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Preface to “Epistemic Game Theory and Logic” 
Epistemic game theory and the systems of logic that support it are crucial for understanding 

rational behavior in interactive situations in which the outcome for an agent depends, not just on her own 
behavior, but also on the behavior of those with whom she is interacting. Scholars in many fields study 
such interactive situations, that is, games of strategy. 

Epistemic game theory presents the epistemic foundations of a game’s solution, taken as a 
combination of strategies, one for each player in the game, such that each strategy is rational given the 
combination. It considers the beliefs of the players in a game and shows how, along with the players’ 
goals, their beliefs guide their choices and settle the outcome of their game. Adopting the Bayesian 
account of probability, as rational degree of belief, it yields Bayesian game theory. Epistemic game theory, 
because it attends to how players reason strategically in games, contrasts with evolutionary game theory, 
which applies to non-reasoning organisms such as bacteria. 

Logic advances rules of inference for strategic reasoning. It contributes not just standard rules of 
deductive logic, such as modus ponens, but also rules of epistemic logic, such as the rule going from 
knowledge of a set of propositions to knowledge of their deductive consequences, and rules of 
probabilistic reasoning such as Bayesian conditionalization, which uses probabilities conditional on 
receiving some new evidence to form new non-conditional probabilities after receiving exactly that new 
evidence. 

Perea (2012) offers an overview, and Weirich (1998) shows how principles of choice support 
solutions to games of strategy. 

The papers in the special issue came in response to the journal’s call for papers. Diversity of 
perspectives was a goal. The papers include four by economists, one by computer scientists, three by 
philosophers, and one by a psychologist. They display a variety of approaches to epistemic game theory 
and logic. The following paragraphs briefly describe the topics of the papers, grouped according to 
discipline and within a discipline according to date of publication. 

1. Economics 

Perea and Kets (2016), “When Do Types Induce the Same Belief Hierarchy?” Higher-order beliefs, 
that is, beliefs about beliefs, play an important role in game theory. Whether one player decides to make a 
certain move may depend on the player’s beliefs about another player’s beliefs. A representation of a 
player’s higher-order beliefs may use a type structure, that is, a set of player types that characterize a 
player’s uncertainty. This paper investigates conditions under which two type structures may represent 
the same hierarchical beliefs. 

Bonanno (2016), “Exploring the Gap between Perfect Bayesian Equilibrium and Sequential 
Equilibrium.” This paper uses methods of belief revision to characterize types of equilibrium in a game 
with sequences of moves. It assumes that belief revision is conservative or minimal and then obtains two 
types of equilibrium that in a certain sense are intermediate between perfect Bayesian equilibrium and 
sequential equilibrium. It argues that refinements of subgame-perfect equilibrium in extensive-form 
games should attend to principles of belief revision, in particular, iterated belief revision. 

Asheim et al. (2016), “Epistemically Robust Strategy Subsets.” This paper examines the epistemic 
foundations of set-valued generalizations of strict Nash equilibrium. It explores, in particular, epistemic 
robustness, or support by epistemic considerations, of sets of strategy profiles taken as solutions to games 
in which players have doubts about the rationality of players, and so doubts about the strategy a player 
adopts in response to other players. It classifies a player according to her doxastic state, characterized by a 
probability distribution over the other players’ strategies and types. 

Yang and Harstad (2017), “The Welfare Cost of Signaling.” This paper treats learning about 
differences among agents from observations of the agents’ behavior. It investigates, in particular, 
separating workers according to skill using signals an employer elicits from the workers. A credible signal 
may involve a transfer of resources instead of consumption of resources, and so not impose a welfare cost 
on society. The paper shows specifically that an employer’s charging a job application fee may generate 
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such credible signals, and it explores the robustness of its results given variation in factors such as a job 
applicant’s aversion to risk. 

2. Computer Science 

Chen and Micali (2016), “Leveraging Possibilistic Beliefs in Unrestricted Combinatorial Auctions.” 
This paper addresses a topic in economics, namely, the design of auctions, with special attention to 
methods of computing a rational strategy given the design’s adoption. The design of the auction aims to 
guarantee an amount of revenue, dependent on bidders’ “possibilistic beliefs” about bidders’ valuations 
of an item up for auction. A bidder’s possibilistic beliefs settle the valuations of other bidders that are 
epistemically possible for the bidder, that is, may be correct for all the bidder knows. The paper describes 
the benefits of its auction design for a bidder’s privacy concerning her valuations, for computationally 
simplifying a design’s implementation, and for limiting collusion among bidders. 

3. Philosophy 

Hédoin (2016), “Community-Based Reasoning in Games: Salience, Rule-Following, and 
Counterfactuals.” This paper argues for a representation of a game that includes, when the players know 
that they come from the same community, the players’ knowledge of this fact. Their knowledge of their 
cultural ties assists their predictions of their behavior; it explains a focal point of their game, that is, a 
strategy profile that the players expect the players to realize. The paper’s representation of a game 
includes an epistemic model grounding applications of epistemic logic that yield conclusions about the 
players’ behavior. The model covers not only actual behavior, but also behavior in hypothetical situations 
that do not arise during a play of the game. The paper examines the literature on following rules because 
a culture’s rules govern counterfactual as well as actual situations. 

Cozic (2016), “Probabilistic Unawareness.” This paper considers whether an agent in a game, for a 
proposition relevant to the game’s solution, believes the proposition and whether, if the proposition is 
true, the agent is aware or unaware of its truth. An agent may be unaware of a proposition’s truth because 
he fails to entertain it. The paper uses partial (and so probabilistic) belief as opposed to full belief in its 
representation of an agent’s beliefs. It extends doxastic logic to obtain a version of probabilistic logic, 
namely, a formal system with an explicit representation of partial belief together with an explicit 
representation of awareness. Its main result is a soundness and completeness theorem, using its semantics 
of partial belief and awareness, for its probabilistic extension of doxastic logic. 

Sperry-Taylor (2017), “Strategy Constrained by Cognitive Limits, and the Rationality of Belief-
Revision Policies.” This paper investigates the effect of cognitive limits on the strategic reasoning of the 
players in a game. It examines how as a game progresses, imperfect agents playing the game revise their 
beliefs (taken as probability assignments or assignments of credence to propositions), and how their 
methods of belief revision affect their choices and the outcome of their game. Cognitive limits may excuse 
an agent’s failure to consider all the options in a decision problem and may excuse an agent’s failure to 
consider all her strategies for playing a game. The paper advances principles of rationality that govern 
belief revision by cognitively limited agents who in games entertain some contingencies only as they arise. 

4. Psychology 

Suleiman (2017), “Economic Harmony: An Epistemic Theory of Economic Interactions.” This paper 
maintains that some under-studied epistemic factors, in particular, an agent’s aspirations, influence the 
agent’s reasoning in a game of strategy. It defines an agent’s subjective utility assignment to the possible 
outcomes of an option in a decision problem as a quantitative representation of the agent’s mental 
attitudes to the outcomes, roughly, levels of satisfaction from the outcomes, so that the utilities of the 
outcomes form a ratio scale. Then it proposes that the value of an outcome for an agent is the ratio of the 
utility for the agent of the payoff the outcome yields divided by the utility for the agent of the payoff to 
which the agent aspires. As a solution to a game, it proposes a combination of strategies, with exactly one 
strategy for each player that yields an outcome with the same utility for all the players. The paper 
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supports its proposals by noting their agreement with experimental data concerning behavior in games 
such as the Ultimatum Game and the Common Pool Resource Dilemma. 

This Special Issue gathers recent scholarship in several disciplines treating epistemic game theory 
and logic. Some articles propose new ways of representing the mental states of the players in a game or 
new ways of making inferences about their mental states, some strengthen the logical foundations of 
epistemic game theory or extend its scope, and some present applications of epistemic game theory. The 
articles show the vitality and significance of this area of research. 

Paul Weirich 
Guest Editor 
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Abstract: Type structures are a simple device to describe higher-order beliefs. However, how can we
check whether two types generate the same belief hierarchy? This paper generalizes the concept of a
type morphism and shows that one type structure is contained in another if and only if the former
can be mapped into the other using a generalized type morphism. Hence, every generalized type
morphism is a hierarchy morphism and vice versa. Importantly, generalized type morphisms do not
make reference to belief hierarchies. We use our results to characterize the conditions under which
types generate the same belief hierarchy.

Keywords: types; belief hierarchies; epistemic game theory; morphisms

JEL Classification: C72

1. Introduction

Higher-order beliefs play a central role in game theory. Whether a player is willing to invest in a
project, for example, may depend on what he or she thinks that his or her opponent thinks about the
economic fundamentals, what he or she thinks that his or her opponent thinks that he or she thinks, and
so on, up to arbitrarily high order (e.g., [1]). Higher-order beliefs can also affect economic conclusions in
settings ranging from bargaining [2,3] and speculative trade [4] to mechanism design [5] . Higher-order
beliefs about actions are central to epistemic characterizations, for example, of rationalizability [6,7],
Nash equilibrium [8,9] and forward induction reasoning [10]. In principle, higher-order beliefs can
be modeled explicitly, using belief hierarchies. For applications, the type structures introduced by
Harsanyi [11] provide a simple, tractable modeling device to represent players’ higher-order beliefs.

While type structures provide a convenient way to represent higher-order beliefs, it may be
difficult to check whether types generate the same belief hierarchy. The literature has considered the
following question: given two type structures, T and T ′, is it the case that for every type in T , there is
a type in T ′ that generates the same belief hierarchy? That is, is the type structure T contained in T ′?1

The literature has considered two different tests to address this question, one based on hierarchy
morphisms and one based on type morphisms. Hierarchy morphisms can be used to give a complete
answer to this question: a type structure T is contained in T ′ if and only if there is a hierarchy
morphism from the former to the latter. A problem with this test is that hierarchy morphisms make
reference to belief hierarchies, as we shall see. Therefore, this test requires us to go outside the purview
of type structures. The second test uses type morphisms. Type morphisms are defined solely in terms

1 We follow the terminology of Friedenberg and Meier [12] here. A stronger condition for T to be contained in T ′ is that T
can be embedded (using a type morphism) into T ′ as a belief-closed subset [13]. Our results can be used to characterize
conditions under which T is contained in T ′ in this stronger sense in a straightforward way.

Games 2016, 7, 28 3 www.mdpi.com/journal/games
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of the properties of the type structures. However, the test based on type morphisms only provides a
sufficient condition: if there is a type morphism from T to T ′, then T is contained in T ′ [14]. However,
as shown by Friedenberg and Meier [12], the condition is not necessary: it may be that T ′ contains
T , yet there is no type morphism from T to T ′. The work in [12] also provides a range of conditions
under which the condition is both necessary and sufficient. However, they do not directly address the
question of whether there might be an alternate test (which provides conditions that are both necessary
and sufficient) that does not require us to describe the belief hierarchies explicitly.

This paper provides such a test, by generalizing the notion of a type morphism. We show that
a type structure is contained in another if and only if there is a generalized type morphism from the
former to the latter. Therefore, a generalized type morphism is a hierarchy morphism and vice versa.
Unlike the definition of hierarchy morphisms, the definition of generalized type morphisms does not
make reference to belief hierarchies. Therefore, this test can be carried out without leaving the purview
of type structures. Using this result, it is straightforward to verify whether two types generate the
same belief hierarchy, as we show.

Hierarchy morphisms are used in a number of different settings. For example, they can be used
to check whether types have the same rationalizable actions [15] and play an important role in the
literature on the robustness to misspecifying the parameter set more generally; see, e.g., Ely and
Peski [16] and Liu [17]. Hierarchy morphisms are also used to study the robustness of Bayesian-Nash
equilibria to misspecifications of players’ belief hierarchies [18,19] and in epistemic game theory.
The current results make it possible to study these issues without describing players’ belief hierarchies
explicitly, using that every hierarchy morphism is a generalized type morphism and conversely.

A critical ingredient in the definition of a generalized type morphism is the σ-algebra on a
player’s type set, which separates his or her types if and only if they differ in the belief hierarchy that
they generate. Mertens and Zamir ([13], p. 6) use this σ-algebra to define non-redundant type
structures, and this σ-algebra also plays an important role in the work of Friedenberg and Meier [12],
where it is used to characterize the conditions under which hierarchy morphisms and type morphisms
coincide. The work in [13] provides a nonconstructive definition of this σ-algebra, and [12] show
that the σ-algebra defined by [13] is the σ-algebra generated by the functions that map types into
belief hierarchies. We provide a constructive definition of this σ-algebra, by means of a type partitioning
procedure that does not make reference to belief hierarchies.

While many of the ingredients that underlie our results are known in some form or another,
we view the contribution of this paper as combining these ideas in a new way to generalize the concept
of a type morphism, so that it provides a necessary and sufficient condition for a type structure to be
contained in another that does not refer to belief hierarchies.

A number of papers has shown that the measurable structure associated with type structures can
impose restrictions on reasoning [12,20–23]. This paper contributes to that literature in two ways. First,
we elucidate the connection by constructing the measurable structure on type sets that is generated by
players’ higher-order beliefs. Second, we provide tools to easily go from the domain of type structures
to the domain of belief hierarchies and vice versa.

The outline of this paper is as follows. The next section introduces basic concepts. Section 3
discusses type morphisms and hierarchy morphisms. Section 4 defines our generalization of a type
morphism and proves the main result. Section 5 applies this result to characterize the conditions under
which types generate the same belief hierarchy. Section 6 considers the special case where players have
finitely many types. Proofs are relegated to the Appendix A.

2. Belief Hierarchies and Types

In this section, we show how belief hierarchies can be encoded by means of a type structure.
The original idea behind this construction goes back to Harsanyi (1967). We first provide the definition
of a type structure and subsequently explain how to derive a belief hierarchy from a type in a
type structure. We conclude the section with an example of two type structures that are equivalent,
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in the sense that they produce exactly the same sets of belief hierarchies for the players. This example
thus shows that the same belief hierarchy can be encoded within different type structures.

2.1. Type Structures

Consider a finite set of players I. Assume that each player i faces a basic space of uncertainty
(Xi, Σi), where Xi is a set and Σi a σ-algebra on Xi. That is, Xi = (Xi, Σi) is a measurable space.
The combination X = (Xi, Σi)i∈I of basic uncertainty spaces is called a multi-agent uncertainty
space. The basic space of uncertainty for player i could, for instance, be the set of opponents’ choice
combinations, or the set of parameters determining the utility functions of the players, or even a
combination of the two.

A belief hierarchy for player i specifies a probability measure on Xi, the first-order belief,
a probability measure on Xi and the opponents’ possible first-order beliefs, the second-order belief,
and so on. As is standard, we encode such infinite belief hierarchies by means of type structures.

For any measurable space (Y, Σ̂), we denote by Δ(Y, Σ̂) the set of probability measures on (Y, Σ̂).
We endow Δ(Y, Σ̂) with the coarsest σ-algebra that contains the sets:

{μ ∈ Δ(Y, Σ̂) | μ(E) ≥ p} : E ∈ Σ̂, p ∈ [0, 1].

This is the σ-algebra used in Heifetz and Samet [14] and many subsequent papers; it coincides
with the Borel σ-algebra on Δ(Y, Σ̂) (induced by the weak convergence topology) if Y is metrizable and
Σ̂ is the Borel σ-algebra. Product spaces are endowed with the product σ-algebra. Given a collection of
measurable spaces (Yi,Yi), i ∈ I, write Y for the product σ-algebra

⊗
j∈I Yj and Y−i for the product

σ-algebra
⊗

j �=i Yj, where i ∈ I.

Definition 1. (Type structure) Consider a multi-agent uncertainty space X = (Xi, Σi)i∈I . A type structure
for X is a tuple T = (Ti, ΣT

i , bi)i∈I where, for every player i,

(a) Ti is a set of types for player i, endowed with a σ-algebra ΣT
i , and

(b) bi : Ti → Δ(Xi × T−i, Σ̂i) is a measurable mapping that assigns to every type ti a probabilistic belief
bi(ti) ∈ Δ(Xi × T−i, Σ̂i) on its basic uncertainty space and the opponents’ type combinations, where
Σ̂i = Σi ⊗ ΣT

−i is the product σ-algebra on Xi × T−i.

Finally, if f : Y → (Y′, Σ′) is a function from Y to the measurable space (Y′, Σ′), then σ( f ) is
the σ-algebra on Y generated by f , that is, it is the coarsest σ-algebra that contains the sets {y ∈ Y :
f (y) ∈ E} for E ∈ Σ′.

2.2. From Type Structures to Belief Hierarchies

In the previous subsection, we have introduced the formal definition of a type structure. We
now show how to “decode” a type within a type structure, by deriving the full belief hierarchy that
it induces.

Consider a type structure T = (Ti, ΣT
i , bi)i∈I for X . Then, every type ti within T induces an

infinite belief hierarchy:
hTi (ti) = (μT ,1

i (ti), μT ,2
i (ti), . . .),

where μT ,1
i (ti) is the induced first-order belief, μT ,2

i (ti) is the induced second-order belief, and so on.
We will inductively define, for every n, the n-th order beliefs induced by types ti in T , building upon
the (n − 1)-th order beliefs that have been defined in the preceding step.

We start by defining the first-order beliefs. For each player i, define:

H1
i := Δ(Xi, Σi)

5
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to be the set of beliefs about Xi, and for every type ti ∈ Ti, define its first-order belief μT ,1
i (ti) by:

μT ,1
i (ti)(Ei) := bi(ti)(Ei × T−i) for all Ei ∈ Σi.

Clearly, μT ,1
i (ti) ∈ Δ(Xi, Σi) for every type ti. Define hT ,1

i (ti) := μT ,1
i (ti). The mapping μT ,1

i from
Ti to H1

i is measurable by standard arguments. For n > 1, suppose the set Hn−1
i has been defined

and that the function hT ,n−1
i from Ti to Hn−1

i is measurable. Let Σ̂n−1
i be the product σ-algebra on

Xi × ×j �=i Hn−1
j , and define:

Hn
i := Hn−1

i × Δ(Xi × Hn−1
−i , Σ̂n−1

i ).

For every type ti, define its n-th-order belief μT ,n
i (ti) by:

for all E ∈ Σ̂n−1
i : μT ,n

i (ti)(E) = bi(ti)({(xi, t−i) ∈ Xi × T−i | (xi, hT ,n−1
−i (t−i)) ∈ E}),

with hT ,n−1
−i (t−i) = (hT ,n−1

j (tj))j �=i. Since hT ,n−1
j is measurable for every player j, μT ,n

i is indeed a

probability measure on (Xi × Hn−1
−i , Σ̂n−1

i ). Define hT ,n
i (ti) := (hT ,n−1

i (ti), μT ,n
i (ti)). It follows that

hT ,n
i (ti) ∈ Hn

i . Moreover, hT ,n
i is measurable.

Note that, formally speaking, the n-th-order belief μT ,n
i (ti) is a belief about Xi and the opponents’

first-order until (n − 1)-th order beliefs. Moreover, by construction, the n-th and (n + 1)-th order
beliefs μT ,n

i (ti) and μT ,n+1
i (ti) are coherent in the sense that they induce the same belief on Xi and the

opponents’ first-order until (n − 1)-th order beliefs.
Finally, for every type ti ∈ Ti, we denote by:

hTi (ti) := (μT ,n
i (ti))n∈N

the belief hierarchy induced by type ti in T . Furthermore, define Hi to be the set Δ(Xi)××n≥1Δ(Xi ×
Hn
−i) of all belief hierarchies. We say that two types, ti and t′i, of player i generate the same belief

hierarchy if hTi (ti) = hTi (t′i). Types ti and t′i generate the same n-th-order belief if μT ,n
i (ti) = μT ,n

i (t′i).
2

2.3. Example

Consider a multi-agent uncertainty space X = (Xi, Σi)i∈I where I = {1, 2}, X1 = {c, d},
X2 = {e, f } and Σ1, Σ2 are the discrete σ-algebras on X1 and X2, respectively. Consider the type
structures T = (T1, T2, Σ1, Σ2, b1, b2) and T ′ = (R1, R2, Σ1, Σ2, β1, β2) in Table 1.

Then, it can be verified that the types t1, t′1, r′1 and r′′1 generate the same belief hierarchy, and so do
the types t′′1 and r1, the types t2, t′′2 and r′2 and the types t′2, r2 and r′′2 . In particular, for every type in T ,
there is another type in T ′ generating the same belief hierarchy, and vice versa. In this sense, the two
type structures T and T ′ are equivalent.

2 Clearly, ti and t′i generate the same n-th-order belief if and only if hT,n
i (ti) = hT,n

i (t′i).

6
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Table 1. Two equivalent type structures.

Type Structure T
T1 = {t1, t′1, t′′1 }, T2 = {t2, t′2, t′′2 }

b1(t1) =
1
2 (c, t2) +

1
2 (d, t′2)

b1(t′1) =
1
6 (c, t2) +

1
3 (c, t′′2 ) +

1
2 (d, t′2)

b1(t′′1 ) =
1
2 (c, t′2) +

1
2 (d, t′′2 )

b2(t2) =
1
4 (e, t1) +

1
2 (e, t′1) +

1
4 ( f , t′′1 )

b2(t′2) =
1
8 (e, t1) +

1
8 (e, t′1) +

3
4 ( f , t′′1 )

b2(t′′2 ) =
3
8 (e, t1) +

3
8 (e, t′1) +

1
4 ( f , t′′1 )

Type Structure T ′

R1 = {r1, r′1, r′′1 }, R2 = {r2, r′2, r′′2 }
β1(r1) =

1
4 (c, r2) +

1
4 (c, r′′2 ) +

1
2 (d, r′2)

β1(r′1) =
1
2 (c, r′2) +

1
8 (d, r2) +

3
8 (d, r′′2 )

β1(r′′1 ) =
1
2 (c, r′2) +

3
8 (d, r2) +

1
8 (d, r′′2 )

β2(r2) =
1
4 (e, r′1) +

3
4 ( f , r1)

β2(r′2) =
3
4 (e, r′1) +

1
4 ( f , r1)

β2(r′′2 ) =
1
8 (e, r′1) +

1
8 (e, r′′1 ) +

3
4 ( f , r1)

3. Hierarchy and Type Morphisms

The literature has considered two concepts that map type structures into each other,
type morphisms and hierarchy morphisms. Throughout the remainder of the paper, fix two
type structures, T = (Ti, ΣT

i , bi)i∈I and T ′ = (T′
i , ΣT ′

i , b′i)i∈I on X . The functions that map types
from T and T ′ into belief hierarchies are denoted by hTi and hT

′
i , respectively.

Definition 2. (Hierarchy morphism) For each player i ∈ I, let ϕi be a function from Ti to T′
i , such that for

every type ti ∈ Ti, hT
′

i (ϕi(ti)) = hTi (ti). Then, ϕi is a hierarchy morphism (from T to T ′). With some abuse
of notation, we refer to the profile (ϕi)i∈I as a hierarchy morphism.

Therefore, if there is a hierarchy morphism between T and T ′, then every type in T can be
mapped into a type in T ′ in a way that preserves belief hierarchies. We say that the type structure T ′

contains T if, and only if, there is a hierarchy morphism from T to T ′.
Type morphisms are mappings between type structures that preserve beliefs.

Definition 3. (Type morphism) For each player i ∈ I, let ϕi be a function from Ti to T′
i that is measurable with

respect to ΣT
i and ΣT ′

i .3 Suppose that for each player i, type ti ∈ Ti and E ∈ Σi ⊗ ΣT ′
−i ,

bi(ti)({(xi, t−i) ∈ Xi × T−i | (xi, ϕ−i(t−i)) ∈ E}) = b′i(ϕi(ti))(E). (1)

Then, ϕ := (ϕi)i∈I is a type morphism (from T to T ′).

Heifetz and Samet [14] have shown that one type structure is contained in another whenever
there is a type morphism from the former to the latter.

Proposition 1. ([14], Prop. 5.1) If ϕ is a type morphism from T to T ′, then it is a hierarchy morphism.
Therefore, if there is a type morphism from T to T ′, then T ′ contains T .

3 That is, for each E ∈ ΣT′
i , we have {ti ∈ Ti | ϕi(ti) ∈ E} ∈ ΣT

i .
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Unlike hierarchy morphisms, type morphisms do not make reference to belief hierarchies.
Therefore, to check whether there is a type morphism from one type structure to another, we need to
consider only the type structures. However, the condition that there be a type morphism from one
type structure to another provides only a sufficient condition for the former to be contained in the
latter. Indeed, Friedenberg and Meier [12] show that the condition is not necessary: there are type
structures such that one is contained in the other, yet there is no type morphism between the two.

4. Generalized Type Morphisms

Type morphisms require beliefs to be preserved for every event in the types’ σ-algebra. However,
for two types to generate the same belief hierarchy, it suffices that their beliefs are preserved only
for events that can be described in terms of players’ belief hierarchies. We use this insight to define
generalized type morphisms and show that a type structure contains another if and only if there is a
generalized type morphism from the latter to the former.

The first step is to define the relevant σ-algebra. Mertens and Zamir ([13], p. 6) provide the
relevant condition. We follow the presentation of Friedenberg and Meier [12].

Definition 4. ([12], Def. 5.1) Fix a type structure T and fix a sub-σ algebra Σ̃T
i ⊆ ΣT

i for each player i ∈ I.
Then, the product σ-algebra Σ̃T is closed under T if for each player i,

{ti ∈ Ti | bi(ti)(E) ≥ p} ∈ Σ̃T
i

for all E ∈ Σi ⊗ Σ̃T
−i and p ∈ [0, 1].

The coarsest (sub-)σ algebra that is closed under T is of special interest, and we denote it by
FT =

⊗
i∈I FT

i . It is the intersection of all σ-algebras that are closed under T .4 The work in [13] uses
this σ-algebra to define non-redundant type spaces, and [12] use it to characterize the condition under
which a hierarchy morphism is a type morphism.

Friedenberg and Meier [12] provide a characterization of the σ-algebra FT in terms of the
hierarchy mappings. Recall that σ(hTi ) is the σ-algebra on Ti generated by the mapping hTi . That is,
σ(hTi ) is the coarsest σ-algebra that contains the sets:

{ti ∈ Ti | hTi (ti) ∈ E} : E ⊆ Hi measurable.

Lemma 1. ([12], Lemma 6.4) Let the product σ-algebra FT be the coarsest σ-algebra that is closed under T .
Then, for each player i, FT

i = σ(hTi ).

We are now ready to define generalized type morphisms.

Definition 5. (Generalized type morphism) For each player i ∈ I, let ϕi be a function from Ti to T′
i that is

measurable with respect to ΣT
i and FT ′

i .5 Suppose that for each player i, type ti ∈ Ti and E ∈ Σi ⊗FT ′
−i ,

bi(ti)({(xi, t−i) ∈ Xi × T−i | (xi, ϕ−i(t−i)) ∈ E}) = b′i(ϕi(ti))(E).

Then, ϕ := (ϕi)i∈I is a generalized type morphism (from T to T ′).

Note that a type morphism is always a generalized type morphism, but not vice versa. Like type
morphisms, generalized type morphisms are defined using the language of type structures alone;

4 Since ΣT is closed under T (by measurability of the belief maps bi), the intersection is nonempty. It is easy to verify that the
intersection is a σ-algebra.

5 That is, for each E ∈ FT′
i , we have {ti ∈ Ti | ϕi(ti) ∈ E} ∈ ΣT

i .
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the definition does not make reference to belief hierarchies. The difference between type morphisms
and generalized type morphisms is that the former requires beliefs to be preserved for all events in the
σ-algebra Σi ⊗ ΣT ′

−i for player i, while the latter requires beliefs to be preserved only for events in the
σ-algebra Σi ⊗FT ′

−i , and this σ-algebra is a coarsening of Σi ⊗ ΣT ′
−i (Definition 4 and Lemma 1).

Our main result states that one structure is contained in another if and only if there is a generalized
type morphism from the former to the latter.

Theorem 1. A mapping ϕ is a hierarchy morphism from T to T ′ if and only if it is a generalized type morphism
from T to T ′. Hence, a type structure T ′ contains T if and only if there is a generalized type morphism from
T to T ′.

This result establishes an equivalence between generalized type morphisms and hierarchy
morphisms. It thus provides a test that can be used to verify whether one type structure is contained
in the other that does not refer to belief hierarchies.

While the characterization in Theorem 1 does not make reference to belief hierarchies, the result
may not be easy to apply directly. The σ-algebras FT

i are defined as the intersection of σ-algebras that
are closed under T , and there can be (uncountably) many of those. We next define a simple procedure
to construct this σ-algebra.

Procedure 1. (Type partitioning procedure) Consider a multi-agent uncertainty space X = (Xi, Σi)i∈I and a
type structure T = (Ti, ΣT

i , bi)i∈I for X .

Initial step: For every player i, let ST ,0
i = {Ti, ∅} be the trivial σ-algebra of his or her set of types Ti.

Inductive step: Suppose that n ≥ 1 and that the sub-σ algebra ST ,n−1
i on Ti has been defined for every player i.

Then, for every player i, let ST ,n
i be the coarsest σ-algebra that contains the sets:

{ti ∈ Ti | bi(ti)(E) ≥ p}

for all E ∈ Σi ⊗ ST ,n−1
−i and all p ∈ [0, 1]. Furthermore, let ST ,∞

i be the σ-algebra generated by the
union

⋃
n ST ,n

i .

A simple inductive argument shows that ST ,n
i refines ST ,n−1

i for all players i and all n; clearly,
ST ,∞

i refines ST ,n
i for any n. The next result shows that the type partitioning procedure delivers the

σ-algebras that are generated by the hierarchy mappings.

Proposition 2. Fix a type structure T , and let i ∈ I. Then, ST ,∞
i = σ(hTi ) and ST ,n

i = σ(hT ,n
i ) for all

n ≥ 1. Therefore, ST ,∞
i = FT

i .

Hence, we can use the type partitioning procedure to construct the σ-algebras, which we need
for our characterization result (Theorem 1). Heifetz and Samet [24] consider a similar procedure
in the context of knowledge spaces to show that a universal space does not exist for that setting.
The procedure also has connections with the construction in Kets [22] of type structures that describe
the beliefs of players with a finite depth of reasoning. In the next section, we use Theorem 1 and the
type partitioning procedure to characterize the types that generate the same belief hierarchies.

5. Characterizing Types with the Same Belief Hierarchy

We can use the results in the previous section to provide simple tests to determine whether two
types, from the same type structure or from different structures, generate the same belief hierarchy.
We assume in this section that Xi is countably generated: there is a countable collection of subsets
En

i ⊆ Xi, n = 1, 2, . . ., such that Σi is the coarsest σ-algebra that contains these subsets. Examples of
countably-generated σ-algebras include the discrete σ-algebra on a finite or countable set and the Borel

9



Games 2016, 7, 28

σ-algebra on a finite-dimensional Euclidean space. Recall that an atom of a σ-algebra Σ on a set Y is a
set a ∈ Σ, such that Σ does not contain a nonempty proper subset of a. That is, for any a′ ∈ Σ, such
that a′ ⊆ a, we have a′ = a or a′ = ∅.6

Lemma 2. Let i ∈ I and n ≥ 1. The σ-algebras ST ,n
i and ST ,∞

i are atomic. That is, for each ti ∈ Ti, there are
atoms an

i (ti) and a∞
i (ti) in ST ,n

i and ST ,∞
i , respectively, such that ti ∈ an

i (ti) and ti ∈ a∞
i (ti).

This result motivates the name “type partitioning procedure”: the procedure constructs a
σ-algebra that partitions the type sets into atoms. Proposition 3 shows that these atoms contain
precisely the types that generate the same higher-order beliefs.

Proposition 3. For every player i, every n ≥ 1 and every two types ti, t′i ∈ Ti, we have that

(a) for every n ≥ 0, types ti and t′i generate the same n-th-order belief if and only if there is an atom an
i ∈ ST ,n

i ,
such that ti, t′i ∈ an

i ;

(b) types ti and t′i generate the same belief hierarchy if and only if there is an atom a∞
i ∈ ST ,∞

i , such that
ti, t′i ∈ a∞

i .

There is a connection between Proposition 3 and the work of Mertens and Zamir [13]. The work
in [13] defines a type structure T to be non-redundant if for every player i, the σ-algebra FT

i separates
types; see Liu ([17], Prop. 2) for a result that shows that this definition is equivalent to the requirement
that there are no two types that generate the same belief hierarchy. Therefore, [13] already note the
connection between the separating properties of FT and the question of whether types generate the
same belief hierarchy. The contribution of Proposition 3 is to provide a simple procedure to construct
the σ-algebra FT and to show that the separating sets can be taken to be atoms (as long as the σ-algebra
on Xi is countably generated).

Proposition 3 can also be used to verify whether two types from different type structures generate
the same higher-order beliefs, by merging the two structures. Specifically, consider two different
type structures, T 1 = (T1

i , Σ1
i , b1

i )i∈I and T 2 = (T2
i , Σ2

i , b2
i )i∈I , for the same multi-agent uncertainty

space X = (Xi, Σi)i∈I . To check whether two types t1
i ∈ T1

i and t2
i ∈ T2

i induce the same belief hierarchy,
we can merge the two type structures into one large type structure and then run the type partitioning
procedure on this larger type structure. That is, define the type structure T ∗ = (T∗

i , Σ∗
i , b∗i )i∈I as follows.

For each player i, let T∗
i be the union of T1

i and T2
i (possibly made disjoint by replacing T1

i or T2
i with a

homeomorphic copy), and define the σ-algebra Σ∗
i on T∗

i by:

E ∈ Σ∗
i if and only if E ∩ T1

i ∈ Σ1
i and E ∩ T2

i ∈ Σ2
i .

Furthermore, define b∗i by:

b∗i (ti) :=

{
b1

i (ti), if ti ∈ T1
i

b2
i (ti), if ti ∈ T2

i

for all types ti ∈ Ti.7 Applying the type partitioning procedure on T ∗ gives a σ-algebra S∗,∞
i on T∗

i for
each player i. If t1

i ∈ T1
i and t2

i ∈ T2
i belong to the same atom of S∗,∞

i , then t1
i and t2

i induce the same
belief hierarchy. The converse also holds, and hence, we obtain the following result.

6 Clearly, for any y ∈ Y, if there is an atom a that contains y (i.e., y ∈ a), then this atom is unique.
7 This is with some abuse of notation, since b∗i is defined on Xi × T∗

−i , while b1
i and b2

i are defined on Xi × T1
−i and Xi × T2

−i ,
respectively. By defining the σ-algebra ΣT∗

j on T∗
j as above, the extension of b1

i and b2
i to the larger domain is well defined.

10
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Proposition 4. Consider two type structures T1 = (T1
i , Σ1

i , b1
i )i∈I and T2 = (T2

i , Σ2
i , b2

i )i∈I . Let
T∗ = (T∗

i , Σ∗
i , b∗i )i∈I be the large type structure defined above, obtained by merging the two type structures,

and let S∗,∞
i , for a given player i, be the σ-algebra on T∗

i generated by the type partitioning procedure. Then,
two types t1

i ∈ T1
i and t2

i ∈ T2
i induce the same belief hierarchy, if and only if, t1

i and t2
i belong to the same

atom of S∗,∞
i .

The type partitioning procedure is thus an easy and effective way to check whether two types,
from possibly different type structures, generate the same belief hierarchy or not.

We expect our main results to apply more broadly. The proofs can easily be modified so that
the main results extend to conditional probability systems in dynamic games [25], lexicographic
beliefs [26], beliefs of players with a finite depth of reasoning [22,27] and the Δ-hierarchies introduced
by Ely and Peski [16].

6. Finite Type Structures

When type structures are finite, our results take on a particularly simple and intuitive form.
Say that a type structure T is finite if the type set Ti is finite for every player i. For finite type structures,
we can replace σ-algebras by partitions.

We first define the type partitioning procedure for the case of finite type structures. A finite
partition of a set A is a finite collection P = {P1, . . . , PK} of nonempty subsets Pk ⊆ A, such that⋃K

k=1 Pk = A and Pk ∩ Pm = ∅ whenever k �= m. We refer to the sets Pk as equivalence classes. For an
element a ∈ A, we denote by P(a) the equivalence class Pk to which a belongs. The trivial partition of
A is the partition P = {A} containing a single set; the full set A. For two partitions P1 and P2 on A,
we say that P1 is a refinement of P2 if for every set P1 ∈ P1, there is a set P2 ∈ P2, such that P1 ⊆ P2.

In the procedure, we recursively partition the set of types of an agent into equivalence classes,
starting from the trivial partition and refining the previous partition with every step, until these
partitions cannot be refined any further. We show that the equivalence classes produced in round n
contain exactly the types that induce the same n-th order belief. In particular, the equivalence classes
produced at the end contain precisely those types that induce the same (infinite) belief hierarchy.

Procedure 2 (Type partitioning procedure (finite type structures)). Consider a multi-agent uncertainty
space X = (Xi, Σi)i∈I and a finite type structure T = (Ti, ΣT

i , bi)i∈I for X .

Initial step: For every agent i, let P0
i be the trivial partition of his or her set of types Ti.

Inductive step: Suppose that n ≥ 1 and that the partitions Pn−1
i have been defined for every agent i. Then, for

every agent i, and every ti ∈ Ti,

Pn
i (ti) = {t′i ∈ Ti | bi(t′i)(Ei × Pn−1

−i ) = bi(ti)(Ei × Pn−1
−i ) (2)

for all Ei ∈ Σi, and all Pn−1
−i ∈ Pn−1

−i }.

The procedure terminates at round n whenever Pn
i = Pn−1

i for every agent i.

In this procedure, Pn−1
−i is the partition of the set T−i induced by the partitions Pn−1

j on Tj. Again,

it follows from a simple inductive argument that Pn
i is a refinement of Pn−1

i for every player i and
every n. Note that if the total number of types, viz., ∑i∈I |Ti|, equals N, then the procedure terminates
in at most N − |I| steps. We now illustrate the procedure by means of an example.

Example 1. Consider the first type structure T = (T1, T2, Σ1, Σ2, b1, b2) from Table 1.

Initial step: Let P0
1 be the trivial partition of the set of types T1, and let P0

2 be the trivial partition of the set of
types T2. That is,

P0
1 = {{t1, t′1, t′′1 }} and P0

2 = {{t2, t′2, t′′2 }}.

11
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Round 1: By Equation (2),

P1
1 (t1) = {τ1 ∈ T1 |

b1(τ1)({c} × T2) = b1(t1)({c} × T2) =
1
2 ,

b1(τ1)({d} × T2) = b1(t1)({d} × T2) =
1
2}

= {t1, t′1, t′′1 },

which implies that:
P1

1 = P0
1 = {{t1, t′1, t′′1 }}.

At the same time,

P1
2 (t2) = {τ2 ∈ T2 |

b2(τ2)({e} × T1) = b2(t2)({e} × T1) =
3
4 ,

b2(τ2)({ f } × T1) = b2(t2)({ f } × T1) =
1
4}

= {t2, t′′2 }

which implies that P1
2 (t

′
2) = {t′2}, and hence:

P1
2 = {{t2, t′′2 }, {t′2}}.

Round 2: By Equation (2),

P2
1 (t1) = {τ1 ∈ T1 |

b1(τ1)({c} × {t2, t′′2 }) = b1(t1)({c} × {t2, t′′2 }) = 1
2 ,

b1(τ1)({c} × {t′2}) = b1(t1)({c} × {t′2}) = 0,

b1(τ1)({d} × {t2, t′′2 }) = b1(t1)({d} × {t2, t′′2 }) = 0,

b1(τ1)({d} × {t′2}) = b1(t1)({d} × {t′2}) = 1
2}

= {t1, t′1},

which implies that P2
1 (t

′′
1 ) = {t′′1 }, and hence:

P2
1 = {{t1, t′1}, {t′′1 }}.

Since P1
1 = P0

1 , we may immediately conclude that:

P2
2 = P1

2 = {{t2, t′′2 }, {t′2}}.

Round 3: As P2
2 = P1

2 , we may immediately conclude that:

P3
1 = P2

1 = {{t1, t′1}, {t′′1 }}.

12
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By Equation (2),

P3
2 (t2) = {τ2 ∈ T2 |

b2(τ2)({e} × {t1, t′1}) = b2(t2)({e} × {t1, t′1}) = 3
4 ,

b2(τ2)({e} × {t′′1 }) = b2(t2)({e} × {t′′1 }) = 0,

b2(τ2)({ f } × {t1, t′1}) = b2(t2)({ f } × {t1, t′1}) = 0,

b2(τ2)({ f } × {t′′1 }) = b2(t2)({ f } × {t′′1 }) = 1
4}

= {t2, t′′2 },

which implies that P3
2 (t

′
2) = {t′2}, and hence,

P3
2 = {{t2, t′′2 }, {t′2}} = P2

2 .

As P3
1 = P2

1 and P3
2 = P2

2 , the procedure terminates at Round 3. The final partitions of the types are thus
given by:

P∞
1 = {{t1, t′1}, {t′′1 }} and P∞

2 = {{t2, t′′2 }, {t′2}}.

The reader may check that all types within the same equivalence class indeed induce the same belief hierarchy.
That is, t1 induces the same belief hierarchy as t′1, and t2 induces the same belief hierarchy as t′′2 . Moreover,
t1 and t′′1 induce different belief hierarchies, and so do t2 and t′2.

Our characterization result for the case of finite type structures states that the type partitioning
procedure characterizes precisely those groups of types that induce the same belief hierarchy.
We actually prove a little more: we show that the partitions generated in round n of the procedure
characterize exactly those types that yield the same n-th order belief.

Proposition 5 (Characterization result (finite type structures)). Consider a finite type structure
T = (Ti, Σi, bi)i∈I , where Σi is the discrete σ-algebra on Ti for every player i. For every agent i, every
n ≥ 1 and every two types ti, t′i ∈ Ti, we have that

(a) hT ,n
i (ti) = hT ,n

i (t′i), if and only if, t′i ∈ Pn
i (ti);

(b) hTi (ti) = hTi (t′i), if and only if, t′i ∈ P∞
i (ti).

The proof follows directly from Proposition 3 and is therefore omitted. As before, this result can
be used to verify whether two types from different type structures generate the same belief hierarchies,
by first merging the two type structures and then running the type partitioning procedure on this
“large” type structure.
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Appendix A. Proofs

Appendix A.1. Proof of Theorem 1

By definition, T ′ contains T if and only if there is a hierarchy morphism from T to T ′. Therefore,
it suffices to show that every generalized type morphism is a hierarchy morphism and vice versa.
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Appendix A.1.1. Every Hierarchy Morphism Is a Generalized Type Morphism

To show that every hierarchy morphism is a generalized type morphism, we need to show
two things. First, we need to show that any hierarchy morphism is measurable with respect to the
appropriate σ-algebra. Second, we need to show that beliefs are preserved for the relevant events.

Let us start with the measurability condition. Suppose ϕ is a hierarchy morphism. Let i ∈ I and
E ∈ FT ′

i . We need to show that:
{ti ∈ Ti | ϕi(ti) ∈ E} ∈ ΣT

i .

Recall that FT ′
i = σ(hT

′
i ) (Lemma 1). Therefore, there is a measurable subset B of the set Hi of

belief hierarchies, such that:
E = {t′i ∈ T′

i | hT
′

i (t′i) ∈ B}.

Hence,

{ti ∈ Ti | ϕi(ti) ∈ E} = {ti ∈ Ti | hT
′

i (ϕi(ti)) ∈ B}
= {ti ∈ Ti | hTi (ti) ∈ B},

where the second equality follows from the assumption that ϕ is a hierarchy morphism. By Lemma 1,
we have:

{ti ∈ Ti | hTi (ti) ∈ B} ∈ FT
i .

Since ΣT
i ⊇ FT

i (Definition 4 and Lemma 1), the result follows.
We next ask whether hierarchy morphisms preserve beliefs for the relevant events. Again, let ϕ

be a hierarchy morphism. Let i ∈ I, ti ∈ Ti and E′ ∈ Σi ⊗FT ′
−i . We need to show that:

bi(ti) ◦ (IdXi , ϕ−i)
−1(E′) = b′i(ϕi(ti))(E′),

where IdXi is the identity function on Xi and where we have used the notation ( f1, . . . , fm) for the
induced function that maps (x1, . . . , xm) into ( f1(x1), . . . , fm(xm)), so that bi(ti) ◦ (IdXi , ϕ−i)

−1 is the
image measure induced by (IdXi , ϕ−i). By a similar argument as before, there is a measurable subset
B′ of the set Xi × H−i, such that:

E′ = {(xi, t′−i) ∈ Xi × T′
−i | (xi, hT

′
−i(t

′
−i)) ∈ B′}.

If E′ is an element of Σi ⊗
⊗

j �=i{T′
j , ∅}, then the result follows directly from the definitions.

Therefore, suppose E′ �∈ Σi ⊗
⊗

j �=i{T′
j , ∅}. Then, for every n ≥ 1, define:

Bn := {(xi, μ1
−i, . . . , μn

−i) ∈ Xi × Hn
−i | (xi, μ1

−i, . . . , μn
−i, μn+1

−i , . . .) ∈ B′

for some (μn+1
−i , μn+2

−i , . . .)}

and:
En := {(xi, t′−i) ∈ Xi × T′

−i | (xi, hT′ ,n
−i (t′−i)) ∈ Bn}.

14
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Then, En ⊇ E′ and En ↓ E′. Furthermore, we have En ∈ Σi ⊗
⊗

j �=i σ(hT′ ,n
j ), and thus,

En ∈ Σi ⊗FT ′
−i (Lemma 1). For every n,

bi(ti) ◦ (IdXi , ϕ−i)
−1(En−1) = bi(ti) ◦ (IdXi , ϕ−i)

−1 ◦ (IdXi , hT′ ,n−1
−i )−1(Bn−1)

= bi(ti) ◦ (IdXi , hT′ ,n−1
−i ◦ ϕ−i)

−1(Bn−1)

= μT,n
i (ti)(Bn−1)

= b′i(ϕ(ti)) ◦ (IdXi , hT′ ,n−1
−i )−1(Bn−1)

= b′i(ϕ(ti))(En−1),

where the penultimate equality uses the definition of a hierarchy morphism. By the continuity of the
probability measures bi(ti) and b′i(ϕi(ti)) (e.g., [28], Thm. 10.8), we have bi(ti) ◦ (IdXi , ϕ−i)

−1(E′) =
b′i(ϕi(ti))(E′), and the result follows.

Appendix A.1.2. Every Generalized Type Morphism Is a Hierarchy Morphism

For the other direction, that is to show that every generalized type morphism is a hierarchy
morphism, suppose that ϕ is a generalized type morphism from T = (Ti, ΣT

i , bi)i∈I to
T ′ = (T′

i , ΣT ′
i , b′i)i∈I . We can use an inductive argument to show that it is a hierarchy morphism.

Let i ∈ I and ti ∈ Ti. Then, for all E ∈ Σi,

μT ′ ,1
i (ϕi(ti))(E) = b′i(ϕi(ti))(E × T′

−i)

= bi(ti)(E × T−i)

= μT ,1
i (ti),

where the first and the last equality use the definition of a first-order belief induced by a type and the
second uses the definition of a generalized type morphism. Therefore, μT ,1

i (ti) = μT ′ ,1
i (ϕi(ti)), and

thus, hT ,1
i (ti) = hT

′ ,1
i (ϕi(ti)) for each player i and every type ti ∈ Ti.

For n > 1, suppose that for each player i and every type ti ∈ Ti, we have hT ,n−1
i (ti) =

hT
′ ,n−1

i (ϕi(ti)). We will use the notation ( f1, . . . , fm) for the induced function that maps (x1, . . . , xm)

into ( f1(x1), . . . , fm(xm)), so that μ ◦ ( f1, . . . , fm)−1 is the image measure induced by a probability
measure μ and ( f1, . . . , fm).

Let E be a measurable subset of Xi × Hn
−i. By Lemma 1, we have FT ′

j = σ(hT
′

j ); and

clearly, σ(hT
′

j ) ⊇ σ(hT
′ ,n−1

j ). Therefore, if we write IdXi for the identity function on Xi, we have

(IdXi , hT
′ ,n−1

−i )−1(E) ∈ Σi ⊗FT ′
−i . Then, for every player i and type ti ∈ Ti,

μT ′ ,n
i (ϕi(ti))(E) = b′i(ϕi(ti)) ◦ (IdXi , hT

′ ,n−1
−i )−1(E)

= bi(ti) ◦ (IdXi , hT
′ ,n−1

−i )−1 ◦ (IdXi , ϕ−i)
−1(E)

= bi(ti) ◦ (IdXi , ϕ−i ◦ hT
′ ,n−1

−i )−1(E)

= bi(ti) ◦ (IdXi , hT ,n−1
−i )−1(E)

= μT ,n
i (ti)(E),

where the first equality uses the definition of an n-th-order belief, the second uses the definition of a
generalized type morphism, the third uses the definition of the composition operator, the fourth uses
the induction hypothesis and the fifth uses the definition of an n-th-order belief again. Conclude that
μT ,n

i (ti) = μT ′ ,n
i (ϕi(ti)) and thus hT ,n

i (ti) = hT
′ ,n

i (ϕi(ti)) for each player i and every type ti ∈ Ti.
Therefore, for each player i ∈ I and each type ti ∈ Ti, we have hTi (ti) = hT

′
i (ϕi(ti)), which shows

that ϕ is a hierarchy morphism. �
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Appendix A.2. Proof of Proposition 2

Let i ∈ I. It will be convenient to define hT ,0
i to be the trivial function from Ti into some

singleton {νi}. Therefore, the σ-algebra σ(hT ,0
i ) generated by hT ,0

i is just the trivial σ-algebra
S0

i = {Ti, ∅}. Next, consider n = 1. Fix player i ∈ I. By definition, σ(hT ,1
i ) is the coarsest σ-algebra

that contains the sets:
{ti ∈ Ti | hT ,1

i (ti) ∈ E} : E ⊆ H1
i measurable.

It suffices to restrict attention to the generating sets E of the σ-algebra on H1
i = Δ(Xi) (e.g., [28]).

Therefore, σ(hT ,1
i ) is the coarsest σ-algebra that contains the sets:

{ti ∈ Ti | hT ,1
i (ti) ∈ E}

where E is of the form {μ ∈ Δ(Xi) | μ(F) ≥ p} for F ∈ Σi and p ∈ [0, 1]. Using that for each type ti,
hT ,1

i (ti) is the marginal on Xi of bi(ti), we have that σ(hT ,1
i ) is the coarsest σ-algebra that contains

the sets:
{ti ∈ Ti | bi(ti)(E) ≥ p} : E ∈ Σi ⊗ S0

−i, p ∈ [0, 1].

That is, σ(hT ,1
i ) = S1

i . In particular, hT ,1
i is measurable with respect to ST ,1

i .
For n > 1, suppose, inductively, that for each player i ∈ I, σ(hT ,n−1

i ) = ST ,n−1
i , so that hT ,n−1

i
is measurable with respect to ST ,n−1

i . Fix i ∈ I. By definition, σ(hT ,n
i ) is the coarsest σ-algebra that

contains the sets in σ(hT ,n−1
i ) and the sets:

{ti ∈ Ti | μT ,n
i (ti) ∈ E} : E ⊆ Δ(Xi × Hn−1

−i ) measurable.

Again, it suffices to consider the generating sets of the σ-algebra on Δ(Xi × Hn−1
−i ). Hence,

σ(hT ,n
i ) is the coarsest σ-algebra that contains the sets:

{ti ∈ Ti | μT ,n
i (ti)(F) ≥ p} : F ⊆ Xi × Hn−1

−i measurable and p ∈ [0, 1].

(Note that this includes the generating sets of σ(hT ,n−1
i ), given that the n-th-order belief induced by

a type is consistent with its (n − 1)-th-order belief.) Using the definition of μT,n
i and the induction

assumption that ST ,n−1
−i = σ(hT ,n−1

−i ), we see that σ(hT ,n
i ) is the coarsest σ-algebra on Ti that contains

the sets:
{ti ∈ Ti | bi(ti)(F) ≥ p} : F ∈ Σi ⊗ ST ,n−1

−i , p ∈ [0, 1].

That is, σ(hT ,n
i ) = ST ,n

i , and hT ,n
i is measurable with respect to ST ,n

i .
Therefore, for each player i and n ≥ 1, σ(hT ,n

i ) = ST ,n
i . It follows immediately that σ(hTi ), as the

σ-algebra on Ti generated by the “cylinders” σ(hT ,n
i ), is equal to ST ,∞

i . �
Appendix A.3. Proof of Lemma 2

Let i ∈ I. Recall that Xi is countably generated, that is there is a countable subset D0
i of Σi,

such that D0
i generates Σi (i.e., Σi is the coarsest σ-algebra that contains D0

i ). Throughout this proof,
we write σ(D) for the σ-algebra on a set Y generated by a collection D of subsets of Y.

The following result says that a countable collection of subsets of a set Y generates a countable
algebra on Y. For a collection D of subsets of a set Y, denote the algebra generated by D by A(D).
Therefore, A(D) is the coarsest algebra on Y that contains D.

Lemma A1. Let D be a countable collection of subsets of a set Y. Then, the algebra A(D) generated by D
is countable.
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Proof. We can construct the algebra generated by D. Denote the elements of D by Dλ, λ ∈ Λ, where Λ
is a countable index set. Define:

A(D) =
{ ⋃

m∈F

⋂
�∈Lm

D�, F a finite subset of N, Lm a finite subset of Λ,

D� = Ak or D� = Ac
k for some k

}
,

(A1)

where Ec is the complement of a set E. That is, A(D) is the collection of finite unions of finite
intersection of elements of D and their complements. We check that A(D) is an algebra. Clearly,
A(D) is nonempty (it contains D) and ∅ ∈ A(D). We next show that A(D) is closed under finite
intersections. Let:

A1 :=
⋃

m1∈F1

⋂
�∈L1

m1

D�, A2 :=
⋃

m2∈F2

⋂
�∈L2

m2

D�,

be elements of A(D). Then,

A1 ∩ A2 =
⋃

(m1,m2)∈F1×F2

⋂
�1∈L1

m1

⋂
�2∈L2

m2

D�1 ∩ D�2 .

Clearly, F1 × F2 is finite and so are the sets L1
m and L2

m. We can thus rewrite A1 ∩ A2 so that it is
of the form as the elements in (A1). We can likewise show that A(D) is closed under complements:
let A :=

⋃
m∈F

⋂
�∈Lm D� ∈ A(D), so that Ac =

⋂
m∈F

⋃
�∈Lm Dc

�; then, since
⋃
�∈Lm Dc

� ∈ A(D) for
every m, we have Ac ∈ A(D). Therefore, A(D) is an algebra that contains D, and it is in fact the
coarsest such one (by construction, any proper subset of A(D) does not contain all finite intersections
of the sets in D and their complements). As D is countable, so is the collection of the elements in D
and their complements; the collections of the finite intersections of such sets are also countable. Hence,
A(D) is countable.

Note that for any p ∈ [0, 1], the set {ti ∈ Ti : bi(ti)(E) ≥ p} can be written as the countable
intersection of sets {ti ∈ Ti : bi(ti)(E) ≥ p�} for some rational p�, � = 1, 2, . . .. Therefore, by
Proposition 2, the σ-algebra σ(hT,n

i ), n = 1, 2, . . ., on the type set Ti, i ∈ I, is the coarsest σ-algebra that
contains the sets:

{ti ∈ Ti : bi(ti)(E) ≥ p} : E ∈ Σi ⊗
⊗
j �=i

σ(hT,n−1
j ), p ∈ Q

We are now ready to prove Lemma 2. Fix i ∈ I. By Lemma A1, the set D0
i generates a countable

algebra A(D0
i ) on Xi. Then, by Proposition 2 and by Lemma 4.5 of Heifetz and Samet [14], we have

that the σ-algebra σ(hT ,1
i ) is generated by the sets:

{ti ∈ Ti : bi(ti)(E) ≥ p} : E ∈ D0
i ⊗

⊗
j �=i

σ(hT ,0
j ), p ∈ Q.

Denote this collection of these sets by D1
i , so that σ(hT ,1

i ) = σ(D1
i ); clearly, D1

i is countable and
A(D1

i ) ⊆ σ(hT ,1
i ) (so that σ(hT ,1

i ) = σ(A(D1
i ))).

For m > 1, suppose that for every i ∈ I, the σ-algebra σ(hT ,m−1
i ) on Ti is generated by a countable

collection Dm−1
i of subsets of Ti, such that A(Dm−1

i ) ⊆ σ(hT ,m−1
i ). Fix i ∈ I. By Proposition 2 and

Lemma 4.5 of Heifetz and Samet [14], the σ-algebra σ(hT ,m
i ) is generated by the sets:

{ti ∈ Ti : bi(ti)(E) ≥ p} : E ∈ D0
i ⊗

⊗
j �=i

A(Dm−1
j ), p ∈ Q.

Denote this collection of these sets by Dm
i ; as before, Dm

i is clearly countable and
A(Dm

i ) ⊆ σ(hT ,m
i ). Again, we have σ(hT ,m

i ) = σ(Dm
i ) = σ(A(Dm

i )).
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Therefore, we have shown that for every i ∈ I and m = 1, 2, . . ., the σ-algebra σ(hT ,m
i ) is generated

by a countable collection Dm
i of subsets of Ti. The σ-algebra σ(hTi ) is generated by the algebra⋃

m σ(hT ,m
i ) =

⋃
m σ(Dm

i ) or, equivalently, by the union
⋃

m Dm
i (Proposition 2). Since the latter set,

as the countable union of countable sets, is countable, the σ-algebra σ(hTi ) is countably generated.
It now follows from Theorem V.2.1 of Parthasarathy [29] that for each player i, the σ-algebras

σ(hT ,m
i ), m = 1, 2, . . . are atomic in the sense that for each ti ∈ Ti, there is a unique atom am

ti
in σ(hT ,m

i )

containing ti; the analogous statement holds for σ(hTi ). �
Appendix A.4. Proof of Proposition 3

Fix a player i ∈ I. By Proposition 2, we have ST ,∞
i = σ(hTi ) and ST ,n

i = σ(hT ,n
i ) for each n ≥ 1.

By Lemma 2, the σ-algebras σ(hT ,∞
i ) and σ(hT ,n

i ) are atomic for every n ≥ 1. Let n ≥ 1. Let ti, t′i ∈ Ti.
Since σ(hT ,n

i ) is atomic, there exist a unique atom an
i (ti) ∈ σ(hT ,n

i ), such that ti ∈ an
i (ti), and a unique

atom an
i (t

′
i) ∈ σ(hT ,n

i ), such that t′i ∈ an
i (t

′
i). Suppose hT ,n

i (ti) = hT ,n
i (t′i). Then, for every generating

set E of the σ-algebra σ(hT ,n
i ), either ti, t′i ∈ E or ti, t′i �∈ E. Therefore, an

i (ti) = an
i (t

′
i). Suppose

hTi (ti) �= hTi (t′i). Then, there is a generating set E of σ(hT ,n
i ) that separates ti and t′i, that is, ti ∈ E,

t′i �∈ E. Therefore, an
i (ti) �= an

i (t
′
i). The proof of the claim that there is a unique atom a∞

i in σ(hTi ) that
contains both ti and t′i if and only if hTi (ti) = hTi (t′i) is analogous and therefore omitted. �
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Abstract: In (Bonanno, 2013), a solution concept for extensive-form games, called perfect Bayesian
equilibrium (PBE), was introduced and shown to be a strict refinement of subgame-perfect
equilibrium; it was also shown that, in turn, sequential equilibrium (SE) is a strict refinement
of PBE. In (Bonanno, 2016), the notion of PBE was used to provide a characterization of SE in terms
of a strengthening of the two defining components of PBE (besides sequential rationality), namely
AGM consistency and Bayes consistency. In this paper we explore the gap between PBE and SE by
identifying solution concepts that lie strictly between PBE and SE; these solution concepts embody
a notion of “conservative” belief revision. Furthermore, we provide a method for determining if a
plausibility order on the set of histories is choice measurable, which is a necessary condition for a
PBE to be a SE.

Keywords: plausibility order; minimal belief revision; Bayesian updating; independence;
sequential equilibrium

1. Introduction

Since its introduction in 1982 [1], sequential equilibrium has been the most widely used solution
concept for extensive-form games. In applications, however, checking the “consistency” requirement
for beliefs has proved to be rather difficult; thus, similarly motivated—but simpler—notions of
equilibrium have been sought. The simplest solution concept is “weak sequential equilibrium” [2,3]
which is defined as an assessment that is sequentially rational and satisfies Bayes’ rule at information
sets that are reached with positive probability by the strategy profile (while no restrictions are imposed
on the beliefs at information sets that have zero probability of being reached). However, this solution
concept is too weak in that it is possible for an assessment (σ, μ) (where σ is a strategy profile and
μ is a system of beliefs) to be a weak sequential equilibrium without σ being a subgame-perfect
equilibrium [4]. Hence the search in the literature for a “simple” (yet sufficiently strong) solution
concept that lies in the gap between subgame-perfect equilibrium and sequential equilibrium.
The minimal desired properties of such a solution concept, which is usually referred to as “perfect
Bayesian equilibrium” (PBE), are sequential rationality and the “persistent” application of Bayes’ rule.
The exact meaning of the latter requirement has not been easy to formalize.

Several attempts have been made in the literature to provide a satisfactory definition of
PBE; they are reviewed in Section 5. In this paper we continue the study of one such notion,
introduced in [5], where it is shown that (a) the proposed solution concept is a strict refinement
of subgame-perfect equilibrium; and (b) in general, the set of sequential equilibria is a proper subset
of the set of perfect Bayesian equilibria. This definition of PBE is based on two notions (besides
sequential rationality): (1) the qualitative property of AGM-consistency relative to a plausibility
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order1; and (2) the quantitative property of Bayes consistency. This notion of PBE was further used
in [8] to provide a new characterization of sequential equilibrium, in terms of a strengthening of
both AGM consistency and Bayes consistency. In this paper we explore the gap between PBE and
sequential equilibrium, by identifying solution concepts that lie strictly between PBE and sequential
equilibrium. These solution concepts capture the notion of revising one’s beliefs in a “conservative” or
“minimal” way.

The paper is organized as follows. Section 2 reviews the notation, definitions and main results
of [5,8]. The new material is contained in Sections 3 and 4. In Section 3 we introduce properties
of the plausibility order that can be used to define solution concepts that lie between PBE and
sequential equilibrium; the main result in this section is Proposition 2. In Section 4 we offer
a method (Proposition 3) for determining whether a plausibility order satisfies the property of “choice
measurability”, which is one of the two conditions that, together, are necessary and sufficient for
a PBE to be a sequential equilibrium. Section 5 discusses related literature and Section 6 concludes.
The proofs are given in Appendix A.

2. Perfect Bayesian Equilibrium and Sequential Equilibrium

In this section we review the notation and the main definitions and results of [5,8].

We adopt the history-based definition of extensive-form game (see, for example, [9]). If A is
a set, we denote by A∗ the set of finite sequences in A. If h = 〈a1, ..., ak〉 ∈ A∗ and 1 ≤ j ≤ k,
the sequence h′ =

〈
a1, ..., aj

〉
is called a prefix of h; if j < k then we say that h′ is a proper prefix of h.

If h = 〈a1, ..., ak〉 ∈ A∗ and a ∈ A, we denote the sequence 〈a1, ..., ak, a〉 ∈ A∗ by ha.

A finite extensive form is a tuple
〈

A, H, N, ι, {≈i}i∈N
〉

whose elements are:

• A finite set of actions A.
• A finite set of histories H ⊆ A∗ which is closed under prefixes (that is, if h ∈ H and h′ ∈ A∗ is

a prefix of h, then h′ ∈ H). The null history 〈〉 , denoted by ∅, is an element of H and is a prefix
of every history. A history h ∈ H such that, for every a ∈ A, ha /∈ H, is called a terminal history.
The set of terminal histories is denoted by Z. D = H\Z denotes the set of non-terminal or decision
histories. For every history h ∈ H, we denote by A(h) the set of actions available at h, that is,
A(h) = {a ∈ A : ha ∈ H}. Thus A(h) �= ∅ if and only if h ∈ D. We assume that A =

⋃
h∈D A(h)

(that is, we restrict attention to actions that are available at some decision history).
• A finite set N = {1, ..., n} of players. In some cases there is also an additional, fictitious,

player called chance.
• A function ι : D → N ∪ {chance} that assigns a player to each decision history. Thus ι(h) is the

player who moves at history h. A game is said to be without chance moves if ι(h) ∈ N for every
h ∈ D. For every i ∈ N ∪ {chance}, let Di = ι−1(i) be the set of histories assigned to player i.
Thus {Dchance, D1, ..., Dn} is a partition of D. If history h is assigned to chance, then a probability
distribution over A(h) is given that assigns positive probability to every a ∈ A(h).

• For every player i ∈ N, ≈i is an equivalence relation on Di. The interpretation of h ≈i h′ is
that, when choosing an action at history h, player i does not know whether she is moving at h
or at h′. The equivalence class of h ∈ Di is denoted by Ii(h) and is called an information set of
player i; thus Ii(h) = {h′ ∈ Di : h′ ≈i h}. The following restriction applies: if h′ ∈ Ii(h) then
A(h′) = A(h), that is, the set of actions available to a player is the same at any two histories that
belong to the same information set of that player.

1 The acronym ‘AGM’ stands for ‘Alchourrón-Gärdenfors-Makinson’ who pioneered the literature on belief revision: see [6].
As shown in [7], AGM-consistency can be derived from the primitive concept of a player’s epistemic state, which encodes
the player’s initial beliefs and her disposition to revise those beliefs upon receiving (possibly unexpected) information.
The existence of a plausibility order that rationalizes the epistemic state of each player guarantees that the belief revision
policy of each player satisfies the so-called AGM axioms for rational belief revision, which were introduced in [6].
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• The following property, known as perfect recall, is assumed: for every player i ∈ N, if h1, h2 ∈ Di,
a ∈ A(h1) and h1a is a prefix of h2 then for every h′ ∈ Ii(h2) there exists an h ∈ Ii(h1) such that ha
is a prefix of h′. Intuitively, perfect recall requires a player to remember what she knew in the
past and what actions she took previously.

Given an extensive form, one obtains an extensive game by adding, for every player i ∈ N, a utility
(or payoff ) function Ui : Z → R (where R denotes the set of real numbers).

A total pre-order on the set of histories H is a binary relation � which is complete2 and transitive3.
We write h ∼ h′ as a short-hand for the conjunction: h � h′ and h′ � h, and write h ≺ h′ as a short-hand
for the conjunction: h � h′ and not h′ � h.

Definition 1. Given an extensive form, a plausibility order is a total pre-order � on H that satisfies the
following properties: ∀h ∈ D,

PL1. h � ha, ∀a ∈ A(h),

PL2. (i) ∃a ∈ A(h) such that h ∼ ha,
(ii) ∀a ∈ A(h), if h ∼ ha then, ∀h′ ∈ I(h), h′ ∼ h′a,

PL3. if history h is assigned to chance, then h ∼ ha, ∀a ∈ A(h).

The interpretation of h � h′ is that history h is at least as plausible as history h′; thus h ≺ h′ means
that h is more plausible than h′ and h ∼ h′ means that h is just as plausible as h′4. Property PL1 says that
adding an action to a decision history h cannot yield a more plausible history than h itself. Property PL2
says that at every decision history h there is at least one action a which is “plausibility preserving”
in the sense that adding a to h yields a history which is as plausible as h; furthermore, any such
action a performs the same role with any other history that belongs to the same information set as h.
Property PL3 says that all the actions at a history assigned to chance are plausibility preserving.

An assessment is a pair (σ, μ) where σ is a behavior strategy profile and μ is a system of beliefs5.

Definition 2. Given an extensive-form, an assessment (σ, μ) is AGM-consistent if there exists a plausibility
order � on the set of histories H such that:

(i) the actions that are assigned positive probability by σ are precisely the plausibility-preserving actions:
∀h ∈ D, ∀a ∈ A(h),

σ(a) > 0 if and only if h ∼ ha, (P1)

(ii) the histories that are assigned positive probability by μ are precisely those that are most plausible within the
corresponding information set: ∀h ∈ D,

μ(h) > 0 if and only if h � h′, ∀h′ ∈ I(h). (P2)

If � satisfies properties P1 and P2 with respect to (σ, μ), we say that � rationalizes (σ, μ).

An assessment (σ, μ) is sequentially rational if, for every player i and every information set I
of hers, player i’s expected payoff—given the strategy profile σ and her beliefs at I (as specified by

2 ∀h, h′ ∈ H, either h � h′ or h′ � h.
3 ∀h, h′, h′′ ∈ H, if h � h′ and h′ � h′′ then h � h′′.
4 As in [5] we use the notation h � h′ rather than the, perhaps more natural, notation h � h′, for two reasons: (1) it is the

standard notation in the extensive literature that deals with AGM belief revision (for a recent survey of this literature see the
special issue of the Journal of Philosophical Logic, Vol. 40 (2), April 2011); and (2) when representing the order � numerically
it is convenient to assign lower values to more plausible histories. An alternative reading of h � h′ is “history h (weakly)
precedes h′ in terms of plausibility”.

5 A behavior strategy profile is a list of probability distributions, one for every information set, over the actions available at
that information set. A system of beliefs is a collection of probability distributions, one for every information set, over the
histories in that information set.
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μ)—cannot be increased by unilaterally changing her choice at I and possibly at information sets of
hers that follow I6.

Consider the extensive-form game shown in Figure 17 and the assessment (σ, μ) where σ = (d, e, g)
and μ is the following system of beliefs: μ(a) = 0, μ(b) = 1

3 , μ(c) = 2
3 and μ(a f ) = μ(b f ) = 1

2 .
This assessment is AGM-consistent, since it is rationalized by the following plausibility order8:⎛⎜⎜⎜⎜⎜⎝

most plausible ∅, d
b, c, be, ce

a, ae
a f , b f , c f , a f g, b f g

least plausible a f k, b f k

⎞⎟⎟⎟⎟⎟⎠ (1)

Figure 1. An extensive-form game.

6 The precise definition is as follows. Let Z denote the set of terminal histories and, for every player i, let Ui : Z → R be
player i’s von Neumann-Morgenstern utility function. Given a decision history h, let Z(h) be the set of terminal histories
that have h as a prefix. Let Ph,σ be the probability distribution over Z(h) induced by the strategy profile σ, starting from
history h

(
that is, if z is a terminal history and z = ha1...am then Ph,σ(z) = ∏m

j=1 σ(aj)
)
. Let I be an information set of player

i and let ui(I|σ, μ) = ∑
h∈I

μ(h) ∑
z∈Z(h)

Ph,σ(z)Ui(z) be player i’s expected utility at I if σ is played, given her beliefs at I (as

specified by μ). We say that player i’s strategy σi is sequentially rational at I if ui(I|(σi , σ−i), μ) ≥ ui(I|(τi , σ−i), μ) for every
strategy τi of player i (where σ−i denotes the strategy profile of the players other than i). An assessment (σ, μ) is sequentially
rational if, for every player i and for every information set I of player i, σi is sequentially rational at I. Note that there
are two definitions of sequential rationality: the weakly local one—which is the one adopted here—according to which at
an information set a player can contemplate changing her choice not only there but possibly also at subsequent information
sets of hers, and a strictly local one, according to which at an information set a player contemplates changing her choice only
there. If the definition of perfect Bayesian equilibrium (Definition 4 below) is modified by using the strictly local definition
of sequential rationality, then an extra condition needs to be added, namely the “pre-consistency” condition identified
in [10,11] as being necessary and sufficient for the equivalence of the two notions. For simplicity we have chosen the weakly
local definition.

7 Rounded rectangles represent information sets and the payoffs are listed in the following order: Player 1’s payoff at the top,
Player 2’s payoff in the middle and Player 3’s payoff at the bottom.

8 We use the following convention to represent a total pre-order: if the row to which history h belongs is above the row
to which h′ belongs, then h ≺ h′ (h is more plausible than h′) and if h and h′ belong to the same row then h ∼ h′ (h is as
plausible as h′). ∅ denotes the empty history, which corresponds to the root of the tree. In (1) the plausibility-preserving
actions are d, e and g; the most plausible histories in the information set {a, b, c} are b and c and the two histories in the
information set {a f , b f } are equally plausible.
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Furthermore (σ, μ) is sequentially rational9. The property of AGM-consistency imposes
restrictions on the support of the behavior strategy σ and on the support of the system of beliefs
μ. The following property imposes constraints on how probabilities can be distributed over
those supports.

Definition 3. Given an extensive form, let � be a plausibility order that rationalizes the assessment (σ, μ).
We say that (σ, μ) is Bayes consistent (or Bayesian) relative to � if, for every equivalence class E of � that
contains some decision history h with μ(h) > 0 [that is, E ∩ D+

μ �= ∅, where D+
μ = {h ∈ D : μ(h) > 0}],

there exists a probability density function νE : H → [0, 1] (recall that H is a finite set) such that:

B1. νE(h) > 0 if and only if h ∈ E ∩ D+
μ .

B2. If h, h′ ∈ E ∩ D+
μ and h′ = ha1...am (that is, h is a prefix of h′) then

νE(h′) = νE(h)× σ(a1)× ... × σ(am).

B3. If h ∈ E ∩ D+
μ , then, ∀h′ ∈ I(h), μ(h′) = νE (h′ | I(h))

de f
= νE(h′)

∑
h′′∈I(h)

νE(h′′)
.

Property B1 requires that νE(h) > 0 if and only if h ∈ E and μ(h) > 0. Property B2 requires
νE to be consistent with the strategy profile σ in the sense that if h, h′ ∈ E, μ(h) > 0, μ(h′) > 0 and
h′ = ha1...am then the probability that νE assigns to h′ is equal to the probability that νE assigns to h
multiplied by the probabilities (according to σ) of the actions that lead from h to h′10. Property B3
requires the system of beliefs μ to satisfy Bayes’ rule in the sense that if h ∈ E and μ(h) > 0 (so that E
is the equivalence class of the most plausible elements of I(h)) then, for every history h′ ∈ I(h), μ(h′)
(the probability assigned to h′ by μ) coincides with the probability of h′ conditional on I(h) using the
probability density function νE

11.
Consider again the game of Figure 1, and the assessment (σ, μ) where σ = (d, e, g) and

μ(a) = 0, μ(b) = 1
3 , μ(c) = 2

3 and μ(a f ) = μ(b f ) = 1
2 . Let � be the plausibility order (1) given

above, which rationalizes (σ, μ). Then (σ, μ) is Bayes consistent relative to �. In fact, we have that
D+

μ = {∅, b, c, a f , b f } and the equivalence classes of � that have a non-empty intersection with D+
μ are

E1 = {∅, d}, E2 = {b, c, be, ce} and E3 = {a f , b f , c f , a f g, b f g}. Let νE1(∅) = 1, νE2(b) =
1
3 , νE2(c) =

2
3

and νE3(a f ) = νE3(b f ) = 1
2 . Then the three probability density functions νE1 , νE2 and νE3 satisfy the

properties of Definition 3 and hence (σ, μ) is Bayes consistent relative to �.

Definition 4. An assessment (σ, μ) is a perfect Bayesian equilibrium (PBE) if it is sequentially rational, it is
rationalized by a plausibility order on the set of histories and is Bayes consistent relative to it.

We saw above that, for the game illustrated in Figure 1, the assessment (σ, μ) where σ = (d, e, g)
and μ(a) = 0, μ(b) = 1

3 , μ(c) = 2
3 and μ(a f ) = μ(b f ) = 1

2 is sequentially rational, it is rationalized by
the plausibility order (1) and is Bayes consistent relative to it. Thus it is a perfect Bayesian equilibrium.

Remark 1. It is proved in [5] that if (σ, μ) is a perfect Bayesian equilibrium then σ is a subgame-perfect
equilibrium and that every sequential equilibrium is a perfect Bayesian equilibrium. Furthermore, the notion
of PBE is a strict refinement of subgame-perfect equilibrium and sequential equilibrium is a strict refinement
of PBE.

9 Given σ, for Player 1 d yields a payoff of 2 while a and c yield 1 and b yields 2; thus d is sequentially rational. Given σ and μ,
at her information set {a, b, c} with e Player 2 obtains an expected payoff of 4 while with f her expected payoff is 3; thus e is
sequentially rational. Given μ, at his information set {a f , b f }, Player 3’s expected payoff from playing with g is 1.5 while his
expected payoff from playing with k is 1; thus g is sequentially rational.

10 Note that if h, h′ ∈ E and h′ = ha1...am, then σ(aj) > 0, for all j = 1, ..., m. In fact, since h′ ∼ h, every action aj is plausibility
preserving and therefore, by Property P1 of Definition 2, σ(aj) > 0.

11 For an interpretation of the probabilities νE(h) see [8].
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Next we recall the definition of sequential equilibrium [1]. An assessment (σ, μ) is KW-consistent
(KW stands for ‘Kreps-Wilson’) if there is an infinite sequence

〈
σ1, ..., σm, ...

〉
of completely mixed

behavior strategy profiles such that, letting μm be the unique system of beliefs obtained from σm by
applying Bayes’ rule12, limm→∞(σm, μm) = (σ, μ). An assessment (σ, μ) is a sequential equilibrium if
it is KW-consistent and sequentially rational. In [8] it is shown that sequential equilibrium can be
characterized as a strengthening of PBE based on two properties: (1) a property of the plausibility
order that constrains the supports of the belief system; and (2) a strengthening of the notion of Bayes
consistency, that imposes constraints on how the probabilities can be distributed over those supports.
The details are given below.

Given a plausibility order � on the finite set of histories H, a function F : H → N (where N
denotes the set of non-negative integers) is said to be an ordinal integer-valued representation of � if,
for every h, h′ ∈ H,

F(h) ≤ F(h′) if and only if h � h′. (2)

Since H is finite, the set of ordinal integer-valued representations is non-empty. A particular
ordinal integer-valued representation, which we will call canonical and denote by ρ, is defined
as follows.

Definition 5. Let H0 = {h ∈ H : h � x, ∀x ∈ H}, H1 = {h ∈ H \ H0 : h � x, ∀x ∈ H\H0} and,
in general, for every integer k ≥ 1, Hk = {h ∈ H \ H0 ∪ ... ∪ Hk−1 : h � x, ∀x ∈ H \ H0 ∪ ... ∪ Hk−1}.
Thus H0 is the equivalence class of � containing the most plausible histories, H1 is the equivalence class
containing the most plausible among the histories left after removing those in H0, etc.13 The canonical ordinal
integer-valued representation of �, ρ : H → N, is given by

ρ(h) = k if and only if h ∈ Hk. (3)

We call ρ(h) the rank of history h.

Instead of an ordinal integer-valued representation of the plausibility order one could seek
a cardinal representation which, besides (2), satisfies the following property: if h and h′ belong to the
same information set

(
that is, h′ ∈ I(h)

)
and a ∈ A(h), then

F(h′)− F(h) = F(h′a)− F(ha). (CM)

If we think of F as measuring the “plausibility distance” between histories, then we can interpret
CM as a distance-preserving condition: the plausibility distance between two histories in the same
information set is preserved by the addition of the same action.

Definition 6. A plausibility order � on the set of histories H is choice measurable if it has at least one
integer-valued representation that satisfies property CM.

For example, the plausibility order (1) is not choice measurable, since any integer-valued
representation F of it must be such that F(a)− F(b) > 0 and F(a f )− F(b f ) = 0.

Let (σ, μ) be an assessment which is rationalized by a plausibility order �. As before, let D+
μ be

the set of decision histories to which μ assigns positive probability: D+
μ = {h ∈ D : μ(h) > 0}. Let E+

μ

12 That is, for every h ∈ D\{∅}, μm(h) =
∏

a∈Ah
σm(a)

∑
h′∈I(h)

∏
a∈Ah′

σm(a) (where Ah is the set of actions that occur in history h). Since σm is

completely mixed, σm(a) > 0 for every a ∈ A and thus μm(h) > 0 for all h ∈ D\{∅}.
13 Since H is finite, there is an m ∈ N such that {H0, ..., Hm} is a partition of H and, for every j, k ∈ N, with j < k ≤ m, and for

every h, h′ ∈ H, if h ∈ Hj and h′ ∈ Hk then h ≺ h′.
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be the set of equivalence classes of � that have a non-empty intersection with D+
μ . Clearly E+

μ is
a non-empty, finite set. Suppose that (σ, μ) is Bayesian relative to � and let {νE}E∈E+

μ
be a collection

of probability density functions that satisfy the properties of Definition 3. We call a probability
density function ν : D → (0, 1] a full-support common prior of {νE}E∈E+

μ
if, for every E ∈ E+

μ ,

νE(·) = ν(· | E ∩ D+
μ ), that is, for all h ∈ E ∩ D+

μ , νE(h) = ν(h)
∑

h′∈E∩D+
μ

ν(h′) . Note that a full support

common prior assigns positive probability to all decision histories, not only to those in D+
μ .

Definition 7. Consider an extensive form. Let (σ, μ) be an assessment which is rationalized by the plausibility
order � and is Bayesian relative to it and let {νE}E∈E+

μ
be a collection of probability density functions that

satisfy the properties of Definition 3. We say that (σ, μ) is uniformly Bayesian relative to � if there exists
a full-support common prior ν : D → (0, 1] of {νE}E∈E+

μ
that satisfies the following properties.

UB1. If a ∈ A(h) and ha ∈ D, then
(i) ν(ha) ≤ ν(h) and, (ii) if σ(a) > 0 then ν(ha) = ν(h)× σ(a).

UB2. If a ∈ A(h), h and h′ belong to the same information set and ha, h′a ∈ D
then ν(h)

ν(h′) =
ν(ha)
ν(h′a) .

We call such a function ν a uniform full-support common prior of {νE}E∈E+
μ

.

UB1 requires that the common prior ν be consistent with the strategy profile σ, in the sense that
if σ(a) > 0 then ν(ha) = ν(h) × σ(a) (thus extending Property B2 of Definition 3 from D+

μ to D).
UB2 requires that the relative probability, according to the common prior ν, of any two histories that
belong to the same information set remain unchanged by the addition of the same action.

It is shown in [8] that choice measurability and uniform Bayesian consistency are independent
properties. The following proposition is proved in [8].

Proposition 1. (I) and (II) below are equivalent:

(I) (σ, μ) is a perfect Bayesian equilibrium which is rationalized by a choice
measurable plausibility order and is uniformly Bayesian relative to it.

(II) (σ, μ) is a sequential equilibrium.

3. Exploring the Gap between PBE and Sequential Equilibrium

The notion of perfect Bayesian equilibrium (Definition 4) incorporates—through the property of
AGM-consistency—a belief revision policy which can be interpreted either as the epistemic state of
an external observer14 or as a belief revision policy which is shared by all the players15. For example,
the perfect Bayesian equilibrium considered in Section 2 for the game of Figure 1, namely σ = (d, e, g)
and μ(a) = 0, μ(b) = 1

3 , μ(c) = 2
3 , μ(a f ) = μ(b f ) = 1

2 reflects the following belief revision policy:
the initial beliefs are that Player 1 will play d; conditional on learning that Player 1 did not play d,
the observer would become convinced that Player 1 played either b or c (that is, she would judge
a to be less plausible than b and she would consider c to be as plausible as b) and would expect
Player 2 to play e; upon learning that (Player 1 did not play d and) Player 2 played f , the observer
would become convinced that Player 1 played either a or b, hence judging a f to be as plausible as
b f , thereby modifying her earlier judgment that a was less plausible than b. Although such a belief
revision policy does not violate the rationality constraints introduced in [6], it does involve a belief
change that is not “minimal”or “conservative”. Such “non-minimal” belief changes can be ruled out by

14 For example, [12] adopts this interpretation.
15 For such an interpretation see [7].
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imposing the following restriction on the plausibility order: if h and h′ belong to the same information
set

(
that is, h′ ∈ I(h)

)
and a is an action available at h

(
a ∈ A(h)

)
, then

h � h′ if and only if ha � h′a. (IND1)

IND1 says that if h is deemed to be at least as plausible as h′ then the addition of any available
action a must preserve this judgment, in the sense that ha must be deemed to be at least as plausible
as h′a, and vice versa; it can also be viewed as an “independence” condition, in the sense that
observation of a new action cannot lead to a change in the relative plausibility of previous histories16.
Any plausibility order that rationalizes the assessment σ = (d, e, g) and μ(a) = 0, μ(b) = 1

3 , μ(c) = 2
3 ,

μ(a f ) = μ(b f ) = 1
2 for the game of Figure 1 must violate IND1 (since b ≺ a while b f ∼ a f ).

We can obtain a strengthening of the notion of perfect Bayesian equilibrium (Definition 4) by (1)
adding property IND1; and (2) strengthening Bayes consistency (Definition 3) to uniform Bayesian
consistency (Definition 7).

Definition 8. Given an extensive-form game, an assessment (σ,μ) is a weakly independent perfect Bayesian
equilibrium if it is sequentially rational, it is rationalized by a plausibility order that satisfies IND1 and is
uniformly Bayesian relative to that plausibility order.

As an example of a weakly independent PBE consider the game of Figure 2 and the assessment
(σ,μ) where σ = (c, d, g, �)

(
highlighted by double edges in Figure 2

)
and μ(b) = μ(ae) = μ(b f ) = 1

(thus μ(a) = μ(a f ) = μ(be) = 0)
(
the decision histories x such that μ(x) > 0 are shown as black

nodes and the decision histories x such that μ(x) = 0 are shown as gray nodes)
)
. This assessment is

sequentially rational and is rationalized by the following plausibility order:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

most plausible ∅, c
b, bd
a, ad
b f , b f �
be, be�
ae, aeg
a f , a f g
b f m
bem
aek

least plausible a f k

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4)

It is straightforward to check that plausibility order (4) satisfies IND1
17. To see that (σ,μ) is

uniformly Bayesian relative to plausibility order (4), note that D+
μ = {∅, b, ae, b f } and thus the only

equivalence classes that have a non-empty intersection with D+
μ are E1 = {∅, c}, E2 = {b, bd},

E3 = {ae, aeg} and E4 = {b f , b f �}. Letting νE1(∅) = 1, νE2(b) = 1, νE3(ae) = 1 and νE4(b f ) = 1, this
collection of probability distributions satisfies the Properties of Definition 3. Let ν be the uniform
distribution over the set of decision histories D = {∅, a, b, ae, a f , be, b f } (thus ν(h) = 1

7 for every
h ∈ D). Then ν is a full support common prior of the collection {νEi}i∈{1,2,3,4} and satisfies Properties
UB1 and UB2 of Definition 7.

16 Note, however, that IND1 is compatible with the following: a ≺ b
(
with b ∈ I(a)

)
and bc ≺ ad

(
with

bc ∈ I(ad), c, d ∈ A(a), c �= d
)
.

17 We have that (1) b ≺ a, bd ≺ ad, be ≺ ae and b f ≺ a f , (2) ae ≺ a f , aeg ≺ a f g and aek ≺ a f k, (3) b f ≺ be, b f � ≺ be� and
b f m ≺ bem.
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Note, however, that (σ,μ) is not a sequential equilibrium. This can be established by showing that
(σ,μ) is not KW-consistent; however, we will show it by appealing to the following lemma (proved
in Appendix A) which highlights a property that will motivate a further restriction on belief revision
(property IND2 below).

Figure 2

Lemma 1. Let � be a plausibility order over the set H of histories of an extensive-form game and let F : H → N
be an integer-valued representation of � (that is, for all h, h′ ∈ H, F(h) ≤ F(h′) if and only if h � h′). Then the
following are equivalent:

(A) F satisfies Property CM (Definition 6)
(B) F satisfies the following property: for all h, h′ ∈ H and a, b ∈ A(h), if h′ ∈ I(h) then

F(hb)− F(ha) = F(h′b)− F(h′a). (CM′)

Using Lemma 1 we can prove that the assessment (σ,μ) where σ = (c, d, g, �) and
μ(b) = μ(ae) = μ(b f ) = 1, for the game of Figure 2, is not a sequential equilibrium. By Proposition 1
it will be sufficient to show that (σ,μ) cannot be rationalized by a choice measurable plausibility order
(Definition 6). Let � be a plausibility order that rationalizes (σ,μ) and let F be an integer-valued
representation of �. Then, by (P2) of Definition 2, it must be that ae ≺ a f (because μ(ae) > 0
and μ(a f ) = 0) and b f ≺ be (because μ(b f ) > 0 and μ(be) = 0); thus F(ae) − F(a f ) < 0 and
F(be)− F(b f ) > 0, so that F violates property CM′; hence, by Lemma 1, F violates property CM and
thus � is not choice measurable.

The ordinal counterpart to Property CM′ is Property IND2 below, which can be viewed as another
“independence” condition: it says that if action a is implicitly judged to be at least as plausible as action
b, conditional on history h (that is, ha � hb), then the same judgment must be made conditional on any
other history that belongs to the same information set as h: if h′ ∈ I(h) and a, b ∈ A(h), then

ha � hb if and only if h′a � h′b. (IND2)

Note that Properties IND1 and IND2 are independent. An example of a plausibility order that
violates IND1 but satisfies IND2 is plausibility order (1) for the game of Figure 1: IND1 is violated
because b ≺ a but b f ∼ a f and IND2 is satisfied because at every non-singleton information set
there are only two choices, one of which is plausibility preserving and the other is not. An example
of a plausibility order that satisfies IND1 but violates IND2 is plausibility order (4) for the game of
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Figure 218. Adding Property IND2 to the properties given in Definition 8 we obtain a refinement of

the notion of weakly independent perfect Bayesian equilibrium.

Definition 9. Given an extensive-form game, an assessment (σ,μ) is a strongly independent perfect Bayesian
equilibrium if it is sequentially rational, it is rationalized by a plausibility order that satisfies Properties IND1

and IND2, and is uniformly Bayesian relative to that plausibility order.

The following proposition states that the notions of weakly/strongly independent PBE identify
two (nested) solution concepts that lie strictly in the gap between PBE and sequential equilibrium.
The proof of the first part of Proposition 2 is given in Appendix A, while the example of Figure 3
establishes the second part.

Figure 3

Proposition 2. Consider an extensive-form game and an assessment (σ,μ). If (σ,μ) is a sequential equilibrium
then it is a strongly independent perfect Bayesian equilibrium (PBE). Furthermore, there are games where there
is a strongly independent PBE which is not a sequential equilibrium.

To see that the notion of strongly independent PBE is weaker than sequential equilibrium,
consider the game of Figure 3 (which is based on an example discussed in [12–14]) and the assessment
(σ, μ) where σ = (M, �, a, c, e)

(
highlighted by double edges

)
, μ(x) = 1 for x ∈ {∅, M, Mr, Lm, R�}

and μ(x) = 0 for every other decision history x
(
the decision histories x such that μ(x) > 0 are

18 That IND1 is satisfied was shown in Footnote 17. IND2 is violated because b ∈ I(a) and b f ≺ be but ae ≺ a f .
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shown as black nodes and the decision histories x such that μ(x) = 0 are shown as gray nodes
)
. This

assessment is rationalized by the following plausibility order:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

most plausible ∅, M, M�

R, R�, R�e
Mm, Mme
Mr, Mra
L, L�, L�a

Rm
Lm, Lmc
Rr, Rrc

Lr
R� f

Mm f
Lmd
Rrd
Mrb

least plausible L�b

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(5)

It is straightforward to check that plausibility order (5) satisfies Properties IND1
19 and IND2

20.
Furthermore (σ,μ) is trivially uniformly Bayesian relative to plausibility order (5)21. Thus (σ,μ) is
a strongly independent PBE. Next we show that (σ,μ) is not a sequential equilibrium, by appealing to
Proposition 1 and showing that any plausibility order that rationalizes (σ,μ) is not choice measurable22.
Let � be a plausibility order that rationalizes (σ, μ); then it must satisfy the following properties:

• Lm ≺ Rr (because they belong to the same information set and μ(Lm) > 0 while μ(Rr) = 0).
Thus if F is any integer-valued representation of � it must be that

F(Lm) < F(Rr). (6)

• Mr ≺ L� ∼ L (because Mr and L� belong to the same information set and μ(Mr) > 0 while
μ(L�) = 0; furthermore, � is a plausibility-preserving action since σ(�) > 0). Thus if F is any
integer-valued representation of � it must be that

F(Mr) < F(L). (7)

• R ∼ R� ≺ Mm (because � is a plausibility-preserving action, R� and Mm belong to the same
information set and μ(R�) > 0 while μ(Mm) = 0). Thus if F is any integer-valued representation
of � it must be that

F(R) < F(Mm). (8)

19 In fact, (1) M ≺ L and Mx ≺ Lx for every x ∈ {�, m, r}; (2) M ≺ R and Mx ≺ Rx for every x ∈ {�, m, r}; (3) R ≺ L and
Rx ≺ Lx for every x ∈ {�, m, r}; (4) Mr ≺ L� and Mrx ≺ L�x for every x ∈ {a, b}; (5) Lm ≺ Rr and Lmx ≺ Rrx for every
x ∈ {c, d}; and (6) R� ≺ Mm and R�x ≺ Mmx for every x ∈ {e, f }.

20 This is easily verified: the important observation is that Mm ≺ Mr and Lm ≺ Lr and Rm ≺ Rr. The other comparisons
involve a plausibility-preserving action versus a non-plausibility-preserving action and thus IND2 is trivially satisfied.

21 As uniform full support common prior one can take, for example, the uniform distribution over the set of decision histories.
Note that, for every equivalence class E of the order, E ∩ D+

μ is either empty or a singleton.
22 To prove that (σ, μ) is not a sequential equilibrium it is not sufficient to show that plausibility order (5) is not choice

measurable, because there could be another plausibility order which is choice measurable and rationalizes (σ, μ).
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Suppose that � is choice measurable and let F be an integer-valued representation of it that
satisfies Property CM. From (6) and (7) we get that

F(Lm)− F(L) < F(Rr)− F(Mr) (9)

and by Property CM it must be that

F(Rr)− F(Mr) = F(R)− F(M). (10)

It follows from (9) and (10) that

F(Lm)− F(L) < F(R)− F(M). (11)

Subtracting F(M) from both sides of (8) we obtain

F(R)− F(M) < F(Mm)− F(M). (12)

It follows from (11) and (12) that F(Lm) − F(L) < F(Mm) − F(M), which can be written as
F(M) − F(L) < F(Mm) − F(Lm), yielding a contradiction, because Property CM requires that
F(M)− F(L) = F(Mm)− F(Lm).

Are the notions of weakly/strongly independent PBE “better” or “more natural” than the basic
notion of PBE? This issue will be discussed briefly in Section 6.

4. How to Determine if a Plausibility Order Is Choice Measurable

In this section we provide a method for determining if a plausibility order is choice measurable.
More generally, we provide a necessary and sufficient condition that applies not only to plausibility
orders over sets of histories in a game but to a more general class of structures.

Let S be an arbitrary finite set and let � be a total pre-order on S. Let S\∼ be the set of
�-equivalence classes of S. If s ∈ S, the equivalence class of s is denoted by [s] = {t ∈ S : s ∼ t}
(where, as before, s ∼ t is a short-hand for “s � t and t � s ”); thus S\∼ = {[s] : s ∈ S}. Let .

=

be an equivalence relation on S\∼ × S\∼. The interpretation of ([s1] , [s2])
.
= ([t1] , [t2]) is that the

distance between the equivalence classes [s1] and [s2] is required to be equal to the distance between
the equivalence classes [t1] and [t2].

Remark 2. In the special case of a plausibility order � on the set of histories H of a game, we shall be interested
in the following equivalence relation .

= on H\∼ × H\∼, which is meant to capture property CM above: if E1,
E2, F1 and F2 are equivalence classes of � then (E1, E2)

.
= (F1, F2) if and only if there exist two decision histories

h, h′ ∈ H that belong to the same information set [h′ ∈ I(h)] and a non-plausibility-preserving action a ∈ A(h)
such that h ∈ E1, h′ ∈ E2, ha ∈ F1 and h′a ∈ F2 (or ha ∈ E1, h′a ∈ E2, h ∈ F1 and h′ ∈ F2).

The general problem that we are addressing is the following.

Problem 1. Given a pair (�, .
=), where � is a total pre-order on a finite set S and .

= is an equivalence relation
on the set of pairs of equivalence classes of �, determine whether there exists a function F : S → N such that,
for all s, t, x, y ∈ S, (1) F(s) ≤ F(t) if and only if s � t and (2) if ([s], [t]) .

= ([x], [y]), with s ≺ t and x ≺ y,
then F(t)− F(s) = F(y)− F(x).

Instead of expressing the equivalence relation .
= in terms of pairs of elements of S\∼, we shall

express it in terms of pairs of numbers (j, k) obtained by using the canonical ordinal representation
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ρ of �23. That is, if s1, s2, t1, t2 ∈ S and ([s1] , [s2])
.
= ([t1] , [t2]) then we shall write this as

(ρ(s1), ρ(s2))
.
= (ρ(t1), ρ(t2)). For example, let S = {a, b, c, d, e, f , g, h, �, m} and let � be as shown

in (13) below, together with the corresponding canonical representation ρ24:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

� : ρ :

a 0
b, c 1
d 2
e 3

f , g 4
h, � 5
m 6

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(13)

If the equivalence relation .
= contains the following pairs25:

([a], [b]) .
= ([h], [m])

([a], [b]) .
= ([e], [ f ])

([a], [d]) .
= ([ f ], [m])

([b], [e]) .
= ([e], [ f ])

([b], [e]) .
= ([ f ], [m])

then we express them (using ρ) as

(0, 1) .
= (5, 6)

(0, 1) .
= (3, 4)

(0, 2) .
= (4, 6)

(1, 3) .
= (3, 4)

(1, 3) .
= (4, 6)

(14)

A bag (or multiset) is a generalization of the notion of set in which members are allowed to
appear more than once. An example of a bag is {1, 2, 2, 3, 4, 4, 5, 6}. Given two bags B1 and B2 their
union, denoted by B1 � B2, is the bag that contains those elements that occur in either B1 or B2 and,
furthermore, the number of times that each element occurs in B1 � B2 is equal to the number of times
it occurs in B1 plus the number of times it occurs in B2. For instance, if B1 = {1, 2, 2, 3, 4, 4, 5, 6} and
B2 = {2, 3, 6, 6} then B1 � B2 = {1, 2, 2, 2, 3, 3, 4, 4, 5, 6, 6, 6}. We say that B1 is a proper sub-bag of B2,
denoted by B1 � B2, if B1 �= B2 and each element that occurs in B1 occurs also, and at least as many
times, in B2. For example, {1, 2, 4, 4, 5, 6} � {1, 1, 2, 4, 4, 5, 5, 6} .

Given a pair (i, j) with i < j, we associate with it the set B(i,j) = {i + 1, i + 2, ..., j}. For example,
B(2,5) = {3, 4, 5}. Given a set of pairs P = {(i1, j1), (i2, j2), ..., (im, jm)} (with ik < jk, for every
k = 1, ..., m) we associate with it the bag BP = B(i1,j1) � B(i2,j2) � ... � B(im ,jm). For example,
if P = {(0, 2), (1, 4), (2, 5)} then BP = {1, 2}� {2, 3, 4}� {3, 4, 5} = {1, 2, 2, 3, 3, 4, 4, 5}.

Definition 10. For every element of .
=, expressed (using the canonical representation ρ) as (i, j) .

= (k, �) (with
i < j and k < �), the equation corresponding to it is xi+1 + xi+2 + ...+ xj = xk+1 + xk+2 + ...+ x�. By the
system of equations corresponding to .

= we mean the set of all such equations26.

For example, consider the total pre-order given in (13) and the following equivalence relation .
=

(expressed in terms of ρ and omitting the reflexive pairs):

{(0, 3) .
= (2, 4), (2, 4) .

= (0, 3), (2, 4) .
= (3, 5), (3, 5) .

= (2, 4), (0, 3) .
= (3, 5), (3, 5) .

= (0, 3)}

23 As in Definition 5, let S0 = {s ∈ S : s � t, ∀t ∈ S}, and, for every integer k ≥ 1, Sk = {h ∈ S \ S0 ∪ ... ∪ Sk−1 : s � t, ∀t ∈
S \ S0 ∪ ... ∪ Sk−1}. The canonical ordinal integer-valued representation of �, ρ : S → N, is given by ρ(s) = k if and only if
s ∈ Sk .

24 Thus a ≺ x for every x ∈ S\{a}, [b] = {b, c}, b ≺ d, etc.
25 For example, .

= is the smallest reflexive, symmetric and transitive relation that contains the pairs given in (14).
26 The system of linear equations of Definition 10 is somewhat related to the system of multiplicative equations considered

in [13] (Theorem 5.1). A direct comparison is beyond the scope of this paper and is not straightforward, because the
structures considered in Definition 10 are more general than those considered in [13].
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Then the corresponding system of equations is given by:

x1 + x2 + x3 = x3 + x4
x3 + x4 = x1 + x2 + x3

x3 + x4 = x4 + x5

x4 + x5 = x3 + x4
x1 + x2 + x3 = x4 + x5

x4 + x5 = x1 + x2 + x3

(15)

We are now ready to state the solution to Problem 1. The proof is given in Appendix A.

Proposition 3. Given a pair (�, .
=), where � is a total pre-order on a finite set S and .

= is an equivalence
relation on the set of pairs of equivalence classes of �, (A), (B) and (C) below are equivalent.

(A) There is a function F : S → N such that, for all s, t, x, y ∈ S, (1) F(s) ≤ F(t) if and only if s � t; and (2)
if ([s], [t]) .

= ([x], [y]), with s ≺ t and x ≺ y, then F(t)− F(s) = F(y)− F(x),
(B) The system of equations corresponding to .

= (Definition 10) has a solution consisting of positive integers.
(C) There is no sequence 〈((i1, j1)

.
= (k1, �1)) , ..., ((im, jm)

.
= (km, �m))〉 in .

= (expressed
in terms of the canonical representation ρ of � ) such that Ble f t � Bright where
Ble f t = B(i1,j1) � ... � B(im ,jm) and Bright = B(k1,�1)

� ... � B(km ,�m).

As an application of Proposition 3 consider again the game of Figure 3 and plausibility order (5)
which rationalizes the assessment σ = (M, �, a, c, e), μ(x) = 1 for x ∈ {∅, M, Mr, Lm, R�} and
μ(x) = 0 for every other decision history x; the order is reproduced below together with the canonical
integer-valued representation ρ:⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

� : ρ :

most plausible ∅, M, M� 0
R, R�, R�e 1
Mm, Mme 2
Mr, Mra 3
L, L�, L�a 4

Rm 5
Lm, Lmc 6
Rr, Rrc 7

Lr 8
R� f 9

Mm f 10
Lmd 11
Rrd 12
Mrb 13

least plausible L�b 14

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(16)

By Remark 2, two elements of .
= are ([M], [R]) .

= ([Mr], [Rr]) and ([Mm], [Lm])
.
= ([M], [L]),

which—expressed in terms of the canonical ordinal representation ρ—can be written as

(0, 1) .
= (3, 7)

(2, 6) .
= (0, 4)

Then Ble f t = {1}�{3, 4, 5, 6} = {1, 3, 4, 5, 6} and Bright = {4, 5, 6, 7)�{1, 2, 3, 4} = {1, 2, 3, 4, 4, 5, 6, 7}.
Thus, since Ble f t � Bright, by Part (C) of Proposition 3 � is not choice measurable.

As a further application of Proposition 3 consider the total pre-order � given in (13) together
with the subset of the equivalence relation .

= given in (14). Then there is no cardinal representation of
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� that satisfies the constraints expressed by .
=, because of Part (C) of the above proposition and the

following sequence27:

〈((0, 1) .
= (3, 4)) , ((1, 3) .

= (4, 6)) , ((3, 4) .
= (1, 3)) , ((4, 6) .

= (0, 2))〉

where Ble f t = {1} � {2, 3} � {4} � {5, 6} = {1, 2, 3, 4, 5, 6} � Bright = {4} � {5, 6} � {2, 3} � {1, 2} =

{1, 2, 2, 3, 4, 5, 6}.
In fact, the above sequence corresponds to the following system of equations:

x1 = x4 corresponding to (0, 1) .
= (3, 4)

x2 + x3 = x5 + x6 corresponding to (1, 3) .
= (4, 6)

x4 = x2 + x3 corresponding to (3, 4) .
= (1, 3)

x5 + x6 = x1 + x2 corresponding to (4, 6) .
= (0, 2)

Adding the four equations we get x1 + x2 + x3 + x4 + x5 + x6 = x1 + 2x2 + x3 + x4 + x5 + x6

which simplifies to 0 = x2, which is incompatible with a positive solution.

Remark 3. In [15] an algorithm is provided for determining whether a system of linear equations has a positive
solution and for calculating such a solution if one exists. Furthermore, if the coefficients of the equations are
integers and a positive solution exists, then the algorithm yields a solution consisting of positive integers.

5. Related Literature

As noted in Section 1, the quest in the literature for a “simple” solution concept intermediate
between subgame-perfect equilibrium and sequential equilibrium has produced several attempts to
provide a general definition of perfect Bayesian equilibrium.

In [16] a notion of perfect Bayesian equilibrium was provided for a small subset of extensive-form
games (namely the class of multi-stage games with observed actions and independent types),
but extending that notion to arbitrary games proved to be problematic28.

In [14] a notion of perfect Bayesian equilibrium is provided that can be applied to general
extensive-form games (although it was defined only for games without chance moves); however,
the proposed definition is in terms of a more complex object, namely a “tree-extended assessment”
(ν, σ, μ) where ν is a conditional probability system on the set of terminal nodes. The main idea
underlying the notion of perfect Bayesian equilibrium proposed in [14] is what the author calls
“strategic independence”: when forming beliefs, the strategic choices of different players should be
regarded as independent events.

Several more recent contributions [5,17,18] have re-addressed the issue of providing a definition
of perfect Bayesian equilibrium that applies to general extensive-form games. Since [5] has been the
focus of this paper, here we shall briefly discuss [17,18]. In [17] the notion of “simple perfect Bayesian
equilibrium” is introduced and it is shown to lie strictly between subgame-perfect equilibrium and
sequential equilibrium. This notion is based on an extension of the definition of sub-tree, called “quasi
sub-tree”, which consists of an information set I together with all the histories that are successors of
histories in I (that is, ΓI is a quasi-subtree that starts at I if h′ ∈ ΓI if and only if there exists an h ∈ I
such that h is a prefix of h′). A quasi sub-tree ΓI is called regular if it satisfies the following property:
if h ∈ ΓI and h′ ∈ I(h) then h′ ∈ ΓI (that is, every information set that has a non-empty intersection
with ΓI is entirely included in ΓI). An information set I is called regular if the quasi-subtree that
starts at I is regular. For example, in the game of Figure 4, the singleton information set {b} of

27 By symmetry of .
=, we can express the third and fourth constraints as (4, 6) .

= (0, 2) and (3, 4) .
= (1, 3) instead of

(0, 2) .
= (4, 6) and (1, 3) .

= (3, 4), respectively.
28 The main element of the notion of PBE put forward in [16] is the “no signaling what you don’t know” condition on beliefs.

For example, if Player 2 observes Player 1’s action and Player 1 has observed nothing about a particular move of Nature,
then Player 2 should not update her beliefs about Nature’s choice based on Player 1’s action.
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Player 2 is not regular. An assessment (σ, μ) is defined to be a “simple perfect Bayesian equilibrium”
if it is sequentially rational and, for every regular quasi-subtree ΓI , Bayes’ rule is satisfied at every
information set that is reached with positive probability by σ in ΓI (in other words, if the restriction of
(σ, μ) to every regular quasi-subtree is a weak sequential equilibrium of the quasi-subtree). This notion
of perfect Bayesian equilibrium is weaker than the notion considered in this paper (Definition 4).
For example, in the game of Figure 4, the pure-strategy profile σ = (c, d, f ) (highlighted by double
edges), together with the system of beliefs μ(a) = μ(bd) = 0, μ(be) = 1, is a simple perfect Bayesian
equilibrium, while (as shown in [5]) there is no system of beliefs μ′ such that (σ, μ′) is a perfect
Bayesian equilibrium. A fortiori, the notion of simple perfect Bayesian equilibrium is weaker than the
refinements of PBE discussed in the Section 3.

Figure 4

In [18], the author proposes a definition of perfect Bayesian equilibrium which is framed not
in terms of assessments but in terms of “appraisals”. Each player is assumed to have a (possibly
artificial) information set representing the beginning of the game and an appraisal for player i is a
map that associates with every information set of player i a probability distribution over the set of
pure-strategy profiles that reach that information set. Thus an appraisal for player i captures, for
every information set of hers, her conjecture about how the information set was reached and what
will happen from this point in the game. An appraisal system is defined to be “plainly consistent”
if, whenever an information set of player i has a product structure (each information set is identified
with the set of pure-strategy profiles that reach that information set), the player’s appraisal at that
information set satisfies independence29. A strategy profile σ is defined to be a perfect Bayesian
equilibrium if there is a plainly consistent appraisal system P that satisfies sequential rationality and is
such that at their “initial” information sets all the players assign probability 1 to σ; in [18] (p. 15), the
author summarizes the notion of PBE as being based on “a simple foundation: sequential rationality
and preservation of independence and Bayesian updating where applicable” (that is, on subsets of
strategy profiles that have the appropriate product structure and independence property). Despite
the fact that the notion of PBE suggested in [18] incorporates a notion of independence, it can be
weaker than the notion of PBE discussed in Section 2 (Definition 4) and thus, a fortiori, weaker than
the notion of weakly independent PBE (Definition 8, Section 3). This can be seen from the game of
Figure 5, which essentially reproduces an example given in [18]. The strategy profile σ = (b, d, e)
(highlighted by double edges), together with any system of beliefs μ such that μ(ac) > 0 cannot be a

29 Intuitively, on consecutive information sets, a player does not change her beliefs about the actions of other players, if she
has not received information about those actions.
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PBE according to Definition 4 (Section 2). In fact, since σ(d) > 0 while σ(c) = 0, any plausibility order
that rationalizes (σ, μ) must be such that a ∼ ad ≺ ac, which implies that μ(ac) = 0 (because ac cannot
be most plausible in the set {ac, ad, bc}). On the other hand, σ can be a PBE according to the definition
given in [18] (p. 15), since the information set of Player 3 does not have a product structure so that
Player 3 is not able to separate the actions of Players 1 and 2. For example, consider the appraisal
system P where, initially, all the players assign probability 1 to σ and, at his information set, Player 2
assigns probability 1 to the strategy profile (b, e) of Players 1 and 3 and, at her information set, Player
3 assigns probability 1

3 to each of the strategy profiles (a, c), (a, d) and (b, c) of Players 1 and 2. Then P
is plainly consistent and sequentially rational, so that σ is a PBE as defined in [18].

Thus, a fortiori, the notion of perfect Bayesian equilibrium given in [18] can be weaker than the
notions of weakly/strongly independent PBE introduced in Section 3.

Figure 5

6. Conclusions

Besides sequential rationality, the notion of perfect Bayesian equilibrium (Definition 4) introduced
in [5] is based on two elements: (1) rationalizability of the assessment by a plausibility order
(Definition 2); and (2) the notion of Bayesian consistency relative to the plausibility order.
The first property identifies the set of decision histories that can be assigned positive conditional
probability by the system of beliefs, while the second property imposes constraints on how conditional
probabilities can be distributed over that set in order to guarantee “Bayesian updating as long as
possible”30. In [8] it was shown that by strengthening these two conditions one obtains a “limit
free” characterization of sequential equilibrium. The strengthening of the first condition is that the
plausibility order that rationalizes the given assessment be choice measurable, that it, that there be
a cardinal representation of it (which can be interpreted as measuring the plausibility distance between
histories in a way that is preserved by the addition of a common action). The strengthening of the
second condition imposes “uniform consistency” on the conditional probability density functions on
the equivalence classes of the plausibility order, by requiring that there be a full-support common prior

30 By “Bayesian updating as long as possible” we mean the following: (1) when information causes no surprises, because
the play of the game is consistent with the most plausible play(s) (that is, when information sets are reached that have
positive prior probability), then beliefs should be updated using Bayes’ rule; and (2) when information is surprising (that is,
when an information set is reached that had zero prior probability) then new beliefs can be formed in an arbitrary way,
but from then on Bayes’ rule should be used to update those new beliefs, whenever further information is received that is
consistent with those beliefs.
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that preserves the relative probabilities of two decision histories in the same information set when
a common action is added. There is a “substantial” gap between the notion of PBE and that of sequential
equilibrium. In this paper we identified two solution concepts that lie in this gap. The first notion,
weakly independent PBE (Definition 8), is obtained by adding a restriction on the belief revision policy
encoded in the plausibility order that rationalizes the given assessment (together with strengthening
Bayes consistency to uniform Bayes consistency). This restriction says that observation of a new action
at an information set should not alter the relative plausibility of any two histories in that information
set (condition IND1); it can be interpreted as an “independence” or “conservative” principle, in the
sense that observation of a new action should not lead to a reversal of judgment of plausibility
concerning past histories. The second notion, strongly independent PBE (Definition 9), is obtained by
adding to the first notion a further restriction, according to which the implicit plausibility ranking of
two actions available at the same information set should be independent of the history at which the
actions are taken.

A further contribution of this paper has been to provide a method for determining if a plausibility
order is choice measurable, which is one of the two conditions that, together, are necessary and
sufficient for a PBE to be a sequential equilibrium.

This paper highlights the need to conceptualize refinements of subgame-perfect equilibrium in
extensive form games in terms of principles of belief revision. Through the notion of plausibility
order and AGM-consistency we have appealed to the principles of belief revision that underlie the
so-called AGM theory [6]. However, in a dynamic game, beliefs typically need to be revised several
times in a sequence as new information sets are reached. Thus the relevant notion of belief revision
is iterated belief revision. There is an extensive literature on the topic of iterated belief revision (see,
for example, [19–22] and the special issue of the Journal of Philosophical Logic, Vol. 40 (2), April 2011).
An exploration of different solution concepts in the gap between PBE and sequential equilibrium,
based on different principles of iterated belief revision, seems to be a promising area of research.

Conflicts of Interest: The author declares no conflict of interest.

Appendix A. Proofs

Proof of Lemma 1. Let � be a plausibility order on the set of histories H and let F : H → N be
an integer-valued representation of �. We want to show that properties CM and CM′ below are
equivalent (for arbitrary h, h′ ∈ H, with h′ ∈ I(h), and a, b ∈ A(h))

F(h′)− F(h) = F(h′a)− F(ha). (CM)

F(hb)− F(ha) = F(h′b)− F(h′a). (CM′)

First of all, note that, without loss of generality, we can assume that F(∅) = 031.
First we show that CM ⇒ CM′. Let F be an integer-valued representation of � that satisfies CM.

For every decision history h and action a ∈ A(h), define

λ(a) = F(ha)− F(h). (A1)

The function λ : A → N is well defined, since, by CM, h′ ∈ I(h) implies that
F(h′a)− F(h′) = F(ha)− F(h). Then, for every history h = 〈a1, a2, ..., am〉, F(h) = ∑m

i=1 λ(ai). In fact,

λ(a1) + λ(a2) + ... + λ(am) =

= (F(a1)− F(∅)) + (F(a1a2)− F(a1)) + ... + (F(a1a2...am)− F(a1a2...am−1)) =

= F(a1a2...am) = F(h) (recall the hypothesis that F(∅) = 0).

31 It is straightforward to check that if F′ : H → N is an integer-valued representation of � then so is F : H → N defined by
F(h) = F′(h)− F′(∅); furthermore if F′ satisfies property CM (CM‘) then so does F.
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Thus, for every h ∈ D and a ∈ A(h), F(ha) = F(h) + λ(a). Hence, F(hb) − F(ha) = F(h) +
λ(b)− F(h)− λ(a) = λ(b)− λ(a) and F(h′b)− F(h′a) = F(h′) + λ(b)− F(h′)− λ(a) = λ(b)− λ(a)
and, therefore, F(hb)− F(ha) = F(h′b)− F(h′a).

Next we show that CM‘ ⇒ CM. Let � be a plausibility order and let F : H → N be
an integer-valued representation that satisfies CM′. Select arbitrary h′ ∈ I(h) and a ∈ A(h).
Let b ∈ A(h) be a plausibility-preserving action at h (there must be at least one such action:
see Definition 1); then, h ∼ hb and h′ ∼ h′b. Hence, since F is a representation of �, F(hb) = F(h) and
F(h′b) = F(h′) and thus

F(h′)− F(h) = F(h′b)− F(hb). (A2)

By CM′, F(h′b) − F(hb) = F(h′a) − F(ha). From this and (A2) it follows that F(h′) − F(h) =

F(h′a)− F(ha).

Proof of Proposition 2. Let (σ, μ) be a sequential equilibrium. We want to show that (σ, μ) is a strongly
independent PBE (Definition 9). By Proposition 1, it is sufficient to show that (σ, μ) is rationalized
by a plausibility order � that satisfies Properties IND1 and IND2. By Proposition 1 there is a choice
measurable plausibility order � that rationalizes (σ, μ). Let F be an integer-valued representation of �
that satisfies Property CM. Let h and h′ be decision histories that belong to the same information set
and let a ∈ A(h). Then, by CM,

F(h)− F(h′) = F(ha)− F(h′a). (A3)

If h � h′ then F(h) ≤ F(h′); by (A3), it follows that F(ha) ≤ F(h′a) and thus ha � h′a. Conversely,
if ha � h′a then F(ha) ≤ F(h′a) and thus, by (A3), F(h) ≤ F(h′) so that h � h′. Hence � satisfies IND1.

Let h and h′ be decision histories that belong to the same information set and let a, b ∈ A(h).
We want to show that IND2 holds, that is, that ha � hb if and only if h′a � h′b. Let F be an
integer-valued representation of � that satisfies Property CM. By Lemma 1 F satisfies Property CM′,
that is,

F(ha)− F(hb) = F(h′a)− F(h′b). (A4)

If ha � hb then F(ha) ≤ F(hb) and thus, by (A4), F(h′a) ≤ F(h′b), that is, h′a � h′b. Conversely,
if h′a � h′b then F(h′a) ≤ F(h′b) and thus, by (A4), F(ha) ≤ F(hb), so that ha � hb.

Proof of Proposition 3. (A) ⇒ (B). Let F′ : S → N satisfy the properties of Part (A).
Select an arbitrary s0 ∈ S0 = {s ∈ S : s � t, ∀t ∈ S} and define F : S → N by F(s) = F′(s)− F′(s0).
Then F is also a function that satisfies the properties of Part (A) (note that since, for all s ∈ S,
F′(s0) ≤ F′(s), F(s) ∈ N; furthermore, F(s′) = 0 for all s′ ∈ S0). Let K = {k ∈ N : k = ρ(s) for some
s ∈ S} (where ρ is the canonical ordinal representation of �: see Footnote 23). For every k ∈ K, define

x̂0 = 0
and, for k > 0,
x̂k = F(t)− F(s) for some s, t ∈ S such that ρ(t) = k and ρ(s) = k − 1.

(A5)

Thus x̂k is the distance, as measured by F, between the equivalence class of some t such that
ρ(t) = k and the immediately preceding equivalence class (that is, the equivalence class of some s
such that ρ(s) = k − 1)32. Note that x̂k is well defined since, if x, y ∈ S are such that ρ(y) = k and
ρ(x) = k − 1, then x ∼ s and y ∼ t and thus, by (1) of Property (A), F(x) = F(s) and F(y) = F(t).
Note also that, for all k ∈ K\{0}, x̂k is a positive integer, since ρ(t) = k and ρ(s) = k− 1 imply that s ≺ t

32 For example, if S = {a, b, c, d, e, f } and � is given by a ∼ b ≺ c ≺ d ∼ e ≺ f then ρ(a) = ρ(b) = 0, ρ(c) = 1, ρ(d) = ρ(e) = 2
and ρ( f ) = 3; if F is given by F(a) = F(b) = 0, F(c) = 3, F(d) = F(e) = 5 and F( f ) = 9 then x̂0 = 0, x̂1 = 3, x̂2 = 2 and
x̂3 = 4.
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and thus, by (1) of Property (A), F(s) < F(t). We want to show that the values {x̂k}k∈K\{0} defined in
(A5) provide a solution to the system of equations corresponding to .

= (Definition 10). Select an arbitrary
element of .

=, ([s1], [s2])
.
= ([t1], [t2]) (with s1 ≺ s2 and t1 ≺ t2) and express it, using the

canonical ordinal representation ρ (see Footnote 23), as (i1, i2)
.
= (j1, j2) (thus i1 = ρ(s1), i2 = ρ(s2),

j1 = ρ(t1), j2 = ρ(t2), i1 < i2 and j1 < j2). Then the corresponding equation (see Definition 10) is:
xi1+1 + xi1+2 + ... + xi2 = xj1+1 + xj1+2 + ... + xj2 . By (2) of Property (A),

F(s2)− F(s1) = F(t2)− F(t1) (A6)

Using (A5), F(s2) − F(s1) = x̂i1+1 + x̂i1+2 + ... + x̂i2 . To see this, for every
k ∈ {i1 + 1, i1 + 2, ..., i2 − 1}, select an arbitrary rk ∈ S such that ρ(rk) = k; then, by (A5),

F(s2)− F(s1) = x̂i1+1︸ ︷︷ ︸
=F(ri1+1)−F(s1)

+ x̂i2+2︸ ︷︷ ︸
=F(ri1+2)−F(ri1+1)

+ ... + x̂i2︸︷︷︸ .

=F(s2)−F(ri2−1)

Similarly, F(t2) − F(t1) = x̂j1+1 + x̂j1+2 + ... + x̂j2 . Thus, by (A6), x̂i1+1 + x̂i1+2 + ... + x̂i2 =

x̂j1+1 + x̂j1+2 + ... + x̂j2 .
(B) ⇒ (A). Assume that the system of equations corresponding to .

= has a solution consisting
of positive integers x̂1, ..., x̂m. Define F : S → N as follows: if ρ(s) = 0 (equivalently, s ∈ S0) then
F(s) = 0 and if ρ(s) = k > 0 (equivalently, s ∈ Sk for k > 0) then F(s) = x̂1 + x̂2 + ... + x̂k (where ρ

and the sets Sk are as defined in Footnote 23). We need to show that F satisfies the properties of Part
(A). Select arbitrary s, t ∈ S with s � t. Then ρ(s) ≤ ρ(t) and thus F(s) = x̂1 + x̂2 + ...+ x̂ρ(s) ≤ F(t) =
x̂1 + x̂2 + ... + x̂ρ(s) + x̂ρ(s)+1 + ... + x̂ρ(t). Conversely, suppose that s, t ∈ S are such that F(s) ≤ F(t).
Then x̂1 + x̂2 + ...+ x̂ρ(s) ≤ x̂1 + x̂2 + ...+ x̂ρ(t) and thus ρ(s) ≤ ρ(t), so that s � t. Thus Property (1) of
Part (A) is satisfied. Now let s, t, x, y ∈ S be such that s ≺ t, x ≺ y and ([s], [t]) .

= ([x], [y]) . Let ρ(s) = i,
ρ(t) = j, ρ(x) = k and ρ(y) = � (thus i < j and k < �). Then, by (A5), F(t)− F(s) = x̂i+1 + x̂i+2 + ... +
x̂j and F(y)− F(x) = x̂k+1 + x̂k+2 + ... + x̂�. Since xi+1 + xi+2 + ... + xj = xk+1 + xk+2 + ... + x� is the
equation corresponding to ([s], [t]) .

= ([x], [y]) (which - using ρ - can be expressed as (i, j) .
= (k, �)),

by our hypothesis x̂i+1 + x̂i+2 + ... + x̂j = x̂k+1 + x̂k+2 + ... + x̂� and thus F(t)− F(s) = F(y)− F(x),
so that (2) of Property (A) is satisfied.

not (B) ⇒ not (C). Suppose that there is a sequence in .
= (expressed in terms of the canonical

representation ρ of �) 〈((i1, j1)
.
= (k1, �1)) , ..., ((im, jm)

.
= (km, �m))〉 such that

Ble f t � Bright (A7)

where Ble f t = B(i1,j1) � ... � B(im ,jm) and Bright = B(k1,�1)
� ... � B(km ,�m). Let E = {E1, ..., Em} be

the system of equations corresponding to the above sequence (for example, E1 is the equation
xi1+1 + xi1+2 + ... + xj1 = xk1+1 + xk1+2 + ... + x�1 ). Let L be the sum of the left-hand-side and R be the
sum of the right-hand-side of the equations E1, ..., Em. Note that for every integer i, nxi is a summand
of L if and only if i appears in Ble f t exactly n times and similarly nxi is a summand of R if and only if i
appears in Bright exactly n times. By (A7), if nxi is a summand of L then mxi is a summand of R with
m ≥ n and, furthermore, L �= R. Thus there cannot be a positive solution of E, because it would be
incompatible with L = R. Since E is a subset of the system of equations corresponding to .

=, it follows
that the latter cannot have a positive solution either.

It only remains to prove that not (C) ⇒ not (B). We will return to this below after providing
an additional result.

First some notation. Given two vectors x, y ∈ Rm we write (1) x ≤ y if xi ≤ yi, for every i = 1, ..., m;
(2) x < y if x ≤ y and x �= y; and (3) x � y if xi < yi, for every i = 1, ..., m.

Lemma A1. Let A be the m × n matrix such that the system of equations corresponding to .
= (Definition 10)

can be expressed as Ax = 0 (note that each entry of A is either −1, 0 or 1; furthermore, by symmetry of .
=,
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for each row ai of A there is another row ak such that ak = −ai)33. If the system of equations Ax = 0 does
not have a positive integer solution then there exist r rows of A, ai1 , ..., air with 1 < r ≤ m

2 and r positive
integers α1, ..., αr ∈ N\{0} such that if B is the submatrix of A consisting of the r rows ai1 , ..., air (thus for
every k = 1, ..., r, bk = aik , where bk is the kth row of B) then ∑r

k=1 αkbk < 0.

Proof. By Stiemke’s theorem34 if the system of equations Ax = 0 does not have a positive integer
solution then there exists a y ∈ Zm (where Z denotes the set of integers) such that yA < 0 (that
is, ∑m

i=1 yiai < 0). Let K = {k ∈ Z : yk �= 0}. Let r be the cardinality of K; then, without loss of
generality, we can assume that r ≤ m

2
35. Furthermore, again without loss of generality, we can assume

that for every k ∈ K, yk > 036. Let B be the r × n submatrix of A consisting of those rows ak of
A such that k ∈ K and for i = 1, ..., r let α = (α1, ..., αr) be the vector corresponding to (yk)k∈K

37.
Then αB = ∑r

j=1 αjbj = yA < 0 and αi ∈ N\{0} for all i = 1, ..., r.

Completion of Proof of Proposition 3. It remains to prove that not (C) ⇒ not (B). Let A be the
m × n matrix such that the system of equations corresponding to .

= can be expressed as Ax = 0
and assume that Ax = 0 does not have a positive integer solution. Let B be the r × n submatrix of
A and α = (α1, ..., αr) the vector of positive integers of Lemma A1 such that αB = ∑r

j=1 αjbj < 0.
Define two r × n matrices C =

(
cij
)

i=1,...,r; j=1,...,n and D =
(
dij
)

i=1,...,r; j=1,...,n as follows (recall that
each entry of B is either −1, 0 or 1):

cij =

{
1 if bij = 1
0 otherwise

and dij =

{
1 if bij = −1
0 otherwise

.

Then, for every i = 1, ..., r, bi = ci − di and thus (since ∑r
i=1 αibi < 0)

∑r
i=1 αici < ∑r

i=1 αidi. (A9)

33 For example, the system of Equation (15) can be written as Ax = 0, where x = (x1, ..., x5) and

A =

⎛⎜⎜⎜⎜⎜⎝
1 1 0 −1 0

−1 −1 0 1 0
0 0 1 0 −1
0 0 −1 0 1
1 1 1 −1 −1

−1 −1 −1 1 1

⎞⎟⎟⎟⎟⎟⎠ (A8)

34 See, for example, [23] (p. 216) or [24] (Theorem 1.1, p. 65).
35 Proof. Recall that for each row ai of A there is a row ak such that ai = −ak. If yi �= 0 and yk �= 0 for some i and k such that

ai = −ak then

yiai + ykak =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if yi = yk
(yk − yi)ak if 0 < yi < yk
(yi − yk)ai if 0 < yk < yi
(|yi|+ yk) ak if yi < 0 < yk
(yi + |yk|) ai if yk < 0 < yi
(|yk| − |yi|) ai if yi < yk < 0
(|yi| − |yk|) ak if yk < yi < 0

where all the multipliers (of ai or ak) are positive. Thus one can set one of the two values of yi and yk to zero and replace the
other value with the relevant of the above values while keeping yA unchanged. For example, if yk < yi < 0 then one can
replace yi with 0 and yk with (|yi | − |yk |) thereby reducing the cardinality of K by one. This process can be repeated until
the multipliers of half of the rows of A have been replaced by zero.

36 Proof. Suppose that yk < 0 for some k ∈ K. Recall that there exists an i such that ak = −ai . By the argument of the previous
footnote, yi = 0. Then replace yk by 0 and replace yi = 0 by ỹi = −yk .

37 For example, if K = {3, 6, 7} and y3 = 2, y6 = 1, y7 = 3, then B is the 3 × n matrix where b1 = a3, b2 = a6 and b3 = a7 and
α1 = 2, α2 = 1 and α3 = 3.
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Let C′ be the matrix obtained from C by replacing each row ci of C with αi copies of it and let D′

be constructed from D similarly. Then, letting s = ∑r
i=1 αi, C′ and D′ are s × n matrices whose entries

are either 0 or 1. It follows from (A9) that

∑s
i=1 c′i < ∑s

i=1 d′i. (A10)

Consider the system of equations
C′x = D′x. (A11)

For every j = 1, ..., n, the jth coordinate of ∑s
i=1 c′i is the number of times that the variable xj

appears on the left-hand-side of (A11) and the jth coordinate of ∑s
i=1 d′i is the number of times that

the variable xj appears on the right-hand-side of (A11). Hence, by (A10), for every j = 1, ..., n,
the number of times that the variable xj appears on the left-hand-side of (A11) is less than or equal
to the number of times that it appears on the right-hand-side of (A11) and for at least one j it
is less. Thus, letting 〈((i1, j1)

.
= (k1, �1)) , ..., ((is, js)

.
= (ks, �s))〉 be the sequence of elements of .

=

corresponding to the equations in (A11), we have that Ble f t � Bright where Ble f t = B(i1,j1) � ... � B(im ,jm)

and Bright = B(k1,�1)
� ... � B(km ,�m).
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Abstract: We define a concept of epistemic robustness in the context of an epistemic model of a
finite normal-form game where a player type corresponds to a belief over the profiles of opponent
strategies and types. A Cartesian product X of pure-strategy subsets is epistemically robust if there
is a Cartesian product Y of player type subsets with X as the associated set of best reply profiles
such that the set Yi contains all player types that believe with sufficient probability that the others
are of types in Y−i and play best replies. This robustness concept provides epistemic foundations for
set-valued generalizations of strict Nash equilibrium, applicable also to games without strict Nash
equilibria. We relate our concept to closedness under rational behavior and thus to strategic stability
and to the best reply property and thus to rationalizability.

Keywords: epistemic game theory; epistemic robustness; rationalizability; closedness under rational
behavior; mutual p-belief

JEL Classification: C72; D83

1. Introduction

In most applications of noncooperative game theory, Nash equilibrium is used as a tool to predict
behavior. Under what conditions, if any, is this approach justified? In his Ph.D. thesis, Nash [1]
suggested two interpretations of Nash equilibrium, one rationalistic, in which all players are fully
rational, know the game, and play it exactly once. In the other, “mass action” interpretation, there is
a large population of actors for each player role of the game, and now and then exactly one actor
from each player population is drawn at random to play the game in his or her player role, and this
is repeated (i.i.d.) indefinitely over time. Whereas the latter interpretation is studied in the literature
on evolutionary game theory and social learning, the former—which is the interpretation we will be
concerned with here—is studied in a sizeable literature on epistemic foundations of Nash equilibrium.
It is by now well-known from this literature that players’ rationality and beliefs or knowledge about the
game and each others’ rationality in general do not imply that they necessarily play a Nash equilibrium
or even that their conjectures about each others’ actions form a Nash equilibrium; see Bernheim [2],
Pearce [3], Aumann and Brandenburger [4].

The problem is not only a matter of coordination of beliefs (conjectures or expectations), as in
a game with multiple equilibria. It also concerns the fact that, in Nash equilibrium interpreted as
an equilibrium in belief (see [4], Theorems A and B), beliefs are supposed to correspond to specific
randomizations over the others’ strategies. In particular, a player might have opponents with multiple
pure strategies that maximize their expected payoffs, given their equilibrium beliefs. Hence, for these
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opponents, any randomization over their pure best replies maximizes their expected payoffs. Yet
in Nash equilibrium, the player is assumed to have a belief that singles out a randomization over
the best replies of her opponents that serves to keep this player indifferent across the support of
her equilibrium strategies, and ensures that none of the player’s other strategies are better replies.
In addition, a player’s belief concerning the behavior of others assigns positive probability only to best
replies; players are not allowed to entertain any doubt about the rationality of their opponents.

Our aim is to formalize a notion of epistemic robustness that relaxes these requirements. In order
to achieve this, we have to move away from point-valued to set-valued solution concepts. In line
with the terminology of epistemic game theory, let a player’s epistemic type correspond to a belief
over the profiles of opponent strategies and types. Assume that the epistemic model is complete in
the sense that all possible types are represented in the model. Let non-empty Cartesian products of
(pure-strategy or type) subsets be referred to as (strategy or type) blocks [5]. Say that a strategy block
X = X1 × · · · × Xn is epistemically robust if there exists a corresponding type block Y = Y1 × · · · × Yn

such that: for each player i,

(I) the strategy subset Xi coincides with the set of best replies of the types in Yi;
(II) the set Yi contains all player types that believe with sufficient probability that the others are of

types in Y−i and play best replies.

Here, for each player, (II) requires the player’s type subset to be robust in the sense of including all
possible probability distributions over opponent pure-strategy profiles that consist of best replies to
the beliefs of opponent types that are included in the opponents’ type subsets, even including player
types with a smidgen of doubt that only these strategies are played. In particular, our epistemic model
does not allow a player to pinpoint a specific opponent type or a specific best reply for an opponent
type that has multiple best replies. The purpose of (I) is, for each player, to map this robust type subset
into a robust subset of pure strategies by means of the best reply correspondence.

Consider, in contrast, the case where point (II) above is replaced by:

(II ′) the set Yi contains only player types that believe with probability 1 that the others are of types in
Y−i and play best replies.

Tan and Werlang [6] show that the strategy block X is a best reply set [3] if there exists a corresponding
type block Y such that (I) and (II ′) hold for all players. This epistemic characterization of a best reply
set X explains why, for each player i, all strategies in Xi are included. In contrast, the concept of
epistemic robustness explains why all strategies outside Xi are excluded, as a rational player will never
choose such a strategy, not even if the player with small probability believes that opponents will not
stick to their types Y−i or will not choose best replies.

Any strict Nash equilibrium, viewed as a singleton strategy block, is epistemically robust. In this
case, each player has opponents with unique pure strategies that maximize their expected payoffs,
given their equilibrium beliefs. The player’s equilibrium strategy remains her unique best reply, as
long as she is sufficiently sure that the others stick to their unique best replies. By contrast, non-strict
pure-strategy Nash equilibria by definition have ‘unused’ best replies and are consequently not
epistemically robust: a player, even if she is sure that her opponents strive to maximize their expected
payoffs given their equilibrium beliefs, might well believe that her opponents play such alternative
best replies.

In informal terms, our Proposition 1 establishes that epistemic robustness is sufficient and
necessary for the non-existence of such ‘unused’ best replies. Consequently, epistemic robustness
captures, through restrictions on the players’ beliefs, a property satisfied by strict Nash equilibria,
but not by non-strict pure-strategy Nash equilibria. The restrictions on players’ beliefs implied by
epistemic robustness can be imposed also on games without strict Nash equilibria. Indeed, our
Propositions 2–5 show how epistemic robustness is achieved by variants of CURB sets. A CURB set
(mnemonic for ‘closed under rational behavior’) is a strategy block that contains, for each player, all
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best replies to all probability distributions over the opponent strategies in the block1. Hence, if a player
believes that her opponents stick to strategies from their components of a CURB set, then she’d better
stick to her strategies as well.

A strategy block is fixed under rational behavior (FURB; or ‘tight’ CURB in the terminology of
Basu and Weibull [7]) if each player’s component not only contains, but is identical with the set of best
replies to all probability distributions over the opponent strategies in the block. Basu and Weibull [7]
show that minimal CURB (MINCURB) sets and the unique largest FURB set are important special cases
of FURB sets. The latter equals the strategy block of rationalizable strategies [2,3]. At the other extreme,
MINCURB is a natural set-valued generalization of strict Nash equilibrium. The main purpose of this
paper is to provide epistemic foundations for set-valued generalizations of strict Nash equilibrium.
Our results are not intended to advocate any particular point- or set-valued solution concept, only to
propose a definition of epistemic robustness and apply this to some set-valued solution concepts
currently in use2.

In order to illustrate our line of reasoning, consider first the two-player game

l c
u 3, 1 1, 2
m 0, 3 2, 1

In its unique Nash equilibrium, player 1’s equilibrium strategy assigns probability 2/3 to her first
pure strategy and player 2’s equilibrium strategy assigns probability 1/4 to his first pure strategy.
However, even if player 1’s belief about the behavior of player 2 coincides with his equilibrium strategy,
(1/4, 3/4), player 1 would be indifferent between her two pure strategies. Hence, any pure or mixed
strategy would be optimal for her, under the equilibrium belief about player 2. For all other beliefs
about her opponent’s behavior, only one of her pure strategies would be optimal, and likewise for
player 2. The unique CURB set and unique epistemically robust subset in this game is the full set
S = S1 × S2 of pure-strategy profiles.

Add a third pure strategy for each player to obtain the two-player game

l c r
u 3, 1 1, 2 0, 0
m 0, 3 2, 1 0, 0
d 5, 0 0, 0 6, 4

(1)

Strategy profile x∗ = (x∗1, x∗2) =
((

2
3 , 1

3 , 0
)

,
(

1
4 , 3

4 , 0
))

is a Nash equilibrium (indeed a perfect and
proper equilibrium). However, if player 2’s belief concerning the behavior of 1 coincides with x∗1 , then
2 is indifferent between his pure strategies l and c, and if 1 assigns equal probability to these two pure
strategies of player 2, then 1 will play the unique best reply d, a pure strategy outside the support of
the equilibrium3. Moreover, if player 2 expects 1 to reason this way, then 2 will play r: the smallest
epistemically robust subset containing the support of the mixed equilibrium x∗ is the entire pure

1 CURB sets and variants were introduced by Basu and Weibull [7] and have since been used in many applications.
Several classes of adaptation processes eventually settle down in a minimal CURB set; see Hurkens [8], Sanchirico [9],
Young [10], and Fudenberg and Levine [11]. Moreover, minimal CURB sets give appealing results in communication
games [12,13] and network formation games [14]. For closure properties under generalizations of the best reply
correspondence, see Ritzberger and Weibull [15].

2 Clearly, if a strategy block is not epistemically robust, then our concept does not imply that players should or will avoid
strategies in the block.

3 We emphasize that we are concerned with rationalistic analysis of a game that is played once, and where players have
beliefs about the rationality and beliefs of their opponents. If the marginal of a player’s belief on an opponent’s strategy set
is non-degenerate—so that the player is uncertain about the behavior of the opponent—then this can be interpreted as the
player believing that the opponent is playing a mixed strategy.
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strategy space. By contrast, the pure-strategy profile (d, r) is a strict equilibrium. In this equilibrium,
no player has any alternative best reply and each equilibrium strategy remains optimal also under
some uncertainty as to the other player’s action: the set {d} × {r} is epistemically robust. In this game,
all pure strategies are rationalizable, S = S1 × S2 is a FURB set, and the game’s unique MINCURB set
(thus, the unique minimal FURB set) is T = {d} × {r}. These are also the epistemically robust subsets;
in particular, {u, m} × {l, c} is not epistemically robust.

Our results can be described as follows. First, the intuitive link between strict Nash equilibria
and our concept of epistemic robustness in terms of ruling out the existence of ‘unused’ best replies
is formalized in Proposition 1: a strategy block X is not epistemically robust if and only if for each
type block Y raised in its defense—so that X is the set of best reply profiles associated with Y—there
is a player i and a type ti with a best reply outside Xi, even if ti believes with high probability that
his opponents are of types in Y−i and play best replies. Second, in part (a) of Proposition 2, we
establish that epistemically robust strategy blocks are CURB sets. As a consequence (see [15]), every
epistemically robust strategy block contains at least one strategically stable set in the sense of Kohlberg
and Mertens [16]. In part (b) of Proposition 2, although not every CURB set is epistemically robust (since
a CURB set may contain non-best replies), we establish that every CURB set contains an epistemically
robust strategy block and we also characterize the largest such subset. As a by-product, we obtain the
existence of epistemically robust strategy blocks in all finite games. Third, in Proposition 3, we show
that a strategy block is FURB if and only if it satisfies the definition of epistemic robustness with equality,
rather than inclusion, in (II). FURB sets thus have a clean epistemic robustness characterization in the
present framework. Fourth, in Proposition 4, instead of starting with strategy blocks, we start from
a type block and show how an epistemically robust strategy block can be algorithmically obtained;
we also show that this is the smallest CURB set that contains all best replies for the initial type block.
Fifth, Proposition 5 shows how MINCURB sets (which are necessarily FURB and hence epistemically
robust) can be characterized by initiating the above algorithm with a single type profile, while no
proper subset has this property. We argue that this latter result shows how MINCURB sets capture
characteristics of strict Nash equilibrium.

As our notion of epistemic robustness checks for player types with ‘unused’ best replies on the
basis of their beliefs about the opponents’ types and rationality, we follow, for instance, Asheim [17]
and Brandenburger, Friedenberg, and Keisler [18], and model players as having beliefs about the
opponents without modeling the players’ actual behavior. Moreover, we consider epistemic models
that are complete in the sense of including all possible beliefs. In these respects, our modeling differs
from that of Aumann and Brandenburger [4]’s characterization of Nash equilibrium. In other respects,
our modeling resembles that of Aumann and Brandenburger [4]. They assume that players’ beliefs
about opponent play is commonly known. Here, we require the existence of a type block Y and
consider, for each player i, types of player i who believe that opponent types are in Y−i. In addition, as
do Aumann and Brandenburger [4], we consider types of players that believe that their opponents
are rational.

The notion of persistent retracts [19] goes part of the way towards epistemic robustness. These are
product sets requiring the presence of at least one best reply to arbitrary beliefs close to the set. In
other words, they are robust against small belief perturbations, but admit alternative best replies
outside the set, in contrast to our concept of epistemic robustness. Moreover, as pointed out by
(van Damme [20] Section 4.5) and Myerson and Weibull [5], persistence is sensitive to certain game
details that might be deemed strategically inessential.

The present approach is related to Tercieux [21]’s analysis in its motivation in terms of epistemic
robustness of solution concepts and in its use of p-belief. His epistemic approach, however,
is completely different from ours. Starting from a two-player game, he introduces a Bayesian game
where payoff functions are perturbations of the original ones and he investigates which equilibria
are robust against this kind of perturbation. Zambrano [22] studies the stability of non-equilibrium
concepts in terms of mutual belief and is hence more closely related to our analysis. In fact, our
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Proposition 3 overlaps with but is distinct from his main results. Also Hu [23] restricts attention to
rationalizability, but allows for p-beliefs, where p < 1. In the games considered in Hu [23], pure
strategy sets are permitted to be infinite. By contrast, our analysis is restricted to finite games, but
under the weaker condition of mutual, rather than Hu [23]’s common, p-belief of opponent rationality
and of opponents’ types belonging to given type sets.

The remainder of the paper is organized as follows. Section 2 contains the game theoretic
and epistemic definitions used. Section 3 characterizes variants of CURB sets in terms of epistemic
robustness. An appendix contains proofs of the propositions.

2. The Model

2.1. Game Theoretic Definitions

Consider a finite normal-form game 〈N, (Si)i∈N , (ui)i∈N〉, where N = {1, . . . , n} is the non-empty
and finite set of players. Each player i ∈ N has a non-empty, finite set of pure strategies Si and a payoff
function ui : S → R defined on the set S := S1 × · · · × Sn of pure-strategy profiles. For any player i,
let S−i := ×j �=iSj. It is over this set of other players’ pure-strategy combinations that player i will form
his or her probabilistic beliefs. These beliefs may, but need not be, product measures over the other
player’s pure-strategy sets. We extend the domain of the payoff functions to probability distributions
over pure strategies as usual.

For each player i ∈ N, pure strategy si ∈ Si, and probabilistic belief σ−i ∈ M(S−i), where M(S−i)

is the set of all probability distributions on the finite set S−i, write

ui(si, σ−i) := ∑
s−i∈S−i

σ−i(s−i)ui(si, s−i).

Define i’s best reply correspondence βi : M(S−i) → 2Si as follows: for all σ−i ∈ M(S−i),

βi(σ−i) := {si ∈ Si | ui(si, σ−i) ≥ ui(s′i, σ−i) for all s′i ∈ Si} .

Let S := {X ∈ 2S | ∅ �= X = X1 × · · · × Xn} denote the collection of strategy blocks. For X ∈ S , we
abuse notation slightly by writing, for each i ∈ N, βi(M(X−i)) as βi(X−i). Let β(X) := β1(X−1)×
· · · × βn(X−n). Each constituent set βi(X−i) ⊆ Si in this strategy block is the set of best replies of
player i to all probabilistic beliefs over the others’ strategy choices X−i ⊆ S−i.

Following Basu and Weibull [7], a set X ∈ S is:

closed under rational behavior (CURB) if β(X) ⊆ X;

fixed under rational behavior (FURB) if β(X) = X;

minimal CURB (MINCURB) if it is CURB and does not properly contain another one: β(X) ⊆ X
and there is no X′ ∈ S with X′ � X and β(X′) ⊆ X′.

Basu and Weibull [7] call a FURB set a ‘tight’ CURB set. The reversed inclusion, X ⊆ β(X), is the best
reply property ([3] p. 1033). It is shown in (Basu and Weibull [7] Propositions 1 and 2) that a MINCURB

set exists, that all MINCURB sets are FURB, and that the block of rationalizable strategies is the game’s
largest FURB set. While Basu and Weibull [7] require that players believe that others’ strategy choices
are statistically independent, σ−i ∈ ×j �=iM(Sj), we here allow players to believe that others’ strategy
choices are correlated, σ−i ∈ M(S−i)

4. Our results carry over—with minor modifications in the
proofs—to the case of independent strategy choices. Thus, in games with more than two players,
the present definition of CURB is somewhat more demanding than that in Basu and Weibull [7], in the

4 In doing so, we follow (Osborne and Rubinstein [24] Chapter 5).
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sense that we require closedness under a wider space of beliefs. Hence, the present definition may,
in games with more than two players, lead to different MINCURB sets5.

2.2. Epistemic Definitions

The epistemic analysis builds on the concept of player types, where a type of a player is
characterized by a probability distribution over the others’ strategies and types.

For each i ∈ N, denote by Ti player i’s non-empty type space. The state space is defined by Ω := S×T ,
where T := T1 × · · · × Tn. For each player i ∈ N, write Ωi := Si × Ti and Ω−i := ×j �=iΩj. To each
type ti ∈ Ti of every player i is associated a probabilistic belief μi(ti) ∈ M(Ω−i), where M(Ω−i)

denotes the set of Borel probability measures on Ω−i endowed with the topology of weak convergence.
For each player i, we thus have the player’s pure-strategy set Si, type space Ti and a mapping
μi : Ti → M(Ω−i) that to each of i’s types ti assigns a probabilistic belief, μi(ti), over the others’ strategy
choices and types. Assume that, for each i ∈ N, μi is continuous and Ti is compact. The structure
(S1, . . . , Sn, T1, . . . , Tn, μ1, . . . , μn) is called an S-based (interactive) probability structure. Assume in addition
that, for each i ∈ N, μi is onto: all Borel probability measures on Ω−i are represented in Ti. A probability
structure with this additional property is called complete.6 The completeness of the probability structure
is essential for our analysis and results. In particular, the assumption of completeness is invoked in
all proofs.

For each i ∈ N, denote by si(ω) and ti(ω) i’s strategy and type in state ω ∈ Ω. In other words,
si : Ω → Si is the projection of the state space to i’s strategy set, assigning to each state ω ∈ Ω the
strategy si = si(ω) that i uses in that state. Likewise, ti : Ω → Ti is the projection of the state space to
i’s type space. For each player i ∈ N and positive probability p ∈ (0, 1], the p-belief operator Bp

i maps
each event (Borel-measurable subset of the state space) E ⊆ Ω to the set of states where player i’s type
attaches at least probability p to E:

Bp
i (E) := {ω ∈ Ω | μi(ti(ω))(Eωi ) ≥ p} ,

where Eωi := {ω−i ∈ Ω−i | (ωi, ω−i) ∈ E}. This is the same belief operator as in Hu [23]7. One may
interpret Bp

i (E) as the event ‘player i believes E with probability at least p’. For all p ∈ (0, 1], Bp
i

satisfies Bp
i (∅) = ∅, Bp

i (Ω) = Ω, Bp
i (E′) ⊆ Bp

i (E′′) if E′ ⊆ E′′ (monotonicity), and Bp
i (E) = E if

E = proj Ωi
E×Ω−i. The last property means that each player i always p-believes his own strategy-type

pair, for any positive probability p. Since also Bp
i (E) = proj Ωi Bp

i (E) × Ω−i for all events E ⊆ Ω,
each operator Bp

i satisfies both positive (Bp
i (E) ⊆ Bp

i (Bp
i (E))) and negative (¬Bp

i (E) ⊆ Bp
i (¬Bp

i (E))
introspection. For all p ∈ (0, 1], Bp

i violates the truth axiom, meaning that Bp
i (E) ⊆ E need not hold

for all E ⊆ Ω. In the special case p = 1, we have Bp
i (E′) ∩ Bp

i (E′′) ⊆ Bp
i (E′ ∩ E′′) for all E′, E′′ ⊆ Ω.

Finally, note that Bp
i (E) is monotone with respect to p in the sense that, for all E ⊆ Ω, Bp′

i (E) ⊇ Bp′′

i (E)
if p′ < p′′.

We connect types with the payoff functions by defining i’s choice correspondence Ci : Ti → 2Si

as follows: For each of i’s types ti ∈ Ti,

Ci(ti) := βi(margS−i
μi(ti))

5 We also note that a pure strategy is a best reply to some belief σ−i ∈ M(S−i) if and only if it is not strictly dominated
(by any pure or mixed strategy). This follows from Lemma 3 in Pearce [3], which, in turn, is closely related to
(Ferguson [25] p. 86, Theorem 1) and (van Damme [26] Lemma 3.2.1).

6 An adaptation of the proof of (Brandenburger, Friedenberg, and Keisler [18] Proposition 7.2) establishes the existence of
such a complete probability structure under the assumption that, for all i ∈ N, player i’s type space Ti is Polish (separable
and completely metrizable). The exact result we use is Proposition 6.1 in an earlier working paper version [27]. Existence
can also be established by constructing a universal state space [28,29].

7 See also Monderer and Samet [30].
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consists of i’s best replies when player i is of type ti. Let T := {Y ∈ 2T | ∅ �= Y = Y1 × · · ·×Yn} denote
the collection of type blocks. For any such set Y ∈ T and player i ∈ N, write Ci(Yi) :=

⋃
ti∈Yi

Ci(ti) and
C(Y) := C1(Y1)× · · · × Cn(Yn). In other words, these are the choices and choice profiles associated
with Y. If Y ∈ T and i ∈ N, write

[Yi] := {ω ∈ Ω | ti(ω) ∈ Yi}.

This is the event that player i is of a type in the subset Yi. Likewise, write [Y] :=
⋂

i∈N [Yi] for the event
that the type profile is in Y. Finally, for each player i ∈ N, write Ri for the event that player i uses a
best reply:

Ri := {ω ∈ Ω | si(ω) ∈ Ci(ti(ω))}.

One may interpret Ri as the event that i is rational: if ω ∈ Ri, then si(ω) is a best reply to
margS−i

μi(ti(ω)).

3. Epistemic Robustness

We define a strategy block X ∈ S to be epistemically robust if there exists a p̄ < 1 such that, for
each probability p ∈ [ p̄, 1], there is a type block Y ∈ T (possibly dependent on p) such that

C(Y) = X (2)

and
Bp

i

(⋂
j �=i

(
Rj ∩ [Yj]

))
⊆ [Yi] for all i ∈ N . (3)

Hence, epistemic robustness requires the existence of a type block Y satisfying, for each player i, that Xi
is the set of best replies of the types in Yi, and that every type of player i who p-believes that opponents
are rational and of types in Y−i is included in Yi. Condition (2) is thus not an equilibrium condition
as it is not interactive: it relates each player’s type subset to the same player’s strategy subset. The
interactivity enters through condition (3), which relates each player’s type subset to the type subsets of
the other players. For each p < 1, condition (3) allows each player i to attach a positive probability
to the event that others do not play best replies and/or are of types outside Y. It follows from the
monotonicity of Bp

i (·) with respect to p that, for a fixed type block Y, if inclusion (3) is satisfied for
p = p̄, then inclusion (3) is satisfied also for all p ∈ ( p̄, 1].

Note that if condition (2) is combined with a variant of condition (3), with the weak inclusion
reversed and p set to 1, then we obtain a characterization of Pearce [3]’s best reply set; see [6].

In line with what we mentioned in the introduction, we can now formally show that if s ∈ S
is a strict Nash equilibrium, then {s} is epistemically robust. To see this, define for all i ∈ N,
Yi := {ti ∈ Ti | Ci(ti) = {si}}. Since the game is finite, there is, for each player i ∈ N, a pi ∈ (0, 1)
such that βi(σ−i) = {si} for all σ−i ∈ M(S−i) with σ−i({s−i}) ≥ pi. Let p = max{p1, . . . , pn}. Then it
holds for each p ∈ [p, 1]:

Bp
i

(⋂
j �=i

(
Rj ∩ [Yj]

))
⊆ Bp

i
(
{ω ∈ Ω | ∀j �= i, sj(ω) ∈ Xj}

)
⊆ [Yi] for all i ∈ N .

Thus, by condition (2) and condition (3), {s} is epistemically robust.
Also, as discussed in the introduction, non-strict pure-strategy Nash equilibria have ‘unused’

best replies. Our first result demonstrates that epistemic robustness is sufficient and necessary for the
non-existence of such ‘unused’ best replies.

Proposition 1. The following two statements are equivalent:

(a) X ∈ S is not epistemically robust.

49



Games 2016, 7, 37

(b) For all p̄ < 1, there exists p ∈ [ p̄, 1] such that if Y ∈ T satisfies C(Y) = X, then there exist i ∈ N and
ti ∈ Ti such that C(ti) � Xi and [{ti}] ⊆ Bp

i

(⋂
j �=i
(

Rj ∩ [Yj]
))

.

Hence, while an epistemically robust subset is defined by a set of profiles of player types, it
suffices with one player and one possible type of this player to determine that a strategy block is not
epistemically robust.

We now relate epistemically robust subsets to CURB sets. To handle the fact that all strategy
profiles in any epistemically robust subset are profiles of best replies, while CURB sets may involve
strategies that are not best replies, introduce the following notation: For each i ∈ N and Xi ⊆ Si, let

β−1
i (Xi) := {σ−i ∈ M(S−i) | βi(σ−i) ⊆ Xi}

denote the pre-image (upper inverse) of Xi under player i’s best reply correspondence8. For a given
subset Xi of i’s pure strategies, β−1

i (Xi) consists of the beliefs over others’ strategy profiles having the
property that all best replies to these beliefs are contained in Xi.

Proposition 2. Let X ∈ S .

(a) If X is epistemically robust, then X is a CURB set.
(b) If X is a CURB set, then ×i∈N βi(β−1

i (Xi)) ⊆ X is epistemically robust. Furthermore, it is the largest
epistemically robust subset of X.

Claim (a) implies that every epistemically robust subset contains at least one strategically stable
set, both as defined in Kohlberg and Mertens [16] and as defined in Mertens [32], see Ritzberger
and Weibull [15] and Demichelis and Ritzberger [33], respectively9. Claim (a) also implies that
subsets of epistemically robust sets need not be epistemically robust. Concerning claim (b), note that
×i∈N βi(β−1

i (Si)) equals the set of profiles of pure strategies that are best replies to some belief. Hence,
since for each i ∈ N, both βi(·) and β−1

i (·) are monotonic with respect to set inclusion, it follows
from Proposition 2(b) that any epistemically robust subset involves only strategies surviving one
round of strict elimination. Thus, ×i∈N βi(β−1

i (Si)) is the largest epistemically robust subset, while the
characterization of the smallest one(s) will be dealt with by Proposition 5.

Our proof shows that Proposition 2(a) can be slightly strengthened, as one only needs the
robustness conditions with p = 1; as long as there is a Y ∈ T such that C(Y) = X and condition (3)
holds with p = 1, X is CURB.10 Moreover, although epistemic robustness allows that Y ∈ T depends
on p, the proof of (b) defines Y independently of p.

The following result shows that FURB sets are characterized by epistemic robustness when player
types that do not believe with sufficient probability that the others play best replies are removed:

Proposition 3. The following two statements are equivalent:

(a) X ∈ S is a FURB set.
(b) There exists a p̄ < 1 such that, for each probability p ∈ [ p̄, 1], there is a type block Y ∈ T satisfying

condition (2) such that condition (3) holds with equality.

The block of rationalizable strategies [2,3] is the game’s largest FURB set [7]. Thus, it follows from
Proposition 3 that epistemic robustness yields a characterization of the block of rationalizable strategies,

8 Harsanyi and Selten [31] refer to such pre-images of strategy sets as stability sets.
9 In fact, these inclusions hold under the slightly weaker definition of CURB sets in Basu and Weibull [7], in which a player’s

belief about other players is restricted to be a product measure over the others’ pure-strategy sets.
10 In the appendix we also prove that if p ∈ (0, 1] and Y ∈ T are such that C(Y) = X and (3) holds for all i ∈ N, then X is a

p-best reply set in the sense of Tercieux [21].
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without involving any explicit assumption of common belief of rationality. Instead, only mutual p-belief
of rationality and type sets are assumed. Proposition 3 also applies to MINCURB sets, as these sets are
FURB. In particular, it follows from Propositions 2(a) and 3 that a strategy block is MINCURB if and
only if it is a minimal epistemically robust subset11.

As much of the literature on CURB sets (recall footnote 1) focuses on minimal ones, we now turn
to how smallest CURB sets can be characterized in terms of epistemic robustness. This characterization
is presented through Propositions 4 and 5.

Proposition 4 starts from an arbitrary block Y of types and generates an epistemically robust
subset by including all beliefs over the opponents’ best replies, and all beliefs over opponents’ types
that have such beliefs over their opponents, and so on. Formally, define for any Y ∈ T the sequence
〈Y(k)〉k by Y(0) = Y and, for each k ∈ N and i ∈ N,

[Yi(k)] := [Yi(k − 1)] ∪ B1
i

(⋂
j �=i

(
Rj ∩ [Yj(k − 1)]

))
. (4)

Define the correspondence E : T → 2S, for any Y ∈ T , by

E(Y) := C
(⋃

k∈NY(k)
)

.

We show that the strategy block E(Y) of best replies is epistemically robust and is the smallest CURB

set that includes C(Y).12

Proposition 4. Let Y ∈ T . Then X = E(Y) is the smallest CURB set satisfying C(Y) ⊆ X. Furthermore,
E(Y) is epistemically robust.

Remark 1. If the strategy block C(Y) contains strategies that are not rationalizable, then E(Y) will not be FURB.
Therefore, the epistemic robustness of E(Y) does not follow from Proposition 3; its robustness is established by
invoking Proposition 2(b).

Note that if a strategy block X is epistemically robust, then there exists a type block Y
satisfying condition (2) such that condition (3) is satisfied for p = 1. Thus, X = C(Y) = E(Y), showing
that all epistemically robust strategy blocks can be obtained using the algorithm of Proposition 4.

The final Proposition 5 shows how MINCURB sets can be characterized by epistemically robust
subsets obtained by initiating the algorithm of Proposition 4 with a single type profile: a strategy block
X is a MINCURB set if and only if (a) the algorithm leads to X from a single type profile, and (b) no
single type profile leads to a strict subset of X.

Proposition 5. X ∈ S is a MINCURB set if and only if there exists a t ∈ T such that E({t}) = X and there
exists no t′ ∈ T such that E({t′}) � X.

Strict Nash equilibria (interpreted as equilibria in beliefs) satisfy ‘coordination’, in the sense that
there is mutual belief about the players’ sets of best replies, ‘concentration’, in the sense that each player
has only one best reply, and epistemic robustness (as defined here), implying that each player’s set of
beliefs about opponent choices contains all probability distributions over opponent strategies that are
best replies given their beliefs. In Proposition 5, starting with a single type profile t that corresponds to
‘coordination’, using the algorithm of Proposition 4 and ending up with E({t}) = X ensures epistemic

11 We thank Peter Wikman for this observation.
12 For each strategy block X ∈ S , there exists a unique smallest CURB set X′ ∈ S with X ⊆ X′ (that is, X′ is a subset of all CURB

sets X′′ that include X). To see that this holds for all finite games, note that the collection of CURB sets including a given block
X ∈ S is non-empty and finite, and that the intersection of two CURB sets that include X is again a CURB set including X.

51



Games 2016, 7, 37

robustness, while the non-existence of t′ ∈ T such that E({t′}) is a proper subset of X corresponds to
‘concentration’. Hence, these three characteristics of strict Nash equilibria characterize MINCURB sets
in Proposition 5.

In order to illustrate Propositions 4 and 5, consider the Nash equilibrium x∗ in game (1) in the
introduction. This equilibrium corresponds to a type profile (t1, t2) where t1 assigns probability 1/4
to (l, t2) and probability 3/4 to (c, t2), and where t2 assigns probability 2/3 to (u, t1) and probability
1/3 to (m, t1). We have that C({t1, t2}) = {u, m} × {l, c}, while the full strategy space S is the smallest
CURB set that includes C({t1, t2}). Proposition 4 shows that C({t1, t2}) is not epistemically robust,
since it does not coincide with the smallest CURB set that includes it. Recalling the discussion from the
introduction: if player 2’s belief concerning the behavior of 1 coincides with x∗1, then 2 is indifferent
between his pure strategies l and c, and if 1 assigns equal probability to these two pure strategies of
player 2, then 1 will play the unique best reply d, a pure strategy outside the support of the equilibrium.
Moreover, if player 2 expects 1 to reason this way, then 2 will play r. Hence, to assure epistemic
robustness, starting from type set {t1, t2}, the repeated inclusion of all beliefs over opponents’ best
replies eventually leads to the smallest CURB set, here S, that includes the Nash equilibrium that was
our initial point of departure. By contrast, for the type profile (t′1, t′2) where t′1 assigns probability 1
to (r, t′2) and t′2 assigns probability 1 to (d, t′1) we have that C({t′1, t′2}) = {(d, r)} coincides with the
smallest CURB set that includes it. Thus, the strict equilibrium (d, r) to which (t′1, t′2) corresponds is
epistemically robust, when viewed as a singleton set. Furthermore, by Proposition 5, {(d, r)} is the
unique MINCURB set.
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Appendix

Proof of Proposition 1. Let T (X) := {Y ∈ T | C(Y) = X} denote the collection of type blocks having
the property that X is the strategy block of best replies. By the completeness of the probability structure,
we have that T (X) is non-empty if and only if X ⊆ ×i∈N βi(β−1

i (Si)). Furthermore, by completeness,
if T (X) is non-empty, then T (X) has a largest element, Ȳ(X), which is constructed by letting
Ȳi(X) = {ti ∈ Ti | Ci(ti) ⊆ Xi} for all i ∈ N.

By the definition of epistemic robustness, a strategy block X ∈ S is not epistemically robust if and
only if, for all p̄ < 1, there exists p ∈ [ p̄, 1] such that for all Y ∈ T (X), there exists i ∈ N such that

Bp
i

(⋂
j �=i

(
Rj ∩ [Yj]

))
� [Yi] .

Hence, X ∈ S is not epistemic robust if and only if

(∗) X � ×i∈N βi(β−1
i (Si)) so that T (X) = ∅, or

(∗∗) X ⊆ ×i∈N βi(β−1
i (Si)) so that T (X) �= ∅, and, for all p̄ < 1, there exists p ∈ [ p̄, 1] such that if

Y ∈ T (X), then there exist i ∈ N and ti /∈ Yi such that

[{ti}] ⊆ Bp
i

(⋂
j �=i

(
Rj ∩ [Yj]

))
.

(b) implies (a). Assume that, for all p̄ < 1, there exists p ∈ [ p̄, 1] such that if Y ∈ T (X), then there
exist i ∈ N and ti ∈ Ti such that C(ti) � Xi and [{ti}] ⊆ Bp

i

(⋂
j �=i
(

Rj ∩ [Yj]
))

. Note that if Y ∈ T (X)

and C(ti) � Xi, then ti /∈ Yi.
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Either T (X) = ∅, so that (∗) is satisfied, or T (X) �= ∅ and, for all p̄ < 1, there exists p ∈ [ p̄, 1]
such that if Y ∈ T (X), then there exist i ∈ N and ti /∈ Yi such that [{ti}] ⊆ Bp

i

(⋂
j �=i
(

Rj ∩ [Yj]
))

,
so that (∗∗) is satisfied.

(a) implies (b). Assume that (∗) or (∗∗) is satisfied.
Assume that (∗) is satisfied, and fix p < 1. Then, it holds trivially that if Y ∈ T (X), then there

exist i ∈ N and ti ∈ Ti such that C(ti) � Xi and [{ti}] ⊆ Bp
i

(⋂
j �=i
(

Rj ∩ [Yj]
))

.

Assume that (∗∗) is satisfied. Then, since Ȳ(X) ∈ T (X), it must also hold that for all
p̄ < 1, there exist p( p̄) ∈ [ p̄, 1], i( p̄) ∈ N and ti( p̄)( p̄) /∈ Ȳi( p̄)(X) such that [{ti( p̄)( p̄)}] ⊆
Bp( p̄)

i( p̄)

(⋂
j �=i( p̄)

(
Rj ∩ [Ȳj(X)]

))
. By the definition of Ȳ(X), C(ti( p̄)( p̄)) � Xi( p̄). It is sufficient to

construct, for all p̄ < 1 and Y ∈ T (X), a type ti( p̄) ∈ Ti such that C(ti( p̄)) = C(ti( p̄)( p̄)) and

[{ti( p̄)}] ⊆ Bp( p̄)
i( p̄)

(⋂
j �=i( p̄)

(
Rj ∩ [Yj]

))
.

For all s−i( p̄) ∈ X−i( p̄) with margS−i( p̄)
μ−i( p̄)(ti( p̄)( p̄))(s−i( p̄)) > 0, select t−i( p̄) ∈ Y−i( p̄) such that

sj ∈ Cj(tj) for all j �= i( p̄) (which exists since C(Y) = X) and let

μi( p̄)(ti( p̄))(s−i( p̄), t−i( p̄)) = margS−i( p̄)
μ−i( p̄)(ti( p̄)( p̄))(s−i( p̄)) .

For all s−i( p̄) /∈ X−i( p̄) with margS−i( p̄)
μ−i( p̄)(ti( p̄)( p̄))(s−i( p̄)) > 0, select t−i( p̄) ∈ Y−i( p̄) arbitrary and

let again
μi( p̄)(ti( p̄))(s−i( p̄), t−i( p̄)) = margS−i( p̄)

μ−i( p̄)(ti( p̄)( p̄))(s−i( p̄)) .

Then margS−i( p̄)
μ−i( p̄)(ti( p̄))(s−i( p̄)) = margS−i( p̄)

μ−i( p̄)(ti( p̄)( p̄))(s−i( p̄)), implying that C(ti( p̄)) =

C(ti( p̄)( p̄)). Furthermore, by the construction of ti( p̄):

μi( p̄)(ti( p̄))
(
{(s−i( p̄), t−i( p̄)) ∈ S−i( p̄) × Y−i( p̄) | sj ∈ Cj(tj) for all j �= i( p̄)}

)
= μi( p̄)(ti( p̄))

(
X−i( p̄) × T−i( p̄)

)
= μi( p̄)(ti( p̄)( p̄))

(
X−i( p̄) × T−i( p̄)

)
≥ μi( p̄)(ti( p̄)( p̄))

(
{(s−i( p̄), t−i( p̄)) ∈ S−i( p̄) × Ȳ−i( p̄)(X) | sj ∈ Cj(tj) for all j �= i( p̄)}

)
≥ p( p̄),

since C(Y) = X = C(Ȳ(X)).13 Thus, [{ti( p̄)}] ⊆ Bp( p̄)
i( p̄)

(⋂
j �=i( p̄)

(
Rj ∩ [Yj]

))
.

Proof of Proposition 2. Part (a). By assumption, there is a Y ∈ T with C(Y) = X such that for each
i ∈ N, B1

i

(⋂
j �=i
(

Rj ∩ [Yj]
))

⊆ [Yi].
Fix i ∈ N, and consider any σ−i ∈ M(X−i). Since C(Y) = X, it follows that, for each s−i ∈ S−i

with σ−i(s−i) > 0, there exists t−i ∈ Y−i such that, for all j �= i, sj ∈ Cj(tj). Hence, since the probability
structure is complete, there exists a

ω ∈ B1
i

(⋂
j �=i

(
Rj ∩ [Yj]

))
⊆ [Yi]

13 To see that the first equality in the expression above holds, note first that, since C(Y) = X,

{(s−i( p̄), t−i( p̄)) ∈ S−i( p̄) × Y−i( p̄) | sj ∈ Cj(tj) for all j �= i( p̄)} ⊆ X−i( p̄) × T−i( p̄) .

However, by construction, for any (s−i( p̄), t−i( p̄)) ∈ X−i( p̄) × T−i( p̄) assigned positive probability by μi( p̄)(ti( p̄)), it is the case
that t−i( p̄) ∈ Y−i( p̄) and sj ∈ Cj(tj) for all j �= i( p̄). Hence, the two sets are given the same probability by μi( p̄)(ti( p̄)).
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with margS−i
μi(ti(ω)) = σ−i. So

βi(X−i) := βi(M(X−i)) ⊆
⋃

ti∈Yi
βi(margS−i

μi(ti)) := Ci(Yi) = Xi .

Since this holds for all i ∈ N, X is a CURB set.
Part (b). Assume that X ∈ S is a CURB set, i.e., X satisfies β(X) ⊆ X. It suffices to prove that

×i∈N βi(β−1
i (Xi)) ⊆ X is epistemically robust. That it is the largest epistemically robust subset of X

then follows immediately from the fact that, for each i ∈ N, both βi(·) and β−1
i (·) are monotonic with

respect to set inclusion.
Define Y ∈ T by taking, for each i ∈ N, Yi := {ti ∈ Ti | Ci(ti) ⊆ Xi}. Since

the probability structure is complete, it follows that Ci(Yi) = βi(β−1
i (Xi)). For notational

convenience, write X′
i = βi(β−1

i (Xi)) and X′ = ×i∈N X′
i . Since the game is finite, there is,

for each player i ∈ N, a pi ∈ (0, 1) such that βi(σ−i) ⊆ βi(X′
−i) for all σ−i ∈ M(S−i) with

σ−i(X′
−i) ≥ pi. Let p = max{p1, . . . , pn}.

We first show that β(X′) ⊆ X′. By definition, X′ ⊆ X, so for each i ∈ N: M(X′
−i) ⊆ M(X−i).

Moreover, as β(X) ⊆ X and, for each i ∈ N, βi(Xi) := βi(M(X−i)), it follows that M(X−i) ⊆ β−1
i (Xi).

Hence, for each i ∈ N,

βi(X′
i) := βi(M(X′

−i)) ⊆ βi(M(X−i)) ⊆ βi(β−1
i (Xi)) = X′

i .

For all p ∈ [p, 1] and i ∈ N, we have that

Bp
i

(⋂
j �=i

(Rj ∩ [Yj])
)

= Bp
i

(⋂
j �=i

{ω ∈ Ω | sj(ω) ∈ Cj(tj(ω)) ⊆ X′
j}
)

⊆
{

ω ∈ Ω | μi(ti(ω)){ω−i ∈ Ω−i | for all j �= i, sj(ω) ∈ X′
j} ≥ p

}
⊆ {ω ∈ Ω | margS−i

μi(ti(ω))(X′
−i) ≥ p}

⊆ {ω ∈ Ω | Ci(ti(ω)) ⊆ βi(X′
−i)}

⊆ {ω ∈ Ω | Ci(ti(ω)) ⊆ X′
−i} = [Yi],

using β(X′) ⊆ X′.

For X ∈ S and p ∈ (0, 1], write, for each i ∈ N,

β
p
i (X−i) := {si ∈ Si | ∃σ−i ∈ M(S−i) with σ−i(X−i) ≥ p

such that ui(si, σ−i) ≥ ui(s′i, σ−i) ∀s′i ∈ Si} .

Let βp(X) := β
p
1(X−1)× · · · × β

p
n(X−n). Following Tercieux [21], a set X ∈ S is a p-best reply set if

βp(X) ⊆ X.

Claim: Let X ∈ S and p ∈ (0, 1]. If Y ∈ T is such that C(Y) = X and condition (3) holds for each i ∈ N,
then X is a p-best reply set.

Proof. By assumption, there is a Y ∈ T with C(Y) = X such that for each i ∈ N,
Bp

i

(⋂
j �=i
(

Rj ∩ [Yj]
))

⊆ [Yi].
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Fix i ∈ N and consider any σ−i ∈ M(S−i) with σ−i(X−i) ≥ p. Since C(Y) = X, it follows that,
for each s−i ∈ X−i, there exists t−i ∈ Y−i such that sj ∈ Cj(tj) for all j �= i. Hence, since the probability
structure is complete, there exists a

ω ∈ Bp
i

(⋂
j �=i

(
Rj ∩ [Yj]

))
⊆ [Yi]

with margS−i
μi(ti(ω)) = σ−i. Thus, by definition of β

p
i (X−i):

β
p
i (X−i) ⊆

⋃
ti∈Yi

βi(margS−i
μi(ti)) := Ci(Yi) = Xi .

Since this holds for all i ∈ N, X is a p-best reply set.

Proof of Proposition 3. (b) implies (a). By assumption, there is a Y ∈ T with C(Y) = X such that for
all i ∈ N, B1

i

(⋂
j �=i
(

Rj ∩ [Yj]
))

= [Yi].
Fix i ∈ N. Since C(Y) = X, and the probability structure is complete, there exists, for any

σ−i ∈ M(S−i), an
ω ∈ B1

i

(⋂
j �=i

(
Rj ∩ [Yj]

))
= [Yi]

with margS−i
μi(ti(ω)) = σ−i if and only if σ−i ∈ M(X−i). Thus,

βi(X−i) := βi(M(X−i)) =
⋃

ti∈Yi
βi(margS−i

μi(ti)) := Ci(Yi) = Xi .

Since this holds for all i ∈ N, X is a FURB set.
(a) implies (b). Assume that X ∈ S satisfies X = β(X). Since the game is finite, there exists, for each

player i ∈ N, a pi ∈ (0, 1) such that βi(σ−i) ⊆ βi(X−i) if σ−i(X−i) ≥ pi. Let p = max{p1, . . . , pn}.
For each p ∈ [p, 1], construct the sequence of type blocks 〈Yp(k)〉k as follows: for each i ∈ N,

let Yp
i (0) = {ti ∈ Ti | Ci(ti) ⊆ Xi}. Using continuity of μi, the correspondence Ci : Ti ⇒ Si is upper

hemi-continuous. Thus Yp
i (0) ⊆ Ti is closed, and, since Ti is compact, so is Yp

i (0). There exists a closed
set Yp

i (1) ⊆ Ti such that

[Yp
i (1)] = Bp

i

(⋂
j �=i

(
Rj ∩ [Yp

j (0)]
))

.

It follows that Yp
i (1) ⊆ Yp

i (0). Since Yp
i (0) is compact, so is Yp

i (1). By induction,

[Yp
i (k)] = Bp

i

(⋂
j �=i

(
Rj ∩ [Yp

j (k − 1)]
))

(A1)

defines, for each player i, a decreasing chain
〈

Yp
i (k)

〉
k

of compact and non-empty subsets: Yp
i (k+ 1) ⊆ Yp

i (k)

for all k. By the finite-intersection property, Yp
i :=

⋂
k∈N Yp

i (k) is a non-empty and compact subset
of Ti. For each k, let Yp(k) = ×i∈NYp

i (k) and let Yp :=
⋂

k∈N Yp(k). Again, these are non-empty and
compact sets.

Next, C(Yp(0)) = β (X), since the probability structure is complete. Since X is FURB, we thus have
C(Yp(0)) = X. For each i ∈ N,

[Yp
i (1)] ⊆ {ω ∈ Ω | margS−i

μi(ti(ω))(X−i) ≥ p} ,

implying that Ci(Y
p
i (1)) ⊆ βi(X−i) = Xi by the construction of p. Moreover, since the probability

structure is complete, for each i ∈ N and σ−i ∈ M(X−i), there exists ω ∈ [Yp
i (1)] = Bp

i
(⋂

j�=i(Rj ∩
[Yp

j (0)])
)

with margS−i
μi(ti(ω)) = σ−i, implying that Ci(Y

p
i (1)) ⊇ βi(X−i) = Xi. Hence, Ci(Y

p
i (1)) =

βi(X−i) = Xi. By induction, it holds for all k ∈ N that C(Yp(k)) = β(X) = X . Since
〈

Yp
i (k)

〉
k

is a decreasing chain, we also have that C(Yp) ⊆ X. The converse inclusion follows by upper
hemi-continuity of the correspondence C. To see this, suppose that xo ∈ X but xo /∈ C (Yp). Since xo ∈ X,
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xo ∈ C (Yp (k)) for all k. By the Axiom of Choice: for each k, there exists a yk ∈ Yp (k) such that
(yk, xo) ∈ graph (C). By the Bolzano–Weierstrass Theorem, we can extract a convergent subsequence
for which yk → yo, where yo ∈ Yp, since Yp is closed. Moreover, since the correspondence C is
closed-valued and upper hemi-continuous, with S compact (it is in fact finite), graph (C) ⊆ T × S is
closed, and thus (yo, xo) ∈ graph (C), contradicting the hypothesis that xo /∈ C (Yp). This establishes the
claim that C(Yp) ⊆ X.

It remains to prove that, for each i ∈ N, condition (3) holds with equation for Yp. Fix i ∈ N, and let

Ek =
⋂

j�=i

(
Rj ∩ [Yp

j (k)]
)

and E =
⋂

j�=i

(
Rj ∩ [Yp

j ]
)

.

Since, for each j ∈ N, 〈Yp
j (k)〉k is a decreasing chain with limit Yp

j , it follows that 〈Ek〉k is a decreasing
chain with limit E.

To show Bp
i (E) ⊆ [Yp

i ], note that by (A1) and monotonicity of Bp
i , we have, for each k ∈ N, that

Bp
i (E) ⊆ Bp

i (Ek−1) = [Yp
i (k)] .

As the inclusion holds for all k ∈ N:

Bp
i (E) ⊆

⋂
k∈N[Y

p
i (k)] = [Yp

i ] .

To show Bp
i (E) ⊇ [Yp

i ], assume that ω ∈ [Yp
i ].

14 This implies that ω ∈ [Yp
i (k)] for all k, and,

using (A1): ω ∈ Bp
i (Ek) for all k. Since Ek = Ωi × projΩ−i

Ek, we have that Eωi
k = projΩ−i

Ek. It
follows that

μi(ti(ω))(projΩ−i
Ek) ≥ p for all k .

Thus, since 〈Ek〉k is a decreasing chain with limit E,

μi(ti(ω))(projΩ−i
E) ≥ p .

Since E = Ωi × projΩ−i
E, we have that Eωi = projΩ−i

E. Hence, the inequality implies that ω ∈
Bp

i (E).

Proof of Proposition 4. Let X ∈ S be the smallest CURB set containing C(Y): (i) C(Y) ⊆ X and
β(X) ⊆ X and (ii) there exists no X′ ∈ S with C(Y) ⊆ X′ and β(X′) ⊆ X′ � X. We must show that
X = E(Y).

Consider the sequence 〈Y(k)〉k defined by Y(0) = Y and condition (4) for each k ∈ N and
i ∈ N. We show, by induction, that C(Y(k)) ⊆ X for all k ∈ N. By assumption, Y(0) = Y ∈ T
satisfies this condition. Assume that C(Y(k − 1)) ⊆ X for some k ∈ N, and fix i ∈ N. Then, ∀j �= i,
β j(margS−j

μj(tj(ω))) ⊆ Xj if ω ∈ [Yj(k − 1)] and sj(ω) ∈ Xj if, in addition, ω ∈ Rj. Hence, if

ω ∈ B1
i
(⋂

j �=i
(

Rj ∩ [Yj(k − 1)]
))

, then margS−i
μi(ti(ω)) ∈ M(X−i) and Ci(ti(ω)) ⊆ βi(X−i) ⊆ Xi.

Since this holds for all i ∈ N, we have C(Y(k)) ⊆ X. This completes the induction.
Secondly, since the sequence 〈Y(k)〉k is non-decreasing and C(·) is monotonic with respect to

set inclusion, and the game is finite, there exist a k′ ∈ N and some X′ ⊆ X such that C(Y(k)) = X′

for all k ≥ k′. Let k > k′ and consider any player i ∈ N. Since the probability structure is complete,
there exists, for each σ−i ∈ M(X′

−i) a state ω ∈ [Yi(k)] with margS−i
μi(ti(ω)) = σ−i, implying that

βi(X′
−i) ⊆ Ci(Yi(k)) = X′

i . Since this holds for all i ∈ N, β(X′) ⊆ X′. Therefore, if X′ � X would hold,
then this would contradict that there exists no X′ ∈ S with C(Y) ⊆ X′ such that β(X′) ⊆ X′ � X.
Hence, X = C (

⋃
k∈N Y(k)) = E(Y).

14 We thank Itai Arieli for suggesting this proof of the reversed inclusion, shorter than our original proof. A proof of both
inclusions can also be based on property (8) of Monderer and Samet [30].
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Write X = E(Y). To establish that X is epistemically robust, by Proposition 2(b), it is sufficient to
show that

X ⊆ ×i∈N βi(β−1
i (Xi)) ,

keeping in mind that, for all X′ ∈ S , X′ ⊇ ×i∈N βi(β−1
i (X′

i)).
Fix i ∈ N. Define Y′

i ∈ T by taking Y′
i := {ti ∈ Ti | Ci(ti) ⊆ Xi}. Since the probability structure

is complete, it follows that Ci(Y′
i ) = βi(β−1

i (Xi)). Furthermore, for all k ∈ N, Y(k) ⊆ Y′ and, hence,⋃
k∈N Y(k) ⊆ Y′. This implies that

Xi = C
(⋃

k∈NY(k)
)
⊆ Ci(Y′

i ) = βi(β−1
i (Xi)),

since Ci(·) is monotonic with respect to set inclusion.

Proof of Proposition 5. (Only if) Let X ∈ S be a MINCURB set. Let t ∈ T satisfy margS−i
μi(ti)(X−i) = 1

for all i ∈ N. By construction, C({t}) ⊆ X, as X is a CURB set. By Proposition 4, E({t}) is the smallest
CURB set with C({t}) ⊆ E({t}). But then E({t}) ⊆ X. The inclusion cannot be strict, as X is a MINCURB

set. Hence, there exists a t ∈ T such that E({t}) = X. Moreover, as E({t′}) is a CURB set for all t′ ∈ T
and X is a MINCURB set, there exists no t′ ∈ T such that E({t′}) � X.

(If) Assume that there exists a t ∈ T such that E({t}) = X and there exists no t′ ∈ T such that
E({t′}) � X. Since E({t}) = X, it follows from Proposition 4 that X is a CURB set. To show that
X is a minimal CURB set, suppose—to the contrary—that there is a CURB set X′ � X. Let t′ ∈ T
be such that margS−i

μi(t′i)(X
′
−i) = 1 for each i ∈ N. By construction, C({t′}) ⊆ X′, so X′ is a

CURB set containing C({t′}). By Proposition 4, E({t′}) is the smallest CURB set containing C({t′}).
However, by assumption, there exists no t′ ∈ T such that E({t′}) � X, so it must be that E({t′}) ⊇ X.
This contradicts X′ � X.
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Abstract: Might the resource costliness of making signals credible be low or negligible? Using a job
market as an example, we build a signaling model to determine the extent to which a transfer from
an applicant might replace a resource cost as an equilibrium method of achieving signal credibility.
Should a firm’s announcement of hiring for an open position be believed, the firm has an incentive
to use a properly-calibrated fee to implement a separating equilibrium. The result is robust to
institutional changes, outside options, many firms or many applicants and applicant risk aversion,
though a sufficiently risk-averse applicant who is sufficiently likely to be a high type may lead to
a preference for a pooling equilibrium.

Keywords: costly signaling; social cost of signaling; asymmetric information; separating equilibrium

Adverse selection becomes a concern when a party A faces a decision based on information
possessed by a party B, whose utility is also affected by A’s decision. That is, under what circumstances
can party A rely on information communicated by party B?

Spence’s 1973 paper [1] introduced a model in which employers may use education as
a screening device. In a related context, Akerlof (1970) [2] provided perhaps the most widely-taught
adverse-selection example. Stiglitz (1975) [3] discussed the concept of screening in the context
of employment and education. All of the above mechanisms are costly ways of solving an
adverse-selection problem by creating an incentive to self-select. By contrast, in cheap-talk games
(Crawford and Sobel, 1982 [4], Chakraborty and Harbaugh, 2010 [5] and the references in the latter),
where communication is privately and (probably) socially costless, information that can credibly
be transmitted is limited, usually severely. This paper asks: Since a sender must incur a cost of
transmitting if the message is to be credible (for present purposes, the cost of obtaining, say, an MBA
degree, is here labeled a cost of transmitting), to what extent can the cost be reduced for society by
using a transfer instead of a pure resource cost?

We address this question not to explain common occurrences in markets, but to better understand
the foundations of the economics of transacting under asymmetric information. To explore these
foundations, suppose that a firm can credibly commit to considering only those applicants who pay
an application fee that might be substantial. 1 A test that might distinguish between applicants in some
aspect of their suitability could still be conducted, but only if the firm’s resource costs of administering
the test and evaluating the effectiveness shown are quite small and an applicant’s resource costs
of preparing for and taking the test are negligible compared both to the resource costs of a usual
signal and to the size of the application fee (the firm comparing a privately known threshold to the
applicant’s credit score, or her/his driving record, or her/his number of semesters on the Dean’s list

1 Also credibly commit to not collecting application fees as a profitable activity without an appropriately compensated job
waiting for the chosen applicant.
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or quickly searching Facebook or Instagram or YouTube for incidents). With this setup, the question
becomes whether a suitably calibrated application fee can achieve the same types of signaling equilibria
that are accomplished by calibrating the resource cost of the usual sort of signal, such as obtaining
a particular level of education. That substantial application fees may not be common in labor markets
of acquaintance does not bear on the relevance of this research. 2

Two papers touch on this question, both less directly and subject to objections. Wang (1997) [6]
introduces an employment model in which only if the firm commits to a wage schedule before
the applicants pay the fee might an application-fee equilibrium be possible. Though set-of-wages,
positive-application-fee equilibria may be possible below, this possibility need not require the firm
to commit to a wage schedule before an applicant decides whether to pay the fee (cf. Section 2).
As to using the necessity of commitment to explain why no application fee is observed in reality as
Wang (1997) [6] does, no practical reason can be given why a firm could not commit to a schedule
of multiple wages corresponding to multiple estimated productivities (indeed, this is a feature of
nearly every job posting seen in the market for Ph.D. economists). Furthermore, the pre-commitment
argument is based on the assumption that firms have full control over wages. If the wage is instead
determined through, say, alternating-offer bargaining, 3 it is obvious that applicants can still expect to
attain some surplus, making a positive application-fee possible.

Guasch and Weiss (1981) [7] suggest that applicants’ risk aversion and an assumption that
applicants do not have perfect information about themselves may prevent a positive-application-fee
equilibrium. As shown below, risk aversion alone is insufficient to prevent a positive-application-fee
equilibrium. The Guasch/Weiss model [7] requires the assumption that the labor-supply constraint is
not binding, which is problematic: If there are more than enough high types applying, why test all of
them? Where do the “extra” high-type applicants go? Firm profit maximization implies that they are
not hired, while applicants’ expected returns show that they get paid and hired. 4

By assumption, the firm genuinely wishes to hire someone, and this is believed by the applicant
(the credibility of many firms, especially prestigious ones, is in fact too valuable to risk fraudulently
collecting application fees for nonexistent jobs).

Although the models use job-application settings, to varying degrees, they can apply to other
contexts, as well. For example, the job vacancy can easily be interpreted as a promotional opportunity
within a firm. The model may extend to payment below productivity during a required internship
period. Another possibility is that a firm may attempt to signal credibly the quality of a product
or product line or a service by a donation to a charity that it knows will be publicized at no cost to
the firm. 5

In the following model and variations, a separating equilibrium always exhibits a positive
application fee. Whether there is a separating equilibrium depends entirely on the firm’s incentives
(or the firm’s and headhunter’s incentives in Section 2). Should no separating equilibrium exist,
the firm’s only options are not to hire or to charge no application fee and hire any applicant without
testing. With testing cost sufficiently low, separating equilibrium almost always exists.

1. The Base Model

Consider a game between a profit-seeking monopsony employer and a potential applicant,
both risk neutral. The applicant is either Type 1 or Type 2, and knows her/his own type. The firm
does not know the type, but correctly knows the distribution of types (probability p ∈ (0, 1) of being

2 Among many markets with adverse-selection issues exhibiting application fees are college admissions, scholarly journals
and nightclubs with live music.

3 Cf. van Damme, Selten and Winter (1990) [8] and references there.
4 The models used in this paper are similar to those of Guasch and Weiss (1981) [7]. In fact, the one-firm, multiple-applicant

case (Section 5) can be regarded as a simpler version of their model, while avoiding the “labor-supply constraint not
binding” problem.

5 For a context yielding several more examples, see Spence (2002) [9].
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Type 1; 1 − p of being Type 2). Type t worker has productivity t if working for the firm (t = 1, 2).
Both types can produce r ∈ (1, 2) at home if not hired. 6 At cost c ≥ 0, the firm can conduct a small
test, with probability q ∈ (0.5, 1) of correctly revealing the applicant’s type and probability 1 − q of
being misleading, thus possibly of very little reliability. The hiring game is played as follows:

Step 1 The firm chooses its strategy s = (wL, wH , f ), where wL is the wage offered to an applicant
with Test Result 1, wH is the wage offered to an applicant with Test Result 2 and f is the
application fee.

Step 2 The potential applicant sees the wage/fee schedule s and decides whether or not to apply for
the position. If she/he applies, she/he must pay the application fee.

Step 3 If the applicant has applied in Step 2, she/he takes the test and the result is revealed for both
the firm and the applicant. The applicant then decides whether to accept the wage offer fitting
the test result.

For the above defined game, the firm’s strategy space is R3
+. The applicant chooses

(App( f , wL, wH , t), Acc( f , wL, wH , t, x)), in which t is her/his type and x is the realized test result.
“App” can be either “apply” or “not”; “Acc” can be either “accept” or “not”.

To avoid trivialities, assume:
c < 2 − r. (1)

That is, the test cost cannot be so large that the firm would not make an offer to a known high
type. For simplicity, also assume that the applicant accepts the offer if she/he is indifferent in Step 3
and that she/he applies if she/he is indifferent in Step 2. Assume, of course, that both the firm and
the applicant play to maximize their expected payoff. The above specifications yield the following
theorem, proven in Appendix A.

Theorem 1 (Main theorem). A strategy profile is a subgame-perfect equilibrium of the above-defined game if
and only if: In Step 1, the firm implements a separating equilibrium in which the potential applicant applies if
and only if she/he is a high type and hires anyone that applies while setting wL, wH and f , such that (i) the firm
makes an acceptable offer:

wH > wL ≥ r, (2)

(ii) the firm maximizes profit:

qwH + (1 − q)wL − r = f . (3)

In Step 2, a type t (t= 1 or 2) potential applicant applies if and only if (iii) the wage structure is
incentive compatible:

q ∗ max{wL, r}+ (1 − q) ∗ max{wH , r} − r ≥ f , (if t=1),

(1 − q) ∗ max{wL, r}+ q ∗ max{wH , r} − r ≥ f , (if t=2).
(4)

In Step 3, the applicant accepts the offer if and only if the wage is no less than r. That is, for an applicant
with test result x, accept if and only if wx ≥ r.

Equation (4) has the potential applicant apply if the expected value added by applying is no less
than the application fee f .

6 This assumption is relaxed in Appendix D. A common default productivity accords with Spence’s 1973 [1] assumptions and
fits reasonably a case in which the differential productivity the firm seeks to uncover is firm specific, or perhaps industry
specific, rather than yielding a similar productivity difference to most potential employers.
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From (3), wL ≥ r and wH ≥ r ensure that if the applicant applies, she/he is hired,
at a test-dependent wage level. wH > wL separates the value of applying for different types, in favor
of the high type, given q > 0.5.

The fee determined by Equation (3) leads the high type to apply, though indifferent. Any higher
fee prevents the high type from applying. The low type does not apply because, compared to the high
type, she/he has a lower chance of receiving the high wage, but faces the same application fee. For
given wL, wH satisfying (2), f

′
= (1 − q)wH + qwL − r is the highest fee that induces the low type to

apply; fees in the interval ( f
′
, f ) reduce fee income and lead the high type to strictly prefer applying,

without otherwise affecting the outcome.
For example, setting wL = r, wH > r and letting f be determined by Equation (3) yield

a subgame-perfect equilibrium. In such an equilibrium, both types are in their most productive
positions (firm for high types and home for low types), and perfect separation is achieved without
testing the low type, thus saving on testing cost. The application fee serves to make an imperfect
sorting device (the test) perfect, even though the fee is purely a private cost rather than a social cost.

This welfare reassessment, that separating equilibria can be achieved by having the signal’s cost
be a transfer, rather than a resource cost, is robust to institutional changes. The online supplement
extends the analysis to institutions in which: (i) the applicant is freely considered, but only if she/he
has paid a fee will the firm observe the test result; (ii) the fee must be paid for a positive (but possibly
quite low) probability that the firm will observe the test results (and otherwise, the firm does not incur
a testing fee); and (iii) the fee must be paid for a positive probability that the firm will observe the test
results, but with the fee refunded in the random event that the firm does not observe the results. 7

Note that our base model is a screening game rather than a signaling game. 8 That is, the firm
makes all of the decisions first and then lets nature and the applicant do all of the separating, rather
than observing some signals sent by the applicant and then making decisions based on updated
information about the applicant type. Note also that, while the fee is an effective screening device, it
cannot be made into a signaling device simply by moving the wage decision to the last step. Subgame
perfection would require that the firm pay no more than r in the last stage, and as a result, no applicant
would pay a positive fee to apply. A variation in which the firm’s wage decisions occur after a potential
applicant has decided whether to pay an application fee is analyzed in the next section.

Comparison with Spence (1973) [1]: Spence’s model differs from ours in two ways. His costly
signal is an effort that per se serves no economic or social purpose, but is be assumed to create
significantly less disutility for a high type than a low type (the same differential capabilities that make a
high type a more productive employee are assumed to yield the lower disutility of the communicative
effort). In this model, the signal cost is a transfer, and it would be untenable to assume that the high
type had a significantly lower marginal utility of income. The monetary nature of the signal carries the
social-welfare advantage that the money may be put to an equally productive purpose. It carries the
disadvantage that paying the application fee generates the same disutility for the high type and the
low type, so paying the application fee cannot by itself credibly signal type. Thus, we add to Spence’s
model an inexpensive test with an informational content that may be nearly meaningless (e.g., the
fraction of the courses taken during her/his senior year that are numbered by her/his university as
senior-level courses), but simply is more likely to be passed by a high type than a low type. Now, setting
test-result-dependent wages so that the high type is nearly indifferent over paying the application fee
separates: a lower likelihood of a passing test result leads the low type to see an insufficient expected
advantage to paying the same application fee.

7 The latter two institutions require the firm in Step 1 to set two additional wage levels: that offered to an applicant who paid
the fee, but whose test result was not observed, and that offered to an applicant who declined to pay the fee.

8 For a discussion of the difference between signaling and screening games, see Sections 13.C and 13.D in MasColell, Green and
Whinston (1995) [10].
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Spence’s signal is often described as obtaining a university degree at a job-appropriate level
(e.g., MBA), which if not justified as a human-capital investment, might be seen as very costly to
a high type and, thus, to society. Spence does not himself so limit his model; the signal in the right
circumstances might be exceeding a carefully-chosen threshold on a standardized test, if attaining
the threshold yields sufficiently high disutility for a low type. Thus, in some circumstances, Spence’s
separating equilibrium might have a high type incurring such a small cost transmitting a signal
(that would have been highly costly to a low type) as to approximate “first-best”: very low social
costliness of the signals for types that actually transmit them. In this paper, the approximate first-best
simply comes from the lack of social cost of the signal no matter how high the private cost to the signaler.

In the theorem above, the possibility of approaching a low private cost can be attained similarly to
Spence’s model. The f in the theorem must be positive, but can be made arbitrarily small, adjusting to
wL = r, lowering wH to satisfy (4).

2. Application Fee in a Signaling Game: Adding a Third Party

As discussed in Section 1, the base model’s application fee cannot be shifted directly to a signaling
device. Suppose there is perfect competition by firms hiring in this labor market, but an applicant can
only be considered by a firm after she/he pays a fee to that particular firm. Once an applicant has
paid the fee to a particular firm, that firm no longer faces any competition in hiring that worker and so
offers at most wage r. Any positive fee is then impossible.

This issue may be resolved by involving a third party. The applicant must pay a fee to this third
party to enter the market; upon entry, all firms in this market can compete for her/his employment.

Consider a job market with multiple firms competing with each other, while still only having
one applicant, with type assumptions as before. Now, assume there is a headhunter, who holds some
monopoly power in the market: firms can only hire a job applicant through the headhunter, who may
demand a fee for the applicant to be available for hire. 9

The hiring game is played in sequence as follows:

1. The headhunter sets a fee f .
2. The applicant decides whether to pay the fee to enter the market.
3. The firms quote wages.
4. If she/he has entered the market, the applicant chooses a firm and applies.
5. The applicant is tested, costing the firm c; she/he signs a waiver ceding the right to apply to or

negotiate with any other firm. 10

6. The applicant and firm learn the test results; previously-set wages are offered to the applicant;
she/he decides whether to accept or not; if she/he accepts, she/he is hired. If not, she/he returns
home and produces r.

The waiver is a convenient way to: (i) keep both wL and wH wage quotations relevant to applicant
decisions; and (ii) prevent the applicant from applying to another firm if she/he tests low at the current
firm. It yields the most straightforward comparison to the base model.

For a natural choice of tiebreakers, the main result extends sensibly:

Corollary 1 (Third-party corollary). For the headhunter to set f = 2 − r − c, firms to set (wL, wH) so
that wH > wL and (3) and (4) are satisfied, high types to apply and the low types not to apply constitute a
separating equilibrium.

9 A frequent example is a government agency that has to specify that an applicant meets certain criteria before she/he can
be hired into a particular field or for a particular job. This model considers the agency setting the fee in excess of its cost
of certification.

10 Having the headhunter cover the testing cost out of fee revenue only yields obvious adjustments to the equilibria.
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The setup and proof are in Appendix B.
Note that this result does not require a competitive industry seeking to hire a high type: suppose

there is but a single firm who nonetheless can only hire an applicant who paid the fee to a headhunter;
if the headhunter sets a fee as above, then the firm optimally sets wages (wL, wH) satisfying (2), (3)
and (4), generating a separating equilibrium.

3. Risk-Averse Applicants

This section returns to a single (risk-neutral) firm, to consider applicant risk aversion. Guasch and
Weiss (1981) [7] noted the obvious: a risk-averse applicant requires an expected return greater than r to
accept the risk of an uncertain test result implying an uncertain wage. Intuitively, if the risk premium
required is high enough and the cost of hiring a low type is low enough, the firm may be unwilling to
pay the risk premium as the cost of separating equilibrium and hire everyone without testing instead.
Assume both types of applicant have the same pattern of risk tolerance.

Under what conditions can a separating equilibrium be preserved? Instead of positing a particular
risk-averse utility function, consider a wage/fee schedule and ask how high a risk premium is needed
for a high type to accept. Specifically, in the base model, the firm may set the two wages arbitrarily
close; the focal issue is the risk premium required if wL is close to wH .

Above, as is usual, the applicant is indifferent between a wage of 12 and fee of two and a wage
of 13 and fee of three. However, this section’s analysis of risk aversion is clarified by generalizing to
a utility function U(w − f , f ), for either type of applicant, with the usual concavity maintained via
assuming w ≥ f =⇒ ∂U

∂(w− f ) (w − f , f ) is decreasing in w − f for any f .
Let w > r; there exists an ε > 0 small enough such that w − ε ≥ r. Then, the wage/fee schedule

w − ε, w + 1−q
q ε and f = w − r is a viable schedule to implement separating equilibrium in the

risk-neutral case. As above, q is the probability the test correctly identifies the applicant’s type.
Since this involves risk, a risk-averse high type would demand a risk premium to accept such an offer;
for clarity, treat the risk premium as being subtracted from f . 11

Naturally, assume the risk premium increases with ε. Therefore, the firm would prefer to offer
wages as close to each other as possible.

A schedule s that makes the high type indifferent over accepting would not be accepted by
the low type, who would end up receiving the low wage with a greater probability than the high
type. Therefore, the firm only has to make sure that high types are indifferent in order to implement
a separating equilibrium.

Let RP be a function that maps f and ε into the amount of risk premium that makes the high type
indifferent. Then, we have the following corollary:

Corollary 2 (Third-party corollary). s∗(ε) = [w − ε, w + 1−q
q ε, f − RP( f , ε)] is a potential schedule in

a separating equilibrium. The applicant types separate under this wage/fee schedule, provided the firm is willing.

Note that all possible sets of wages satisfying Equation (2) can be represented by the above wage
schedule, via changing ε. Since any separating equilibrium must satisfy Equation (2), the wage schedule
can be represented as above. Given the above wage schedule, the fee must be f − RP( f , ε), as the high
type would not accept any higher fee, and the firm’s profit is suboptimal for any lower fee. Therefore:

Proposition 1. Any separating equilibrium takes the form described in Corollary 2.

11 The risk could be addressed by increasing wH , but as a high type cannot ensure the high wage, subtracting from f is
more straightforward.
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Appendix B delves into risk aversion in more detail, finding: a minimal assumption for separation
to occur, separation impossible with truly catatonic risk aversion and how unusually risk aversion
must be modeled for pooling possibly to be preferred.

4. Multiple Firms Competing for the Applicant

This section examines whether multiple firms competing for one risk-neutral hire can affect
the realization of separating equilibrium. If separating equilibrium is still achievable, it must be
allowing the high type to get all of the surplus, since otherwise, another firm would offer a higher
wage and attract the high-type worker away. On the other hand, the low type must be expected to
get less than r if she/he were to apply. This immediately means that any wage/fee schedule that
implements separating equilibrium with multiple firms needs to separate the two types sufficiently
far. Opportunities to separate with wL closely below wH are more restricted, perhaps preventing
separating equilibrium were this section blending firm competition and applicant risk aversion.

For separation, the wage/fee schedule must satisfy:

wHq + wL(1 − q)− f = 2 − c, (5)

wH(1 − q) + wLq − f < r. (6)

Equation (5) ensures the high type’s expected wage minus fee equals social surplus; Equation (6)
discourages the low type from applying. Subtracting (6) from (5) yields:

(2q − 1)(wH − wL) > 2 − c − r. (7)

Equation (2) is still needed to ensure hiring all that applied.

Corollary 3. Any set of wH, wL and f that satisfies Equations (2), (5) and (7) yields a wage/fee schedule for a
separating equilibrium.

Details and a proof are in Appendix B.

5. One Firm, Finitely Many Potential Applicants

Instead of one potential applicant, suppose there are n; each is independently a low type
with probability p; n and p are assumed common knowledge. The firm can only use one
worker productively. 12

Seeking a separating equilibrium, the firm has neither the desire, nor the need to test all applicants.
Let it adopt the strategy of testing one randomly-selected applicant, hiring her/him if her/his test
result is high, and otherwise hiring a second randomly-selected applicant (possibly the same applicant
as the first) without conducting even a second test.

This testing strategy can support a separating equilibrium. If there is no high type in the pool,
no one applies, and the firm receives no profit. As long as there is at least one high type, there are
fee-paying applicants; the firm tests and hires someone. Therefore, the firm maximizes expected payoff
conditioning on at least one high type in the pool.

12 Note that the number of workers being finite is important because with an infinite number of applicants, no matter how the
firm sets up the hiring scheme, all applicants face a zero chance of being hired; therefore, no separation can occur.
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Let mn be the realization of the number of high types in a pool of n, wu be the wage offered to the
applicant getting high test results and wd be the wage offered to the applicant selected through the
second random draw. 13 The firm maximizes the payoff:

E[2 − c + mn f − qwu − (1 − q)wd | n, m ≥ 1]. (8)

This can be simplified to (ignoring the constant 2 − c):

E[mn | n, m ≥ 1] f − qwu − (1 − q)wd. (9)

A high type, competing with n − 1 rival potential applicants who are each a low type with
probability p, though indifferent, will apply if facing a wage/fee schedule satisfying:

E[
wd

mn−1 + 1
+

q(wu − wd)

mn−1 + 1
− f | n] = r, (10)

or:
f = E[

1
mn−1 + 1

| n] ∗ (qwu + (1 − q)wd)− r. (11)

Facing the same wage/fee schedule, a low type has the same expected payoff if randomly selected
second, but a lower payoff if randomly selected first, as the probability of testing high is less. Therefore:

Corollary 4. The firm can implement a separating equilibrium with any wage/fee schedule that satisfies (2)
and (11).

Appendix B details how the base model is a special case of this model.
Adding an option to hire without testing, in a pooling equilibrium, the firm would simply hire

the first of the applicants at wage r without testing. Unlike the introduction of more firms, introducing
more applicants does not seem to qualitatively change the feasibility of using f and a test to create
separating equilibria.

6. Discussion

The models presented yield the following conclusions:

• It is possible to use a transfer to implement a separating equilibrium; in that sense, the private
cost of signaling need not be a social cost.

• Commitment to a wage by the firm is not necessary to use a transfer as a signaling device. 14

• Applicant risk aversion alone is normally insufficient to prevent the existence of a separating
equilibrium. Considerable differences in home productivity across types may increase the
likelihood that equilibrium requires pooling.

An assumption of the base model is that the test cost c is nonnegative. 15 A negative c may make
it optimal for the firm to test everyone (the last inequality in Case 3 of the proof may not hold if c < 0).
For some situations, applying this model would naturally suggest a negative c. If the test represents
some form of internship or other productive activity and the fee as the reduced pay in this activity,
there is a legitimate reason to claim that c can be negative, meaning the interns are producing more
than the funds it took the firm to set up such a program.

Similar to the discussion about the internship, if an employee’s type may be (imperfectly) revealed
only after some periods of employment, the employment period before such a revelation can be

13 When n = 1, this model reduces to the model in Appendix E(i), with wu and wd playing the role of wH and wL, respectively.
14 The firms’ credibility concerns can be avoided by having a centralized third party collect the application fee.
15 Interestingly, the actual cost of the test c does not enter Equation (3) in determining the fee.
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considered a test to determine the wage afterwards. Aside from the possibility that c is negative, there
are two differences to the base model: the “test” cost c now is less for a high than for a low type, and
the “test” is possibly perfect. There will still be a set of separating equilibria if c is still positive.

Are results affected if the firm has to spend money advertising jobs in order to attract applicants?
Add to the base model an assumption that the firm needs to incur a fixed cost in order to let the
applicant be aware of the opportunity, i.e., to apply for the job. However, once paid, it becomes a sunk
cost, so it should not affect the firm’s choice of wage and fee. It can affect the firm’s choice of whether
to enter the market.

Appendix C shows that if instead of having two potential applicant types, types are continuously
distributed along an interval on the real line, the separating equilibria are not affected if the reservation
wage remains constant across types.

Two main differences exist between Guasch and Weiss (1981) [7] and the models in this paper so
far: the models so far allow hiring of an applicant with a low test score and a universal reservation
wage across types. What will be the impact of relaxing the latter restriction by introducing a variable
reservation-wage based on type to these models? In Appendix D, variable reservation wages are
introduced to the base model. Appendix F provides proofs and extends to multiple firms or multiple
applicants. It turns out that while variable reservation wages may yield a smaller set of wage/fee
schedules implementing separating equilibrium (by requiring a minimum difference between wH
and wL), firms still maintain the option to separate. For models in which a pooling equilibrium is
possibly optimal, the firm makes the same choice between separating and pooling as if the reservation
wage is a constant.
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Appendix A. Proof of the Main Theorem

Step 3 is trivial. For Step 2, the left-hand side of (4) is the expected value of applying for t = 1, 2,
while the right-hand side is the cost of applying. It remains to show that in Step 1, the firm prefers
the wage/fee schedules defined by Equations (2) and (3) to all other schedules. In effect, the firm
can decide who gets hired in Step 3 by changing wL and wH . Given wL and wH , the firm can decide
who applies by changing f . Let s∗ = (w∗

L, w∗
H , f ∗) be an arbitrary schedule satisfying (2) and (3).

Facing s∗, a high type by assumption applies though indifferent, while a low type’s expected payoff is
qw∗

L + (1 − q)w∗
H − f ∗ < r, preventing applying. An applicant under s∗ is thus a high type. With the

wage determined by the test result, the firm’s expected profit is:

( f ∗ + 2 − c)(1 − p)− w∗
Hq(1 − p)− w∗

L(1 − q)(1 − p) = (1 − p)(2 − r − c). (A1)

With probability 1− p, the potential applicant is a high type, who applies, pays the fee f ∗, costs the
firm c to be tested, is hired, has productivity 2, and is, in expectation, paid w∗

L(1 − q) + w∗
Hq = f ∗ + r

(from (3)), attaining the strictly positive (from (1)) right-hand side of (A1).
It is trivial to dismiss as suboptimal any schedule s that (a) leads to only low types applying;

(b) leads to neither type applying; or (c) leads to hiring only those who test low. Nontrivial alternatives
fall into the following three cases.
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Case 1: Only High Types Apply, Only the High-Result Applicant Is Hired

All such possibilities can be dealt with as if wH ≥ r > wL. Then, adjusting (3), the highest fee
acceptable for a high type to apply becomes:

f ∗∗ = q(wH − r) > (1 − q)(wH − r). (A2)

The equality yields high-types applying though indifferent, the inequality low types not applying.
Compared to s∗, the firm’s profit has fallen by (1 − p)(1 − q)(2 − r), as high types who tested low
were profitably hired in s∗. Reducing the fee to f < f ∗∗ at best allows increasing wH by ( f ∗∗− f )

q ,
which cannot yield an increase in expected profit, so offering no advantage. Same can be argued for
increasing the fee to f > f ∗∗.

Case 2: All Types Apply, All Are Hired

An applicant is always tested (as required in the base model). Initially assuming wH ≥ wL ≥ r,
sets the highest acceptable fee to f ∗∗ = (1 − q)(wH − r) + q(wL − r). With both types hired, expected
productivity is 2 − p, so expected profit is at most 2 − p − r − (1 − p)(wH − wL)(2q − 1)− c ≤ 2 −
r − p − c = (1 − p)(2 − r − c) + p(2 − r − c)− p < (1 − p)(2 − r − c), which is expected profit for
s∗, as r > 1, c ≥ 0. Next, reverse the initial assumption: wL ≥ wH ≥ r, the analysis corresponds:
2 − p − r − p(wL − wH)(2q − 1) − c ≤ 2 − r − c − p = (1 − p)(2 − r − c) + p(2 − r − c) − p <

(1 − p)(2 − r − c).
Again yielding lower expected profit than s∗.

Case 3: All Types Apply, Only a High-Result Applicant Is Hired

Hiring only an applicant who tests high, as in case 1, it suffices to consider w = wH ≥ r > wL.
However, to get the low types to apply, the highest fee becomes f ∗∗ = (1 − q)(wH − r), which has
the low type apply though indifferent (and the high type strictly prefer applying). As no type offered
wage wL accepts, expected profit at f ∗∗ is

f ∗∗ − c + [(1 − p)q(2 − wH)] + {p(1 − q)(1 − wH)}
= (1 − q)(wH − r)− c + [(1 − p)q(2 − wH)] + {p(1 − q)(1 − wH)}

= (1 − 2q)(1 − p)wH − c + 2(1 − p)q + p(1 − q)− (1 − q)r.

(A3)

where the term in [] is productivity less wage for a high type who tests high, that in {} is the same
difference for a low type who tests high, the first equality substitutes for f ∗∗, the second collects
terms in wH . As q > 1

2 , the coefficient of wH is negative, so expected profit is maximized at wH = r,
which sets f ∗∗ = 0. Substituting these values of wH and f ∗∗ into the left-hand side of (A3) yields
[(1 − p)q(2 − r)] + {p(1 − q)(1 − r)} − c ≤ [(1 − p)q(2 − r)]− c < (1 − p)(2 − r)− (1 − p)c = (1 −
p)(2 − c − r), where dropping the nonpositive term in provides the weak inequality, and substituting
the larger 1 for q and the smaller (1 − p) for 1 provides the strict inequality, again yielding lower
expected profit than s∗.

Thus, an arbitrary wage/fee schedule s∗ satisfying (2) and (3) attains a positive expected profit
that exceeds all alternative schedules.

Appendix B. Details and Extensions for Sections 2–5

Appendix B.1. The Headhunter Model

Lexicographic tiebreakers: as before, (i) the applicant is assumed to apply and work if indifferent.
Furthermore, (ii) if two firms quote wage offers with the same expected wage, it is convenient
to break the tie by assuming the high type applies to the one quoting a higher wH (thus a lower
wL), and the low type applies to the one quoting a higher wL (lower wH). This tie-breaker
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follows trembling-hand considerations (Selten, 1975 [11]). (iii) Across firms quoting identical wages,
she/he randomizes equiprobably.

Of course, it does not matter to the applicant to whom she/he pays the fee. Therefore, if Equation
(4) from section I holds, the high-type applicant continues to apply though indifferent, and the low
type continues to strictly prefer not applying.

In a separating equilibrium, each firm for whom the probability of receiving an application is
positive must set (wL, wH) so that wH > wL and (3) is satisfied. Despite introducing the headhunter,
(3) still makes the high type indifferent over entering the market and applying, and yields a strict
preference for the low type to stay home.

Suppose the headhunter sets f ≤ 2 − r − c, the high type applies, and the low type may or may
not apply. Were a given firm to face a pattern of wage offers in which every other firm offered the high
type an expected wage below 2 − c, its best response would be to offer slightly higher wages.

Thus, for the headhunter to set f = 2 − r − c, firms to set (wL, wH) so that wH > wL and (3) and
(4) are satisfied, high type to apply, and the low type not to apply, constitutes a separating equilibrium.
In such an equilibrium, the headhunter expropriates all the social surplus, and the high-type expected
wage is 2 − c, leaving firms with zero profit in this labor market. The high type applies to the firm
whose wage offer has the largest difference wH − wL, but the expected wage being driven up to
productivity removes any incentive for other firms to deviate to attract the high type.

Are these the only equilibria? The headhunter can be shown, without doing algebra, to set
too high a fee to allow a pooling equilibrium in which both types enter. In separating equilibrium,
the headhunter extracts all surplus of an efficient labor market. The low type only enters if the chance
of being hired justifies paying the fee, and hiring the low type reduces surplus. Wages yielding a high
enough expected wage to yield low-type entry must pay some surplus to the high type, who has
a greater probability of being offered wH . Therefore, the headhunter would receive only a portion of
the smaller surplus. Details are provided in Appendix G.

If application-fee revenue is used by the headhunter for some social purpose with social marginal
valuation approximately dollar-for-dollar (or better), then the applicant’s private cost of signaling is
nearly a transfer, at most a negligible social cost. 16

Appendix B.2. Risk-Averse Applicant

First consider, for later comparison, catatonic risk-aversion: the applicant would always value
a lottery at the lowest possible payoff. For this case, RP( f , ε) = r − (w − ε) + f = ε, 17 the upper
bound of the RP function. RP = ε guarantees a payoff of at least r, even if the test result suggests a low
type. Therefore, this case yields the low and high types evaluating the wage/fee schedule identically,
preventing a separating equilibrium.

In less extreme cases, the firm can choose f to minimize RP. Suppose:

inf
f∈(0,∞)

lim
ε→0

RP( f , ε) = 0; (B1)

this is equivalent to a continuous utility function at r. A separating equilibrium can be implemented
by choosing the right f and setting ε as close to zero as possible to pay almost no risk premium. This is
different from Guasch and Weiss (1981) [7], because in their model, an applicant with low test result is
not considered for hire (equivalently, wL is forced to be less than the reservation wage r), thus selecting
wL and wH arbitrarily close is not an option. In addition, their model also assumes that the reservation

16 For a model using a similar setup to discuss the status-seeking motive of charitable donations, see Glazer and Konrad
(1996) [12].

17 The applicant is only willing to apply if the difference between the low wage and the fee is at least r, therefore (w − ε)−
( f − RP( f , ε)) = r, rearrange to get the first equation. Replace f with w − r to get the second equation.
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wage varies with type, which prevents wL and wH from being arbitrarily close even if the restriction
on wL was relaxed. 18

How must one model risk aversion so that the firm might prefer a pooling equilibrium? Assume
a strictly positive risk premium for any distance between wH and wL (less extreme than catatonic risk
aversion). Let:

0 < z = inf
f∈(0,∞)

lim
ε→0

RP( f , ε), (B2)

i.e., for any f , applicant utility function is discontinuous at net income r. 19

Instead of production of 1 and 2, consider production level l for low type and h for high type.
Compare firm’s surplus in the separating equilibrium and in the pooling equilibrium in which the
firm hires both types without testing.

The firm’s surplus in separating equilibrium is:

(1 − p)(h − c − r − z), (B3)

and in pooling equilibrium is
p(l − r) + (1 − p)(h − r). (B4)

Subtracting (B4) from (B3):
(1 − p)(−c − z)− p(l − r), (B5)

or,
− c − z + p(c + z − l + r). (B6)

The firm only seeks a separating equilibrium if expression (B6) is positive. The base model
assumes 1 < r to give a welfare motivation to not hire the low types. With a similar assumption that
l < r, separating equilibrium becomes more likely as p goes up (the low type becomes more likely,
so hiring without testing becomes more harmful), as c or z goes down (cost of separating equilibrium
becomes lower), as l goes down (the cost of hiring the low type becomes more harmful), as r goes
up (hiring becomes more costly). Note that h is not in expression (B5), since in both separating and
pooling equilibria, high types are hired.

This analysis applies anytime a strictly positive risk premium is required. For example,
if Equation (B1) holds, but for any reason ε cannot approach zero, that is, wL and wH cannot be
arbitrarily close, a risk premium bounded above zero may be needed. A possible reason for ε not to
approach zero is at-home productivity r differing with type. See Appendix D.

Appendix B.3. Multiple Firms

A separating equilibrium can be achieved unless there is an arrangement that can provide
an expected wage minus fee for high types higher than 2 − c, while keeping the firm’s return
non-negative. Since the firms and the low type are already getting their reservation level, allowing
the high type to get even more requires higher social surplus than separating equilibrium can attain.
Since the only deviation from the full-information optimum in the separating equilibrium comes from
testing the high types, if randomizing tests are disallowed, the only possible way to achieve higher
surplus is by hiring everyone without testing, which can be checked by:

2 − c ≥ 2(1 − p) + p = 2 − p. (B7)

18 The Guasch and Weiss assumption, though the reverse of Spence’s common default productivity assumption, could be
apt for a situation in which, without applying, a high type would be able to obtain a significantly greater wage in other
industries than would a low type.

19 Since all concave functions on real open intervals are continuous, there does not exist a real-valued utility function
yielding (B2).
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Separating equilibrium is not possible if p is so low that the firm can hire without testing while offering
a sizable wage (close to two), or if c is so high that testing is too costly to be justified.

As in Sections 1 and 2, even when c is zero (costless test administration), separating equilibrium
may still be achieved simply by having a positive application fee.

Appendix B.4. Multiple Applicants

Substituting (11) into the firm’s expected profit (9) yields:

(E[mn | n, m ≥ 1] ∗ E[
1

mn−1 + 1
| n]− 1) ∗ (qwu + (1 − q)wd)− rE[mn | n, m ≥ 1]. (B8)

The firm does not separately care about wu and wd, so long as wd ≥ r so that the wage offer
is accepted, and wu > wd to give high types greater incentive to apply than low types. Only their
weighted sum, with test-reliability weights, enters (B8).

For all positive integers, the first term in parentheses in (B8), E[mn | n, m ≥ 1] ∗ E[ 1
mn−1+1 | n]− 1,

equals 0 for any p. 20

Appendix C. Continuous Types

Is separating equilibrium robust to the applicant having continuous types?
Let the applicant’s type be any real number in [1, 2], and type t generates output worth t if hired

by the firm. The test still only produces two possible results: a high test result and a low test result.
Let the test accuracy be q, 1 > q > 0.5 as before, with (2q − 1)t + 2 − 3q the probability type t attains
a high test result. Thus, the probability of a high test result increases linearly with t, from 1 − q for
t = 1 to q for t = 2. Initially, assume r, the applicant’s home production level, is the same for all types,
and that the firm can only hire an applicant after she/he is tested. For the first part of this section,
also assume there is a smallest monetary unit 0 < δ < (2q − 1)−1.

Hiring necessarily costs at least r in salary plus c for the test, so the firm has no interest in types
below r + c, but wishes to hire types above r + c if cheap enough. Observing only a high or a low test
result, but not observing t, limits what is attainable.

For any wage/fee schedule s, a type t applicant’s expected net wage is:

W(t | s) = [(2q − 1)t + 2 − 3q]wH + [1 − ((2q − 1)t − 2 + 3q]wL − f , (C1)

which is linear in t with slope (2q − 1)(wH − wL).
Consider a separating equilibrium where only types no less than a certain threshold apply.

As (by assumption) both productivity and the chance of testing high increase linearly with type, so will
the expected wage. The firm prefers to hire a higher type if and only if the slope of productivity,
which is one, exceeds the expected wage slope:

1 > (2q − 1)(wH − wL). (C2)

Consider the case in which the firm chooses s that satisfies (2) and:

W(r + c | s) = f , (C3)

wH − wL = δ. (C4)

Equation (2) ensures that the gain from applying increases with type, and the offer for testing low
is accepted. Equation (C3) simply mirrors the firm behavior specification of (3): it has type r + c apply

20 An intuitive argument is provided in Appendix H.
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though indifferent. Equation (C4) (which implies (C2)) minimizes the surplus paid to types above
r + c, allowing the firm the maximum attainable surplus. Note that the distribution of types does not
enter the equations characterizing separating equilibrium.

To consider pooling equilibrium, enable the firm to hire an applicant not taking the test. A pooling
equilibrium is implemented if the firm hires everyone without testing at wage r. Equilibrium profit
depends on the distribution of types.

A direct comparison of a separating equilibrium (where the hiring of an applicant not taking the
test is disallowed) and a pooling equilibrium (where such hiring is allowed) would be unconvincing.
Therefore, consider a separating equilibrium assuming any type applicant can decline to pay the
fee in order to take the test, and may still be hired. Interestingly, an equilibrium schedule s leads to
an interval of types applying and choosing to take the test, and the firm does not make an offer to
non-test-taking types. To see this, suppose the firm hires the applicant even if test-taking is declined.
In equilibrium, there must exist a type t∗ < 2 such that: (i) types t ≥ t∗ apply, take the test, and are
hired at wage wH if testing high, wL if testing low; and (ii) types t < t∗ apply, decline to be tested,
and are hired at wage r. If t∗ ≤ r, the firm is better off not hiring non-test-takers, so an equilibrium
requires t∗ > r. However, in this case, all types are hired, all are paid at least r, and the firm incurs
test-administration cost (2 − t∗)c > 0, so it is strictly better off pooling than separating and hiring
non-test-takers.

Therefore, the separating equilibrium specified by Equations (2), (C3) and (C4) still stands.
The firm compares the loss of hiring types below r + c at wage r (could be negative depending
on distribution of types) with the cost of testing types above r + c, if the former is greater the firm
implements a separating equilibrium, otherwise it implements the pooling equilibrium. 21

Now discard the assumption about the smallest monetary unit δ, and the possibility of hiring a
non-test-taking applicant. Suppose types are uniformly distributed between one and two, and let r(t)
be a continuous increasing function distributed on [1, 2], with r(1) > 1 and r(2) < 2, so that the firm
still might profitably hire type 2, but not type 1. Furthermore, assume the firm is again not allowed to
hire an applicant not taking the test.

In Figures C1–C3 below, the thin line, y(t) = t, represents the gross productivity for each
type. The dashed line shows net productivity, productivity reduced by test-administration cost c,
a downward shift (0.5 in the graph). The thick line represents r(t). By changing s = (wL, wH , f ),
the firm can generate as W(t | s), net expected wage, any line with nonnegative slope, obtaining the
employ of any types for which W exceeds r, profiting by the height (net productivity - W).

These figures offer some interesting cases. Figure C1 illustrates the action the firm takes if r(t)
is a linear function of t, with r(1) > 1 − c and r(2) < 2 − c. In this case, matching W(t | s) = r(t)
is the equilibrium, with the firm obtaining all the surplus (the shaded area). Figure C2 illustrates
how a possible optimum of the firm might not involve hiring the highest types. This time r(t) is
flat until t = 1.8, and then steep. A possible W 22 is the dotted line in the figure, which yields the
shaded area as surplus for the firm, while the triangle below the shaded region is applicant surplus.
An interval of intermediate types is hired, while lower types are insufficiently productive, higher types
overly expensive. Figure C3 shows a case in which c is so high that testing guarantees a loss, thus
neither testing nor hiring occurs. Were hiring without testing possible, the firm can separate potential
applicants without using the test or wage differentials. A flat wage can separate due to differences in
reservation wage across types. In the case shown however, the firm does not wish to do so and prefers
not to hire at all instead.

21 A zero-cost test would make no qualitative difference.
22 Figure C2 is for illustration purpose only, and the W presented may not be optimal. For a case in which the firm optimally

chooses not to hire if the potential applicant is of the highest type, consider Figure C1, but let r(t) be discontinuous at t = 2
and that r(2) = 1.9. The firm still chooses to match W with the rest of r but a Type 2 potential applicant no longer applies.
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Figure C1. Under linear r(t), the firm maximizes profit by matching W(t | s) = r(t).
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Figure C2. If types are continuous and the reservation wage is variable, the firm may only hire
intermediate types.
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Figure C3. A case in which there is no hiring, nor production.
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Appendix D. On Variable Reservation Wages

In the base model, instead of a universal r for both types, assume that the reservation wages of
a high type potential applicant and that of a low type potential applicant are rH and rL, respectively.
Naturally assume that 2 > rH > rL > 1. Similar to the assumption given in Equation (1), assume:

c < 2 − rH . (D1)

Then, Equation (3) is no longer sufficient to discourage a low type potential applicant from
applying. In order to achieve separation, the wage/fee schedule must not only satisfy Equations (2)
and (3), but also:

(1 − q) ∗ wH + q ∗ wL − rL < f . (D2)

Subtracting (D2) from (3) yields:

(2q − 1)(wH − wL) > rH − rL. (D3)

Corollary A1. A wage/fee schedule satisfying Equations (2), (3) and (D3) will implement a
separating equilibrium.

For details and a proof, see Appendix F.

Appendix E. Modifications to the Institution

In the base model’s separating equilibrium, the firm seeks to exclude the low type, has no option
but to test an applicant, and the cost c of conducting a test of limited reliability is unavoidable.
That a separating equilibrium results may be no surprise. This section considers three institutions via
which the firm might hire without necessarily testing.

(i) Suppose, instead of only being considered if the applicant pays the fee, she/he is considered
automatically, but to be tested requires paying the fee. In Step 1, the firm, in addition to (wL, wH , f ),
now chooses wN , the wage for an applicant not paying the fee.

For this first modification, there can be pooling equilibria, if (a) the cost of testing is high; (b) the
social loss over employing a low type is low; or (c) the probability of a low type is quite small.
Specifically, if c(1−p)

p(r−1) > 1, the adverse selection problem does not justify spending resources

identifying the high type. 23 It offers a fee so high or wH and wL so low that the applicant does
not take the test and then hires both types at wage wN = r without testing. Therefore, if the above
inequality is met, there is a set of pooling equilibria but no separating equilibria.

(ii) For the above modification or the base model, instead of testing everyone who paid the fee,
suppose the firm gives fee payers a random chance m of actually being tested. In addition to
(wL, wH , f ), the firm also selects wM, the wage offered if the applicant paid to take the test but
was not randomly selected to take it, and wN , the wage offered if the applicant applied but did
not pay for a chance to take the test. The firm can set m as close to zero as possible and can still
implement a separating equilibrium. It accomplishes this by setting wage/fee schedule with
wH > wL ≥ r > wN , wM ≥ r and so that the high type pays the fee though indifferent, and the
low type does not pay. This produces a result approaching the full-information labor allocation,
while the firm extracts all the surplus. Therefore there cannot be a pooling equilibrium.

23 In a pooling equilibrium where the firm hires without testing, its profit is p + 2(1 − p)− r = 2 − p − r, in a separating
equilibrium, its profit is (1 − p)(2 − c − r). Comparing the two: 2 − p − r > (1 − p)(2 − c − r) ⇐⇒ c(1 − p)− p(r − 1) >
0 ⇐⇒ c(1−p)

p(r−1) > 1.
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(iii) As just above, the firm always considers the applicant, and an applicant can decide to pay
the fee and request to be tested, with the firm randomly administering the test with chosen
probability m. Now, however, suppose the application fee is refunded unless the test is actually
administered. The firm can again approach the full-information optimum, as in (ii) by setting
wH > wL ≥ r > wN , wM ≥ r and so that high type pays the fee though indifferent, and let m
approach 0. 24

Appendix E.1. Details of Separating Equilibria

Here, wM is used to denote the wage for someone who signs up for the test but not receiving
a test, wN is for someone not signing up for the test.

For (ii), to achieve separation, the firm makes the high type indifferent over paying the
application fee:

− f + mq(wH) + m(1 − q)(wL) + (1 − m)wM = r

> − f + m(1 − q)(wH) + mq(wL) + (1 − m)wM.
(E1)

The inequality ensures that the low type does not pay the fee, and is achieved given (2).
Conditioning on separation, the firm wants to hire the fee-payer for sure, so wL, wH and wM are
all no less than r. Even if the firm is allowed to hire a non-fee payer, it does not wish to do so,
which yields wN < r. The fee achieves separation. Then firm’s profit is:

(1 − p)(2 + f − mq(wH)− m(1 − q)(wL)− (1 − m)wM) = (1 − p)(2 − mc − r), (E2)

with equality due to the expected wage being r + f [from (E1)]. As m goes to zero this approaches the
full-information optimum, so a pooling equilibrium can never be more profitable (even allowing wN
as in (i)).

For (iii), the separating condition becomes:

− f m + mq(wH) + m(1 − q)(wL) + (1 − m)(wM) = r

> − f m + m(1 − q)(wH) + mq(wL) + (1 − m)wM,
(E3)

and the firm’s profit becomes:

(1 − p)[2 + f m − mc − (r + f m)] = (1 − p)(2 − mc − r). (E4)

This, again, approaches the full-information optimum.

Appendix F. Details for Variable Reservation Wage

Base model: A firm can always find such a wage/fee schedule by first choosing any pair of wH and
wL satisfying Equation (2) and with a wide enough difference to satisfy equation (D3). Then calculate
the fee using Equation (3). Therefore, a separating equilibrium is achievable by the firm.

In order to check the optimality of such a separating equilibrium for the firm, compare the variable
reservation wage model with the one if the reservation wage for both types is rH . The separating
equilibria in both cases yield the same return for the firm: the potential applicant is only tested and
hired if she/he is a high type, and the firm claims all the surplus. Appendix A shows that in the
later case, a separating equilibrium is optimal for the firm. Therefore a separating equilibrium is also
optimal in the former case if there is no way for the firm to take advantage of a reduced cost to hire a
low type. Indeed, in a separating equilibrium, since the firm hires only if the potential applicant is a

24 A similar argument to the ones in (ii) and (iii) is made by Stiglitz (1975) [3] and mentioned in Guasch and Weiss (1981) [7].
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high type and receives all the surplus, the only possibility to improve comes from hiring the potential
applicant if she/he is a low type as well and receive surplus from (a) the production of the low type or
(b) savings on the cost of conducting the test. Since the low type reservation wage is still greater than
her/his productivity, the surplus from (a) is negative. As for (b), the assumptions in the base model
require any hired worker to take the test, preventing the firm from saving on test cost. Therefore, for
this model, it is optimal for the firm to implement a separating equilibrium.

(i): This adds the possibility of a pooling equilibrium in which the firm hires regardless of the
type without testing. However, compared to the case of a single reservation wage rH , the firm does not
change its behavior under variable reservation wage. Earlier in this section, separating equilibria yield
the firm the same payoff in both cases. In order to implement a pooling equilibrium, the firm needs
to pay a wage of rH regardless of the type, same in both cases. Therefore the variable types model
has the same solution (either separating equilibria or pooling) as the one in which both types having
a reservation wage of rH .

Multiple firms: If the variable reservation wage assumption discussed earlier is added to the
model with multiple firms, Equation (6) needs to be adjusted accordingly:

wH(1 − q) + wLq − f < rL. (F1)

Subtracting this from Equation (5) yields:

(2q − 1)(wH − wL) > 2 − c − rL. (F2)

This is comparable to Equation (7). The rest of the analysis remains the same as in Section 4.
Therefore, the solution to the multiple firms competing for an applicant model with variable reservation
wage is the same as if the reservation wage for both types is rL.

Multiple applicants: Apply the same variable reservation wage assumption to Section 5.
Equation (10) changes to

E[
wd

mn−1 + 1
+

q(wu − wd)

mn−1 + 1
− f | n] = rH . (F3)

Additionally, Equation (11) changes to:

f = E[
1

mn−1 + 1
| n] ∗ (qwu + (1 − q)wd)− rH . (F4)

In addition, to discourage low types from applying, the following must be satisfied:

f > E[
1

mn−1 + 1
| n] ∗ ((1 − q)wu + qwd)− rL. (F5)

Subtracting this from Equation (F4) yields:

E[
1

mn−1 + 1
| n] ∗ (qwu + (1 − q)wd)− rH > E[

1
mn−1 + 1

| n] ∗ ((1 − q)wu + qwd)− rL, (F6)

which can be rearranged into:

(2q − 1)E[
1

mn−1 + 1
| n] ∗ (wu − wd) > rH − rL. (F7)

Equation (F7) specifies how much of a wage difference is required in order to implement
a separating equilibrium, similar to Equation (D3) in the base model. The firm implements a separating
equilibrium by choosing a wage/fee schedule satisfying wu > wd ≥ rH , (F4) and (F7).

In the pooling equilibrium, the first of the applicants is hired at wage rH . The firm chooses
a separating equilibrium or the pooling equilibrium based on its expected payoff.
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Appendix G. Other Equilibria With a Third Party

First, there is no equilibrium in which only the high type enters, but is hired only with a high test
result. Were that the situation, the headhunter would get no revenue with a fee higher than q(2− r − c).
Competition forces the firms to zero profit, but a firm deviating to hire a low-test-result applicant at
wage r attains a positive profit.

Suppose a situation in which both types enter with positive probability. Initially suppose Firms 1
and 2 set wages (wL1, wH1) and (wL2, wH2), with (by labeling choice) wH1 > wH2. For Firm 2 to attract
the high type requires wL2 > q(wH1−wH2)

(1−q) + wL1. For firm 2 to avoid hiring the low type requires

wL2 < (1−q)(wH1−wH2)
q + wL1. 25 Recalling that q > 1

2 is the probability the test correctly reveals type,
there is no value of wL2 at which Firm 2 is best responding to Firm 1.

If both types enter, and all firms except firm 1 offer the same wage schedule (wL, wH) with wL > r,
then firm 1 gains by deviating to wL1 in (r, wL) and wH1 = wH + (1 − q) (wL−wL1)

q (by tiebreaker (ii),
Firm 1 attracts the high but not the low type).

This leaves two types of candidate equilibria as follows. First, where both types enter and low
scores are hired: (a) each firm offers the same (wL, wH) with wH > wL = r (so that both types
accept an offer); (b) f = (1 − q)wH + qr − r = (1 − q)(wH − r) (so that the low type applies); and (c)
2(1 − p) + p − [q(1 − p)− p(1 − q)]wH − [pq + (1 − p)(1 − q)]r − c = 0 (which sets wH to compete
away firm profits). In the second type, both types enter and low scores are not hired: (a’) each firm
offers the same (wL, wH) with wH >= r > wL; (b’) f = (1 − q)wH − r; (c’) 2q(1 − p) + p(1 − q)−
[p(1 − q) + q(1 − p)]wH − c = 0 (for the same reasons).

Solving (c) for wH : wH = 2−p−c−[pq+(1−p)(1−q)]r
p(1−q)+(1−p)q . Substituting into (b):

f = (1 − q)(
2 − c − p − [pq + (1 − p)(1 − q)]r

q(1 − p) + p(1 − q)
− r)

=⇒ [q(1 − p) + p(1 − q)] f = (1 − q)({2 − c − p − [pq + (1 − p)(1 − q)]r} − r[q(1 − p) + p(1 − q)])

= (1 − q){(2 − c − p)− r[pq + (1 − p)(1 − q) + q(1 − p) + p(1 − q)]}
= (1 − q)[2 − c − p − r(pq + 1 + pq − p − q + q − pq + p − pq)]

= (1 − q)(2 − c − p − r)
(G1)

Therefore, the maximum application fee if low types apply and low scores are hired: f =
(1−q)(2−c−p−r)
q(1−p)+p(1−q) .

As mentioned in text, surplus is reduced. To see this, notice that the (2 − c − p − r) term
is multiplied by a coefficient less than one (subtract the (1 − q) term in the numerator from the
denominator: q(1 − p) + p(1 − q)− (1 − q) = q(1 − p)− (1 − p)(1 − q) = (2q − 1)(1 − p) > 0, so the
ratio < 1). Then, conditioning on 2 − c − p − r > 0 yields:

(1 − q)(2 − c − p − r)
q(1 − p) + p(1 − q)

< 2 − c − p − r < 2 − c − r − (2 − c − r)p = (1 − p)(2 − c − r), (G2)

which is the headhunter’s surplus in a separating equilibrium.
Solving (c’) for wH : wH = 2q(1−p)+p(1−q)−c

p(1−q)+q(1−p) Substituting into (b’):

f = (1 − q)
2q(1 − p) + p(1 − q)− c

p(1 − q) + q(1 − p)
− r, (G3)

25 Tiebreaker (ii) above generates the strict inequalities.
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which is the maximum application fee if low types apply and low scores are not hired. Then, the
headhunter’s surplus in this case:

(1 − q)
2q(1 − p) + p(1 − q)− c

p(1 − q) + q(1 − p)
− r < 2q(1 − p) + p(1 − q)− c − r

< 2 − p − c − r

< (1 − p)(2 − c − r)

(G4)

The first inequality is based on the already established q(1 − p) + p(1 − q) > 1 − q; the second
inequality is based on 2 − p > 2q(1 − p) + p(1 − q). 26 Therefore, the equilibria described in the text
are the only equilibria for this model.

Appendix H. Intuitive Argument for the Coefficient in Equation (B8) to Be Zero

Since E[mn | n] = n(1 − p), and the probability that mn = 0 is pn, E[mn | n, m ≥ 1] can
be calculated:

E[mn | n, m ≥ 1] =
n(1 − p)
1 − pn =

n
1 + p + ... + pn−1 (H1)

To show that E[mn | n, m ≥ 1] ∗ E[ 1
mn−1+1 | n]− 1 = 0, having already known that E[mn | n, m ≥

1] = n
1+p+...+pn−1 , it only remains to show that E[ 1

mn−1+1 | n] = 1+p+...+pn−1

n .
Suppose there are n balls lining up from left to right. One of the balls is randomly chosen and

replaced by a purple ball. Then the rest are randomly painted, each with probability p being white
and 1 − p being red. The white balls are then taken away, leaving only red and purple balls in the line.
One of these balls is then randomly chosen. E[ 1

mn−1+1 | n] is the probability that the chosen ball is the
purple one.

If instead of randomly choosing a ball in the final step, we always choose the first one on the
left. The probability of the chosen ball being purple is the same as above (conditioning on there being
m+1 red and purple balls, both processes yield 1

m+1 probability the chosen ball being purple, for all
m ∈ 0, 1, ..n − 1). However, the probability in the new process is equivalent to the probability that all
the balls to the left of the purple ball being white. With probability 1

n , the purple ball is the leftmost
ball in the original line of n balls, then with probability one there will be no white balls to its left.
With probability 1

n , there will be one ball to its left, then the probability of that ball being white is p...

Therefore, the probability of the chosen ball being purple is 1+p+...pn−1

n = E[ 1
mn−1+1 | n].

References

1. Spence, M. Job market signaling. Q. J. Econ. 1973, 87, 355–374.
2. Akerlof, G.A. The market for ‘lemons’: Quality uncertainty and the market mechanism. Q. J. Econ. 1970, 84,

488–500.
3. Stiglitz, J.E. The theory of ‘screening,’ education, and the distribution of income. Am. Econ. Rev. 1975, 65,

283–300.
4. Crawford, V.P.; Sobel, J. Strategic Information Transmission. Econometrica 1982, 50, 1431–1451.
5. Chakraborty, A.; Harbaugh, R. Persuasion by Cheap Talk. Am. Econ. Rev. 2010, 100, 2361–2382.
6. Wang, R. Competition, wage commitments, and application fees. J. Labor Econ. 1997, 15, 124–142.
7. Guasch, J.L.; Weiss, A. Self-selection in the labor market. Am. Econ. Rev. 1981, 71, 275–284.
8. Van Damme, E.; Selten, R.; Winter, E. Alternating Bargaining with Smallest Money Unit. Games Econ. Behav.

1990, 2, 188–201.

26 [2 − p]− [2q(1 − p)− p(1 − q)] = 2(1 − p) + p − 2q(1 − p)− p(1 − q) = 2(1 − p)(1 − q) + pq > 0

78



Games 2017, 8, 11

9. Spence, M. Signaling in Retrospect and the Information Structure of Markets. Am. Econ. Rev. 2002, 92,
434–459.

10. Mas-Colell, A.; Whinston, M.D.; Green, J.R. Microeconomic Theory; Oxford University Press: New York, NY,
USA, 1995.

11. Selten, R. Reexamination of the perfectness concept for equilibrium points in extensive games. Int. J.
Game Theory 1975, 4, 25–55.

12. Glazer, A.; Konrad, K.A. A Signaling Explanation for Charity. Am. Econ. Rev. 1996, 86, 1019–1028.

c© 2017 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

79



 

  



 

 

 

 
Section 2:  
Computer Science 

  



 

 



Article

Leveraging Possibilistic Beliefs in Unrestricted
Combinatorial Auctions

Jing Chen 1,* and Silvio Micali 2

1 Department of Computer Science, Stony Brook University, Stony Brook, NY 11794, USA
2 Computer Science and Artificial Intelligence Laboratory, MIT, Cambridge, MA 02139, USA;

silvio@csail.mit.edu
* Correspondence: jingchen@cs.stonybrook.edu; Tel.: +1-631-632-1827

Academic Editor: Paul Weirich
Received: 9 August 2016; Accepted: 17 October 2016; Published: 26 October 2016

Abstract: In unrestricted combinatorial auctions, we put forward a mechanism that guarantees
a meaningful revenue benchmark based on the possibilistic beliefs that the players have about each
other’s valuations. In essence, the mechanism guarantees, within a factor of two, the maximum
revenue that the “best informed player” would be sure to obtain if he/she were to sell the goods to
his/her opponents via take-it-or-leave-it offers. Our mechanism is probabilistic and of an extensive
form. It relies on a new solution concept, for analyzing extensive-form games of incomplete
information, which assumes only mutual belief of rationality. Moreover, our mechanism enjoys
several novel properties with respect to privacy, computation and collusion.

Keywords: possibilistic beliefs; unrestricted combinatorial auctions; mutual belief of rationality;
incomplete information; extensive-form games; distinguishable dominance

1. Introduction

In this paper, we study the problem of generating revenue in unrestricted combinatorial auctions,
solely relying on the players’ possibilistic beliefs about each others’ valuations. Let us explain.

In a combinatorial auction, there are multiple indivisible goods for sale and multiple players who
are interested in buying. A valuation of a player is a function specifying a non-negative value for
each subset of the goods. Many constraints on the players’ valuations have been considered in the
literature for combinatorial auctions1. We instead focus on combinatorial auctions that are unrestricted.
That is, in our auctions, a player’s value for one subset of the goods may be totally unrelated to
his/her value for another subset and to another player’s value for any subset. This is the most general
class of auctions. It is well known that, for such auctions, the famous Vickrey-Clarke-Groves (VCG)
mechanism [4–6] maximizes social welfare in dominant strategies, but offers no guarantee about the
amount of revenue it generates. In fact, for unrestricted combinatorial auctions, no known mechanism
guarantees any significant revenue benchmark in settings of incomplete information2.

In our setting, the seller has no information about the players’ valuations, and each player
knows his/her own valuation, but not necessarily the valuations of his/her opponents. Our players,
however, have beliefs about the valuations of their opponents. Typically, beliefs are modeled as
probability distributions: for instance, it is often assumed that the valuation profile, θ, is drawn from

1 Such as monotonicity, single-mindedness and additivity [1–3].
2 In complete information settings (where the players have common knowledge about their valuations), assuming common

knowledge of rationality, [7–9] have designed mechanisms that guarantee revenue arbitrarily close to the maximum
social welfare.
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a common prior. Our setting is instead non-Bayesian: the players’ beliefs are possibilistic and can
be arbitrary. That is, a player i’s belief consists of a set of valuation profiles, Bi, to which he/she
believes θ belongs. We impose no restriction on Bi except that, since i knows his/her own valuation,
for every profile v ∈ Bi, we have vi = θi. In a sense, therefore, such possibilistic beliefs are not assumed
to exist, but always exist. For instance, if a player i has no information about his/her opponents, then
Bi consists of the set of all valuation profiles v, such that vi = θi; if i has complete information about
his/her opponents, then Bi = {θ}; and if θ is indeed drawn from a common prior D, then Bi consists
of the support of D conditioned on θi.

Possibilistic beliefs are much less structured than Bayesian ones. Therefore, it should be harder
for an auction mechanism to generate revenue solely based on the players’ possibilistic beliefs. Yet, in
single-good auctions, the authors of [10] have constructed a mechanism that guarantees revenue
at least as high as the second-highest valuation and, sometimes, much higher. In this paper, for
unrestricted combinatorial auctions, we construct a mechanism that guarantees, within a factor of two,
another interesting revenue benchmark, BB, solely based on the players’ possibilistic beliefs.

The benchmark BB is formally defined in Section 3, following the framework put forward
by Harsanyi [11] and Aumann [12]. However, it can be intuitively described as follows. Let BBi
(for “best belief”) be the maximum social welfare player i can guarantee, based on his/her beliefs, by
assigning the goods to his/her opponents. Then, BB = maxi BBi, and the revenue guaranteed by our
main mechanism is virtually BB/2. Notice that each BBi does not depend on θi at all, a property that,
as we shall see, gives our mechanism some advantage in protecting the players’ privacy.

To ease the discussion of our main mechanism, in Section 4, we construct a first
mechanism, of normal form, that guarantees revenue virtually equal to BB/2 under two-step
elimination of weakly-dominated strategies. The analysis of our first mechanism is very intuitive.
However, elimination of weakly-dominated strategies is order-dependent and does not yet have a
well-understood epistemic characterization. Moreover, our first mechanism suffers from two problems
shared by most normal-form mechanisms. Namely, (1) it reveals all players’ true valuations, and (2)
it requires an amount of communication that is exponential in the number of goods. Both problems
may not be an issue from a pure game-theoretic point of view3, but are quite serious in several realistic
applications, where privacy and communication are, together with collusion and computational
complexity, legitimate concerns [14].

Our main mechanism, the best-belief mechanism, significantly decreases the magnitude of the
above problems. This second mechanism is designed and analyzed in Section 6 and is of extensive
form. In order to analyze it in settings where the players have possibilistic beliefs, we propose a new
and compelling solution concept that only assumes mutual belief of rationality, where the notion of
rationality is the one considered by Aumann [15].

The Resiliency of the Best-Belief Mechanism.

Besides guaranteeing revenue virtually equal to BB/2 under a strong solution concept,
the best-belief mechanism enjoys several novel properties with respect to privacy, computation,
communication and collusion.

1. Privacy: People value privacy. Thus, “by definition”, a privacy-valuing player i de facto receives
some “negative utility” if, in an auction, he/she reveals his/her true valuation θi in its entirety,
but does not win any goods. Even if he/she wins some goods, his/her traditional utility (namely,
his/her value for the goods he/she receives minus the price he/she pays) should be discounted
by the loss he/she suffers from having revealed θi. One advantage of our best-belief mechanism

3 Indeed, the revelation principle [13] explicitly asks the players to directly reveal all of their private information.
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is that it elicits little information from a player, which presumably diminishes the likelihood that
privacy may substantially distort a player’s incentives.

2. Computation: Typically, unrestricted combinatorial auctions require the evaluation of complex
functions, such as the maximum social welfare. In principle, one may resort to approximating
such functions, but approximation may distort incentives4. By contrast, our mechanism delegates
all difficult computation to the players and ensures that the use of approximation is properly
aligned with their incentives.

3. Communication: By eliciting little information from the players, our mechanism also has low
communication complexity; quadratic in the number of players and the number of goods.

4. Collusion: Collusion can totally disrupt many mechanisms. In particular, the efficiency of the
VCG mechanism can be destroyed by just two collusive players [14]. By contrast, collusion
can somewhat degrade the performance of our mechanism, but not totally disrupt it, unless all
players are collusive. As long as collusive players are also rational, at least in a very mild sense,
the revenue guaranteed by our mechanism is at least half of that obtainable by “the best informed
independent player”.

For a detailed discussion about these properties of our mechanism, see Section 6.2.

2. Related Work

Generating revenue is one of the most important objectives in auction design; see [16,17] for
thorough introductions about this area. Following the seminal result of [13], there has been a huge
literature on Bayesian auctions [18]. Since we do not assume the existence of a common prior and
we focus on the players’ possibilistic rather than probabilistic beliefs, our study is different from
Bayesian auctions. Spectrum auctions have been widely studied both in theory and in practice, and
several interesting auction forms have been proposed recently; see, e.g., [19–23]. Most existing works
consider auctions of restricted forms, such as auctions with multiple identical goods and single-demand
valuations [24], valuations with free disposal [25], auctions with additive valuations [26], auctions with
unlimited supply [27], etc. Revenue in unrestricted combinatorial auctions has been considered by [28],
which generalizes the second-price revenue benchmark to such auctions and provides a mechanism
guaranteeing a logarithmic fraction of their benchmark in dominant strategies.

The solution concept developed in this paper refines the notion of implementation in undominated
strategies [29] and considers a two-round elimination of dominated strategies. In particular, we
extend the notion of distinguishably-dominated strategies [30] from extensive-form games of complete
information to extensive-form games of incomplete information and possibilistic beliefs. As shown
in [30], iterated elimination of distinguishably-dominated strategies is order independent with
respect to histories and characterizes extensive-form rationalizability [31,32]. In [10,33], elimination
of strictly-dominated strategies has been extended to deal with possibilistic beliefs, but only for
normal-form games. Moreover, [34] leverages the players’ beliefs for increasing the sum of social
welfare and revenue in unrestricted combinatorial auctions.

Preserving the privacy of the players’ valuations, or types in general, in the execution of
a mechanism has been studied by [35]. The authors present a general method using some elementary
physical equipment (i.e., envelopes and an envelope randomizer) so as to execute any given
normal-form mechanism, without trusting any one and without revealing any information about the
players’ true types, beyond what is unavoidably revealed in the final outcome. An alternative way
to protect the privacy of the players that has often been considered for auctions is to use encryption
and zero-knowledge proofs. In particular, the authors of [36] make efficient use of cryptography to

4 For instance, the outcome function of the VCG mechanism is NP-hard to compute even when each player only values
a single subset of the goods for $1 and all other subsets for $0. Moreover, if one replaces this outcome function with
an approximation, then VCG would no longer be dominant-strategy truthful.
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implement single-good auctions so that, after learning all bids, an untrusted auctioneer can prove who
won the good and what price he/she should pay, without having any player learn any information
about the bid of another player. Moreover, in differential privacy [37], the mechanisms or databases
inject noise to the final outcome to preserve the participants’ privacy. By contrast, our main mechanism
does not rely on envelopes or any other form of physical equipment, nor on cryptography or noise.
It preserves the players’ privacy because, despite the fact that all actions are public, a player is asked to
reveal little information about herself/himself.

Strong notions of collusion-resilient implementation have been studied in the literature, such
as coalition incentive compatibility [38] and bribe proofness [39]. However, the authors prove
that many social choice functions cannot be implemented under these solution concepts. The
collusive dominant-strategy truthful implementation is defined in [40], together with a mechanism
maximizing social welfare in multi-unit auctions under this notion. Other forms of collusion resiliency
have also been investigated, in particular by [41–46]. Their mechanisms, however, are not applicable
to unrestricted combinatorial auctions in non-Bayesian settings. Moreover, the collusion models
there assume various restrictions (e.g., collusive players cannot make side-payments to one another
or enter binding agreements, there is a single coalition, no coalition can have more than a given
number of players, etc.). By contrast, in unrestricted combinatorial auctions, our main mechanism
does not assume any such restrictions. The resiliency of our mechanism is similar to that of [28],
where the guaranteed revenue benchmark is defined only on independent players’ valuations when
collusion exists.

3. Preliminaries and the Best-Belief Revenue Benchmark

A combinatorial auction context is specified by a triple (n, m, θ): the set of players is {1, . . . , n};
the set of goods is {1, . . . , m}; and the true valuation profile is θ. Adopting a discrete perspective, we
assume that a player’s value for a set of goods is always an integer. Thus, each θi, the true valuation of i,
is a function from the powerset 2{1,...,m} to the set of non-negative integers Z+, with θi(∅) = 0. The set
of possible valuations of i, Θi, consists of all such functions, and Θ = Θ1 × · · · ×Θn. After constructing
and analyzing our mechanisms, we will discuss the scenarios where values are real numbers.

An outcome of a combinatorial auction is a pair of profiles (A, P). Here, A is the allocation, with
Ai ⊆ {1, . . . , m} being the set of goods each player i gets, and Ai ∩ Aj = ∅ for each player j �= i; and P
is the price profile, with Pi ∈ R denoting how much each player i pays; if Pi < 0, then i receives −Pi
from the seller. The set of all possible outcomes is denoted by Ω.

The utility function of i, ui, maps each valuation ti ∈ Θi and each outcome ω = (A, P) to
a real: ui(ti, ω) = ti(Ai)− Pi. The social welfare of ω is SW(ω) � ∑i θi(Ai), and the revenue of ω is
REV(ω) � ∑i Pi. If ω is a probability distribution over outcomes, then ui(ti, ω), SW(ω) and REV(ω)

denote the corresponding expectations.

Definition 1. An augmented combinatorial auction context is a four-tuple (n, m, θ,B), where (n, m, θ) is
a combinatorial auction context and B is the belief profile: for each player i, Bi, the belief of i, is a set of valuation
profiles, such that ti = θi for all t ∈ Bi.

In an augmented combinatorial auction context, Bi is the set of candidate valuation profiles in i’s
mind for θ. The restriction that ti = θi for all t ∈ Bi corresponds to the fact that player i knows his/her
own valuation. Player i’s belief is correct if θ ∈ Bi and incorrect otherwise. As we shall see, our result
holds whether or not the players’ beliefs are correct. From now on, since we do not consider any other
type of auctions, we use the terms “augmented” and “combinatorial” for emphasis only.

A revenue benchmark f is a function that maps each auction context C to a real number f (C),
denoting the amount of revenue that is desired under this context.
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Definition 2. The best-belief revenue benchmark, BB, is defined as follows. For each auction context
C = (n, m, θ,B),

BB(C) � max
i

BBi,

where for each player i,

BBi � max
(A,P)∈Ω: Ai=∅ and Pj≤tj(Aj) ∀j �=i, t∈Bi

REV(A, P).

Note that BBi represents the maximum revenue that player i would be sure to obtain if he/she
were to sell the goods to his/her opponents via take-it-or-leave-it offers, which is also the maximum
social welfare player i can guarantee, based on his/her beliefs, by assigning the goods to his/her
opponents. As an example, consider a combinatorial auction with two items and three players.
Player 1 only wants Item 1, and θ1({1}) = 100; Player 2 only wants Item 2, and θ2({2}) = 100;
and Player 3 only wants the two items together, and θ3({1, 2}) = 50. All the unspecified values
are zero. Moreover, Player 1 believes that Player 2’s value for Item 2 is at least 25, and Player 3’s value
for the two items together is at least 10: that is, B1 = {v | v1 = θ1, v2({2}) ≥ 25, v3({1, 2}) ≥ 10}.
Accordingly, BB1 = 25: the best Player 1 can do in selling to others is to offer Item 2 to Player 2
at price 25. Furthermore, B2 = {v | v2 = θ2, v1({1}) ≥ 80, v3({2}) ≥ 20}, which implies
BB2 = 100, achieved by offering Item 1 to Player 1 at price 80 and Item 2 to Player 3 at price 20.
Finally, B3 = {v | v3 = θ3, v1({1}) ≥ 80, v2({2}) ≥ 70}, which implies BB3 = 150, achieved by
offering Item 1 to Player 1 at price 80 and Item 2 to Player 2 at price 70. Therefore, BB = 150 in
this example. Note that Player 1’s and Player 3’s beliefs are correct, but Player 2’s beliefs are incorrect
because θ3({2}) = 0.

Furthermore, note that, if there is really a common prior from which the players’ valuations are
drawn, then the players’ possibilistic beliefs consist of the support of the distribution. In this case, it is
expected that the optimal Bayesian mechanism generates more revenue than the best-belief benchmark.
However, this is a totally different ball game, because Bayesian mechanisms assume that the seller has
much knowledge about the players. Besides, little is known in the literature about the structure of the
optimal Bayesian mechanism for unrestricted combinatorial auctions or even a good approximation
to it.

Finally, the best-belief benchmark is measured based on the players’ beliefs about each other,
not on their true valuations. If the players all know nothing about each other and believe that the
others’ values can be anything from close to zero to close to infinity (or a huge finite number), then the
benchmark is low. The power of the benchmark comes from the class of contexts where the players
know each other well (e.g., as long-time competitors in the same market) and can effectively narrow
down the range of the others’ values. In this case, our mechanism generates good revenue without
assuming a common prior.

4. A Normal-Form Mechanism

As a warm up, in this section, we construct a normal-form mechanism that implements
the best-belief revenue benchmark within a factor of two, under two-step elimination of
weakly-dominated strategies. Indeed, weakly-dominant/dominated strategies have been widely
used in analyzing combinatorial auctions where the players only report their valuations: that is, it
is weakly dominant for each player to report his/her true valuation. When each player reports both
his/her own valuation and his/her beliefs about the other players, it is intuitive that a player i first
reasons about what the other players report for their valuations and then reasons about what to report
for his/her beliefs about them given their reported valuations: that is, an iterated elimination of
dominated strategies. However, in our mechanism, there is no need to go all the way to the end of the
iterated procedure, and two steps are sufficient.
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Roughly speaking, all players first simultaneously remove all of their weakly-dominated
strategies; and then, each player further removes all of his/her strategies that now become weakly
dominated, based on all players’ surviving strategies. However, care must be taken when defining this
solution concept in our setting. Indeed, since a player does not know the other players’ true valuations,
he/she cannot compute their strategies surviving the first round of elimination, which are needed for
him to carry out his/her second round of elimination. To be “on the safe side”, we require that the
players eliminate their strategies conservatively: that is, a player eliminates a strategy in the second
round only if it is dominated by the same alternative strategy with respect to all valuation profiles
that he/she believes to be possible. This notion of elimination is the same as the one used by Aumann
in [15], except that in the latter, it is strict instead of weak domination. In [33], the authors provide an
epistemic characterization for iterated elimination based on the notion of [15].

More precisely, given a normal-form auction mechanism M, let Si be the set of strategies of each
player i and S = S1 × · · · × Sn. For any strategy profile s, M(s) is the outcome when each player i uses
strategy si. If T = Ti × T−i is a subset of strategy profiles, ti ∈ Θi, si ∈ Ti, and σi ∈ Δ(Ti)

5, then we say
that si is weakly dominated by σi with respect to ti and T, in symbols si ≤ti

T σi, if:

• ui(ti, M(si, s−i)) ≤ ui(ti, M(σi, s−i)) for all s−i ∈ T−i and
• ui(ti, M(si, s−i)) < ui(ti, M(σi, s−i)) for some s−i ∈ T−i.

That is, si is weakly dominated by σi when the valuation of player i is ti and the set of strategy
sub-profiles of the other players is T−i. The set of strategies in Ti that are not weakly dominated with
respect to ti and T is denoted by Ui(ti, T). For simplicity, we use Ui to denote Ui(θi, S), the set of
undominated strategies of player i.

Definition 3. Given an auction context C = (n, m, θ,B) and a mechanism M, the set of conservatively
weakly-rational strategies of player i is:

Ci � Ui \ {si : ∃σi ∈ Δ(Ui) s.t. ∀t ∈ Bi, si ≤θi
U(t) σi},

where U(t) � ×jUj(tj, S) for any t ∈ Θ. The set of conservatively weakly-rational strategy profiles is
C = C1 × · · · × Cn.

Mechanism M conservatively weakly implements a revenue benchmark f if, for any auction context C and
any strategy profile s ∈ C,

REV(M(s)) ≥ f (C).

Now, we provide and analyze our normal-form mechanism MNormal . Intuitively, the players
compete for the right to sell to others, and the mechanism generates revenue by delegating this right to
the player who offers the most revenue. Besides the number of players n and the number of goods m,
the mechanism takes as input a constant ε ∈ (0, 1]. The players act only in Step 1, and Steps a through
f are “steps taken by the mechanism”. The expression “X := x” sets or resets variable X to value x.
Moreover, [m] = {1, 2, . . . , m}.

Mechanism MNormal :

1: Each player i, publicly and simultaneously with the other players, announces:

– a valuation vi and
– an outcome ωi = (αi, πi), such that: αi

i = ∅, and for each player j, πi
j is zero whenever

αi
j = ∅; and is a positive integer otherwise.

5 As usual, for a set T, Δ(T) is the set of probability distributions over T.
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After the players simultaneously execute Step 1, the mechanism chooses the outcome (A, P) by
means of the following six steps.

a: Set Ai := ∅, and Pi := 0 for each player i.
b: Set Ri := REV(ωi) for each player i, and w := argmaxi Ri with ties broken lexicographically.
c: Publicly flip a fair coin and denote the result by r.
d: If r = Heads, then Aw := argmaxa⊆[m] vw(a), with ties broken lexicographically, and halt.
e: (Note that r = Tails when this step is reached.)

For each player i, such that αw
i �= ∅:

– If vi(α
w
i ) < πw

i , then Pw := Pw + πw
i .

– Otherwise, Ai := αw
i and Pi := πw

i − ε
n .

f: For each player i, Pi := Pi − δi with δi =
ε
n · Ri

1+Ri
.

The final outcome is (A, P).

In the analysis, we refer to player w as the winner and each δi as player i’s reward. Furthermore,
given a context (n, m, θ,B) and an outcome ω, for succinctness, we use ui(ω) instead of ui(θi, ω) for
player i’s utility under ω. We have the following.

Theorem 1. For any context (n, m, θ,B) and constant ε ∈ (0, 1], mechanism MNormal conservatively weakly
implements the revenue benchmark BB

2 − ε.

As we will see in the proof of Theorem 1, the mechanism incentivizes each player i to report
his/her true valuation and an outcome whose revenue is at least BBi. In particular, the latter is
achieved by the fair coin toss: when r = Heads, the winner is given his/her favorite subset of goods
for free, which is better than any offer he/she can possibly get if somebody else becomes the winner.
Moreover, the rewards are strictly increasing with the revenue of the reported outcomes. Accordingly,
the players do not have incentives to underbid; that is, to report an outcome whose revenue is lower
than the corresponding BBi. Thus, the winner’s reported outcome has a revenue of at least maxi BBi.
When r = Tails, the mechanism tries to sell the goods as suggested by the winner to the other
players, as a take-it-or-leave-it offer. If a player accepts the offer, then he/she pays the suggested price;
otherwise, this price is charged to the winner as a fine. Accordingly, with probability 1/2 (that is, when
r = Tails), the mechanism generates revenue maxi BBi. Formally, we show the following two lemmas.

Lemma 1. For any context (n, m, θ,B), constant ε, player i and strategy si = (vi, ωi), if si ∈ Ui, then vi = θi.

Proof. Notice that vi is used in two places in the mechanism: to select player i’s “favorite subset” in
Step d when he/she is the winner and to decide whether he/she gets the set αw

i in Step e when he/she
is not the winner. Intuitively, it is i’s best strategy to announce his/her true valuation so as to select
his/her “truly favorite subset” and to take the allocated set if and only of its price is less than or equal
to his/her true value for it.

More precisely, arbitrarily fix a strategy si = (vi, ωi) with vi �= θi, and let s′i = (θi, ωi). We show
that si ≤θi

S s′i, where S is the set of all strategy profiles of MNormal . To do so, arbitrarily fix a strategy
sub-profile s−i of the other players; let (A, P) be the outcome of s = (si, s−i), and let (A′, P′) be the
outcome of s′ = (s′i, s−i). Since si and s′i announce the same outcome ωi, i is the winner under s if and
only if he/she is the winner under s′. We discuss these two cases separately.

Case 1: i is the winner under both s and s′.
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In this case, conditioned on r = Heads, we have Ai = argmaxa⊆[m] vi(a),
A′

i = argmaxa⊆[m] θi(a) and Pi = P′
i = 0. Accordingly, θi(A′

i|r = Heads) ≥ θi(Ai|r = Heads)
and ui(A′, P′|r = Heads) ≥ ui(A, P|r = Heads).

Conditioned on r = Tails, we have Ai = A′
i = ∅ and:

Pi = P′
i = ∑

j:αi
j �=∅ and vj(α

i
j)<πi

j

πi
j − δi,

where δi = ε
n · REV(ωi)

1+REV(ωi)
is player i’s reward under both strategy profiles.

Accordingly, ui(A′, P′|r = Tails) = ui(A, P|r = Tails).

In sum, ui(A, P) ≤ ui(A′, P′) in Case 1.

Case 2: i is the winner under neither s nor s′.

In this case, the winner w is the same under both s and s′. Conditioned on r = Heads, we have
Ai = A′

i = ∅ and Pi = P′
i = 0; thus, ui(A, P|r = Heads) = ui(A′, P′|r = Heads).

Conditioned on r = Tails, if vi(α
w
i ) < πw

i and θi(α
w
i ) < πw

i , or if both inequalities are
reversed, then (Ai, Pi) = (A′

i, P′
i ) and ui(A, P|r = Tails) = ui(A′, P′|r = Tails). Otherwise, if

vi(α
w
i ) < πw

i and θi(α
w
i ) ≥ πw

i , then:

ui(A′, P′|r = Tails) = θi(α
w
i )− πw

i +
ε

n
+ δi > δi = ui(A, P|r = Tails), (1)

where again δi is i’s reward under both strategy profiles. Otherwise, we have vi(α
w
i ) ≥ πw

i and
θi(α

w
i ) < πw

i ; thus:

ui(A, P|r = Tails) = θi(α
w
i )− πw

i +
ε

n
+ δi ≤ −1 +

ε

n
+ δi < δi = ui(A′, P′|r = Tails). (2)

In sum, ui(A, P) ≤ ui(A′, P′) in Case 2, as well.

It remains to show there exists a strategy sub-profile s−i, such that ui(A, P) < ui(A′, P′), and such
an s−i has actually appeared in Case 2 above. Indeed, since vi �= θi, there exists a ⊆ [m], such that
vi(a) �= θi(a). When vi(a) < θi(a), arbitrarily fix a player j �= i, and choose strategy sj, such that:

α
j
i = a, π

j
i = θi(a), and REV(ω j) > max{π

j
i , REV(ωi)}.

Notice that such a strategy exists in Sj: player j can set π
j
k to be arbitrarily high for any

player k �∈ {i, j}. Moreover, for any player k �∈ {i, j}, choose sk to be such that REV(ωk) = 0.
By construction, w = j under both s and s′, vi(α

w
i ) < πw

i and θi(α
w
i ) ≥ πw

i . Following Case 2 above,
ui(A, P|r = Heads) = ui(A′, P′|r = Heads) and ui(A, P|r = Tails) < ui(A′, P′|r = Tails) by
Inequality 1. Thus, ui(A, P) < ui(A′, P′).

When vi(a) > θi(a), similarly, choose strategy sj, such that:

α
j
i = a, π

j
i = vi(a), and REV(ω j) > max{π

j
i , REV(ωi)},

and choose strategy sk the same as above for any k �∈ {i, j}. The analysis again follows from Case 2
above (in particular, Inequality 2); thus, ui(A, P) < ui(A′, P′).

Combining everything together, si ≤θi
S s′i, and Lemma 1 holds.
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Lemma 2. For any context (n, m, θ,B), constant ε, player i and strategy si = (vi, ωi), if si ∈ Ci, then
REV(ωi) ≥ BBi.

Proof. By Lemma 1, we only need to consider strategies, such that vi = θi. Arbitrarily fix a strategy
si = (θi, ωi) ∈ Ui with REV(ωi) < BBi. Consider a strategy ŝi = (θi, ω̂i), such that ω̂i = (α̂i, π̂i)

satisfies the following conditions:

ω̂i ∈ argmax
(A,P)∈Ω: Ai=∅ and Pj≤tj(Aj) ∀j �=i, t∈Bi

REV(A, P)

and
π̂i

j > 0 whenever α̂i
j �= ∅.

Notice that REV(ω̂i) = BBi > REV(ωi). We show that for all t ∈ Bi, si ≤θi
U(t) ŝi.

To do so, arbitrarily fix a valuation profile t ∈ Bi and a strategy sub-profile s−i, such that
sj ∈ Uj(tj, S) for each player j. Note that ti = θi by the definition of Bi. Moreover, by Lemma 1, each sj
is of the form (tj, ω j): that is, the valuation it announces is tj. Let (A, P) be the outcome of the strategy
profile s = (si, s−i) and (Â, P̂) that of the strategy profile ŝ = (ŝi, s−i). There are three possibilities for
the winners under s and ŝ: (1) player i is the winner under both of them; (2) player i is the winner
under neither of them; and (3) player i is the winner under ŝ, but not under s. Below, we consider them
one by one.

Case 1: i is the winner under both s and ŝ.

In this case, conditioned on r = Heads, (Ai, Pi) = (Âi, P̂i) and ui(A, P|r = Heads) =

ui(Â, P̂|r = Heads), since under both s and ŝ, player i gets his/her favorite subset for free.

Conditioned on r = Tails, Ai = Âi = ∅, P̂i = ∑j:α̂i
j �=∅ and tj(α̂

i
j)<π̂i

j
π̂i

j − δ̂i, and

Pi = ∑j:αi
j �=∅ and tj(α

i
j)<πi

j
πi

j − δi, where δ̂i is player i’s reward under ŝ and δi is that under s.

By the definition of ω̂i, the set {j : α̂i
j �= ∅ and tj(α̂

i
j) < π̂i

j} is empty, so P̂i = −δ̂i.

As REV(ω̂i) > REV(ωi), by definition we have δ̂i > δi, which implies P̂i < −δi ≤ Pi.
Accordingly, ui(Â, P̂|r = Tails) > ui(A, P|r = Tails).

In sum, we have ui(Â, P̂) > ui(A, P) in Case 1.

Case 2: i is the winner under neither s nor ŝ.

In this case, the winner w is the same under both strategy profiles. Conditioned on r = Heads,
Ai = Âi = ∅ and Pi = P̂i = 0, thus ui(A, P|r = Heads) = ui(Â, P̂|r = Heads).

Conditioned on r = Tails, i gets the set αw
i under s if and only if he/she gets it under ŝ, as

he/she announces valuation θi under both strategy profiles. That is, Ai = Âi. Moreover, the
only difference in player i’s prices is the rewards he/she gets, and Pi − P̂i = −δi + δ̂i > 0.
Accordingly, ui(Â, P̂|r = Tails) > ui(A, P|r = Tails).

In sum, we have ui(Â, P̂) > ui(A, P) in Case 2.

Case 3: i is the winner under ŝ, but not under s.

In this case, letting w be the winner under s, we have REV(ωi) ≤ REV(ωw) ≤ REV(ω̂i),
and at least one of the inequalities is strict. We compare player i’s utilities under s and ŝ, but
conditioned on different outcomes of the random coin. More specifically, we use r to denote
the outcome of the coin under s and r̂ that under ŝ.

First, conditioned on r̂ = Heads, Âi = argmaxa⊆[m] θi(a) and P̂i = 0; thus:

ui(Â, P̂|r̂ = Heads) = θi(Âi).
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While conditioned on r = Tails, we have either Ai = ∅ and Pi = −δi, or Ai = αw
i �= ∅ and

Pi = πw
i − ε

n − δi; thus:

ui(A, P|r = Tails) ≤ max{δi, θi(α
w
i )− πw

i +
ε

n
+ δi} ≤ max{δi, θi(Âi)− 1 +

ε

n
+ δi}

≤ θi(Âi) + δi,

where the second inequality is because θi(α
w
i ) ≤ θi(Âi) and πw

i ≥ 1, and the third inequality
is because both terms in max{·} are less than or equal to θi(Âi) + δi. Accordingly,

ui(Â, P̂|r̂ = Heads)− ui(A, P|r = Tails) ≥ −δi. (3)

Second, conditioned on r̂ = Tails, Âi = ∅ and P̂i = −δ̂i, similar to Case 1 above. Thus:

ui(Â, P̂|r̂ = Tails) = δ̂i.

While conditioned on r = Heads, Ai = ∅ and Pi = 0; thus:

ui(A, P|r = Heads) = 0.

Accordingly,
ui(Â, P̂|r̂ = Tails)− ui(A, P|r = Heads) ≥ δ̂i. (4)

Combining Inequalities 3 and 4 and given that r and r̂ are both fair coins, we have:

ui(Â, P̂)− ui(A, P) ≥ δ̂i − δi
2

> 0,

thus ui(Â, P̂) > ui(A, P) in Case 3, as well.

In sum, si ≤θi
U(t) ŝi for all t ∈ Bi, which implies si �∈ Ci. Thus, Lemma 2 holds.

We now analyze the revenue of MNormal .

Proof of Theorem 1. Arbitrarily fix an auction context C = (n, m, θ,B) and a strategy profile s ∈ C.
By Lemma 1, we can write si = (θi, ωi) for each player i. Let (A, P) be the outcome of MNormal under s.
By Lemma 2, REV(ωi) ≥ BBi for each i, so:

Rw = max
i

REV(ωi) ≥ max
i

BBi = BB(C).

Note that REV(A, P|r = Heads) = 0, while:

REV(A, P|r = Tails) = ∑
i

Pi

= Pw + ∑
i:αw

i �=∅,θi(α
w
i )≥πw

i

(πw
i − ε

n − δi) + ∑
i:αw

i �=∅,θi(α
w
i )<πw

i

(−δi) + ∑
i:αw

i =∅,i �=w
(−δi)

=

(
∑

i:αw
i �=∅,θi(α

w
i )<πw

i

πw
i

)
− δw + ∑

i:αw
i �=∅,θi(α

w
i )≥πw

i

(πw
i − ε

n − δi)

+ ∑
i:αw

i �=∅,θi(α
w
i )<πw

i

(−δi) + ∑
i:αw

i =∅,i �=w
(−δi)

≥ ∑
i:αw

i �=∅
πw

i − ∑
i

ε
n − ∑

i
δi = Rw − ε − ∑

i
δi > Rw − ε − ∑

i

ε
n = Rw − 2ε ≥ BB(C)− 2ε.

Combining the two cases together, we have REV(A, P) > BB(C)
2 − ε, and Theorem 1 holds.
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5. Conservative Distinguishable Implementation

Our main mechanism, together with an auction context, specifies an extensive game with perfect
information, chance moves and simultaneous moves [47]6. For such a mechanism M, we denote the set
of all pure strategy profiles by S = S1 × · · · × Sn, the history of a strategy profile s by H(s) and, again,
the outcome of s by M(s). If σ is a mixed strategy profile, then H(σ) and M(σ) are the corresponding
distributions.

Even for extensive games of complete information, the literature has several notions of rationality,
with different epistemic foundations and predictions about the players’ strategies. Since our setting
is of incomplete information without Bayesian beliefs, it is important to define a proper solution
concept in order to analyze mechanisms in such settings. Iterated eliminations of dominated strategies
and their epistemic characterizations have been the focus of many studies in epistemic game theory.
In [30], the authors define distinguishable dominance, prove that it is order independent with respect
to surviving histories and characterize it with extensive-form rationalizability [31,32,48]. In some
sense, distinguishable dominance is the counterpart of strict dominance in extensive-form games.
We incorporate this solution concept with the players’ possibilistic beliefs.

Definition 4. Let C = (n, m, θ,B) be an auction context, M an extensive-form mechanism, i a player, ti a
valuation of i and T = Ti × T−i a set of pure strategy profiles. A strategy si ∈ Ti is distinguishably-dominated
by another strategy σi ∈ Δ(Ti) with respect to ti and T, in symbols si ≺ti

T σi, if:

1. ∃s−i ∈ T−i distinguishing si and σi: that is, H(si, s−i) �= H(σi, s−i); and
2. ui(ti, M(si, s−i)) < ui(ti, M(σi, s−i)) ∀s−i ∈ T−i distinguishing si and σi.

Intuitively, si is distinguishably dominated by σi if it leads to a smaller utility for i than σi, when
played against any s−i, except those s−i that produce the same history with si and with σi: when such
an s−i is used, not only player i has the same utility under si and σi, but also nobody can distinguish
whether i is using si or σi by observing the history of the game.

For each player i, we denote by DUi(ti, T) the set of strategies in Ti that are not distinguishably
dominated with respect to ti and T and by DUi the set DUi(θi, S). Having seen how to incorporate
the iterated elimination of weakly-dominated strategies into our setting, the readers should find the
following definition a natural analog.

Definition 5. Let C = (n, m, θ,B) be an auction context, M a mechanism and i a player. The set of
conservatively distinguishably-rational strategies of player i is:

CDi � DUi \ {si : ∃σi ∈ Δ(DUi) s.t. ∀t ∈ Bi, si ≺θi
DU(t) σi},

where DU(t) � ×jDUj(tj, S) for any t ∈ Θ. The set of conservatively distinguishably-rational strategy profiles
is CD = CD1 × · · · × CDn.

Mechanism M conservatively distinguishably implements a revenue benchmark f if, for any auction
context C and any strategy profile s ∈ CD, REV(M(s)) ≥ f (C).

A player i may further refine CDi, but doing so requires more than mutual belief of rationality.
We thus do not consider any further refinements.

6 Section 6.3 of [47] defines extensive games with perfect information and chance moves, as well as extensive games
with perfect information and simultaneous moves. It is easy to combine the two to define extensive games with all
three characteristics. Such a game can be described by a “game tree”. A decision node is an internal node, where the players
take actions or chance moves. A terminal node is a leaf, where an outcome is specified. The history of a strategy profile is
the probability distribution over paths from the root to the leaves determined by this profile. The outcome of a strategy
profile is the probability distribution over outcomes at the leaves determined by this profile.
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6. The Best-Belief Mechanism

Now, we construct and analyze our best-belief mechanism MBB. Similar to the normal-form
mechanism, it is parameterized by n, m and a constant ε ∈ (0, 1]. In the description below, Steps 1–3
correspond to decision nodes, while Steps a–e are again “steps taken by the mechanism”.

The best-belief mechanism, MBB:

a: Set Ai := ∅ and Pi := 0 for each player i.
1: Each player i, publicly and simultaneously with the other players, announces:

(1) a subset ξi of the goods; and
(2) an outcome ωi = (αi, πi), such that: αi

i = ∅, and for each player j, πi
j is zero whenever

αi
j = ∅ and is a positive integer otherwise.

b: Set Ri := REV(ωi) for each player i and w := argmaxi Ri with ties broken lexicographically.
2: Publicly flip a fair coin, and denote the result by r.
c: If r = Heads, then Aw := ξw, and halt.
3: (Note that r = Tails when this step is reached.)

Each player i, such that αw
i �= ∅ publicly and simultaneously announces YES or NO.

d: For each player i announcing NO, Pw := Pw + πw
i .

For each player i announcing YES, Ai := αw
i and Pi := πw

i − ε
n .

For each player i, Pi := Pi − δi with δi =
ε
n · Ri

1+Ri
.

e: The final outcome is (A, P).

6.1. Analysis of Our Mechanism

As before, given a context (n, m, θ,B) and an outcome ω, we use ui(ω) instead of ui(θi, ω) for
player i’s utility under ω. We have the following.

Theorem 2. For any context (n, m, θ,B) and constant ε ∈ (0, 1], mechanism MBB conservatively
distinguishably implements the revenue benchmark BB

2 − ε.

Different from the normal-form mechanism, here, a player does not report his/her true valuation.
Instead, the use of his/her valuation is divided into two parts: a subset of the goods, which will
be his/her favorite subset as we will see in the proof; and a simple “yes or no” answer to the
take-it-or-leave-it offer suggested by the winner. All of the other information about his/her true
valuation is redundant and has been removed from the player’s report. This can be done because the
mechanism is extensive and the players give their answers directly after seeing the offers; thus, the
seller does not need to deduce their answers from their reported valuations. We again start by proving
the following two lemmas. Some ideas are similar to those for Lemmas 1 and 2; thus, the details have
been omitted.

Lemma 3. For any context (n, m, θ,B), constant ε, player i and strategy si, if si ∈ DUi, then, according to si,
in Step 3 of MBB, i announces YES if and only if θi(α

w
i ) ≥ πw

i
7.

7 That is, i will announce YES or NO as above at every decision node corresponding to Step 3, which is reachable (with
positive probability) by si together with some strategy sub-profile s−i , where i is an acting player.
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Proof. We only prove the “if” direction, as the “only if” direction is totally symmetric. Assume that,
according to si, i announces NO at some reachable decision node d of i where θi(α

w
i ) ≥ πw

i . We refer to
such a node d as a deviating node. Consider the following strategy s′i:

• s′i announces the same ξi and ωi as si in Step 1; and
• according to s′i, in Step 3, i announces YES if and only if θi(α

w
i ) ≥ πw

i .

Below, we show that si ≺θi
S s′i, where S is the set of all strategy profiles of MBB.

For any deviating node d, since d is reachable by si, there exists a strategy sub-profile s−i ∈ S−i,
such that the history H(si, s−i) reaches d with positive probability. In fact, by the construction of the
mechanism, the probability is exactly 1/2: when r = Tails. For any such s−i, by the construction of s′i,
the history H(s′i, s−i) also reaches d with probability 1/2. By definition, i announces YES at d under s′i
and NO under si; thus, H(si, s−i|r = Tails) �= H(s′i, s−i|r = Tails) and s−i distinguishes si and s′i.

Indeed, for any strategy sub-profile s−i, it distinguishes si and s′i if and only if H(si, s−i) reaches
a deviating node d (with probability 1/2). Arbitrarily fixing such an s−i and the corresponding
deviating node d, it suffices to show:

ui(MBB(si, s−i)) < ui(MBB(s′i, s−i)). (5)

Because i �= w under (si, s−i) when r = Tails (that is, when d is reached), i �= w under (si, s−i)

when r = Heads, as well, since w is the same in the two cases. Moreover, because s′i announces
the same ξi and ωi as si in Step 1, we have H(si, s−i|r = Heads) = H(s′i, s−i|r = Heads) and
ui(MBB(si, s−i)|r = Heads) = ui(MBB(s′i, s−i)|r = Heads) = 0.

Similar to Lemma 1, ui(MBB(si, s−i)|r = Tails) = δi, as i announces NO at d under si.
Furthermore, ui(MBB(s′i, s−i)|r = Tails) = θi(α

w
i ) − Pi = θi(α

w
i ) − πw

i + ε
n + δi ≥ ε

n + δi > δi, as
θi(α

w
i ) ≥ πw

i at d, and i announces YES at d under s′i. Therefore, ui(MBB(s′i, s−i)|r = Tails) >

ui(MBB(si, s−i)|r = Tails), which implies Equation (5). Accordingly, si ≺θi
S s′i, si /∈ DUi, and

Lemma 3 holds.

Lemma 4. For any context (n, m, θ,B), constant ε, player i and strategy si, if si ∈ CDi, then, according to si,
player i announces ωi in Step 1 with REV(ωi) ≥ BBi.

Proof. Arbitrarily fix a strategy si ∈ DUi according to which, in Step 1, i announces ξi, and ωi = (αi, πi)

with REV(ωi) < BBi. By Lemma 3, according to si, in Step 3, i announces YES if and only if
θi(α

w
i ) ≥ πw

i . Consider the following strategy ŝi:

• In Step 1, i announces ξ̂i, and ω̂i = (α̂i, π̂i), such that:

- θi(ξ̂i) = maxA⊆{1,...,m} θi(A);
- REV(ω̂i) = max

(A,P)∈Ω: Ai=∅ and Pj≤tj(Aj) ∀j �=i,∀t∈Bi

REV(A, P); and

- π̂i
j > 0 whenever α̂i

j �= ∅.

• In Step 3, i announces YES if and only if θi(α
w
i ) ≥ πw

i .

By definition, REV(ω̂i) = BBi > REV(ωi), which implies that ŝi and si differ in Step 1: the
root of the game tree. Thus, any strategy sub-profile s−i distinguishes them. We show that for all
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t ∈ Bi, si ≺θi
DU(t) ŝi

8. To do so, arbitrarily fixing a valuation profile t ∈ Bi and a strategy sub-profile
s−i ∈ ×j �=iDUj(tj, S), it suffices to show:

ui(MBB(si, s−i)) < ui(MBB(ŝi, s−i)). (6)

Let δi and δ̂i be the rewards of player i in Step d, under (si, s−i) and (ŝi, s−i), respectively.
Because REV(ω̂i) > REV(ωi), we have:

δi < δ̂i. (7)

Similar to Lemma 2, we distinguish three cases.

Case 1. i is the winner under both (si, s−i) and (ŝi, s−i).

In this case, on the one hand,

ui(MBB(si, s−i)|r = Heads) = θi(ξi) ≤ θi(ξ̂i) = ui(MBB(ŝi, s−i)|r = Heads),

where the inequality is by the definition of ξ̂i.

On the other hand, ui(MBB(si, s−i)|r = Tails) = −(∑j:j announces NO in (si ,s−i)
πi

j − δi) ≤ δi and

ui(MBB(ŝi, s−i)|r = Tails) = −(∑j:j announces NO in (ŝi ,s−i)
π̂i

j − δ̂i). For any player j, such that

α̂i
j �= ∅, because t ∈ Bi, by the construction of ω̂i, we have π̂i

j ≤ tj(α̂
i
j).

Because ŝj ∈ DUj(tj, S), by Lemma 3, j announces YES in Step 3 under (ŝi, s−i).
Accordingly, ∑j:j announces NO in (ŝi ,s−i)

π̂i
j = 0 and:

ui(MBB(ŝi, s−i)|r = Tails) = δ̂i > δi = ui(MBB(si, s−i)|r = Tails),

where the inequality is by Equation (7). In sum, Equation (6) holds in Case 1.

Case 2. i is the winner under neither (si, s−i) nor (ŝi, s−i).

Letting w be the winner under both strategy profiles, we have ui(MBB(si, s−i)|r = Heads) =
ui(MBB(ŝi, s−i)|r = Heads) = 0. Moreover, conditioned on r = Tails, by the construction of
ŝi, player i announces the same thing under (si, s−i) and (ŝi, s−i). Thus, the only difference
between i’s allocation and price under the two strategy profiles is the rewards: one is δi, and the
other is δ̂i. Accordingly, ui(MBB(si, s−i)|r = Tails)− ui(MBB(ŝi, s−i)|r = Tails) = δi − δ̂i < 0,
where the inequality is by Equation (7). In sum, Equation (6) holds in Case 2.

Case 3. i is the winner under (ŝi, s−i), but not under (si, s−i).

In this case, let w be the winner under (si, s−i) and r and r̂ be the outcomes of the coins under
(si, s−i) and (ŝi, s−i), respectively. Similar to Lemma 2, we have:

ui(MBB(si, s−i)|r = Tails) ≤ max{δi, θi(α
w
i )− πw

i +
ε

n
+ δi} ≤ θi(α

w
i ) + δi,

ui(MBB(si, s−i)|r = Heads) = 0,

ui(MBB(ŝi, s−i)|r̂ = Heads) = θi(ξ̂i),

8 Without loss of generality, we can assume ŝi ∈ CDi . Otherwise, by the well-studied properties of distinguishable
dominance [30], there exists σi ∈ Δ(CDi), such that ŝi ≺θi

DU(t) σi for all t ∈ Bi , and we can prove si ≺θi
DU(t) σi .

96



Games 2016, 7, 32

and:

ui(MBB(ŝi, s−i)|r̂ = Tails) = −

⎛⎝ ∑
j:j announces NO in (ŝi ,s−i)

π̂i
j − δ̂i

⎞⎠ = δ̂i.

Accordingly,

ui(MBB(ŝi, s−i)) =
θi(ξ̂i) + δ̂i

2
>

θi(α
w
i ) + δi

2
≥ ui(MBB(si, s−i)),

and Equation (6) holds in Case 3.

Therefore, si /∈ CDi, and Lemma 4 holds.

Proof of Theorem 2. Given Lemmas 3 and 4, the proof of Theorem 2 is almost the same as that of
Theorem 1, except that, rather than distinguishing players with θi(α

w
i ) ≥ πw

i or θi(α
w
i ) < πw

i , here, we
distinguish players announcing YES or NO in Step 3. The details have been omitted.

Note that the revenue guarantee of the mechanism holds no matter whether the players’ beliefs
about each other are correct or not. If a player i has low values for the goods and believes the others’
values to be high and if the others’ true values and beliefs are all low, then player i may end up being
the winner and getting a negative utility. However, according to player i’s beliefs, his/her utility will
always be positive, and it is individually rational for him to participate. This is not too dissimilar to the
stock market, where not everybody makes money, but everybody believes he/she will make money
when entering. Indeed, the final outcome implemented may not be an ex-post Nash equilibrium and
instead is supported by the two-step elimination of dominated strategies.

Furthermore, note that the idea of asking players to report their beliefs about each other has been
explored in the Nash implementation literature (see, e.g., [49,50]). However, our mechanism does not
assume complete information or common beliefs. Moreover, our mechanism does not try to utilize the
winner’s true valuations for generating revenue: indeed, the focus here is how to generate revenue by
leveraging the players’ beliefs. Simply choosing at random this mechanism or the VCG mechanism
(or any other mechanism for unrestricted combinatorial auctions that may achieve better revenue in
some contexts), one can achieve a good approximation to the best of the two.

Finally, it suffices for the players’ values to be numbers within certain precisions, say two decimal
digits, so that there is a gap between any two different values. If the values are real numbers, then the
rewards in our mechanisms are set to zero, and our results hold under a weaker notion of dominance:
that is, the desired strategies are still at least as good as any deviation, but may not be strictly better.

6.2. Privacy, Complexity and Collusion in Our Mechanism

Finally, we discuss the resiliency of our mechanism with respect to privacy, complexity and
collusion concerns.

6.2.1. Privacy

Our main mechanism achieves our revenue benchmark by eliciting from the players much less
information than they possess. In Step 1, a player does not reveal anything about his/her own
valuation except a subset of goods, which is supposed to be his/her favorite subset. Nor does he/she
reveal his/her full beliefs about the valuations of his/her opponents: he/she only reveals a maximum
guaranteed-revenue outcome, according to his/her beliefs.

This is all of the information that is revealed if the coin flipped by the mechanism ends up as
heads. If it ends up as tails, then a player i reveals at most a modest amount of information about
his/her own true valuation in Step 3. Namely, only if he/she is offered a subset A of goods for a price
p, he/she reveals that his/her true value for that specific subset is ≥p if he/she answers YES and <p
otherwise. In particular, therefore, in our mechanism, a player who is not offered any goods does not
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reveal any information about his/her own valuation. This is very far from what may happen in many
other auction mechanisms: that is, fully revealing your valuation and receiving no goods.

Because privacy is important to many strategic agents, we hope that trying to preserve it will
become a standard goal in mechanism design. Achieving this goal will require putting a greater
emphasis on extensive mechanisms, where the players and the mechanism may interact over time9.
The power of “interaction” for privacy preservation is very well documented in cryptography10.
This power extends to mechanism design, as well: as we have seen in our case, even
three sequential moves can save a considerable amount of privacy compared with the previous
normal-form mechanism.

6.2.2. Computation and Communication Efficiency

Our mechanism is highly efficient in both computation and communication. Essentially, it only
needs to sum up the prices in each reported outcome ωi and figure out which reported outcome has the
highest revenue. Moreover, each player only reports a subset of goods and an outcome and perhaps
announces YES or NO in Step 3. One might object, however, that our mechanism transfers all of the
hard computation to the players themselves. This is indeed true, but our mechanism also gives them
the incentives to approximate this hard computation.

As we have recalled in our Introduction, approximation (1) may be necessary to compute
a reasonable outcome when finding “the best one” is computationally hard, but (2) may also
distort incentives. Our mechanism instead ensures that approximation is aligned with incentives.
Indeed, our mechanism entrusts the players to propose outcomes, but ensures, as per Lemma 4,
that each player wishes to become the winner. Thus, our mechanism makes it in a player’s
own interest to use the best computationally-efficient approximation algorithm he/she knows, in
order to propose a high-revenue outcome. Of course, the best algorithm known by a player may
not be the best in the literature, in terms of its approximation ratio to the optimal outcome. In
this case, the mechanism’s revenue is at least half of the highest revenue the players are capable
of computing. To our best knowledge, this is the first mechanism that gives the buyers incentives to
perform computationally-efficient approximations. Incentive-compatible and computationally-efficient
approximation on the seller’s side has also been studied, but again for valuations of restricted forms,
such as single-minded players [1], single-value players [2], auctions of multiple copies of the same
good [53], etc. By contrast, we do not impose any such restrictions.

6.2.3. Collusion

Collusion is traditionally prohibited (e.g., by using solution concepts that only consider individual
deviations in game theory) and punished (e.g., by laws). However, it continues to exist. We thus wish
to point out that our mechanism offers a reasonable form of protection against collusion. Namely, when
at least some players are independent, denoting by I the set of independent player, it guarantees at
least half of the revenue benchmark BB′ � maxi∈I BBi.

Thus, our mechanism is not responsible for generating any revenue if all players are collusive,
but must generate revenue at least half of BB′ otherwise. This guarantee holds in a strong collusion
model: that is, even when collusive players are capable of making side payments and coordinating
their actions via secret and enforceable agreements, and the independent players have no idea that
collusion is afoot. The only constraint is that every coalition is rational, that is, its members act so

9 It is well known that every extensive mechanism can be transformed to an “equivalent” normal-form game, but this
equivalence does not extend to privacy. Indeed, in an extensive mechanism M, a player i reveals information only if
a decision node of i is reached, and in an execution of M, only some of these nodes are reached. Transforming M into the
normal form instead asks i to reveal how he/she would like to act at any possible decision node involving him.

10 Interaction is indeed at the base of zero-knowledge proofs [51,52], where a mistrusted prover can convince a skeptical
verifier that a theorem statement is true without revealing any additional information.
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to maximize the sum of their individual utilities. In this case, an independent player i, reporting in
Step 1 an outcome ω offering a player j a subset of the goods X for a price p, need not worry whether
j is independent or collusive. If i becomes the winner and the coin toss of the mechanism is tails,
then j will answer YES if and only if his/her individual true value for X is greater than or equal to p.
Accordingly, i will report in Step 1 an outcome whose revenue is at least BBi. If an independent player
becomes the winner, then the mechanism will generate at least BB′/2 revenue. Else, some collusive
player has become the winner; but then, such a player must have reported an outcome with revenue
R ≥ BB′, and the mechanism will generate at least R/2 revenue.

Let us point out that the BB′ benchmark is actually guaranteed under a weaker requirement of
coalition rationality11.

6.2.4. Social Welfare

Note that each player i has a “truthful” strategy: to report θi and the outcome ω̂i as defined in the
proof of Lemma 4, whose revenue is exactly BBi. Since the price suggested by ω̂i for each player i′ �= i
is no more than the true value of i′ for the suggested subset of goods for him/her, the players all say
YES when i is the winner, and player i’s utility is non-negative. Under the truthful strategy profile, the
social welfare of the final outcome is at least BB

2 . When the players overbid and report outcomes whose
revenue is higher than the corresponding BBi’s, the social welfare may be smaller than the revenue.

6.3. Variants of Our Mechanism

Our mechanism sets aside a “budget” of ε > 0 for rewarding the players and achieves the
benchmark BB/2 − ε. We note that our analysis also holds if the mechanism chooses his/her reward
budget to be not an absolute value ε, but an ε fraction of the revenue it collects. In such a case, however,
its guaranteed revenue will be (1 − ε)BB/2.

Furthermore, for simplicity, we have assumed that the seller/designer knows nothing about the
players. However, it is easy to accommodate the case in which he/she too has some beliefs about the
players’ valuations. For instance, in keeping with our overall approach, let ω′ be the highest revenue
outcome among all of the outcomes (A, P) for which he/she is sure that θi(Ai) ≥ Pi for all i. Then,
he/she can use ω′ as a “reserve outcome” as follows. If, in Step 1, the revenue of the outcome reported
by the winner is at least that of ω′, then he/she keeps on running our mechanism; otherwise, roughly
speaking, he/she makes himself the “winner” and continues with ω′ being the outcome reported by
the winner.
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11 That is, when the members of a coalition act so as to maximize a different function of their individual utilities. All we need
is a mild “monotonicity” condition, informally described as follows. Consider a coalition C and two outcomes ω and ω′,
such that (1) a member i of C is offered a set Ai for a price Pi in outcome ω and no goods for price P′

i in ω′; and (2) every
other member j of C is offered the same set of goods Aj for the same price Pj in both outcomes. Then, the only rationality
condition that we require from C is that it prefers ω to ω′ if and only if θi(Ai)− Pi ≥ −P′

i . Under this model, in Step 3 of
our mechanism, each coalition can delegate the YES or NO decisions to its members as if they were independent. Thus,
again, an independent player need not worry whether another player is independent or collusive.
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Abstract: This paper develops a game-theoretic and epistemic account of a peculiar mode of practical
reasoning that sustains focal points but also more general forms of rule-following behavior which I
call community-based reasoning (CBR). It emphasizes the importance of counterfactuals in strategic
interactions. In particular, the existence of rules does not reduce to observable behavioral patterns
but also encompasses a range of counterfactual beliefs and behaviors. This feature was already at the
core of Wittgenstein’s philosophical account of rule-following. On this basis, I consider the possibility
that CBR may provide a rational basis for cooperation in the prisoner’s dilemma.

Keywords: community-based reasoning; epistemic logic; game theory; rule-following; counterfactuals

1. Introduction

The study of strategic interactions is traditionally based on the mathematical specification of
a game which includes the set of players, the set of (pure) strategies, the payoff functions and
possibly an information structure. The latter specifies what each player knows and believes about the
characteristics of the game and also about the other players’ rationality. As Thomas Schelling [1] has
argued long ago, such a mathematical specification of a game however is most of the time insufficient
to predict and to explain the players’ actual behavior. Schelling’s point is that the mathematical
specification fails to acknowledge the fact that the players’ practical reasoning is actually building on
(aesthetic, cultural, psychological . . . ) features that help them to make choices and to coordinate. He
particularly emphasizes the role played by salience and focal points in the players’ reasoning process.

Following a recent literature reflecting on social conventions and the role of reasoning and
common belief (e.g., [2–5]), this paper develops a game-theoretic and epistemic account of a peculiar
mode of practical reasoning that sustains focal points but also more general forms of rule-following
behavior which I call community-based reasoning (henceforth, CBR). The CBR notion emphasizes
the fact that the working of focal points and rules depends on the ability for each player to infer
correctly others’ behavior on the basis of a mutually believed state of affairs. Since each other player’s
behavior also depends in principle on his own inference, this leads to an iterative and nested chains of
inferences about how each player reasons from a given state of affairs. A player’s practical reasoning
is community-based when it uses the belief that all the players are members of the same community as
a basis for this iterative and nested chains of inferences. Formally, CBR can be modeled through an
epistemic game where the players share a theory of the game they are playing. The contribution of this
paper is twofold: first, I suggest that CBR provides a useful and insightful perspective to formalize
Schelling’s account of focal points but also Saul Kripke’s [6] “collectivist solution” to Wittgenstein’s
so-called rule-following paradox. The latter strengthens a claim already made by Giacomo Sillari [7].
Second, I argue that a formalization of CBR brings interesting insights over the issue of epistemic and
causal (in)dependence in normal form games. In particular, I consider the possibility that CBR may
provide a rational basis for cooperation in the prisoner’s dilemma.
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The paper is organized as follows. Section 2 characterizes CBR as a mode of practical reasoning
that individuals may rationally use in specific circumstances. Section 3 provides a formal account
of CBR on the basis of a game-theoretic and epistemic framework. Section 4 argues that CBR offers
interesting insights into characterizing the nature of rule-following behavior and more generally the
working of institutions. Section 5 claims that CBR is an instance where epistemic dependence holds
between the players’ beliefs in spite of causal independence between their actions. On this basis,
Section 6 contemplates whether CBR provides a rational justification for cooperation in the prisoner’s
dilemma. Section 7 briefly concludes.

2. CBR as a Mode of Practical Reasoning

In this paper, I will be exclusively concerned with normal form games, which correspond
to interactions where the players choose simultaneously (or cannot observe each other’s choice).
Game theory is the tool par excellence used in virtually all the behavioral sciences to study strategic
interactions, i.e., decision problems where the consequences of each agent’s behavior are a function
of the behavior of other agents. This tool can be used with different aims in mind, such as for
instance characterizing the necessary or sufficient conditions for a specific solution concept to be
implemented. Here, my purpose is different: the goal is to use a game-theoretic framework in order to
reflect over the way more or less rational individuals reason in some kind of strategic interactions to
achieve coordination or to cooperate. This purpose was already at the core of Thomas Schelling’s [1]
early use of game theory to study strategic behavior. As it is well-known, Schelling emphasizes
the fact that the sole mathematical description of the game (i.e., the matrix with the utility numbers
embedded in) is insufficient to explain and to predict the players’ behavior. The reason is that
obviously, the players’ practical reasoning in a strategic interaction does not merely rely on what
corresponds to the mathematical features used by the game theorist to define a game. Aesthetic,
cultural, psychological and imaginative features also enter as inputs in the players’ reasoning process.
Moreover, the latter does not necessarily proceed along a logical and deductive path; various forms of
inductive reasoning may be used to infer practical conclusions about what one should do from a set of
premises corresponding to one’s information. The point is thus that a proper explanation of the way
people behave in many strategic interactions requires to enriching the game-theoretic models with
additional features. The latter must particularly capture the players’ beliefs and/or knowledge and
account for the reasoning process used to ultimately make a strategic choice.

Consider Figures 1 and 2 which depict two basic games. Figure 1 depicts the familiar coordination
game with two Nash equilibria in pure strategies (Right, Right) and (Left, Left), and a third one in
mixed strategies where each player plays each strategy with probability one-half. Assuming that the
players know each other’s preferences, are rational and that these facts are commonly known,1 it is
nevertheless impossible for the game theorist to predict what each player will do as a fundamental
indeterminacy remains. Moreover, this indeterminacy extends to the player themselves, at least if we
take for granted that their only information corresponds to the matrix and that they use the best-reply
reasoning constitutive of the Nash equilibrium solution concept.

Right Left
Right 1 ; 1 0 ; 0
Left 0 ; 0 1 ; 1

Bob

Ann

Figure 1. The coordination game.

1 I leave these notions informally stated here. See the next section for a more formal statement.
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Heads Tails
Heads 3 ; 2 0 ; 0
Tails 0 ; 0 2 ; 3

Ann

Bob

Figure 2. The heads-tails game.

Schelling’s solution to this difficulty is now well-known to most economists and game theorists: in
practice, coordination may be achieved thanks to the existence of focal points toward which the players’
expectations are converging. The precise nature of focal points is mostly left undefined by Schelling
but their function is pretty clear: as everyone recognizes that a particular outcome (i.e., strategy profile)
is salient for all, each player expects that everyone expects all the other players to play along this
outcome. Since in a coordination game the players’ interests are perfectly aligned, this gives one a
decisive reason to also play along this outcome. However, focal points may also foster coordination in
cases where the players have partially conflicting interests, i.e., in so-called “mixed-motive games.”
The heads-tails game (Figure 2) is an instance of this kind of games discussed by Schelling. In spite
of the symmetry of the game and the fact that the players have conflicting preferences over the Nash
equilibrium to be implemented (here Ann prefers (Heads, Heads) while Bob prefers (Tails, Tails)),
Schelling’s informal experiments indicate that almost three-quarters of the players choose “Heads”.
Interestingly, the proportion is almost the same among the players in the role of Bob than among
the players in the role of Ann. A plausible explanation of this fact is that “Heads” sounds as more
salient than “Tails” for almost all players in such a way that everyone expects others to play “Heads.”
Of course, under such an expectation, it is clearly rational to play “Heads” even for Bob.

Some years later, the philosopher David Lewis [8] used a similar idea to account for the emergence
and the nature of conventions. In particular, Lewis suggested that conventions originate through the
“force of the precedent”, i.e., a particular form of salience of the history of plays in a given strategic
interaction. As for Schelling, there is no clear expression of the nature of this salience in Lewis’s account.
However, the most natural reading of both Schelling’s and Lewis’s writings is that salience and focal
points have mostly psychological groundings. Plainly, salience is essentially natural as far as it derives
from cognitive mechanisms which are themselves the ultimate product of our evolutionary history [9].
This reading is not undisputable however and a plausible (and complementary) alternative is that
focal points depend on cultural factors.2 More precisely, the meaning of environmental cues for a
given person arguably depends on the context in which she is embedded and, for strategic interactions,
on the identity of the other persons with whom she is interacting. In this sense, salience can be said
to be community-based [4]: the degree of salience of a strategy, an outcome or more generally of an
event3 is a function of the community in which the interaction is taking place. Consider for instance
the market panic game depicted by Figure 3 ([4,10]):

Sell Do not sell
Sell 5 ; 5 6 ; 0
Do not Sell 0 ; 6 10 ; 10

Bob

Ann

Figure 3. The market panic game.

2 Of course, as culture is itself shaped by our evolutionary history, in particular through the genetically and cognitively-based
learning mechanisms that have been selected for, salience is surely ultimately natural. This does not undermine the
distinction made in the text between natural and community-based forms of salience however. The contrary would imply
that speaking of culture is meaningless for anyone endorsing naturalism and materialism, which is surely not the case.

3 As it will appear in the next section, playing a given strategy or implementing a given outcome can be ultimately formalized
as an event in a set-theoretic framework. The looseness of the statement in the text is thus unproblematic.
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The matrix corresponds to the classical assurance game which has once again two Nash equilibria
in pure strategies, i.e., (Sell, Sell) and (Do not sell, Do not sell). Suppose now that as Ann is watching
her TV she notices a speech by the Chairman of the Federal Reserve Board stating that we are close to
a financial meltdown. A plausible reasoning for Ann is then the following: “it is highly probable that
Bob and other agents on the financial markets have also noticed the Chairman’s speech; moreover, it is
also highly probable that Bob and others will infer that everyone has noticed the Chairman’s speech.
Finally, on this basis, I think it is highly probable that Bob and others will believe that everyone will
choose ‘Sell’. Therefore, given my preferences, I should also choose ‘Sell’”. Note that there are two
steps in Ann’s reasoning based on her listening to the Chairman’s speech. First, she infers from her
listening to the Chairman’s speech that others have also probably listened to the speech. Second, she
infers from the first two conclusions that others will sell and therefore that she should also sell.4 Now,
acknowledging the fact that Ann may have heard of several other speeches by many different persons
claiming that a financial meltdown will occur, what is that makes the Chairman’s speech salient in
such a way that she noticed it and made the inferences stated above?

An obvious answer to the question above is of course that the salience of the Chairman’s speech
comes from the privileged institutional status of the Chairman and from the fact that Ann, Bob and
others are members of a community that acknowledges this status. It is important then to note that this
salience based on community-membership not only explains why the Chairman’s speech is noticed in
the very first place but also the inferences that lead to Ann’s practical conclusion. Actually, I would
argue that this is the fact that Ann, Bob and others are members of the same community that allows
them to make these inferences and therefore makes the Chairman’s speech salient in the very first
place. In other words, the Chairman’s speech is salient because, contrary to most other potentially
observable events, it allows people to reach a firm practical conclusion about what they should do.

Community-based salience is thus grounded on what I will call in the rest of the paper
community-based reasoning. CBR is a special kind of practical reasoning which operates on the basis
of inferences which are grounded on a belief that I and others are members of the same community.
It can be stated in the following generic way:

Community-Based Reasoning—Person P’s practical reasoning is community-based if, in some
strategic interaction S, her action A follows from the following reasoning steps:

(a) P believes that her and all other persons P’ in S are members of some community C.
(b) P believes that some state of affairs x holds.
(c) Given (b), (a) grounds P’s belief that all other persons P’ in S believe that x holds.
(d) From x, P inductively infers that some state of affairs y also holds.
(e) Given (c) and (d), (a) grounds P’s belief that all other persons P’ in S believe that y also holds.
(f) From (e) and given P’s preferences, P concludes that A is best in S.

Community-membership sustains two key steps in CBR: in step (c), community-membership
serves as a basis for P to infer that the fact that x holds is mutual belief; in step (e), it serves as a basis for
P for inferring that everyone infers y from x. The term “grounds” that appears in both (c) and (e) singles
out that P is making an assumption about the fact that she and other members of C are sharing both an
epistemic accessibility to some states of affairs and some form of inductive inference.5 Any person
P that endorses CBR takes this practical reasoning as valid from her point of view, i.e., not from a

4 See [11] for an early characterization of the notion of common knowledge in these terms. See also [2–4] for conceptual and
formal analysis of this kind of reasoning.

5 This fundamental feature was already emphasized by Lewis [8] in his account of common knowledge. As he pointed out,
the very possibility for a state of affairs to become common knowledge (or common belief) depends on “suitable ancillary
premises regarding our rationality, inductive standards, and background information” (p. 53). Lewis’ account also relies on
the key notion of indication (see [2,7]) which broadly corresponds to the various forms of inductive standards that one may
use. The inductive inference mentioned in step (d) can be understood in terms of Lewis’ indication notion.
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logical point of view but in such a way that P considers that she is justified in endorsing it.6 Clearly,
this implies that community-based reasoners may reach wrong conclusions. The point of course is
that nothing per se establishes that the members of the same community actually make the same
kinds of inductive inferences or that the fact that x holds is mutual belief. Moreover, CBR is partially
self-referential in the sense that if P is the only person to use CBR, she will probably reach conclusions
that do not match conclusions reached by others using a different kind of practical reasoning.

Finally, if steps (a) to (e) hold for all the members of the community, it can be shown that
y is common belief among the members of the community. Therefore, if everyone’s preferences
and practical rationality are commonly known (or believed), then everyone’s action A will also be
commonly known (or believed). The next section provides a game-theoretic and epistemic framework
that establishes these results and fully characterizes the nature of CBR.

3. A Game-Theoretic and Epistemic Framework

This section characterizes CBR in a game-theoretic framework. To this end, I use semantic
epistemic models (s.e.m.) of games. The notion of s.e.m. comes from modal and epistemic logic and is
a tool used to represent all the relevant facts about how a given game is played. More specifically, an
s.e.m. formalizes the players’ knowledge, beliefs and how they reason on their basis. As a consequence,
it seems that CBR can be captured within an s.e.m., as I show below.

As usual, a game G is defined as a triple < N, {Si, ui}i∈N > where N is the set of n ≥ 2 players, Si is
the set of pure strategies for player i = 1, . . . , n and ui is i’s utility function representing i’s preferences
over the possible outcomes. The set of possible outcomes simply correspond to the set of strategy
profiles S = Πi∈NSi; therefore, for all i we have ui: S � �. In the following, we only need to assume
that the players’ utility functions are ordinal, i.e., they are unique up to any increasing transformation.
Cardinal utility functions would be required if we used probabilistic belief operators as it is common
in the literature but entering into these complications is not required here. Players are assumed to
be rational in the sense that they play their best-response given their belief by choosing the strategy
leading to their most preferred outcomes. Defined as such, a game is only a partial formalization
of a strategic interaction as it does not state how the game is actually or would be played. This is
done by adding to G an s.e.m. I: < W, w*, {Ci, Bi}i∈N > where W is the (finite) set of states of the
world (or possible worlds) w with w* the actual state. A state of the world is a complete specification
of everything that is relevant from the point of view of the modeler. It can be seen as a list of true
propositions about the strategies chosen by the players, what they know and believe, and so on.7

Therefore, the actual state w* specifies how the game is actually played while all the other states w’
indicate how the game would have been played or could have been played. Ci: W � Si is player i’s
decision function; it indicates what strategy i is playing in each possible world. Finally, Bi is a binary
relation called an accessibility relation which specifies for any given state w which are the states w’ that
player i considers as possible. Therefore, wBiw’ means that at w player i considers w’ to be possible.
I denote Bi(w) = {w’∈W: wBiw’} the set of states w’ that are accessible from w.8 The tuple I: <W, w*,
{Ci, Bi}i∈N > corresponds to what can be called the (semantic) model of game G.

The binary relations Bi may satisfy different sets of properties which will determine their
substantive meaning. A standard approach in economics consists in using the knowledge-belief
semantic structures pioneered by Robert Aumann ([13–15]). This approach relies however on strong

6 See Sugden [12] for a similar account of the validity of a scheme of practical reasoning. Validity is not to be understood as
an assertion made by the game theorist but rather as the consequence of the fact that a player is actually endorsing it. What
I am tacitly assuming is that one cannot endorse community-based reasoning if he regards it as invalid.

7 In logic, it is usual to write explicitly as a counterpart to the semantic models a syntax, i.e., a list of propositions that are
derived from a set of axioms on the basis of an alphabet. The semantics is derived from the syntax by building a state space
on the basis of a truth value function that indicates for each state whether a given proposition is true or false.

8 Equivalently, one may also specify a possibility operator Bi: W � 2W mapping any state w into a set of states w’. Then
Bi(w) = Bi(w).
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assumptions about the players’ epistemic abilities as it assumes that the players have introspective
access to their knowledge.9 Moreover, the representation of beliefs requires the definition of a
probability measure over the state space that has been regarded by some authors as problematic [19].
A less demanding approach is to define the accessibility relations in purely doxastic terms, i.e., as
representing the players’ beliefs. This is obtained by assuming that the accessibility relations are serial,
transitive, and Euclidean [20]:

Seriality: for all w ∈ W, ∃w’: wBiw’.
Transitivity: for all w, w’, w” ∈ W, if wBiw’ and w’Biw”, then wBiw”.
Euclideaness: for all w, w’, w” ∈ W, if wBiw’ and wBiw”, then w’Biw”.

Seriality defines a consistency requirement over the players’ beliefs as it guarantees that in each
state, the players consider at least one state as possible. Transitivity and Euclideaness guarantee that
the players have introspective access to their beliefs, i.e., when they believe something, they believe
this and when they do not believe something, they also believe this.10 On this basis, we can define
two important notions of doxastic necessity and doxastic possibility [21]. Consider any proposition
p: according to player i, p is doxastically necessary at state w if and only if p is true in all w’ ∈ Bi(w).
Correspondingly, p is doxastically possible at state w if and only if p is true in at least one w’ ∈ Bi(w).
I denote [p] the set of states w in which p is true and call [p] an event. An event is thus any subset of W
and therefore 2W is the set of events. Now, we can define a set of non-probabilistic operators Bi with
respect to any event [p] in the following way:

Bi[p] = {w|Bi(w) ⊆ [p]}. (1)

Expression (1) indicates that player i believes event [p] at w (i.e., believes that proposition p is true)
if and only p is doxastically necessary at w. Note that this definition implies

Bi[¬p] = {w|Bi(w) ∩ [p] = ∅}. (2)

Expression (2) states that i believes the event [¬p] at w (i.e., believes that proposition p is false)
if and only if p is doxastically impossible at w. It should be noted that both Bi[p] and Bi[¬p] are
themselves well-defined events as they correspond to set of states where the proposition “i believes
that p is true (false)” is true.11

Throughout the paper, I make the natural assumption that the players have a doxastic access to
what they are doing, i.e., they have the (right) belief that they play any strategy si that they are actually
playing: i.e., for all w’ ∈ Bi(w), Ci(w) = Ci(w’). If we denote [si] the event that i plays strategy si, then
this corresponds to the following condition:

For all w ∈ W and all players i, Bi[si]. (3)

A last piece in our basic framework is needed. We can derive a communal accessibility relation B*
defined as the transitive closure of the set of individual accessibility relations {Bi }i∈N. Therefore, we

9 Bacharach [16] provides a useful discussion of the so-called Aumann’s structures. For a discussion of the problems related
to the formalization of knowledge in logic and game theory, see e.g., [17,18].

10 Accessibility relations with these properties correspond to modal operators satisfying the axioms of the KD45 system
of modal logic in the underlying syntax. It is generally regarded as the most relevant way to account for beliefs in the
perspective of doxastic logic [18].

11 The intermediary case is when Bi(w) and [p] intersect: i does not believe [p] is actually the case, but he does not believe
that [p] is impossible either. This is clearly unproblematic: I may perfectly not believe that France will necessarily win the
Euro championship of football without believing that France cannot win the competition. In other words, this corresponds
to cases where while not believing something as necessary, I also believe that I may be wrong and that this something is
indeed true.
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have wB*w’ if and only if we can design a finite sequence of worlds w1, . . . , wm with w1 = w and wm = w’
such that for each k from 1 to m − 1, we have at least one player j for which wkBjwk+1. Correspondingly,
we have B*(w) = {w’: wB*w’}. The common belief operator B* is then defined in the standard way:

B*[p] = {w|B*(w) ⊆ [p]}. (4)

Expression (4) means that the event [p] is common belief among the n players: each player believes
that each player believes that . . . p is true. In the following, I will assume that all the features of any
game G are common belief among the players, which implies that the discussion is restricted to games
of complete information.

The resulting model I: < W, w*, {Ci, Bi}i∈N > provides a complete description of how the game G
is played and what the player believes at each possible world. Therefore, it is not only an account of
what actually happens but also of what could have happened. As I explain below, this makes s.e.m. a
particularly useful tool to discuss the role of counterfactuals in the players’ reasoning process. It is
worth noting that I is the theorist’s model of the game, not necessarily the players’ own model which, in
this sense, would have to be “commonly known” as pointed out by Aumann and Brandenburger [22]
(p. 132). Arguably, this can be regarded as problematic in light of Schelling’s claim emphasized above
that we should not conflate the mathematical description of the game with the way the players are
actually framing the strategic interaction. The point is however that the model of the game is a tool to
represent the players’ reasoning process through which they reach the practical conclusion regarding
their strategy choice. What this representation implies about how individuals are “really” reasoning
depends on one’s philosophical commitments over the nature of the relationship between a model and
the real world but also over the nature of the intentional states (beliefs, preferences) that are accounted
for in the game’s model. This issue is well beyond the scope of the paper. However, it is important
to acknowledge that in the current framework, we will be able to account for the players’ reasoning
process through several elements. First, the assumption that the players are rational at all states w, i.e.,
they choose their best strategy given their preferences and their beliefs. Second, the characterization of
the players’ (common) beliefs at each state w. Third, the players’ actual and counterfactual choices
at each state w. As I argue in the next section, we can account for CBR in such a framework. I also
argue that such an account helps to foster a better understanding of the nature of salience and more
generally of the phenomenon of rule-following behavior.

4. CBR and Rule-Following Behavior

On the basis of the above framework, I will develop in this section an account of community-based
salience and rule-following behavior. In particular, I shall suggest that the salience of an event may
arise from the fact that the members of a population are following a rule. In turn, this rule-following
behavior is grounded on CBR.

First, I add to the framework of the previous section a rationality assumption according to which
a player i is rational at ω if and only if:

(R) For every w’ ∈ Bi(w), there is no strategy si’ �= Ci(ω) such thatui(si’, C-i(w’)) ≥ ui(Ci(w), C-i(w’)),
with C-i(w) = s-i = (s1, . . . , si-1, si+1, . . . , sn).

Expression (R) is a statement about the players’ epistemic rationality as it indicates that player
i chooses her best strategy given her belief about what others are doing. Another way to state this
characterization of rationality is that a rational player never plays a strategy that he believes is strictly
dominated by another one. As I will point out below, (R) does not imply that a rational player actually
makes her best choice as her belief about others’ choices may be mistaken. In particular, no restriction
is placed on the fact that a player may believe that others’ choices are somehow (causally) dependent
on her choice. On this basis, we denote [ri] the event that i is rational, i.e., [ri] = {w|(R) is true}.

Before being able to characterize CBR in model semantic terms, we need to introduce an additional
proposition according to which all the players in the game are members of some community. As pointed
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out in Section 2, this feature is an essential component of CBR as it grounds two key inferences in steps
(c) and (e). We simply denote c the proposition that “everyone in population N is a member of the
same community C” and [c] the corresponding event. Steps (a)–(e) of CBR can now be semantically
expressed by the following conditions:

(CBR1) For all i ∈ N, Bi[e] ∩ Bi[c] ⊆ Bi[B-i[e]].
(CBR2) For all i, j ∈ N, Bi[B-i[e]] ∩ Bi[c] ⊆ Bi[r-i] ∩ Bi[Bj[s−j]] ⊆ Bi[s−i] with [s−i] the event that

strategy profile s-i = (s1, . . . , si−1, si+1, . . . , sn) is played.
(CBR3) For all i ∈ N, Bi[s-i] ∩ [ri] ⊆ [si].
(CBR4) For all i, j ∈ N and any event [f ], ({Bi[e] ∩ Bi[c]} ⊆ Bi[f ]) ⊆ Bi[Bj[e] ⊆ Bj[f ]].

Consider each condition in turn. (CBR1) corresponds to steps (a)–(c) of CBR: i’s beliefs that event
[e] holds and that everyone is a member of the same community (event [c]) allow her to infer that
everyone else believes that [e] holds. (CBR2) is a complex condition that captures steps (d) and (e). It is
easier to understand if we divide it into two parts:

(CBR2.1) Bi[B-i[e]] ∩ Bi[c] ⊆ Bi[Bj[s-j]].

(CBR2.2) Bi[r-i] ∩ BiBj[s-j] ⊆ Bi[s-i].

The first inclusion relation corresponding to (CBR2.1) captures the fact that community-
membership grounds i’s inference from her belief that others believe that event [e] holds to the
event that each j has specific belief about what everyone else will do. The second inclusion relation
corresponding to (CBR2.2) indicates that, in the context of strategic interactions, player i needs to
believe that the other players are rational to infer what they will be doing given that they believe that [e]
holds. In other words, this is the combination of the beliefs in community-membership and rationality
that ground the inference from event B−i[e] to event [s−i] for any player i. It is important because it
makes explicit the fact that CBR must rely on a belief that others are rational in some well-defined
sense. Indeed, without rationality, CBR is only an instance of theoretical (or doxastic) reasoning, i.e., a
reasoning scheme that operates only at the level of beliefs. A rationality principle is needed to make
this reasoning scheme a practical one, i.e., one also concerned with action. Moreover, we need to
add the fourth condition (CBR4) that was implicit in the scheme of CBR stated in Section 2: each
player must be implicitly assuming that others are also community-based reasoners. Condition (CBR4)
corresponds to the assumption of symmetric reasoning that underlies Lewis’ account of conventions
([2,23,24]). It expresses the idea that each player believes that others are community-based reasoners
and that on this basis they make the same (inductive) inferences from event [e].12 The combination
(CBR1)–(CBR3) clearly entails Bi[e] ∩ Bi[c] ⊆ [si] and the addition of (CBR4) implies that the event [s]
that the strategy profile s = (s1, . . . , sn) is played is common belief:

(CB) BN[e] ∩ BN[c] ⊆ B*[s] with [s] the event that strategy profile s = (s1, . . . , sn) is played and BN =
∩iBi the mutual belief operator.13

12 As a referee as pointed out, the very use of s.e.m. to account for salience and rule-following behavior does not allow to
formalize inductive inferences as the relationships between all propositions (events) are logical ones. As I briefly discuss
below, this depends on how the inclusion relation is interpreted. Semantically, the latter defines a relation between the
truth-value of two propositions that has the status of a logical implication from the modeler’s point of view. However, I
contend that the semantics does not set constraints regarding the kind of inferences that the players are making to derive the
truth-value of a proposition from the truth-value of another. That is, the inclusion relation may perfectly reflects the fact
that the players are making logical/deductive inferences or inductive inferences. A way to avoid any ambiguity would
be to make the underlying syntax explicit and to distinguish between the standard material implication and a Lewis-like
indication relation. See for instance [25,26].

13 The proof is relatively straightforward. Here is a sketch: consider any player i �= j. According to (CBR1), we have Bi[e] ∩ Bi[c]
⊆ Bi[Bj[e]] and therefore, combined with (CBR2), we have Bi[Bj[e]] ∩ Bi[c] ⊆ Bi[rj] ∩ Bi[Bj[s−j]] ⊆ Bi[sj] for any j. Applying
this to each j and using (CBR3), we obtain Bi[B-i[e]] ∩ Bi[c] ⊆ Bi[s]. As this is true for all i and slightly abusing the notation,
we can write BN[BN[e]] ∩ BN[c] ⊆ BN[s] with BN the mutual belief operator. Combining this latter result with (CBR4) gives
BN[BN [BN[e]] ⊆ BN[BN[s] = [f ]]. Use this result in (CBR4) to obtain (BN[BN [BN[e]] ∩ BN[c] ⊆ BN[f ]) ⊆ BN[BN[BN [BN[e]]] ⊆
BN[BN[f ]] and replicate the process for any number k of steps to obtain B*[s].
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Expression (CB) states that under the required conditions, the event that the strategy profile s
played is common belief in the population. CBR, as formalized through conditions (CBR1)–(CBR4),
thus indicates a specific way through which a given proposition (event) can become commonly
believed. It is also worth to emphasize two additional points. First, as CBR includes condition (R), it
may seem that it leads to (Nash) equilibrium play. This is not true in general as a further condition
regarding the causal independence of strategy choices (and the players’ beliefs in this independence)
is required. Without such requirement, CBR may justify cooperation in the prisoner’s dilemma, as
I discuss in Section 6. Second, given the definition of the common belief operator B* according to
Expression (4), common belief is here characterized in fixed point terms rather than in iterative terms.
This does not make any difference at the substantive level though.14

Consider again the market panic game depicted by Figure 3 above played by n players on the
basis of the framework of the preceding section, and take a first-person point of view (Ann’s point of
view). To replicate Ann’s reasoning process stated in Section 2, we need to characterize a small set
of events. Denote a the proposition that “the Chairman’s speech predicts a financial meltdown” and
[a] the corresponding event. Denote (s−Ann = Sell) and (sAnn = Sell) the events that everyone except
Ann plays “Sell” and that Ann plays “Sell” respectively. Then, what happens in the market panic
game following the Chairman’s speech from Ann’s point of view can be represented through an s.e.m.
with the following relationships between these different events.

BAnn[a] ⊆ BAnn[B−Ann[a]]. (5a)

BAnn[B−Ann/[a]] ⊆ BAnn[s−Ann = Sell]. (5b)

BAnn[s−Ann = Sell] ⊆ [sAnn = Sell]. (5c)

Expression (5a) indicates that the fact that Ann believes that the Chairman has delivered a speech
implies that she believes that everyone else also listened to the Chairman’s speech. Expression (5b)
states a second implication: Ann’s belief that everyone else also listened to the Chairman’s speech
entails that she believes that everyone else will decide to sell. Finally, Expression (5c) indicates that
this latter belief implies that Ann will also sell. However, stated in this way, Expressions (5a)–(5c) are
misguided. Indeed, they seem to imply that the relationships between these different events are purely
logical and therefore that Ann’s practical reasoning is a deductive one. Of course this is wrong: there
is nothing logical in the fact that the Chairman’s speech leads everyone except Ann to sell their assets
and therefore the relationship between Ann’s beliefs indicated by (5b) cannot be grounded on a logical
reasoning.15 The same is obviously true for (5a) and (5c): this is not because of logic that Ann can infer
from her listening to the Chairman’s speech that others have also listened nor that she should sell from
the fact that others are selling. The point is that Ann’s practical reasoning relies on other premises that
do not make the relationships between the different events logical ones. In Section 2, I suggested that
Ann’s practical reasoning is community-based. Taking this claim for granted, we can expand the s.e.m.
to account for this fact:

BAnn[a] ∩ BAnn[c] ⊆ BAnn[B−Ann[a]]. (6a)

BAnn[B−Ann[a]] ∩ BAnn[c] ⊆ BAnn[r−Ann] ∩ BAnn[B−Ann[s-i = Sell]] ⊆ BAnn [s−Ann = Sell] for all i �= Ann. (6b)

BAnn [s−Ann = Sell] ∩ [rAnn] ⊆ [sAnn = Sell]. (6c)

Combined with (CBR4), (6a)–(6c) entail the event [s = Sell] is common belief, i.e., BAnn[B*[s]].
Now, we can see that what makes the event [a] salient for Ann in the very first place in such a

14 See [3] for a comparison of the fixed-point and iterative definitions of the common belief notion.
15 See [2,4,8] for similar claims that the relationship between the events [a] and [sAnn = Sell] cannot be reduced to a mere

logical implication.
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framework is the fact that it is the starting point of the whole reasoning scheme. This is captured by
the following principle:

Community-Based Salience—The set φi of subjectively community-based salient events in the
model I of a game G for a player i corresponds to all events [e] that implies an event Bi[B*[s]] through
conditions (CBR1)–(CBR4) . The set φ of objectively community-based salient events in the model I of
a game G is the set of events that are community-based salient for all i. Formally:

• Subjectively salient events: φi = {[e]: Bi[e] ∩ Bi[c] ⊆ Bi[B*[s]] through (CBR1)–(CBR4)}.
• Objectively salient events: φ = ∩iφi.

Consider now any event [e] ⊆ φ. By assumption, (CB) obtains and therefore [e] ⊆ B*[s] with [s]
the event that strategy profile s = (s1, . . . , sn) is played. This is a pretty interesting result: assuming
that the players are indeed all community-based reasoners and that as a consequence they share some
inductive inferences mode, an objectively salient event will generate a commonly believed strategy
profile in the population. Note that this result does not depend on an assumption of common belief
in rationality (only mutual belief in rationality is needed) but that community-based reasoning is
common knowledge in an “informal” sense.16

To close this section, I now want to suggest that the scope of CBR actually goes beyond
the phenomenon of salience but also captures an aspect of rule-following behavior that has been
emphasized by some readers of the late writings of Ludwig Wittgenstein, especially his masterpiece
Philosophical Investigations ([26,27]). As Wittgenstein’s writings make it clear, there is no easy way to
account for the nature of rule-following behavior: there is simply no answer to questions like ‘what
is it to follow a rule?’ or ‘how can I be sure that I follow this rule and not another one?’. The main
difficulty lies in the kind of indeterminacy that no inductive reasoning can resolve: whatever the
number of times I or others follow some specific pattern of behavior, there is no way to decide which
the underlying rule that sustains the behavior is. Saul Kripke’s [6] famous “quaddition” example
provides a great illustration: the rule of quaddition functions like the rule of addition for any two
numbers that do not sum up to more than 57, and otherwise gives the result of 5. Now, no matter
how many times I have added two numbers, as long as they do not have summed up to more than
57 I can never be sure that the rule I was following was the rule of addition rather than the rule of
quaddition. Wittgenstein’s more general point is that (behavioral) patterns do not have any intrinsic
meaning. In terms of practical reasoning, whatever others’ past behavior or the various other features
that may indicate to me what I should do, there is no way to overcome this kind of indeterminacy
regarding the underlying rule that should be followed.

There are of course many numbers of conflicting interpretations of Wittgenstein’s account.
I believe however that there are at least two key ideas that are related to the notion of CBR in
this game-theoretic framework. The first idea is the importance of counterfactual reasoning and
makes a direct link with the next section. The second idea is the importance of the community in
fostering the normative force of rules in a given population.17 Consider the latter first. Acknowledging
that rule-following behavior always takes place inside some specific community whose very identity
corresponds to the rules that its members are following, it is not farfetched to claim that rule-following
is essentially community-based in the sense developed above. In some way, this is nothing but a
generalization of Lewis’s account of the role of salience in the working of conventions to all kinds of
institutional objects: social and moral norms, legal rules, customs, and so on. I would therefore argue
for the following characterization of rule-following in an s.e.m.:

16 This is due to the fact that condition (CBR4) is part of the s.e.m. used. See Section 3 above for a discussion of this point.
17 The first idea is essential in David Bloor’s [28] dispositional reading of Wittgenstein’s account, though it is also essential in

Kripke’s skeptical paradox. The second idea is clearly suggested by Wittgenstein but has been essentially popularized by
Kripke. It is discussed by Sillari [7] who relates it to Lewis’s account of conventions and common belief.
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Rule-following behavior—The players in a game G are following a rule according to some s.e.m.
I if and only if, for the behavioral pattern defined by the strategy profile s = (s1, . . . , sn) corresponding
to the event [s], there is at least one objectively salient event [e] such that w* ∈ [e] ∩ BN[c] ⊆ B*[s].

Three points are worth emphasizing regarding this characterization. First, the very salience of the
event [e] is constitutively (rather than causally) explained by the fact that the member of the community
are actually following a rule. On this account, the fact that an event is salient is an indication that some
rule holds in the population. This is interesting because most discussions of salience in philosophy
and in economics have tended to make salience either the cause of the emergence of some rules (e.g.,
Schelling and Lewis, at least under some interpretation) or simply the product of some relatively
“blind” evolutionary process (e.g., [29]). The latter approach indeed provides an interesting account of
the origins of salience in a context of cultural evolution. Game-theoretic models of cultural evolution
have been argued however to rely on excessively simplistic and abstract assumptions regarding the
underlying learning mechanisms [30–32]. Moreover, even if we grant their relevance, such evolutionary
explanations of salience do not account for the reasoning process that individuals may use in cases
that require an explicit deliberation. Second, the nature of the inclusion relation in the statement
BN[e] ∩ BN[c] ⊆ B*[s] remains largely undefined. In some way, this reflects the difficulty to give a
full characterization of the nature of rule-following behavior. My account points out however that
this inclusion relation depends on CBR and on the fact that this practical reasoning is shared in the
population, i.e., the assumption of symmetric reasoning expressed by (CBR4). Much work remains
to be done to understand the latent cognitive functions and processes that underlie CBR and the
more general abilities of humans to account for others’ behavior. On this issue, I conjecture that
interesting contributions can be made by combining the resources of game theory with the recent
advancements in the so-called “Theory of Mind” literature [33]. In particular, some scholars have
argued that the reasoning process of rational individuals in a strategic interaction relies on a simulation
mechanism where one assumes that the others are reasoning like her [34,35]. This could indeed provide
a justification for assuming that the players are symmetric reasoners as stated by (CBR4).18 The third
and last point concerns the importance of counterfactual reasoning: to follow a rule does not reduce
to the actual and observable pattern of behavior. A rule also specifies what would have happened
in other circumstances than those that have actually happened. A major interest of s.e.m. is that
they are perfectly fitted to deal with this important feature: indeed, in the model of a game, with the
exception of the actual state w*, all states describe what would have happened in other circumstances.
Of course, to meaningfully state that a rule is followed, we have to be in an actual world which indeed
belongs to the salient event leading to condition (CB). Hence, we should impose w* ∈ [e] ⊆ φ as a
condition for an s.e.m. to formalize rule-following behavior. However, for all other worlds w ∈ [e], the
model indeed expresses aspects of practical reasoning that do not materialize at the behavioral level.
This distinguishes my approach with respect to some recent game-theoretic accounts of institutions in
social ontology and economics [36,37]. This also naturally leads to consider a related issue that arises
from my account of CBR: the kind of epistemic and causal dependence that is implied.

5. CBR and Counterfactuals in Games

The last section has pointed out that a key feature of CBR that sustains salience and rule-following
behavior is the condition that players are symmetric reasoners with respect to some salient event [e]
(condition (CBR4)). This can be seen as a requirement that the players have a common understanding
of the situation they are embedded in and which shares some similarities with Wittgenstein’s notion of
lebensform (forms of life) [7,26]. The precise nature of this condition has been left undefined as we
do not have a full understanding of the cognitive mechanisms through which individuals are able to

18 As noted by Guala [34], such kind of simulation mechanism was already suggested by Lewis [8] (p. 27.).
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replicate others’ reasoning. As I suggested above, studies belonging to the Theory of Mind literature
may bring insights on this issue in a near future. However, from a game-theoretic and philosophical
perspective, the symmetric reasoning condition has interesting connections with two deeply related
issues: the role of counterfactuals in strategic interactions and the distinction between causal and
epistemic dependence in games.19 Indeed, I shall argue in this section that the symmetric reasoning
condition may be interpreted in different ways. Either it refers to a mere epistemic dependence between
the players’ beliefs and practical reasoning but with a causal independence, or it underlies some kind
of causal dependence, at least from the point of view of the players themselves. Which of these two
interpretations is the most convincing matters in prisoner’s dilemma type of interactions as the latter
may make cooperation rational.

Consider again the first person view of any player, say Ann, in any game G like the market panic
game of Figure 3. The reasoning scheme through which Ann reaches the conclusion that it is common
belief that everyone will sell depends on (i) Ann’s rationality; (ii) Ann’s belief in others’ rationality;
(iii) Ann’s belief that everyone is a member of some community and (iv) Ann’s belief in the symmetric
reasoning that the latter entails. It is not contentious that the latter two beliefs entail, from Ann’s point
of view, a form of epistemic dependence: Ann’s believes that her and others’ beliefs are somehow
correlated. This is the essence of condition (CBR4). If we generalize to all players, then there is a mutual
belief in the population that beliefs are correlated. For each player i, believing something implies
that others have the same belief; moreover, for any two other players j and k, correlation also holds
as j’s and k’s beliefs are both correlated to i’s. Ann’s rationality is expressed by (R) and the fact that
[rAnn] = W in the corresponding s.e.m. and Ann’s belief in other rationality is the event BAnn[r−Ann]
= W. As this is also the case for all other players, there is indeed mutual belief in rationality in the
population.20 This assumption sets however very few constraints on the players’ practical reasoning.
What it says is that each player maximizes her utility (i.e., chooses the strategy that leads to her most
preferred outcome) given her beliefs. Nothing is said however regarding the content of these beliefs
and the way they are derived. The latter indeed depends on the properties of CBR. At this point, it
might be argued that condition (R) should be strengthened in such a way that the formation of beliefs
satisfies a condition of causal independency. The intuition is the following: in normal form games,
players choose without knowing what others are doing. More specifically, a foundational assumption
is that the players’ choices are causally independent: Ann’s choice cannot have any causal influence on
Bob’s choice as well as the converse, as both are choosing independently. While we cannot exclude the
possibility that Ann’s belief about what Bob is doing can be correlated to Bob’s corresponding belief
(or someone else’s belief for that matter), this cannot be due to a causal relationship. This leads to the
notion of causal rationality developed by causal decision theorists [40].

Dealing with this issue necessitates to consider the role played by counterfactuals in CBR.
Counterfactuals are generally defined as false subjunctive conditionals. Subjunctive conditionals
are conditionals of the form “If I were to do x, then y would result”. Counterfactuals are then of the
form “If I had done x, then y would have resulted”. There are several ways to capture counterfactuals
in an s.e.m.21 The simplest is to add to the structure < W, w*, {Ci, Bi}i∈N > a selection function f :
W × 2W � 2W [43]. A selection function maps each pair of state w and event [e] into a subset f (w, [e])
∈ [e]. The latter corresponds to the state w’ that is the closest to w, where closeness is understood
in the standard sense of Stalnaker-Lewis theory of counterfactuals [38]: we assume that all states in
W can be ordered with respect to any state w by a binary relation �w which is complete, transitive,
asymmetric and, centered.22 Then, x�wy reads as the statement that x is closer to w than y. This

19 On these issues, see for instance [17,38,39].
20 Actually, in the s.e.m. that is sketched here, there is even common belief in rationality as all players are rational at all states

w. Note however that this assumption is not needed. See footnote 10 above where the mutual belief in rationality is only
needed once to derive the result.

21 Counterfactuals have been dealt with in various ways in the game-theoretic literature. See [41] for a formalization of
“hypothetical knowledge” in partition structures. See [42] for an analysis of “conditional beliefs” in doxastic models.

22 �w is asymmetric if x�wy and y�wx imply x = y. It is centered if, for all x ∈ W, w�wx.
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provides a straightforward way to state the truth value of counterfactuals in an s.e.m. Take any two
propositions p and q and denote the counterfactual “had p been the case, then q would have been the
case” by p ⇒ q. The latter is true at w if and only if q is true at the closest world with respect to w where
p is true. Denote minw[p] = {w’|w’�ww” for all w’, w” ∈ W} the set of the w-closest worlds where p
is true, i.e., the subset of [p] that is the closest to w.23 The selection function f (w, [e]) is thus simply
defined in terms of the closeness relation:

f (w, [e]) = minw[e]. (7)

Now, the event [p ⇒ q] obviously holds at w if and only if minw[p] ∈ [q]. Correspondingly, the
counterfactual event [e ⇒ f ] can be characterized through the selection function: [e ⇒ f ] = {w | f (w, [e])
∈ [f ]}. In this perspective, two further restrictions can be naturally imposed on the selection function
f [44]:

If w ∈ [e], then f (w, [e]) = {w}. (8a)

If f (w, [e]) ∈ [f ] and f (w, [f ]) ∈ [e], then f (w, [e]) = f (w, [f ]). (8b)

Condition (8a) simply states that the closest (and indeed identical) world to w is w itself. This is
a direct implication of the assumption that �w is centred. (8b) says that if the w-closest state in [e] is
in [f ] and the w-closest state in [f ] is in [e], then the two states must coincide. In the context of causal
decision theory, f (w, [e]) is thus the state that would be causally true (in an objective sense) at state w if
[e] were the case. The combination of the selection function f with the accessibility relations Bi allows
to define the set of states that player i believes could be causally true at w. It corresponds to the union
∪w′∈Bi(w)f (w’, [e]). Therefore, the belief that the counterfactual e ⇒ f is true corresponds to the event

Bi [e ⇒ f ] =
{

w
∣∣∣∪w′∈Bi(w) f (w′, [e]) ⊆ [ f ]

}
(9)

In a game-theoretic context, the set of states that i believes could be causally true at w is determined
by the following counterfactual reasoning: “If I were to play si’ instead of si, then I believe that others
would play some strategy profile s−i”. Then, we have [e] = [si’] and therefore ∪w′∈Bi(w)f (w, [si’]), i.e.,
the set of states that could causally happen according to i if he were to play s-i. It is now possible to
provide a formal condition of causal independence imposed to the decision functions {Ci}i∈n:

(CI) For every strategy si and for all players i, if w’∈ f (w, [si]), then C−i(w) = C−i(w’).

Condition (CI) states that the players’ decision functions are such that each player’s strategy
choice is causally independent from other players’ choices. On this basis, we can strengthen the
rationality condition (R) by requiring that the players maximize given condition (CI):

(CR) Player i is causally rational at w if, for every w’ ∈ Bi(w), there is no strategy si’ �= Ci(ω) such that
ui(si’, C−i(f (w’, [si’]))) ≥ ui(Ci(w), C−i(w’)), and C−i(f (w’, [si’])) = C−i(w’) for all si’.

Condition (CR) states that a player i is causally rational at w if and only if she plays her best
response given the fact that others’ choices are causally independent to her choice, i.e., if i were to play
any other strategy si’, others would still play s-i. This definition emphasizes an important point: the
fact that the model satisfies (CI) is not sufficient to guarantee that the players are causally rational at w,
even if they play their best response given their beliefs. Indeed, the players themselves must believe
that (CI) holds at w. If we denote [ci] the event that (CI) holds, then this condition is straightforward to
define [43]:

23 Depending on the specific variant of the Stalnaker-Lewis theory of counterfactual, minw[p] may be assumed to be a singleton,
i.e., there is always one and only one world w’ which is the closest to w. Without loss of generality, I will assume that this is
the case here.
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(BCI) Player i believes that players’ choices are causally independent at w if and only if:
Bi(w) ⊆ [ci].
This implies that for every strategy si and every w’∈Bi(w), if
w” ∈ f (w’, [si]), then C−i(w”) = C−i(w’).

I have assumed so far that the rationality condition (R) is constitutive of CBR. Moreover, in the
context of normal form games, the causal independence condition (CI) should probably be regarded as
an undisputable structural constraint as there is absolutely no reason to assume that it could not hold.
The central issue concerns the status of condition (BCI) with respect to CBR and thus whether or not
CBR implies the stronger condition of causal rationality (CR). The next section will discuss this issue
in the context of the famous prisoner’s dilemma game.

6. CBR in the Prisoner’s Dilemma

The prisoner’s dilemma (see Figure 4a below) is by far the most studied game by game theorists
in all disciplinary contexts: economics, biology, philosophy . . . The reason is that it points out the
contradiction between what can be called “collective rationality” and “individual rationality”. On the
former, the players should cooperate as mutual cooperation leads to the Pareto-optimal outcome that
(by assumption) maximizes social welfare. On the latter however, mutual defection is unavoidable as
defection is the players’ dominant strategy. Crucially, in the prisoner’s dilemma, it is not even required
that the players have a mutual belief in other’s rationality because whatever the other is doing or is
expecting one to do, playing the dominant strategy appears to be the sole rational choice.

(a)

(b)

Figure 4. (a) The prisoner’s dilemma; (b) A partial epistemic model.

There have been many attempts (mostly by philosophers) to show that cooperation in the
prisoner’s dilemma may be rational.24 Economists and game theorists have generally dismissed
them as being based on a misunderstanding of both of the rationality principle and of the general
purpose of game theory (e.g., [45]). However, once we take counterfactual reasoning into account,
things are not so straightforward. Consider for instance the case where condition (R) holds but not
(BCI). As a consequence, the players are not causally rational: they maximize their utility but we do
not put any constraint on the way they form their beliefs. Suppose for instance that Ann holds the
beliefs formalized by the following partial model of the prisoner’s dilemma [43] (see Figure 4b for a
partial graphical representation): W = {w, x, y, z}, CAnn(w) = CAnn(x) = C, CAnn(y) = CAnn(z) = D; CBob(x)

24 It may be worth insisting that we are only concerned here with the one-shot prisoner’s dilemma. Of course, (conditional)
cooperation is perfectly rational in the infinitely repeated prisoner’s dilemma.
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= CBob(z) = C, CBob(w) = CBob(y) = D; BAnn(w) =BAnn(x) = {x}, BAnn(y) = BAnn(z) = {y}; f (w, [w]) = f (w, [W])
={w}, f (x, [x]) = f (x, [W]) ={x}, f (y, [y]) = f (y, [W]) = {y}, f (z, [z]) = f (z, [W]) ={z}, f (w, [y, z]) = f (x, [y, z]) =
{y}, f (y, [w, x]) = f (z, [w, x]) = {x}. Suppose that the “true” state is w. In such a model, Ann believes that
her and Bob’s choices are correlated since she believes that Bob is playing C (BAnn(w) = {x}) but that if
she were to play D (event {y, z}), then Bob would play D (f (x, [y, z]) = {y}). As uAnn(C, C) > uAnn(D, D),
Ann is indeed rational at w by choosing to cooperate. Clearly however, Ann’s beliefs do not satisfy
(BCI) since at w, we have BAnn(w) = {x} and f (x, [y, z]) = {y}, but CBob(x) �= CBob(y). In other words, at
w Ann believes that the counterfactual event [sAnn = D ⇒ sBob = D] holds while at the same time she
believes that Bob will actually cooperate. The problem is thus whether such beliefs can be justified
under some kind of practical reasoning. More specifically, does CBR license the conjunction of two
beliefs of the kind Bi[s−i] but Bi[si’ ⇒ s−i’] for any si’ �= Ci(w)?

At first sight, the assumption of symmetric reasoning seems to make beliefs in the correlation
of strategy choices plausible: if my (community-based) reasoning leads me to the conclusion that I
should cooperate because I believe that if I cooperate you will also cooperate but if I defect you will
defect, then the fact that you and I are symmetric reasoners leads me to believe that you have the same
belief. However, this is superficial because symmetric reasoning only entails epistemic dependence
of the players’ beliefs: if I believe that event [e] entails event [f ] and that [e] is mutual belief, then I
believe that [f ] is also mutual belief. Now, suppose that in the prisoner’s dilemma the players mutually
believe some event [e] (for instance the instructions of the experimenter in an experimentally designed
game) indicating that all should cooperate. On this basis, I may perfectly believe that, on the basis
of some kind of reasoning that may be community-based, others will reach the conclusion that we
all choose to cooperate. Actually, they are wrong because as far as I am concerned and because I am
rational, I will choose to defect! If I believe that others are rational, then it will also occur to me that
they cannot cooperate and therefore the only commonly believed outcome compatible with the mutual
belief in rationality is mutual defection. The point is that community-based reasoning (and thus the
underlying symmetric reasoning assumption) does not work in isolation from the rationality principle,
as conditions (CBR2.2) and (CBR3) make it clear. Indeed, I have no reason to cooperate unless I have
an independent belief that causal independence does not hold.

This is not to say that CBR entails condition (BCI) and thus causal rationality. CBR is simply
silent regarding the combination of the selection function f and the accessibility relations Bi. The
point is rather that CBR provides no support against (BCI) and that, as far as condition (CI) seems
unobjectionable, there is no reason to reject the use of causal rationality per se. In this case, cooperation
in the prisoner’s dilemma is not supported by CBR alone. A possibility however is discussed by
Bicchieri and Green [21] and is based on the distinction between causal independence and causal
necessity. While the players may be causally rational in the sense of (CR), they may hold the belief that
it is causally necessary that they play the same strategy because of some “identicality” assumption.
Bicchieri and Green add to the s.e.m. a “nomic accessibility” binary relation C where wCw’ reads as “w’
is causally possible relative to w”. Then, an event [e] is causally necessary at state w if and only if {w’:
wCw’} ⊆ [e]. Denote [C] and [D] the event that everyone cooperates and everyone defects respectively
and suppose that all the players in the prisoner’s dilemma take the following nomic relation as true:
for all w, w’ ∈ W, {w’: wCw’} ⊆ [C] ∪ [D]. In words, the players consider as a causal necessity that
they play identically. Then obviously, the sole fact of causal rationality entails that the players will
cooperate. Clearly, it is controversial that the belief in this kind of causal necessity can be defended on
the basis of any scheme of practical reasoning. I do not think that community-membership, however
we expand and refine CBR, can foster and justify such a belief. I must thus conclude that CBR is
unhelpful to commend cooperation as the rational choice in the prisoner’s dilemma.25

25 Another possibility, formally isomorphic to Bicchieri and Green’s approach is worth mentioning: we may substitute a
“deontic accessibility relation” D for Bicchieri and Green’s nomic relation by interpreting wDw’ as “w’ is a deontic possibility
relatively to w”. Now suppose that for any world w ∈ [C] it is assumed that {w’: wDw’} ⊆ [C], i.e., if everyone cooperates,
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7. Conclusions

This paper has presented CBR as a specific scheme of practical reasoning in strategic interactions.
Community-based reasoners use the fact that they are the members of the same community as an
epistemic resource to generate common belief about everyone’s behavior. My main claim in this
paper has been twofold: first, CBR plausibly grounds focal points and salience phenomena and
more generally may underlie most rule-following behaviors. This first point may be worth testing
experimentally. Second, I have argued that CBR emphasizes the importance of counterfactuals in
strategic interactions. In particular, the existence of rules does not reduce to observable behavioral
patterns but also encompasses a range of counterfactual beliefs and behaviors. On this basis, I have
explored the possibility that CBR might rationalize cooperation in the prisoner’s dilemma but in the
end I remain highly skeptical.
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Abstract: The modeling of awareness and unawareness is a significant topic in the doxastic logic
literature, where it is usually tackled in terms of full belief operators. The present paper aims at
a treatment in terms of partial belief operators. It draws upon the modal probabilistic logic that
was introduced by Aumann (1999) at the semantic level, and then axiomatized by Heifetz and
Mongin (2001). The paper embodies in this framework those properties of unawareness that have
been highlighted in the seminal paper by Modica and Rustichini (1999). Their paper deals with full
belief, but we argue that the properties in question also apply to partial belief. Our main result is a
(soundness and) completeness theorem that reunites the two strands—modal and probabilistic—of
doxastic logic.

Keywords: unawareness; epistemic logic; probabilistic logic
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1. Introduction

Full (or categorical) beliefs are doxastic attitudes, like those ascribed when one says:

Pierre believes that φ.

Modal logic provides a way of modeling full beliefs. It is well known that it suffers from two main
cognitive idealizations. The first one is logical omniscience: a family of properties such as the closure
of beliefs under logical consequence (from the premise that φ implies ψ, infer that Bφ implies Bψ,
also known as the rule of monotonicity) or substitutability of logically equivalent formulas (from
the premise that φ is equivalent to ψ, infer that Bφ is equivalent to Bψ, also known as the rule of
equivalence). The second cognitive idealization is full awareness, which is more difficult to characterize
precisely. As a first approximation, let us say that, according to this assumption, the agent is supposed
to have a full understanding of the underlying space of possibilities and of the propositions that can
be built upon them.

Logicians and computer scientists have devoted much attention to the weakening of logical
omniscience. This literature is surveyed in [1], and in particular the two main extant solutions:
structures with subjective, logically-impossible states1 and awareness c© structures introduced by
R. Fagin and J. Halpern [4]2. The very same awareness c© structures are used to weaken the full
awareness assumption. More recently, game theorists have become interested in weakening awareness
in epistemic and doxastic logic and in related formalisms ([5–10])3. For a recent and detailed survey of
models of unawareness, see [14].

1 See [2,3].
2 In the whole paper we use “awareness c©” to denote the model of [4], to be distinguished from the attitude of awareness.
3 There is also a literature that studies games with unaware players. See, for instance, [11–13].
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Doxastic logic is a rather coarse-grained model of doxastic attitudes, because it excludes partial
beliefs, i.e., the fact that an agent believes that it is unlikely that φ or very likely that ψ. The main
formalism for partial beliefs makes use of probabilities in their subjective or epistemic interpretation,
where probability values stand for degrees of belief. There is a noteworthy contrast between modal
doxastic logic and those probabilistic models: whereas the former make beliefs explicit (part of
the formal language), they are left implicit in the latter. However, one may enrich the syntax with
explicit partial belief operators. For instance, R. Aumann has introduced in [15] an operator Lαφ

interpretable as

the agent believes at least to degree α that φ

A possible-world semantics is given for these operators (which is inspired by [16])4. This semantics
has been axiomatized by [19] under the form of a weak (soundness and) completeness theorem. This
probabilistic logic is the true counterpart of Kripkean epistemic logic for degrees of beliefs, and it is the
framework of this paper.

This probabilistic logic suffers from the same cognitive idealizations as doxastic logic:
logical omniscience and full awareness. In a preceding paper [20], we dealt with the problem of logical
omniscience in probabilistic logic. Our proposal was mainly based on the use of so-called impossible
states, i.e., subjective states where the logical connectives can have a non-classical behavior. The aim
of the present paper is to enrich probabilistic logic with a modal logic of unawareness. Our main
proposal is a generalization of Aumman’s semantics that uses impossible states like those of [5] and
provably satisfies a list of intuitive requirements. Our main result is a weak completeness theorem like
the one demonstrated by [19], but adapted to the richer framework that includes awareness. To our
knowledge, [21] is the closest work to ours: in this paper, the state-space model with “interactive
unawareness” introduced in [8] is extended to probabilistic beliefs in order to deal with the issue of
speculative trade. One of the differences with our paper is that their framework is purely set-theoretical,
whereas we rely on a formal language.

The remainder of the paper proceeds as follows. In Section 2, we try to provide some intuitions
about the target attitudes, awareness and unawareness. Section 3 presents briefly probabilistic logic, and
notably the axiom system of [19] (that will be called ‘system HM’). In Section 4, we vindicate a slightly
modified version of the Generalized Standard Structures of [5]. Section 5 contains the main contribution
of the paper: a logic for dealing with unawareness in probabilistic logic5. Our axiom system (named
‘system HMU’) enriches the probabilistic logic with an awareness operator and accompanying axioms.
Section 6 concludes.

2. Awareness and Unawareness

2.1. Some Intuitions

Unawareness is a more elusive concept than logical omniscience. This section gives insights on
the target phenomena and puts forward properties that a satisfactory logic of (un)awareness should
embody. Following the lead of [5], we may say that there is unawareness when

• there is “ignorance about the state space”
• “some of the facts that determine which state of nature occurs are not present in the subject’s mind”
• “the agent does not know, does not know that she does not know, does not know that she does

not know that she does not know, and so on...”

4 This is not the only way to proceed. Fagin, Halpern and Moses introduced in [17] an operator w(φ) and formulas
a1w(φ1) + ... + anw(φn) ≥ c interpretable as “the sum of a1 times the degree of belief in φ1 and...and an times the degree of
belief in φn is at least as great as c”. For a recent survey of probabilistic logic, see [18].

5 B. Schipper in [22] pointed out that a similar result has been stated in an unpublished paper by T. Sadzik; see [23].
The framework is slightly different from ours.
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Here is an illustrative example. Pierre plans to rent a house for the next holiday, and from the
observer’s point of view, there are three main factors relevant to his choice:

• p: the house is no more than 1 km far from the sea
• q: the house is no more than 1 km far from a bar
• r: the house is no more than 1 km far from an airport

There is an intuitive distinction between the two following doxastic states:

State (i): Pierre is undecided about r’s truth: he neither believes that r, nor believes that ¬r; there are
both r-states and ¬r-states that are epistemically accessible to him.

State (ii): the possibility that r does not come up to Pierre’s mind. Pierre does not ask himself: ‘is there
an airport no more than 1 km far from the house?”.

The contrast between the two epistemic states can be rendered in terms of a state space with either
a fine or coarse grain6. The observer’s set of possible states is:
where each state is labeled by the sequence of literals that are true in it. This state is also Pierre’s in
doxastic State (i). The doxastic State (ii), on the other hand, is:
Some states in the initial state space have been fused with each other; those that differ only in the truth
value they assign to the formula the agent is unaware of, namely r.7

2.2. Some Principles in Epistemic Logic

More theoretically, what properties should one expect awareness to satisfy? In what follows:

• Bφ means “the agent believes that φ,
• Aφ means “the agent is aware that φ”.

Here is a list of plausible properties for the operators B and A:

Aφ ↔ A¬φ (symmetry)
A(φ ∧ ψ) ↔ Aφ ∧ Aψ (distributivity over ∧)
Aφ ↔ AAφ (self-reflection)
¬Aφ → ¬A¬Aφ (U-introspection)

¬Aφ → ¬Bφ ∧ ¬B¬Bφ (plausibility)
¬Aφ → (¬B)nφ ∀n ∈ N (strong plausibility)
¬B¬Aφ (BU-introspection)

Natural as they are, these properties cannot be jointly satisfied in Kripkean doxastic logic. This has
been recognized by [6], who show that it is impossible to have both:

(i) a non-trivial awareness operator that satisfies plausibility, U-introspection and BU-introspection and
(ii) a belief operator that satisfies either necessitation or the rule of monotonicity8.

6 This is close to the “small world” concept of [24]. In Savage’s language, “world” means the state space or set of possible
worlds, itself.

7 Once again, the idea is already present in [24]: “...a smaller world is derived from a larger by neglecting some distinctions
between states”. The idea of capturing unawareness with the help of coarse-grained or subjective state spaces is widely
shared in the literature; see, for instance, [8] or [9]. By contrast, in the framework of first-order epistemic logic, unawareness
is construed as unawareness of some objects in the domain of interpretation by [25]. This approach is compared with those
based on subjective state spaces in [26].

8 For a recent elaboration on the results of [6], see [27].
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Of course, the standard belief operator of epistemic logic does satisfy both necessitation and the rule
of monotonicity. The main challenge is therefore to build a logic of belief and awareness that supports
the above intuitive principles. Since necessitation and the rule of monotonicity are nothing but forms of
logical omniscience, it becomes a major prerequisite to weaken the latter. Indeed, both the generalized
standard structures of [5] and the awareness c© structures of [4] do weaken logical omniscience.

2.3. Some Principles in Probabilistic Logic

Probabilistic logics are both lesser known than and not so well unified as modal doxastic logics.
The syntactic framework, in particular, varies from one to another. The logic on which this paper is
based relies on a language that is quite similar to that of doxastic logic, and it therefore can be seen as
constituting a probabilistic modal logic: its primary doxastic operators are La, where a is a rational
number between zero and one (“the agent believes at least to degree a that...”)9 We can express the
relevant intuitive principles for La as:

Aφ ↔ A¬φ (symmetry)
A(φ ∧ ψ) ↔ Aφ ∧ Aψ (distributivity over ∧)
Aφ ↔ AAφ (self-reflection)
¬Aφ → ¬A¬Aφ (U-introspection)

¬Aφ → ¬Laφ ∧ ¬La¬Laφ (plausibility)
¬Aφ → (¬La)nφ ∀n ∈ N (strong plausibility)
¬La¬Aφ (LaU-introspection)
L0φ ↔ Aφ (minimality)

Seven of these eight principles are direct counterparts of those put forward for modal doxastic
logic, minimality being the exception. On the one hand, if an agent believes to some degree (however
small) that φ, then he or she is aware of φ. This conditional is intuitive for a judgmental rather than
for a purely behavioral conception of partial beliefs, according to which degrees of beliefs are causal
determinants of behavior, which may or may not be consciously grasped by the agent10. The reverse
conditional roughly means that an agent aware of φ has some degree of belief toward φ. This directly
echoes Bayesian epistemology. These eight principles may be seen as a set of requirements for a
satisfactory probabilistic logic11.

3. Probabilistic (Modal) Logic

This section briefly reviews the main concepts of probabilistic logic following [15,19]12.
Probabilistic logic is of course related to the familiar models of beliefs where the doxastic states
are represented by a probability distribution on a state space (or on the formulas of a propositional
language), but the doxastic operator is made explicit here. Syntactically, as we have already said, this
means that the language is endowed with a family of operators La. Semantically, there are sets of
possible states (or “events”) corresponding to the fact that an agent believes (or does not believe) such
and such formula at least to such and such degree.

3.1. Language

Definition 1 (probabilistic language). The set of formulas of a probabilistic language LL(At) based on a set
At of propositional variables is defined by:

φ ::= p|⊥|�|¬φ|φ ∧ φ|Laφ

9 By contrast, in [28,29], one considers formulas like a1w(φ1) + ... + anw(φn) ≥ b, where a1, ..., an, b are integers, φ1, ...., φn are
propositional formulas and w(φ) is to be interpreted as the probability of φ.

10 For a philosophical elaboration on this distinction, see [30].
11 A similar list of properties is proven in [21].
12 Economists are leading contributors to the study of explicit probabilistic structures because they correspond to the so-called

type spaces, which are basic to games of incomplete information since [16]. See [31].
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where p ∈ At and a ∈ [0, 1] ∩Q.

From this, one may define two derived belief operators:

• Maφ = L1−a¬φ (the agent believes at most to degree a that φ)
• Eaφ = Maφ ∧ Laφ (the agent believes exactly to degree a that φ)13

3.2. Semantics

Probabilistic structures (PS), as introduced by [15], aim at interpreting the formal language we
just defined. They are the true probabilistic counterpart of Kripke structures for epistemic logic.
In particular, iterated beliefs are allowed because a probability distribution is attributed to each
possible state, very much like a Kripkean accessibility relation. We follow the definition of [19]:

Definition 2 (probabilistic structures). A probabilistic structure for LL(At) is a four-tupleM = (S, Σ, π, P) where:

(i) S is a state space
(ii) Σ is a σ-field of subsets of S

(iii) π : S× At → {0,1} is a valuation for S s.t. π(., p) is measurable for every p ∈ At
(iv) P : S → Δ(S, Σ) is a measurable mapping from S to the set of probability measures on Σ endowed with the

σ-field generated by the sets

{μ ∈ Δ(S, Σ) : μ(E) ≥ a} ∀E ∈ Σ, a ∈ [0,1].

Definition 3. The satisfaction relation, labeled �, extends π to every formula of the language according to the
following conditions:

(i) M, s � p iff π(p, s) = 1
(ii) M, s � φ∧ψ iff M, s � φ and M, s � ψ

(iii) M, s � ¬φ iff M, s � φ
(iv) M, s |= Laφ iff P(s)([[φ]]) ≥ a

As usual, [[φ]] denotes the set of states where φ is true, or the proposition expressed by φ. From a
logical point of view, one of the most striking features of probabilistic structures is that compactness
does not hold. Let Γ = {L1/2−1/nφ : n ≥ 2, n ∈ N} and ψ = ¬L1/2φ. For each finite Γ′ ⊂ Γ, Γ′ ∪ {ψ}
is satisfiable, but Γ∪{ψ} is not. As a consequence, an axiomatization of probabilistic structures will
provide at best a weak completeness theorem.

3.3. Axiomatization

Explicit probabilistic structures were not axiomatized in [15]. To deal with this issue, an axiom
system was proposed in [19] that is (weakly) complete for these structures. We coin it the system HM14.

13 Since a is a rational number and the structures will typically include real-valued probability distributions, it may happen in
some state that for no a, it is true that Eaφ. It happens when the probability assigned to φ is a real, but non-rational number.

14 The work in [19] calls this system Σ+.
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System HM

(PROP) Instances of propositional tautologies
(MP) From φ and φ → ψ, infer ψ

(L1) L0φ

(L2) La�
(L3) Laφ → ¬Lb¬φ (a + b > 1)
(L4) ¬Laφ → Maφ

(DefM) Maφ ↔ L1−a¬φ

(RE) From φ ↔ ψ infer Laφ ↔ Laψ

(B) From ((φ1, ..., φm) ↔ (ψ1, ..., ψn)) infer
((
∧m

i=1 Laiφi) ∧ (
∧n

j=2 Mbjψj) → L(a1+...+am)−(b1+...+bn)ψ1)

The inference rule (B) deserves attention. The content and origin of (B) is explained in [19], so we
can be brief. The pseudo-formula ((φ1, ..., φm) ↔ (ψ1, ..., ψn)) is an abbreviation for:

∧max(m,n)
k=1 φ(k) ↔ ψ(k)

where:

φ(k) =
∨

1≤<l1...<lk≤m(φl1 ∧ ... ∧ φlk )

(if k > m, by convention φ(k) = ⊥). Intuitively, φ(k) “says” that at least k of the formulas φi is true.
The meaning of (B) is simpler to grasp when it is interpreted set-theoretically. Associate (E1, ..., Em) and
(F1, ..., Fn), two sequences of events, with the sequences of formulas (φ1, ..., φm) and (ψ1, ..., ψn). Then,
the premise of (B) is a syntactical rendering of the idea that the sum of the characteristic functions is
equal, i.e., ∑m

i=1 IEi = ∑n
j=1 IFj . If P(Ei) ≥ αi for i = 1, ..., n and P(Fj) ≤ β j for j = 2, ..., m, then P(F1)

has to “compensate”, i.e.,

P(F1) ≥ (α1 + ... + αn)− (β2 + ... + βm)

The conclusion of (B) is a translation of this “compensation”. It is very powerful from the
probabilistic point of view and plays a crucial role in the (sophisticated) completeness proof.
In comparison with the modal doxastic logic, one of the issues is that it is not easy to adapt the
usual proof method, i.e., that of canonical models. More precisely, with Kripke logics, there is a natural
accessibility relation on the canonical state space. Here, we need to prove the existence of a canonical
probability distribution from relevant mathematical principles. This step is linked to a difficulty that
is well known in the axiomatic study of quantitative and qualitative probability: how to ensure a
(numerical) probabilistic representation for a finite structure of qualitative probability. A principle
similar to (B) has been introduced in an set-theoretical axiomatic framework by [32] and imported into
a probabilistic modal logic (with a qualitative binary operator) by [33].

4. A Detour by Doxastic Logic without Full Awareness

Our probabilistic logic without full awareness is largely an adaptation of the generalized standard
structures (GSS) introduced by [5] to deal with unawareness in doxastic logic. Actually, we will slightly
modify the semantics of [5] and obtain a partial semantics for unawareness. Before giving our own
logical system, we remind the reader of GSSs of the case of doxastic logic.

4.1. Basic Heuristics

Going back to the motivating example, suppose that the “objective” state space is based on the set
of atomic formulas At = {p, q, r} as in Figure 1. Suppose furthermore that the actual state is s = pqr
and that in this state, Pierre believes that p, is undecided about q and is unaware of r. In the language
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used in [5] , one would say that the actual state is “projected” to a subjective state ρ(s) = pq of a
“subjective” state space based on the set of atomic formulas that the agent is aware of, i.e., p and q
(Figure 2). In Kripkean doxastic logic, the agent’s accessibility relation selects, for each possible state s,
the set of states R(s) that are epistemically possible for him or her. GSSs define an accessibility relation
on this subjective state space. In Figure 3, projection is represented by a dotted arrow and accessibility
by solid arrows.
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Figure 1. An objective state space.
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Figure 2. A subjective state space.
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Figure 3. Projection of an objective state in a subjective state space.

This picture does not represent all projections between objective states and subjective states,
and it corresponds to only one subjective state space. Generally, there are as many subjective state
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spaces S′
X as there are subsets X of the set At on which the objective state space is based15. It is crucial

to specify in the right way the conditions on the projection ρ(.) from objective to subjective states.
Suppose that another objective state s′ is projected to pq, as well; then, two conditions should be
obtained. First, s = pqr and s′ should agree on the atomic formulas the agent is aware of; so, for
instance, s′ could not be ¬pqr, since the agent is aware of p. Second, the states accessible from s and s′

should be the same. Another natural assumption is that all of the states accessible from a given state
are located in the same “subjective” state space (see (v)(2) in Definition 4 below). Figure 4 pictures a
GSS more faithfully than the preceding one.
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Figure 4. Partial picture of a generalized standard structure (GSS).

4.2. Generalized Standard Structures

The next definition is a precise rendering of the intuitive ideas. We have followed [7] rather than [5],
notably because he makes clear that GSSs can be seen as structures with impossible states.

Definition 4. A GSS is a t-tupleM = (S, S′, π, R, ρ):

(i) S is a state space
(ii) S′ =

⋃
X⊆At S′

X (where S′
X are disjoint) is a (non-standard) state space

(iii) π : S × At → {0, 1} is a valuation for S
(iv) R : S → ℘(S′) is an accessibility relation for S
(v) ρ : S → S′ is an onto map s.t.

(1) if ρ(s) = ρ(t) ∈ S′
X, then (a) for each atomic formula p ∈ X, π(s, p) = π(t, p) and (b) R(s) = R(t)

and

(2) if ρ(s) ∈ S′
X, then R(s) ⊆ S′

X

One can extend R and π to the whole state space:

15 In an objective state space, the set of states need not reflect the set of possible truth-value assignments to propositional
variables (as is the case in our example).
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(vi) π′ : S′ × At → {0, 1} is a valuation for S′ s.t. for all X ⊆ At for all s′ ∈ S′
X, π′(s′, p) = 1 iff (a) p ∈ X

and (b) for all s ∈ ρ−1(s′), π(s, p) = 1. We note π∗ = π ∪ π′.
(vii) R′ : S′ → ℘(S′) is an accessibility relation for S s.t. for all X ⊆ At for all s′ ∈ S′

X, R′(s′) = R(s) for
some s ∈ ρ−1(s′). We note R∗ = R ∪ R′.

In comparison with Kripke structures, a modification is introduced as regards negation. In a
subjective state s′ ∈ S′

X, for a negated formula ¬φ to be true, it has to be not only that φ is not true,
but also that φ belongs to the sub-language induced by X. Semantic partiality follows: it may be
the case that in some s′, neither φ, nor ¬φ is true (this is why subjective states are impossible states).
The main reason why, following [7], we introduce this semantics is that it is a very simple way of
inducing the “right” kind of partiality. This will be shown in the next subsection. In the sequel, LBA(X)

denotes the language containing the operators B (full beliefs) and A (awareness) and based on the set
X of propositional variables.

Definition 5. The satisfaction relation for GSS is defined for each s∗ ∈ S∗ = S ∪ S′:

(i) M, s∗ � p iff π∗(s∗, p) = 1
(ii) M, s∗ � φ ∧ ψ iff M, s∗ � φ and M, s∗ � ψ

(iii) M, s∗ � ¬φ iff M, s∗ � φ and either s∗ ∈ S, or s∗ ∈ S′
X and φ ∈ LBA(X)

(iv) M, s∗ � Bφ iff for each t∗ ∈ R∗(s∗), M, t∗ � φ
(v) M, s∗ � Aφ ⇔ M, s∗ � Bφ ∨ B¬Bφ

Example 1. In Figure 3, let us consider s = pqr. M, ρ(s) � r given Clause (vi) of the definition of GSS.
However, M, ρ(s) � ¬r given Clause (iii) of the definition of the satisfaction relation. Clause (iv) of the
satisfaction relation and Clause (v)(2) of the GSS imply that M, ρ(s) � Br and that M, s � Br. However,
Clause (iii) of the satisfaction relation again implies that M, ρ(s) � ¬Br. The same holds in the state accessible
from ρ(s). Therefore, M, s � B¬Br. By Clause (v) of the satisfaction relation, this implies that M, s � ¬Ar.

4.3. Partial Generalized Standard Structures

The preceding definition characterizes awareness in terms of beliefs: Pierre is unaware of φ if,
and only if, he does not believe that φ and does not believe that he does not believe that φ. This is
unproblematic when one studies, as [5] do, partitional structures, i.e., structures where the accessibility
relation is an equivalence relation and, thus, induces a partition of the state space. Game theorists rely
extensively on this special case, which has convenient properties. In this particular case, the fact that
an agent does not believe that φ and does not believe that she/he does not believe that φ implies that
she/he does not believe that she/he does not believe...that she/he does not believe that φ-, at all levels
of iteration16. However, without such an implication, the equivalence between the fact that an agent is
unaware of φ and the fact that she/he does not believe that φ and does not believe that she/he does
not believe that φ is dubious, at least in one of the two directions.

We therefore need a more general characterization of awareness and unawareness. Our proposal
proceeds from the following observation: in the definition of satisfaction for GSS, the truth-conditions
for negated formulas introduce (semantic) partiality. If p /∈ X and s∗ ∈ S′

X, then neither M, s∗ � p
nor M, s∗ � ¬p obtain. Let us indicate by M, s∗ ⇑ φ that the formula φ is undefined at s∗ and by
M, s∗ ⇓ φ that it is defined. The following is true:

Fact 1. Let M be a GSS and s∗ ∈ S′
X for some X ⊆ At. Then:

16 Intuitively: if the agent does not believe that φ, this means that not every state of the relevant partition’s cell makes φ
true. If φ belonged to the sub-language associated with the relevant subjective state space, since the accessibility relation is
partitional, this would imply that ¬Bφ would be true in every state of the cell. However, by hypothesis, the agent does not
believe that she/he does not believe that φ. We have therefore to conclude that φ does not belong to the sub-language of the
subjective state space (see Fact 1 below). Hence, no formula B¬B¬B...¬Bφ can be true.
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M, s∗ ⇓ φ iff φ ∈ LBA(X)

Proof. see Appendix A.2.

We suggest to keep the underlying GSS, but change the definition of (un)awareness.
Semantical partiality, stressed above, is an attractive guide. In our introductory example, one would
like to say that the possible states that Pierre conceives of do not “answer” the question “Is is true that
r?”, whereas they do answer the questions “Is it true that p?” and “Is it true that q?”. In other words,
the possible states that Pierre conceives of make neither r, nor ¬r true. Awareness can be defined
semantically in terms of partiality:

M, s � Aφ iff M, ρ(s) ⇓ φ

Of course, the appeal of this characterization depends on the already given condition: if ρ(s) ∈ S′
X ,

then R(s) ⊆ S′
X. Let us call a partial GSS a GSS where the truth conditions of the (un)awareness

operator are in terms of partiality:

Fact 2. Symmetry, distributivity over ∧, self-reflection, U-introspection, plausibility and strong plausibility are
valid under partial GSSs. Furthermore, BU-introspection is valid under serial partial GSS.

Proof. This is left to the reader.

5. Probabilistic Logic without Full Awareness

5.1. Language

Definition 6 (Probabilistic language with awareness). The set of formulas of a probabilistic language with
awareness LLA(At) based on a set At of propositional variables is defined by:

φ ::= p|⊥|�|¬φ|φ ∧ φ|Laφ|Aφ

where p ∈ At and a ∈ [0, 1] ∩Q.

5.2. Generalized Standard Probabilistic Structures

Probabilistic structures make a full awareness assumption, exactly in the same way that Kripke
structures do. An obvious way to weaken this assumption is to introduce in the probabilistic setting
the same kind of modification as the one investigated in the previous section. The probabilistic
counterpart of generalized standard Structures are the following generalized standard probabilistic
structures (GSPS):

Definition 7 (Generalized standard probabilistic structure). A generalized standard probabilistic structure
for LLA(At) is a t-tuple

M = (S, (S′
X)X⊆At, (Σ′

X)X⊆At, π, (P′
X)X⊆At) where:

(i) S is a state space.
(ii) S′

X where X ⊆ At are disjoint “subjective” state spaces. Let S′ =
⋃

X⊆At S′
X.

(ii) For each X ⊆ At, Σ′
X is a σ-field of subsets of S′

X.
(iii) π : S × At → {0, 1} is a valuation.
(iv) P′

X : S′
X → Δ(S′

X , Σ′
X) is a measurable mapping from S′

X to the set of probability measures on Σ′
X endowed

with the σ-field generated by the sets {μ ∈ Δ(S′
X , Σ′

X) : μ(E) ≥ a} for all E ∈ Σ′
X, a ∈ [0, 1].

(v) ρ : S → S′ is an onto map s.t. if ρ(s) = ρ(t) ∈ S′
X, then for each atomic formula p ∈ X, π(s, p) = π(t, p).

By definition, P∗(s∗) = P∗(ρ(s∗)) if s ∈ S and P∗(s∗) = P′
X(s

∗) if s∗ ∈ S′
X.
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(vi) π′ : S′ × At → {0, 1} extends π to S′ as follows: for all s′ ∈ S′
X, π′(s′, p) = 1 iff p ∈ X and for all

s ∈ ρ−1(s′), π(s, p) = 117. For every p ∈ At, s′ ∈ S′
X, π′(., p) is measurable w.r.t. (S′

X , Σ′
X).

Two comments are in order. First, Clause (iv) does not introduce any special measurability
condition on the newly-introduced awareness operator (by contrast, there is still a condition for
the doxastic operators). The reason is that in a given subjective state space S′

X, for any formula
φ, either there is awareness of φ everywhere, and in this case [[Aφ]] ∩ S′

X = S′
X, or there is never

awareness of φ, and in this case [[Aφ]] ∩ S′
X = ∅. These two events are of course already in any Σ′

X.
Second, Clause (v) imposes conditions on the projection ρ. With respect to GSSs, the only change is
that we do not require something like: if ρ(s) ∈ S′

X , then R(s) ⊆ S′
X . The counterpart would be that if

ρ(s) ∈ S′
X , then Supp(P(s)) ⊆ S′

X . However, this is automatically satisfied by the definition.

Example 2. In Figure 5, the support of the probability distribution associated with s = pqr is {ρ(s) =

pq, p¬q}, P′
{p,q}(ρ(s))(pq) = a and P′

{p,q}(ρ(s))(p¬q) = 1 − a.
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Figure 5. Projection of an objective state to a subjective state space in a probabilistic setting.

Definition 8 (Satisfaction relation for GSPS). The satisfaction relation for GSPS is defined for each s∗ ∈
S∗ = S ∪ S′:

(i) M, s∗ � p iff π(s∗, p) = 1
(ii) M, s∗ � φ ∧ ψ iff M, s∗ � φ and M, s∗ � ψ

(iii) M, s∗ � ¬φ iff M, s∗ � φ and either s∗ ∈ S, or s∗ ∈ S′
X and φ ∈ LLA(X)

(iv) M, s∗ � Laφ iff P∗(s∗)([[φ]]) ≥ a and M, ρ(s) ⇓ φ
(v) M, s∗ � Aφ iff M, ρ(s∗) ⇓ φ

The following fact is the counterpart for GSPS of what was proven above for GSS.

Fact 3. Let M be a GSPS and s′ = ρ(s) ∈ S′
X for some s ∈ S. Then:

M, s′ ⇓ φ iff φ ∈ LLA(X)

17 It follows from Clause (v) above that this extension is well defined.
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Proof. The proof is analogous to the one provided for Fact 1 above.

One can show that all of the properties mentioned in Section 2.3 are valid under GSPSs.

Proposition 1. For all GSPS M and all standard states s ∈ S, the following formulas are satisfied:

Aφ ↔ A¬φ (symmetry)
A(φ ∧ ψ) ↔ Aφ ∧ Aψ (distributivity over ∧)
Aφ ↔ AAφ (self-reflection)
¬Aφ → ¬A¬Aφ (U-introspection)

¬Aφ → ¬Laφ ∧ ¬La¬Laφ (plausibility)
¬Aφ → (¬La)nφ ∀n ∈ N (strong plausibility)
¬La¬Aφ (LaU-introspection)
L0φ ↔ Aφ (minimality)

Proof. This is left to the reader.

5.3. Axiomatization

Proposition 1 suggests that GSPSs provide a plausible analysis of awareness and unawareness
in a probabilistic setting. To have a more comprehensive understanding of this model, we need to
investigate its logical properties. It turns out that an axiom system can be given that is weakly complete
with respect to GSPS. We call it system HMU

18.

System HMU

(PROP) Instances of propositional tautologies
(MP) From φ and φ → ψ, infer ψ

(A1) Aφ ↔ A¬φ

(A2) A(φ ∧ ψ) ↔ Aφ ∧ Aψ

(A3) Aφ ↔ AAφ

(A4L) Aφ ↔ ALaφ

(A5L) Aφ → L1 Aφ

(L1U) Aφ ↔ L0φ

(L2U) Aφ → La(φ ∨ ¬φ)

(L3) Laφ → ¬Lb¬φ (a + b > 1)
(L4U) (¬Laφ ∧ Aφ) → Maφ

(REU) From φ ↔ ψ and Var(φ) = Var(ψ), infer (Laφ ↔ Laψ)

(BU) From ((φ1, ..., φm) ↔ (ψ1, ..., ψn)), infer:
((
∧m

i=1 Laiφi) ∧ (
∧n

j=2 Mbjψj) → (Aψ1 → L(a1+...+am)−(b1+...+bn)ψ1))

Some comments are in order. (a) Axioms (A1)–(A5L) concern the awareness operator and
its relationship with the doxastic operators. The subscript “L” indicates an axiom that involves
a probabilistic doxastic operator, to be distinguished from its epistemic counterpart indicated by “B”
in the axiom system for doxastic logic reproduced in Appendix A.3. The other axioms and inference
rules were roughly part of probabilistic logic without the awareness operator appearing in them.
Subscript “U” indicates a modification with respect to the System HM due to the presence of the

18 In what follows, Var(φ) denotes the set of propositional variables occurring in φ.

133



Games 2016, 7, 38

awareness operator. (b) Axiom (L1U) substitutes Aφ ↔ L0φ for L0φ. This means that in our system,
the awareness operator can be defined in terms of the probabilistic operator. However, this does not
imply that a non-standard semantics is not needed: if ones defines Aφ as L0φ, Aφ is valid for any φ in
standard semantics19. (c) The relationship between logical omniscience and full awareness comes out
clearer in the restriction we have to impose on the rule of equivalence (RE)20. It is easy to see why in
semantical terms why the rule of equivalence no longer holds universally. Suppose that L1/2 p holds at
some state of some model. From propositional logic, we know that p ≡ (p ∧ q)∨ (p ∧¬q). However, if
the agent is not aware of q, it is not true that L1/2((p ∧ q) ∨ (p ∧ ¬q)). (d) For the same kind of reason,
the inference rule (B) no longer holds universally. Consider for instance φ1 = (p ∨ ¬p), φ2 = (r ∨ ¬r)
ψ1 = (q ∨ ¬q) and ψ2 = (p ∨ ¬p). Additionally, suppose that that the agent is aware of p and r, but
not of q. Clearly, the premise of (B), i.e., ((φ1, φ2) ↔ (ψ1, ψ2)) is satisfied. Furthermore, the antecedent
of (B)’s conclusion, i.e., L1φ1 and M1ψ2 is satisfied, as well. However, since the agent is unaware of q,
we cannot conclude what we should conclude were (B) valid, i.e., that L1ψ1.

We are now ready to formulate our main result.

Theorem 1 (Soundness and completeness of HMU). Let φ ∈ LLA(At). Then:

|=GSPS φ iff �HMU φ

Proof. See the Appendix B.

6. Conclusions

This study of unawareness in probabilistic logic could be unfolded later in several directions.
First, we did not deal with the extension to a multi-agent framework, an issue tackled recently by [8];
second, we did not investigate applications to decision theory or game theory. However, we would
like to end by stressing another issue that is less often evoked and nonetheless conceptually very
challenging: the dynamics of awareness. The current framework, as much of the existing work, is
static, i.e., it captures the awareness and doxastic states at a given time. It does not tell anything of the
fact that, during an inquiry, an agent may become aware of some new possibilities21.

Let us consider our initial example where Pierre is aware of p and q, but not of r, and let us
suppose that Pierre’s partial beliefs are represented by some probability distribution on a subjective
state space S{p,q}. Assume that at some time, Pierre becomes aware of r; for instance, someone has
asked him whether he thinks that r is likely or not. It seems that our framework can be extended to
accommodate the situation: Pierre’s new doxastic state will be represented on a state space S{p,q,r}
appropriately connected to the initial one S{p,q} (see Figure 6). Typically, a state s′ = pq will be split
into two fine-grained states s1 = pqr and s2 = pq¬r. However, how should Pierre’s partial beliefs
evolve? Obviously, a naive Laplacian rule according to which the probability assigned to s′ is equally
allocated to s1, and s2 will not be satisfactory. Are there rationality constraints capable of determining
a new probability distribution on S{p,q,r}? Or should we represent the new doxastic state of the agent
by a set of probability distributions?22 We leave the answers to these questions for future investigation.

19 I thank an anonymous referee for suggesting to me to clarify this point.
20 This restricted rule is reminiscent of the rule REsa in [5].
21 Note that he/she could become unaware of some possibilities as well, but we will not say anything about that.
22 The dynamics of awareness has been studied by [34] in doxastic logic and by [35] in doxastic logic. See also [36].
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Figure 6. The issue of becoming aware.
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Appendix A. Doxastic Logic: Proofs and Illustrations

Appendix A.1. Illustration

Let us consider a GSS M where:

• the actual state is s ∈ S
• s is projected in s1 ∈ S′

X for some X ⊆ At
• R(s1) = {s2, s3}, R(s2) = {s2} and R(s3) = {s3}
• M, s2 � p and M, s3 � ¬p

The relevant part of the model is represented in Figure A1.
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Figure A1. Unawareness without partitions.
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It is easy to check that M, s � Up and M, s � B(B¬p ∨ Bp), since M, s2 � Bp and M, s3 � B¬p.

Appendix A.2. Proof of Fact 1

For greater convenience, we give the proof for partial GSSs, but Fact 1 holds for original GSSs,
as well. We have to show that if M is a partial GSS and s∗ ∈ S′

X for some X ⊆ At, then M, s∗ ⇓ φ iff
φ ∈ LBA(X). The proof is by induction on the complexity of formulas:

• if φ := p, then M, s∗ � p or M, s∗ � ¬p iff (p ∈ LBA(X) and π(ρ−1(s∗), p) = 1) or (p ∈ LBA(X)

and not π(ρ−1(s∗), p) = 1) iff p ∈ LBA(X).
• if φ := ¬ψ, then M, s∗ � φ or M, s∗ � ¬φ iff M, s∗ � ¬ψ or M, s∗ � ¬¬ψ iff (ψ ∈ LBA(X) and

M, s∗ � ψ) or (¬ψ ∈ LBA(X) and M, s∗ � ¬ψ) iff (ψ ∈ LBA(X) and M, s∗ � ψ) or (ψ ∈ LBA(X)

and M, s∗ � ψ) iff ψ ∈ LBA(X) iff ¬ψ ∈ LBA(X)
• if φ := ψ1 ∧ ψ2, then M, s∗ � φ or M, s∗ � ¬φ iff (M, s∗ � ψ1 and M, s∗ � ψ2) or (ψ1 ∧ ψ2 ∈

LBA(X) and (M, s∗ � ψ1 or M, s∗ � ψ2)) iff by IH (ψ1 ∧ ψ2 ∈ LBA(X) and M, s∗ � ψ1 and
M, s∗ � ψ2) or (ψ1 ∧ ψ2 ∈ LBA(X) and not (M, s∗ � ψ1 and M, s∗ � ψ2)) iff ψ1 ∧ ψ2 ∈ LBA(X)

• if φ := Bψ, then M, s∗ � φ or M, s∗ � ¬φ iff (for each t∗ ∈ R∗(s∗), M, t∗ � φ) or (Bψ ∈ LBA(X)

and M, s∗ � Bψ) iff, by the induction hypothesis and since each t∗ ∈ R∗(s∗) belongs to SX -
(Bψ ∈ LBA(X) M, s∗ � Bψ) or (Bψ ∈ LBA(X) and M, s∗ � Bψ) iff Bψ ∈ LBA(X)

• if φ := Aψ, then M, s∗ � φ or M, s∗ � ¬φ iff M, s∗ ⇓ ψ or (Aψ ∈ LBA(X) and M, s∗ � Aψ) iff
(by Induction Hypothesis) ψ ∈ LBA(X) or (Aψ ∈ LBA(X) and M, s∗ ⇑ ψ) iff (by the induction
hypothesis) ψ ∈ LBA(X) or (Aψ ∈ LBA(X) and ψ /∈ LBA(X)) iff ψ ∈ LBA(X) iff Aψ ∈ LBA(X).

Appendix A.3. An Axiom System for Partial GSSs

We may obtain a complete axiom system for serial partial GSS thanks to [37] who relates GSS and
awareness c© structures. Actually, one obtains a still closer connection with serial partial GSS. Let us
first restate the definition of awareness c© structures.

Definition A1. An awareness c© structure is a t-tuple (S, π, R, A) where

(i) S is a state space,
(ii) π : At × S → {0, 1} is a valuation,

(iii) R ⊆ S × S is an accessibility relation,
(iv) A : S → Form(LBA(At)) is a function that maps every state in a set of formulas (“awareness c© set”).

The new condition on the satisfaction relation is the following:
M, s � Bφ iff ∀t ∈ R(t) M, t � φ and φ ∈ A(s)
Let us say that an awareness c© structure M = (S, R,A, π) is propositionally determined (p.d.)

if (1) for each state s, A(s) is generated by some atomic formulas X ⊆ At, i.e., A(s) = LBA(X), and
(2) if t ∈ R(s), then A(s) = A(t).

Proposition A1 (Adapted from Halpern 2001 Theorem 4.1).

1. For every serial p.d. awareness c© structure M, there exists a serial partial GSS M′ based on the same state
space S and the same valuation π s.t. for all formulas φ ∈ LBA(At) and each possible state s

M, s �a c© φ iff M′, s �pGSS φ
2. For every serial partial GSS M, there exists a serial p.d. awareness c© structure M′ based on the same state

space S and the same valuation π s.t. for all formulas φ ∈ LBA(At) and each possible state s

M, s �pGSS φ iff M′, s �a c© φ

An axiom system has been devised in [37] that is (sound and) complete with respect to p.d.
awareness c© structures. An axiom system for serial p.d. awareness c© structures can be devised by
enriching this axiom system with:
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(DU) Bφ → (¬B¬φ ∧ Aφ)

The resulting axiom system, coined KDU , is this one:

System KDU

(PROP) Instances of propositional tautologies
(MP) From φ and φ → ψ, infer ψ

(K)Bφ ∧ B(φ → ψ) → Bψ

(Gen)From φ, infer Aφ → Bφ

(DU) Bφ → (¬B¬φ ∧ Aφ)

(A1) Aφ ↔ A¬φ

(A2) A(φ ∧ ψ) ↔ (Aφ ∧ Aψ)

(A3) Aφ ↔ AAφ

(A4B) ABφ ↔ Aφ

(A5B) Aφ → BAφ

(Irr)If no atomic formulas in φ appear in ψ, from Uφ → ψ, infer ψ

The following derives straightforwardly from Proposition 2.

Proposition A2 (Soundness and completeness theorem). Let φ ∈ LBA(At). Then:

�spGSS φ iff �KDU φ

Appendix B. Probabilistic Logic: Proof of the Completeness Theorem for HMU

Proof. (⇐). Soundness is easily checked and is left to the reader. (⇒). We have to show that if
|=GSPS φ, then �HMU φ. The proof relies on the well-known method of filtration. First, we define a
restricted language LLA

[φ] as in [19]: LLA
[φ] contains:

• as atomic formulas, only Var(φ), i.e., the atomic formulas occurring in φ,
• only probabilistic operators La belonging to the finite set Q(φ) of rational numbers of the form

p/q, where q is the smallest common denominator of indexes occurring in φ and
• only formulas of epistemic depth smaller than or equal to that of φ (an important point is that

we stipulate that the awareness operator A does not add any epistemic depth to a formula:
dp(Aψ) = dp(ψ)).

As we will show, the resulting language LLA
[φ] is finitely generated: there is a finite subset B of

LLA
[φ] called a base, such that ∀ψ ∈ LLA

[φ] , there is a formula ψ′ in the base, such that �HMU ψ ↔ ψ′.

In probabilistic structures, it is easy to construct such a base23. The basic idea is this:

(1) consider D0, the set of all the disjunctive normal forms built from B0 = Var(φ), the set of
propositional variables occurring in φ.

(2) Bk is the set of formulas Laψ for all a ∈ Q(φ) where ψ is a disjunctive normal form built with
“atoms” coming from B0 to Bk−1.

(3) the construction has to be iterated up to the epistemic depth n of φ, hence to Bn. The base B is
Dn, i.e., the set of disjunctive normal forms built with “atoms” from B0 to Bn.

23 The work in [19] leaves the construction implicit.
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Obviously, B is finite. It can be shown by induction that LLA
[φ] is finitely generated by B.

For formulas with a Boolean connective as top connective, this is obvious. For formulas of the form
Laψ, it comes from substitutability under logically-equivalent formulas: by the induction hypothesis,
there is a formula ψ′ equivalent to ψ in B. Therefore, there is in B a formula equivalent to Laψ′.
However, since �HM ψ ↔ ψ′, it follows that �HM Laψ ↔ Laψ′. We will now show how to unfold these
ideas formally.

Definition B1. Let X = {ψ1, ...ψm} be a finite set of formulas. DNF(X) is the set of disjunctive normal forms
that can be built from X, i.e., the set of all possible disjunctions of conjunctions of the form e1ψ1 ∧ ... ∧ emψm

where ei is a blank or ¬. The members of X are called the atomic components of DNF(X).

Definition B2. The base B for a language LL
[φ] where dp(φ) = n is defined as Dn in the following

doubly-inductive construction:

(i) B0 = Var(φ) (B0 is the set of atomic components of epistemic depth 0)
(i’) D0 = DNF(B0) (D0 is the set of disjunctive normal forms based on B0)

(ii) Bk = {Laψ : ψ ∈ Dk−1}
(ii’) Dk = DNF(

⋃k
l=0 Bl).

Notation B1. Let ψ ∈ DNF(X) and X ⊆ Y. The expansion of ψ in DNF(Y) is the formula obtained by the
replacement of each conjunction e1ψ1 ∧ ... ∧ emψm occurring in ψ by a disjunction of all possible conjunctions
built from e1ψ1 ∧ ... ∧ emψm by adding literals of atomic components in Y − X.

For instance, consider X = {p} and Y = {p, q}: the DNF p is expanded in (p ∧ q) ∨ (p ∧ ¬q).

Fact B1.

(i) ∀k, ∀ψ ∈ Dk ∪ Bk, dp(ψ) = k.
(ii) For each ψ ∈ Dk, in each Dl, l > k, there is a formula ψ′, which is equivalent to ψ

Proof. (i) is obvious; (ii) follows from the fact that any formula ψ ∈ Dk can be expanded in ψ′ from Dl ,
l > k and that (by propositional reasoning) ψ and ψ′ are equivalent.

It can be proven that B = Dn is a finite base for LL
[φ]. First, for each ψ ∈ LL

[φ], there is a formula ψ′

in Dl s.t. �HM ψ ↔ ψ′ where dp(ψ) = l. Since ψ′ can be expanded in a logically-equivalent formula
ψ′′ ∈ Dn, it is sufficient to conclude that for each ψ ∈ LL

[φ], there is an equivalent formula in the base.

(i) ψ := p: ψ is obviously equivalent to some DNF in D0 and dp(p) = 0.
(ii) ψ := (χ1 ∧ χ2): by the induction hypothesis, there is χ′

1 equivalent to χ1 in Ddp(χ1)
and χ′

2
equivalent to χ2 in Ddp(χ2)

. Suppose w.l.o.g.that dp(χ2) > dp(χ1) and, therefore, that dp(ψ) =
dp(χ2). Then, χ′

1 can be expanded in χ′′
1 ∈ Ddp(χ2)

. Obviously, the disjunction of the conjunctions
occurring both in χ′′

1 and χ′
2 is in Ddp(χ2)

and equivalent to ψ.
(iii) ψ := Laχ: by IH, there is χ′ equivalent to χ in Ddp(χ). Note that dp(χ) < n = dp(φ). By

construction, La(χ′) ∈ Bdp(χ)+1. Consequently, there will be in Ddp(χ)+1 a DNF ψ′ equivalent to
La(χ′). Since dp(χ) + 1 ≤ n, this DNF can be associated by expansion to a DNF in the base Dn.
Furthermore, since �HM χ ↔ χ′ and �HM Laχ′ ↔ ψ′, it follows by the rule of equivalence that
�HM Laχ ↔ ψ′.

There are changes needed to deal with unawareness. (1) First, the awareness operator A has to be
included. This is not problematic given that for any formula ψ, �HMU Aψ ↔ ∧

m Apm where Var(ψ) =
{p1, ..., pm, ...pM}. Consequently, the only modification is to include any formula Ap with p ∈ Var(φ)
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in B0. (2) With unawareness, it is no longer true that if �HMU ψ ↔ χ, then �HMU Laψ ↔ Laχ.
For instance, it is not true that �HMU La p ↔ La((p ∧ q) ∨ (p ∧ ¬q)): the agent may be unaware
of q. Nevertheless, the rule holds restrictedly: under the assumption that Var(ψ) = Var(χ), then if
�HMU ψ ↔ χ, then �HMU Laψ ↔ Laχ (REU). We can use this fact to make another change to the basis:
instead of considering only the disjunctive normal forms built from the whole set Var(φ), we consider
the disjunctive normal forms built from any non-empty subset X ⊆ Var(φ).

Definition B3. Let X ⊆ Var(φ);
(i) BX

0 = X ∪ {Ap : p ∈ X}
(i’) DX

0 = DNF(B0)

(ii) BX
k = {Laψ : ψ ∈ Dk−1} and

(ii’) DX
k = DNF(

⋃k
l=0 BX

l ).

Fact B2.

(i) ∀k ≤ n, ψ ∈ DX
k where X ⊆ Var(φ), dp(ψ) = k.

(ii) ∀X ⊆ Var(φ), ∀ψ ∈ DX
k , ∀DX

l , l > k, there is a formula ψ′ ∈ DX
l , which is equivalent to ψ.

(iii) ∀X ⊆ Y ⊆ Var(φ), if ψ ∈ DX
k , then there is a formula ψ′, which is equivalent to ψ in DY

k .
(iv) ∀X ⊆ Var(φ), ∀ψ ∈ DX

k , Var(ψ) = X.

Proof. (i)–(ii) are similar to the classical case; (iii) is straightforwardly implied by Clause (ii’) of
Definition 12; (iv) is obvious.

We are now ready to prove that B =
⋃

X⊆Var(φ) DX
n is a basis for LLA

[φ] . We will actually show

that for any ψ ∈ LLA
[φ] with dp(ψ) = k, there are X ⊆ Var(φ) and ψ′ ∈ DX

k s.t. �HMU ψ ↔ ψ′ and
dp(ψ) = dp(ψ′) = k and Var(ψ) = Var(ψ′) (Induction Hypothesis, IH).

(i) ψ := p: ψ is obviously equivalent to some DNF ψ′ in D{p}
0 . Clearly, dp(ψ) = dp(ψ′) and

Var(ψ) = Var(ψ′).
(ii) ψ := (χ1 ∧ χ2): by IH,

- there is χ′
1 s.t. �HMU χ1 ↔ χ′

1 and Var(χ1) = Var(χ′
1) = X1 and χ′

1 ∈ DX1
dp(χ1)

- there is χ′
2 s.t. �HMU χ2 ↔ χ′

2 and Var(χ2) = Var(χ′
2) = X2 and χ′

2 ∈ DX2
dp(χ2)

Let us consider X′ = X1 ∪ X2 and suppose without loss of generality that dp(χ2) > dp(χ1).
One may expand χ′

1 from DX1
dp(χ1)

to DX′
dp(χ1)

and expand the resulting DNF to χ′′
1 ∈ DX′

dp(χ2)
. On

the other hand, χ′
2 may be expanded to χ′′

2 ∈ DX′
dp(χ2)

. ψ′ is the disjunction of the conjunctions
common to χ′′

1 and χ′′
2 . Obviously, dp(ψ) = dp(ψ′) and Var(ψ) = Var(ψ′).

(iii) ψ := Aχ: by IH, there is χ′ equivalent to χ in DX
dp(χ) with Var(χ) = Var(χ′). Aχ′ is equivalent to∧

m Apm where Var(χ′) = {p1, ..., pm, ...pM}. Each Apm is in BX
0 , so by expansion in DX

dp(χ), there
is a DNF equivalent to it and, therefore, a DNF equivalent to

∧
m Apm.

(iv) ψ := Laχ: by IH, there is χ′ equivalent to χ in DX
dp(χ) with dp(χ) = dp(χ′) and Var(χ) = Var(χ′).

Note that dp(χ) < n = dp(φ). By construction, La(χ′) ∈ BX
dp(χ)+1. Consequently, there will be in

DX
dp(χ)+1 a DNF ψ′ logically equivalent to La(χ′). Since dp(χ) + 1 ≤ n, there will be in the base a

formula ψ′′ logically equivalent to ψ′. Furthermore, since �HMU χ ↔ χ′ and Var(χ) = Var(χ′)
and �HMU Laχ′ ↔ ψ′′, it follows that �HMU Laχ ↔ ψ′′.

We will now build: (1) the objective state space; (2) the subjective states spaces and the projection
ρ; and (3) the probability distributions.

(1) The objective state space:
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The objective states of the φ-canonical structure are the intersections of the maximally-consistent
sets of formulas of the language LLA(At) and the restricted language LLA

[φ] :

Sφ = {Γ ∩ LLA
[φ] : Γ is a maximal HMU-consistent set}

First, let us notice that the system HMU is a “modal logic” ([38], p. 191): a set of formulas (1) that
contains every propositional tautologies; (2) such that the Lindenbaum lemma holds.

Definition B4.

(i) A formula φ is deducible from a set of formulas Γ, symbolized Γ �HMU φ, if there exists some formulas
ψ1, ..., ψn in Γ s.t. �HMU (ψ1 ∧ ... ∧ ψn) → φ.

(ii) A set of formulas Γ is HMU-consistent if it is false that Γ �HMU ⊥
(iii) A set of formulas Γ is maximally HMU-consistent if (1) it is HMU-consistent and (2) if it is not included

in a HMU-consistent set of formulas.

Lemma B1 (Lindenbaum Lemma). If Γ is a set of HMU-consistent formulas, then there exists an extension
Γ+ of Γ that is maximally HMU-consistent.

Proof. See, for instance, [38] (p.199).

Notation B2. For each formula ψ ∈ LLA
[φ] , let us note [ψ] = {s ∈ Sφ : ψ ∈ s}

Lemma B2. The set Sφ is finite.

Proof. This Lemma is a consequence of the fact that LLA
[φ] is finitely generated.

(a) Let us say that two sets of formulas are Δ-equivalent if they agree on each formula that belongs
to Δ. Sφ identifies the maximal HMU-consistent sets of formulas that are LLA

[φ] -equivalent. Sφ is
infinite iff there are infinitely many maximal HMU-consistent sets of formulas that are not
pairwise LLA

[φ] -equivalent.
(b) If B is a base for LLA

[φ] , then two sets of formulas are LLA
[φ] -equivalent iff they are B-equivalent.

Suppose that Δ1 and Δ2 are not LLA
[φ] -equivalent. This means w.l.o.g. that there is a formula ψ

s.t. (i) ψ ∈ Δ1, (ii) ψ /∈ Δ2 and (iii) ψ ∈ LLA
[φ] . Let ψ′ ∈ B be a formula s.t. �HMU ψ ↔ ψ′. Clearly,

ψ′ ∈ Δ1 and ψ′ ∈ LLA
[φ] and ¬ψ′ ∈ Δ2. Therefore, Δ1 and Δ2 are not B-equivalent. The other

direction is obvious.
(c) Since B is finite, there are only finitely many maximal HMU-consistent sets of formulas that are

not pairwise B-equivalent. Therefore, Sφ is finite.

(2) The subjective state spaces and the projection ρ(.):
As it might be expected, the subjective state associated with an objective state Γ ∈ Sφ will be

determined by the formulas that the agent is aware of in Γ.

Definition B5. For any set of formulas Γ, let Var(Γ) be the set of atomic formulas that occur in the formulas
that belong to Γ. For any Γ ∈ Sφ, let:

(i) A+(Γ) = {ψ : Aψ ∈ Γ} and A−(Γ) = {ψ : ¬Aψ ∈ Γ}
(ii) a+(Γ) = {p ∈ Var(LLA

[φ] ) : Ap ∈ Γ} and a−(Γ) = {p ∈ Var(LLA
[φ] ) : ¬Ap ∈ Γ}.

Lemma B3. Let Γ ∈ Sφ.

(i) A+(Γ) = LLA
[φ] (a+(Γ))
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(ii) A+(Γ) ∪ A−(Γ) = LLA
[φ]

Proof. (i) Follows from (A1)-(A4L); (ii) follows from (i) and the fact that since Γ comes from a maximal
consistent set, ¬ψ ∈ Γ iff ψ /∈ Γ.

One may group the sets that have the same awareness profile into equivalence classes:
|Γ|a = {Δ ∈ Sφ: a+(Δ) = a+(Γ)}. The sets that belong to the same equivalence class |Γ|a will be
mapped in the same subjective state space S′

|Γ|a . We are now ready to define the projection ρ and these
subjective states.

Definition B6. The projection ρ : Sφ → ⋃
Γ∈Sφ S′

|Γ|a is defined by:

ρ(Γ) = Γ ∩ A+(Γ)

where S′
|Γ|a = {Δ ∩ A+(Γ) ∩ LLA

[φ] : Δ is a maximal HMU-consistent set and a+(Δ) = a+(Γ)}.

Note that in the particular case where the agent is unaware of every formula, A+(Γ) = ∅.
Therefore, each objective state where the agent is unaware of every formula will be projected in
the same subjective state ∅ ∈ S′

∅ = {∅}. More importantly, one can check that ρ is an onto map:
suppose that Λ ∈ S′

|Γ|a where Γ ∈ Sφ. By definition, for some Δ (a maximal HMU-consistent set),

Λ = Δ ∩ A+(Γ) ∩ LLA
[φ] and a+(Δ) = a+(Γ). As a consequence, A+(Δ) = A+(Γ), and therefore,

Λ = Δ ∩ A+(Δ) ∩ LLA
[φ] . Hence, Λ = ρ(Δ ∩ LLA

[φ] ). One can show also the following lemma.

Lemma B4.

(i) For each Γ ∈ Sφ, S′
|Γ|a is finite.

(ii) For each subset E ⊆ S′
|Γ|a , there is ψ ∈ A+(Γ) ∩ LLA

[φ] s.t. E = [ψ]S′
|Γ|a

where [ψ]S′
|Γ|a

denotes the set of

states of S′
|Γ|a to which ψ belongs.

(iii) For all ψ1, ψ2 ∈ A+(Γ) ∩ LLA
[φ] , [ψ1]S′

|Γ|a
⊆ [ψ2]S′

|Γ|a
iff �HMU ψ1 → ψ2

Proof. (i) Follows trivially since the objective state space is already finite; (ii) let us pick a finite base BΓ

for A+(Γ) ∩ LLA
[φ] . For each element β of this base and each Δ ∈ S′

|Γ|a , either β ∈ Δ or ¬β ∈ Δ. Two sets
Δ and Δ′ ∈ S′

|Γ|a differ at least by one such formula of BΓ. Let C(Δ) =
∧

m emβm where βm ∈ BΓ and
em is a blank if βm ∈ Δ and ¬ if βm /∈ Δ. For two distinct sets Δ and Δ′, C(Δ) �= C(Δ′). For each
event E ⊆ S′

|Γ|a , one can therefore consider the disjunction
∨

k C(Δk) for each Δk ∈ E. Such a formula

belongs to each Δk and only to these Δk. (iii) (⇒). For each formula ψ ∈ A+(Γ) ∩ LLA
[φ] and each

Δ ∈ S′
|Γ|a , ¬ψ ∈ Δ iff ψ /∈ Δ. Therefore, there are two possibilities for any Δ: either ψ ∈ Δ or ¬ψ ∈ Δ.

(a) If ψ1 ∈ Δ, then by hypothesis ψ2 ∈ Δ and given the construction of the language, ¬ψ1 ∨ ψ2 ∈ Δ,
hence ψ1 → ψ2 ∈ Δ. (b) If ψ1 /∈ Δ, then ¬ψ1 ∈ Δ, hence ψ1 → ψ2 ∈ Δ. This implies that for any Δ,
ψ1 → ψ2 ∈ Δ. Given the definition of S′

|Γ|a and the properties of maximal consistent sets, this implies

that �HMU ψ1 → ψ2. (⇐). Given the construction of the language, if ψ1, ψ2 ∈ A+(Γ) ∩ LLA
[φ] , then

ψ1 → ψ2 ∈ A+(Γ) ∩ LLA
[φ] . Since �HMU ψ1 → ψ2, for each Δ, ψ1 → ψ2 ∈ Δ. If ψ1 ∈ Δ, clearly ψ2 ∈ Δ,

as well. Therefore, [ψ1]S′
|Γ|a

⊆ [ψ2]S′
|Γ|a

.

(3) The probability distributions:

Definition B7. For Γ ∈ Sφ and ψ ∈ LLA
[φ] , let:

• ã = max{a : Laψ ∈ Γ}
• b̃ = min{b : Mbψ ∈ Γ}
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In the classical case [19], ã and b̃ are always defined. This is not so in our structure with
unawareness: if the agent is not aware of ψ, no formula Laψ will be true because of (A0U) Aψ ↔ L0ψ.
Given (A1) and (DefM), one can derive:

�HMU Aψ ↔ M1ψ

The construction of the language implies that for any Γ, Aψ ∈ Γ iff L0ψ ∈ Γ iff M1ψ ∈ Γ. Therefore,
ã and b̃ are defined iff Aψ ∈ Γ.

Lemma B5. Let us suppose that Aψ ∈ Γ.

(i) ∀c ∈ Q(φ), c ≤ ã implies Lcψ ∈ Γ, and c ≥ b̃ implies Mcψ ∈ Γ
(ii) There are only two cases: (i) either ã = b̃ and Eãψ ∈ Γ while Ecψ /∈ Γ for c �= ã, (ii) or ã < b̃ and Ecψ /∈ Γ

for any c ∈ Q(φ).
(iii) b̃ − ã ≤ 1

q (where q is the common denominator to the indexes)

Proof. See [19]; the modifications are obvious.

Definition B8. Given Γ ∈ Sφ and ψ ∈ LLA
[φ] , if Aψ ∈ Γ, let

IΓ
ψ be either {ã} if ã = b̃ or (ã, b̃) if ã < b̃.

Lemma A.5 in [19] can be adapted to show that for each S′
|Γ|a and Γ ∈ S′

|Γ|a , there is a probability

distribution P′
|Γ|a(Γ) on 2S′

|Γ|a , such that

(C) for all ψ ∈ LLA
[φ] if Aψ ∈ Γ, P′

|Γ|a(Γ)([ψ]S′
|Γ|a

) ∈ IΓ
ψ.

The proof in [19] relies on a theorem by Rockafellar that can be used because of the inference rule
(B). It would be tedious to adapt the proof here. One comment is nonetheless important. In our axiom
system HMU , the inference rule holds under a restricted form (BU). Therefore, one could wonder
whether this will not preclude adapting the original proof, which relies on the unrestricted version (B).
It turns out that the answer is negative. The reason is that the formulas involved in the application of
(B) are only representatives for each subset of the state space. We have previously shown how to build
these formulas in our case, and they are such that the agent is necessarily aware of them. Therefore,
the restriction present in (BU) does not play any role, and we may define the φ-canonical structure
as follows.

Definition B9. The φ-canonical structure is the GSPS Mφ = (Sφ, Sφ′
, (2S′

|Γ|a )Γ∈Sφ , πφ, (Pφ

|Γ|a)Γ∈Sφ) where:

(i) Sφ = {Γ ∩ LLA
[φ] : Γ is a maximal HMU-consistent set}

(ii) Sφ′
=
⋃

Γ∈Sφ S′
|Γ|a where S′

|Γ|a = {Δ ∩ A+(Γ) ∩ LLA
[φ] : Δ is a maximal HMU-consistent set, and

a(Δ) = a(Γ)}
(iii) for each Γ ∈ Sφ, ρ(Γ) = Γ ∩ A+(Γ)
(iv) for all state Γ ∈ Sφ ∪ Sφ′

and atomic formula p ∈ At, πφ(p, Γ) = 1 iff p ∈ Γ

(v) for Γ ∈ Sφ, Pφ

|Γ|a is a probability distribution on 2S′
|Γ|a satisfying Condition (C)24.

We are now ready to state the crucial truth lemma.

Lemma B6 (Truth lemma). For every Γ ∈ Sφ and every ψ ∈,LLA
[φ] ,

24 In the particular case where A+(Γ) = ∅, the probability assigns maximal weight to the only state of S′
∅.
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Mφ, Γ � ψ iff ψ ∈ Γ

Proof. The proof proceeds by induction on the complexity of the formula.

• ψ := p; following directly from the definition of πφ.
• ψ := ¬χ. Since Γ is a standard state Mφ, Γ �φ ¬χ iff Mφ, Γ � χ iff (by IH) χ /∈ Γ. We shall show

that χ /∈ Γ iff ¬χ ∈ Γ. (⇒) Let us suppose that χ /∈ Γ; χ is in LLA
[φ] ; hence, given the properties

of maximally-consistent sets, ¬χ ∈ Γ+ where Γ+ is the extension of Γ to LLA(At) (the whole
language). Additionally, since Γ = Γ+ ∩ LLA

[φ] , ¬χ ∈ Γ. (⇐) Let us suppose that ¬χ ∈ Γ. Γ is
coherent, therefore χ /∈ Γ.

• ψ := ψ1 ∧ ψ2. (⇒). Let us assume that Mφ, Γ � ψ1 ∧ ψ2. Then, Mφ, Γ � ψ1 and Mφ, Γ � ψ2. By
IH, this implies that ψ1 ∈ Γ and ψ2 ∈ Γ. Given the properties of maximally-consistent sets, this
implies in turn that ψ1 ∧ ψ2 ∈ Γ. (⇐). Let us assume that ψ1 ∧ ψ2 ∈ Γ. Given the properties
of maximally-consistent sets, this implies that ψ1 ∈ Γ and ψ2 ∈ Γ and, therefore, by IH, that
Mφ, Γ � ψ1 and Mφ, Γ � ψ2.

• ψ := Aχ. We know that in any GSPS M, if s′ = ρ(s) ∈ S′
X for some s ∈ S, then M, s′ ⇓ χ

iff χ ∈ LLA(X). In our case, s = Γ, s′ = ρ(Γ) and X = a+(Γ). Therefore, Mφ, Γ � Aχ iff
χ ∈ LLA(a+(Γ)). However, given that Aχ ∈ LLA

[φ] , χ ∈ LLA(a+(Γ)) iff Aχ ∈ Γ.
• ψ := Laχ. By definition Mφ, Γ |= Laχ iff P|ρ(Γ)|a(Γ)([[χ]]) ≥ a and Mφ, ρ(Γ) ⇓ χ.(⇐) Let us

suppose that P|ρ(Γ)|a(Γ)([[χ]]) ≥ a and Mφ, ρ(Γ) ⇓ χ. Hence, ã is well defined. It is clear that
ã ≥ a given our definition of P|ρ(Γ)|a(Γ). It is easy to see that �HMU Laψ → Lbψ for b ≤ a.
As a consequence, Laψ ∈ Γ. (⇒) Let us suppose that Laψ ∈ Γ. This implies that Aψ ∈ Γ and,
therefore, that Mφ, ρ(Γ) ⇓ χ. By construction, a ≤ ã, and therefore, P|ρ(Γ)|a(Γ)([[χ]]) ≥ a. Hence,
Mφ, Γ |= Laχ.

Proof.

• If φ := p, then M, s′ � p or M, s′ � ¬p

iff (p ∈ LLA(X) and π∗(s′, p) = 1) or (p ∈ LLA(X) and π∗(s′, p) = 0)

iff p ∈ LBA(X)

• If φ := ¬ψ, then M, s′ � φ or M, s′ � ¬φ

iff M, s′ � ¬ψ or M, s′ � ¬¬ψ

iff (ψ ∈ LLA(X) and M, s′ � ψ) or (¬ψ ∈ LLA(X) and M, s′ � ¬ψ)

iff (ψ ∈ LLA(X) and M, s′ � ψ) or (ψ ∈ LLA(X) and M, s′ � ψ)

iff ψ ∈ LLA(X)

iff ¬ψ ∈ LLA(X)

• If φ := ψ1 ∧ ψ2, then M, s′ � φ or M, s′ � ¬φ

iff (M, s′ � ψ1 and M, s′ � ψ2) or (ψ1 ∧ ψ2 ∈ LLA(X) and (M, s′ � ψ1 or M, s′ � ψ2))

iff by the induction hypothesis (ψ1 ∧ ψ2 ∈ LLA(X) and M, s′ � ψ1 and M, s′ � ψ2) or (ψ1 ∧ ψ2 ∈
LLA(X) and not (M, s′ � ψ1 and M, s′ � ψ2))

iff ψ1 ∧ ψ2 ∈ LLA(X)
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• if φ := Bψ, then M, s′ � φ or M, s′ � ¬φ

iff (for each t∗ ∈ R∗(s′), M, t∗ � φ) or (Bψ ∈ LLA(X)) and M, s′ � Bψ)

iff, by the induction hypothesis and since each t∗ ∈ R∗(s′) belongs to SX - (Bψ ∈ LLA(X)

M, s′ � Bφ) or (Bψ ∈ LLA(X) and M, s′ � Bφ)

iff Bψ ∈ LLA(X)

• If φ := Aψ, then M, s′ � φ or M, s′ � ¬φ

iff (M, s′ ⇓ ψ) or (Aψ ∈ LLA(X) and not M, s′ ⇓ ψ, impossible given the induction hypothesis)

iff (M, s′ ⇓ ψ)

iff ψ ∈ LLA(X) (by the induction hypothesis)

iff Aψ ∈ LLA(X)
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Abstract: Strategy is formally defined as a complete plan of action for every contingency in a
game. Ideal agents can evaluate every contingency. But real people cannot do so, and require a
belief-revision policy to guide their choices in unforeseen contingencies. The objects of belief-revision
policies are beliefs, not strategies and acts. Thus, the rationality of belief-revision policies is subject to
Bayesian epistemology. The components of any belief-revision policy are credences constrained by
the probability axioms, by conditionalization, and by the principles of indifference and of regularity.
The principle of indifference states that an agent updates his credences proportionally to the evidence,
and no more. The principle of regularity states that an agent assigns contingent propositions a positive
(but uncertain) credence. The result is rational constraints on real people’s credences that account for
their uncertainty. Nonetheless, there is the open problem of non-evidential components that affect
people’s credence distributions, despite the rational constraint on those credences. One non-evidential
component is people’s temperaments, which affect people’s evaluation of evidence. The result is
there might not be a proper recommendation of a strategy profile for a game (in terms of a solution
concept), despite agents’ beliefs and corresponding acts being rational.

Keywords: backward induction; bayesian epistemology; belief-revision policy; epistemic game
theory; evolutionary game theory; naturalistic game theory; strategy

1. Introduction

Ken Binmore [1] demarcates two modes of analysis in game theory. The eductive mode
(comprised of deduction, induction, and adduction) analyzes social behavior according to the strict
idealizations of rational choice theory. The evolutive mode analyzes social behavior according to
dynamic models that relax said idealizations. I substitute the disciplines of epistemic and evolutionary
game theory for Binmore’s modes of analysis. Epistemic game theory provides the epistemic
foundations for rational justification of social behavior. Conversely, evolutionary game theory
establishes social behavior that is evolutionarily fit and stable. It is descriptive and provides for
the causal explanation of social behavior.

A recent discipline—I denote it ‘naturalistic game theory’—splits the difference between epistemic
and evolutionary game theory. The disciplines of neuroeconomics and behavioral game theory [2],
the application of heuristics from an adaptive toolbox to real-world uncertainty [3,4], and the study of
optimization under cognitive constraints [5,6] are three converging approaches to a more realistic basis
for game theory. All foundational concepts are analyzed vis-à-vis real people with cognitive limits.
Work has started on common knowledge, convention, and salience; I contribute to this discipline with
my analysis of strategy and the rationality of belief-revision policies.

I argue that the very concept of strategy is best understood vis-à-vis real people’s cognitive limits.
A strategy is traditionally defined as a complete plan of action, which evaluates every contingency
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in a game of strategy. However, only ideal agents can evaluate every contingency. Real people
require policies to revise their beliefs and guide their choices when confronted with unforeseen
contingencies. The very concept of strategy requires belief-revision policies. Yet, in epistemic
game theory, belief-revision policies are part of those idealizations (the game’s structure, the agents’
rationality, and the game’s epistemic context) stipulated to formally prove conditional results about
the game’s outcomes. The rationality of strategies or acts depends on belief-revision policies, but the
rationality of belief-revision policies remains unanalyzed.

The rationality of belief-revision policies is the subject of Bayesian epistemology. The objects
of belief-revision policies are doxastic or epistemic states (I, henceforth, use ‘epistemic’ to refer
to both types of states). Hence, the objects of analysis of belief-revision policies are epistemic
states, not strategies and acts. Whereas traditional epistemology studies three basic judgments
(belief, disbelief, or suspension of belief), Bayesian epistemology studies degrees of belief as credences,
which indicate the confidence that is appropriate to have in various propositions. I extend the
epistemic foundations of game theory to issues in Bayesian epistemology. I construct an arbitrary
belief-revision policy by establishing its components: agents’ credences are constrained by the
probability axioms, by conditionalization, and by the principles of indifference and of regularity.
I also consider non-evidential factors that affect credence distributions, despite those credences being
rationally constrained.

I explain the general program of naturalistic game theory in Section 2. The main claim is that
foundational concepts are best understood vis-à-vis real people’s cognitive limits, which explains why
analyzing said concepts in highly abstract and artificial circumstances is problematic. I then argue
the same case for strategy and belief-revision policies in Section 3. Indeed, the charge of incoherence
to backward induction is best explained by naturalism. However, this leaves open the question
of how we analyze the rationality of belief-revision policies. I suggest doing so through Bayesian
epistemology in Sections 4 and 5. I place the epistemic foundations of game theory into a more
foundational epistemology.

2. Naturalistic Game Theory

Naturalistic game theory can be encapsulated in one claim: concepts foundational to game theory
require realism. Realism provides understanding of said concepts that better matches our common
sense and intuitions, while keeping in rigor. Remove realism and the foundational concepts are
confronted by potentially irredeemable difficulties. Common knowledge, convention, rationality,
and salience are excellent candidates for requiring realism.

I use Zachary Ernst’s [5] argument form: an inference to the best explanation. The literature
has recorded that the aforementioned concepts succumb to conceptual difficulties. One explanation
is that the proper formal analysis has yet to be developed to account for said difficulties. But the
favored explanation for naturalism is that these concepts are heuristics optimized for a range of
realistic circumstances. The conceptual difficulties recorded in the literature are actually markers for
the concepts’ limits of application, and it is unsurprising they fail in extremely abstract and artificial
circumstances. I provide two examples below: (Section 2.1) principles of rationality fail to prescribe
the proper choice of action in specific abstract or artificial circumstances; and (Section 2.2) ideal agents
cannot act in circumstances in which real people easily do so. This is counterintuitive. Ideal agents are
ideal, because they have all of the information and cognitive ability to evaluate any choice and act on it
in any circumstance.

2.1. Newcomb’s Problem

Newcomb’s Problem [7] is specifically constructed to contrast recommendations between the
principles of expected-utility maximization and of dominance. There are two boxes, one opaque and
the other transparent. An agent chooses between the contents of the opaque box (one-boxing) or
the contents of both the opaque and transparent boxes (two-boxing). The transparent box contains
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one-thousand dollars. The opaque box is either empty or contains one-million dollars, depending on a
perfect prediction made about the agent’s choice. If the prediction is that the agent will one-box, the
opaque box contains one-million dollars. If the prediction is that the agent will two-box, the opaque
box is empty. If the agent chooses one-boxing, the prediction of one-boxing is guaranteed. If the agent
chooses two-boxing, the prediction of two-boxing is guaranteed. Hence, one-boxing’s expected utility
is greater than two-boxing’s expected utility. The principle of expected-utility maximization prescribes
one-boxing. However, the outcome of two-boxing is better by one-thousand dollars than the outcome
of one-boxing, regardless of the prediction. The principle of dominance prescribes two-boxing ([8],
Section 2.1).

The principles of expected-utility maximization and of dominance are equally reasonable,
but individually prescribe conflicting choices of action. There are two proposals ([8], Section 2.2).
One proposal is to argue for a particular choice and its corresponding principle. Simon Burgess [9]
recommends one-boxing by partitioning the problem into two stages. The agent firmly commits to
one-boxing in the first stage before the prediction. In the second stage, the agent does not waver from
his choice and acts on it. The other proposal is to reconcile both principles of rationality. Allan Gibbard
and William Harper [10] demarcate between causal and evidential decision theory. Causal decision
theory shows that two-boxing’s expected utility is greater than one-boxing’s expected utility. Hence,
both the principles of expected-utility maximization and of dominance prescribe two-boxing. However,
this depends on whether the agent’s choice causes the prediction (perhaps there is retro-causality).

There is ongoing debate over the viability of these proposals. Naturalistic game theory does not
argue that Newcomb’s Problem can never be solved. Perhaps there is a proper formal analysis that
further and further refines decision theory to provide a consistent solution. However, the including
of more and more ‘machinery’ into an analysis can count against the reasonability of said analysis.
The history of science is replete with moments where including more and more machinery into
explanations has counted against the reasonability of said explanations. Naturalistic game theory
instead infers that principles of expected-utility maximization and of dominance evolved in real-time
as heuristics to optimize choices in a range of realistic circumstances. Newcomb’s Problem marks the
limits of those principles.

2.2. Common Knowledge

Robert Aumann’s [11] common knowledge is standard in epistemic game theory: (every agent
in a group knows that)n p, where n is the degree of ‘every agent in a group knows that’. The group
has mutual knowledge of p just in case n = 1. The group has common knowledge of p just in case n is
arbitrary. Aumann’s common knowledge imposes strong epistemic conditions on agents, conditions
that real people cannot satisfy. Common knowledge thus requires ideal agents with no cognitive limits.
However, ideal agents are beset with difficulties. For example, there are many versions of the Email
Game in which agents with common knowledge cannot coordinate their actions [12]. The original
game is a coordination problem where two agents attempt to coordinate their actions by sending each
other emails with instructions, but each email has a small probability of not reaching its intended
target. Other versions involve two generals coordinating their attacks through messengers, who might
die traveling to their intended target; and two spies coordinating their risky package-exchange with
clandestine signals. The agents require some level of mutual knowledge to successfully coordinate
their actions. Yet the reasoning that justifies one level of mutual knowledge is equally required
to justify an additional level of mutual knowledge, and an additional level of mutual knowledge,
ad infinitum. The result is an impossibility for ideal agents to coordinate their risky actions, because
they never obtain justification. This is counterintuitive. Ideal agents ought to obtain any level of
justification—hence, the idealization.

Zachary Ernst [5] and Robin Cubit and Robert Sugden [13,14] explain that David Lewis’s common
knowledge is radically different from Aumann’s. Lewis’s book Convention [15] is, first and foremost,
a defense of analyticity (a sentence is true in virtue of its words’ meaning) against regress arguments.
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Suppose language is true by convention. Then speakers must know how the convention applies to that
language. However, preexisting knowledge of the convention is required to know how the convention
applies to the language. This creates a vicious regress, and language is not true by convention.

Lewis defends analyticity by developing a concept of convention that allows for meaning of
words to be conventional, and for agents to be part of the convention, without requiring those agents
to have explicit knowledge of the convention. He develops an account of common knowledge with
minimal epistemic conditions so agents can be part of a convention. The agents know how to apply the
convention but this knowledge does not require inordinate levels of mutual knowledge. Lewis instead
emphasizes states of affairs as sources of common knowledge: the occurrence of a state of affairs about p
indicates to agents in a group that they have a reasonable degree of mutual knowledge about p. Lewis’s
common knowledge emphasizes agents’ environments much more than their cognitive capacities.

Again, naturalistic game theory does not argue that Aumann’s common knowledge can never
be reconciled in coordination problems such as the Email Game. However, Lewis provides a realistic
account of common knowledge that real people can obtain and regularly act on, despite being unable
to reason to inordinate levels of mutual knowledge. Real people do not require strong justification,
and can obtain common knowledge with little reasoning. Lewis’s realism also explains the fragility of
common knowledge and convention [16].

3. Strategy for Ideal Agents and for Real People

The concept of strategy has the same fate as rationality and common knowledge: strategy is best
conceived vis-à-vis real people’s cognitive limits. Indeed, I argue that the charge of incoherence to
backward induction is an excellent example of the limits of the traditional concept of strategy.

The charge of incoherence is presented as either one of two problems. The first problem is
that backward induction requires agents to evaluate all contingencies in a game to settle on the
backward induction profile, but certain contingencies cannot be evaluated without violating backward
induction [17–23]. The second problem is that backward induction ‘seems logically inescapable, but at
the same time it is intuitively implausible’ ([24], p. 171).

A game theorist analyzes a game from an outside perspective to provide a game’s complete
analysis, which is its theory [18]. The game theorist specifies the game’s structure, the set of agents’
strategies, and their payoffs. He defines the agents’ rationality, and then specifies the game’s epistemic
context, which is the agents’ epistemic states concerning their circumstances. The game theorist
then proves conditional results about the game’s outcomes as profiles of agents’ strategies [25–28].
Backward induction applies to the formation of strategies.

For any sequential game with perfect (and complete) information, a strategy is a function that
assigns an action at every stage the agent can possibly reach, including those stages not reached during
gameplay ([29], p. 108). Consider Robert Stalnaker’s [30,31] sequential game in Figure 1:
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Figure 1. Iij is the j-th information set (j ≥ 1) of agent i (i = 1, 2). Robert Stalnaker’s game has two pure
strategies at each information set: Either ‘Down’ ending the game, or ‘Across’ allowing the other agent
to choose an action. The agents’ payoffs are represented at the tree’s endpoints, the left member being
the first agent’s payoff, the right member being the second agent’s payoff. The backward induction
profile is (a1a2, A1).

Suppose we differentially distribute the agents’ epistemic states across the game’s stages and
consider each stage as an agent’s information state such that:

(1) The first agent is rational at I12.
(2) The second agent is rational at I21 and knows (1).
(3) The first agent is rational at I11 and knows (2).

The agents are rational insofar as they maximize their expected payoffs. Then the distributed
epistemic states are all that are required to construct the agents’ strategies through backward induction.
Beginning at the third stage and reasoning our way backwards to the first stage, backward induction
settles the first agent’s strategy (a1, a2) as the best response to the second agent’s strategy (A1), and vice
versa. The outcome (a1a2, A1) is the sub-game perfect equilibrium and the game’s solution entailed
by (1), (2) and (3). Though it is not the case in this game, an important condition of the formal
definition of strategy is that agents assign actions for those stages that will not be reached by the agent
during gameplay.

Robert Aumann argues that common knowledge of rationality implies the backward induction
profile in sequential games with perfect information [32–34]. Backward induction requires that there
are no stages where it is unclear whether a choice maximizes an agent’s expected payoff. Aumann
introduces clarity by providing agents with the right sort of rationality throughout the game. An agent
is substantively rational just in case every choice maximizes his expected payoffs at all stages the agent
can possibly reach. Substantive rationality includes those stages that an agent will not actually reach
during gameplay. This is the sort of rationality Aumann associates with backward induction. This is
different from evaluating acts that have occurred. An agent is materially rational just in case every
choice the agent actually acts on maximizes his expected payoffs. Notice the trivial case that if an agent
never acts in a game, that agent is materially rational.

Consider the following case from Stalnaker [31] with the profile (d1a2, D1). This profile is a
deviation from the backward induction profile, and Stalnaker uses it to show the difference between
substantive and material rationality. Suppose the first agent knows the second agent is following
strategy D1. The first agent’s act d1 maximizes his expected payoff, given D1. And the first agent’s
act a2 maximizes his expected payoff, given the game’s structure and payoffs. The first agent is
substantively rational. Now suppose the second agent knows the first agent is following strategy d1a2.
Thus, the second agent knows that the first agent initially chooses d1, and, if the first agent reaches the
third stage, the first agent chooses a2. Stalnaker explains that the second agent is materially rational,
since the second agent never acts on his strategy. His material rationality is preserved through inaction.
Is the second agent, nonetheless, substantively rational? Aumann argues that the second agent is
not substantively rational, because his choice D1 does not maximize his payoff at the second stage.
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However, Stalnaker argues that there is insufficient information about what the second agent knows
about the first agent, to assess the second agent’s choice D1 at the second stage.

Stalnaker explains that substantive rationality conflates two types of conditionals, given deviations
from the backward induction profile. The first conditional is causal: if the second stage were reached,
the second agent only evaluates subsequent stages and believes the first agent would choose a2, since
the first agent is rational. The causal conditional expresses a belief about an opponent’s disposition to
act in a contingency that will not arise. The second conditional is epistemic: suppose there is a deviation
from the backward induction profile. The second agent revises his beliefs about his opponent, given that
the second stage is reached. The epistemic conditional concerns the second agent’s belief-revision policy.
The second agent is not required to maintain his current beliefs about his opponent upon learning
there is a deviation from the backward induction profile. Therefore, if the formal definition of strategy
requires agents to evaluate all contingencies in a game to settle on the backward induction profile, and if
deviations cannot be evaluated without violating backward induction, then a belief-revision policy
is required to evaluate deviations without violating backward induction. The epistemic conditional
is the conditional relevant to evaluating deviations and circumventing the charge of incoherence to
backward induction.

I argue, however, that the charge of incoherence to backward induction presumes a concept of
strategy that requires an explicit choice of action for every contingency, which further presumes an
ideal agent. Dixit, et al. [35] provide a simple test to determine whether a strategy is a complete plan
of action. A strategy:

. . . should specify how you would play a game in such full detail—describing your action
in every contingency—that, if you were to write it all down, hand it to someone else, and
go on vacation, this other person acting as your representative could play the game just
as you would have played it. He would know what to do on each occasion that could
conceivably arise in the course of play, without ever needing to disturb your vacation for
instructions on how to deal with some situation that you have not foreseen ([35], p. 27).

The test is whether your strategy is sufficient for your representative to play the game just as
you would without requiring further instruction. If so, your strategy is a complete plan of action.
The representative test requires an ideal agent. An ideal agent has no cognitive limits, can perform
any deduction, knows all logical and mathematical truths, and has all information (traditionally in the
form of common knowledge) required to choose rationally. Only an ideal agent can evaluate and then
assign a choice of action for every contingency.

However, does an ideal agent have use for a belief-revision policy to account for deviations from
the backward induction profile? I argue ‘no’. An ideal agent is provided with all the information about
his opponent to properly strategize. The ideal agent knows his opponent. An ideal agent can consider
counterfactual circumstances about his opponent (supposing he were mistaken about his opponent
or circumstances). However, the ideal agent does not need to strategize based on possible mistakes,
because those mistakes are not matter-of-fact. Indeed, an ideal agent maintains his current beliefs
about his opponent. Hence, strategizing precludes any deviations from expected gameplay. If an ideal
agent has little need for a belief-revision policy, then an ideal agent has little need for strategizing with
epistemic conditionals. The ideal agent will take his circumstances and evaluate them as they are.

Stalnaker anticipates my objection.

Now it may be that if I am absolutely certain of something, and have never even imagined
the possibility that it is false, then I will not have an explicit policy in mind for how to revise
my beliefs upon discovering that I am wrong. But I think one should think of belief-revision
policies as dispositions to respond, and not necessarily as consciously articulated policies.
Suppose Bob is absolutely certain that his wife Alice is faithful to him—the possibility
that she is not never entered his mind. And suppose he is right—she is faithful, and he
really knows that she is. We can still ask how Bob would revise his beliefs if he walked
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in one day and found his wife is bed with another man. We need not assume that Bob’s
absolute certainty implies that he would continue to believe in his wife’s faithfulness
in these circumstances, and we need not believe that these circumstances are logically
impossible. We can make sense of them, as a logical possibility, even if they never occur to
Bob. And even if Bob never thought of this possibility, it might be true that he would react
to the situation in a certain way, revising his beliefs in one way rather than another ([31],
pp. 49–50).

However, what Bob knows about Alice is crucial to how he evaluates his choices in this case.
What is relevant to Bob is how he will actually interact with Alice, and how he will actually interact
with Alice depends on what he knows about her. Bob can consider a hypothetical case of his wife’s
infidelity and still know Alice is faithful—they are not logically incompatible. However, Bob will
choose how he interacts with his wife based on his knowledge of her faithfulness, not on a hypothetical
case of infidelity. Bob can even devise the most sophisticated belief-revision policy to acount for
myriad hypothetical cases of Alice’s infidelity. But that policy is based on nothing more than fictions:
epistemic conditionals with false antecedents. Bob does not include his belief-revision policy in
his decision-making when interacting with his wife, because of what he knows about her. Indeed,
I can make sophisticated decisions about how I will interact in Harry Potter’s world. I can devise a
belief-revision policy to account for myriad magical circumstances, a policy that considers that I am
mistaken about not existing in Harry Potter’s world, but it is a fictional world and it does not affect
how I will act in this world.

Choices track efficacy, not auspiciousness ([8], Section 1). Evidential conditionals have false
antecedents. Hence, an ideal agent will not consider deviations, because they are not efficacious,
regardless of their auspiciousness. The information provided to an ideal agent is information that
tracks efficacy. Hence, an ideal agent evaluates his choices’ causal influence on an outcome. An ideal
agent’s belief-revision policy just accounts for a fictional world.

Therefore, ideal agents do not require belief-revision policies. If strategy does require
belief-revision policies, it is for real people with cognitive limits. Real people can only foresee some
contingencies and require a strategy with a belief-revision policy to address unforeseen contingencies.
Their plan of action is provisional and open-ended. Real people do not know their choice’s efficacy.
Moreover, the representative test is not intelligible to real people. It is not simply a listing of instructions
of the form: ‘If contingency C occurs, choose action A’. A strategy includes the complete reasoning
behind the forming of instructions, and that reasoning includes what is known about every contingency.
A complete plan of action is incomprehensible and too complex for real people. It takes an ideal agent
to make sense of the representative test.

I propose a more realistic understanding of the representative test. A realistic strategy can pass
the test without the need of providing a complete plan of action. A representative might play the game
in your favor by following a simple strategy in the form of an algorithm that can still evaluate any
unforeseen contingency. The strategy Tit-For-Tat passes the representative test. The instructions might
be written as:

Step 1: Cooperate at the first stage of the game.
Step 2: If the opponent cooperates at stage n − 1 (for n > 2), cooperate at stage n. Otherwise, defect
at stage n.

The strategy is simple, yet provides sufficient information for a representative to play the game
exactly as you specify, knowing what to do in any contingency without needing to contact you for
further instructions given an unforeseen situation. Notice the strategy does not assign specific actions
for every contingency in a sequential game. There is no need for such specification. This simple
strategy ably passes the representative test, because it has an implicit belief-revision policy.

The implicit belief-revision policy (without formally stating it for the moment) includes epistemic
dependence between an opponent’s prior acts and an agent’s future choice of action. I shall address
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this more in the next section. Belief-revision polices are crucial to the evaluation of real people’s
strategies and acts, but only if belief-revision policies themselves are rational. How do we assess a
policy’s rationality?

4. The Fitness of Belief-Revision Policies

I shall briefly discuss the potential role of evolutionary game theory for investigating the
rationality of belief-revision policies. It can evaluate belief-revision policies by testing which polices are
‘better’ than others through evolutionary fitness. Robert Axelrod’s tournaments [36] are well-known
for directly testing strategies for evolutionary fitness. These same tournaments can indirectly
test belief-revision policies for fitness, because strategies in said tournaments have corresponding
belief-revision policies.

The strategy Tit-For-Tat has the following implicit policy:

Tit-For-Tat Policy: Cooperate at the first stage of the game. If the opponent cooperates at stage n − 1
(for n > 2), treat the opponent as a cooperator in future stages and choose cooperation at stage n.
Otherwise, treat the opponent as a defector in future stages and choose defection at stage n.

The strategy calls for an agent to initially cooperate, and then consider his opponent’s previous
act, and then revise his belief about his opponent’s subsequent act. It is a policy that has epistemic
dependence between an opponent’s prior acts and the agent’s future choice of action.

There is nothing preventing us from devising strategies and corresponding policies with as much
or as little detail as we desire. We simply include Robert Stalnaker’s condition of epistemic dependence
between prior acts and future choice of action. Any belief-revision policy can be represented as follows:

Generic Belief-Revision Policy: If an opponent does action aj at stage n − 1 (for n > 2), treat the
opponent with disposition D and respond with action Aj at stage n. Otherwise, continue with current
set of beliefs and choice of action at stage n.

The response simply depends on the agent’s belief-revision policy, which attributes a disposition
to the opponent (for example, the opponent’s hand trembled, is irrational, is a cooperator, etc.).

This program is fruitful and necessary: it explains the fitness of belief-revision policies. However,
it is limited. It provides only as much information about which policy is fittest, as it does about
which strategy is fittest. Kristian Lindgren and Mats Nordahl [37] have studied numerous strategies
in Axelrod tournaments and found that there is no ‘optimal’, ‘best’, or outright ‘winning’ strategy.
A strategy such as Tit-For-Tat performs better than other strategies for a period of time, before another
strategy replaces it. The same might be said about corresponding belief-revision policies.

5. Constructing Belief-Revision Policies

An ideal agent with no cognitive limits can settle on a strategy for every contingency in a game.
He has no need for a belief-revision policy as Robert Stalnaker envisions. However, real people with
cognitive limits can only consider some contingencies. They do require a belief-revision policy for
contingencies they have not considered. Thus, if a strategy requires a belief-revision policy, the concept
is best understood vis-à-vis real people’s cognitive limits. I shall focus on this realism in this section.

Epistemic game theory has developed Bayesian analyses of agents revising their beliefs during
gameplay. However, the discipline has not fully considered some foundational issues in Bayesian
epistemology. The most significant issue is that virtually any rational credence distribution can be
assigned to a set of propositions (without changing the evidential circumstances). The aim is to
compute a unique credence distribution for a set of propositions, given the evidential circumstances.
I provide insight into the rationality of belief-revision policies by introducing their components
through an example. The aim is for a unique credence distribution that is actionable. belief-revision
policies have evidential and non-evidential components. The evidential components are Bayesian
principles that guide how agents ought to revise their beliefs during gameplay. The non-evidential
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component that I consider is agents’ temperaments. I show that evidential components can pare down
an agent’s credences into a unique distribution, but temperaments change credence distributions
between agents—a concern that might have to be accepted about belief-revision policies.

Traditional epistemology treats three sorts of judgments: Belief, disbelief, and suspension of
belief [38]. Bayesian epistemology instead treats credences, which indicate the differences in an agent’s
confidence in a set of propositions. Bayesian epistemology provides rational constraints on credences.
The two fundamental rational constraints are synchronic and diachronic [39]. The synchronic thesis
states that an agent’s credences are rational at a given moment just in case those credences comply with
Andrey Kolmogorov’s [40] probability axioms. The diachronic thesis states that an agent’s credences
are rational across time just in case those credences update through conditionalization in response to
evidence. Both the synchronic and diachronic theses are typically justified by Dutch Book arguments.

The credence function Cr maps a set of propositions to real numbers. Conditionalization applies
Bayes’s theorem to a conditional credence Cr(H|E) = (Cr(E|H)Cr(H))/Cr(E), given that Cr(E) > 0. Cr(H)
is the unconditional credence in the hypothesis. Cr(E|H) is the likelihood of the hypothesis on the
total evidence. An unconditional credence distribution is computed for a set of propositions from the
conditional credence distribution for those propositions, given the total evidence. Conditionalization
provides rational closure. If an unconditional credence distribution is constrained by the probability
axioms and updates by conditionalization, the resulting credence distribution is constrained by the
probability axioms, too.

An arbitrary belief-revision policy is thus far composed of credences constrained by the probability
axioms and by conditionalization. In general, I apply credences to finitely repeated and sequential
(two-agent) games with perfect (but incomplete) information. Propositions are about agents’ strategies.
Agents have cognitive limits, but they know certain features of a game. They have perfect information:
they know all acts that occur during gameplay. This might not be a fair specification for real people
(real people have imperfect memories), but it tracks conditionalization. Agents also know the structure
of the game, its payoffs, and the set of available strategies. However, they do not know each other’s
chosen strategy or immediate acts. Indeed, I specify that agents do not settle on a complete plan
of action before gameplay. They instead settle on an immediate choice of action. An agent applies
conditionalization on his opponent’s acts during gameplay. Furthermore, they do not know each
other’s rationality. I specify that each agent is rational insofar as they each maximize their expected
payoffs, but they do not know about each other’s rationality. Each agent has some initial credence that
his opponent is irrational, given that some of his opponent’s available strategies might not maximize
expected payoffs.

I use the Centipede Game in Figure 2 as an example. Agents are not endowed with any evidence
about each other’s strategies before gameplay. The first agent has 23 available strategies: (a1a2a3),
(a1a2d3), (a1d2a3), (a1d2d3), (d1a2a3), (d1a2d3), (d1d2a3), and (d1d2d3). The second agent has 22 available
strategies: (A1A2), (A1D2), (D1A2), and (D1D2).

Agents are thus far not precluded from assigning Cr = 1 or Cr = 0 to contingent propositions.
Agents might have certainty or complete unbelief about contingent propositions. But it is more
plausible that real people with cognitive limits are uncertain about opponents’ strategies. Any evidence
about opponents’ strategies accumulated during gameplay will provide some credence about those
strategies. Thus, a credence distribution assigns each strategy some credence. I thus include the
principle of regularity into any belief-revision policy. It states that a contingent proposition in a rational
credence distribution receives 1 > Cr > 0 [41]. The principle of regularity is an additional rational
constraint to the probability axioms and conditionalization. It pares down credence distributions that
can be assigned to a set of contingent propositions.
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Figure 2. Iij is the j-th information set (j ≥ 1) of agent i (i = 1, 2). This Centipede Game has two pure
strategies at each information set: Either ‘Down’ ending the game, or ‘Across’ allowing the other agent
to choose an action. The agents’ payoffs are represented at the tree’s endpoints, the left member being
the first agent’s payoff, the right member being the second agent’s payoff. The backward induction
profile is (d1d2d3, D1D2).

However, it does not, together with the probability axioms and conditionalization, compute a
unique credence distribution. Suppose each agent begins the game with a Cr = 1/n for a number n
of an opponent’s available strategies. The second agent is assigned Cr = 1/8, while the first agent is
assigned Cr = 1/4 for each of his opponent’s available strategies. Suppose the first agent chooses and
acts on a1 at I11, and the second agent must decide whether to choose D1 or A1 at I21, which depends
on whether the first agent will choose d2 or a2 at I12. The second agent’s choice is between his
opponent’s four remaining available strategies: (a1a2a3), (a1a2d3), (a1d2a3), (a1d2d3). It is important
to recognize that the act a1 at I11 is evidence that alone does not favor any particular strategy over
another in the remaining set of available strategies. The second agent, thus, applies conditionalization
on said evidence and evenly assigns credences to those strategies (the evidence does not favor one
strategy over another). This is a reasonable application of the principle of indifference. It states
that an agent updates his credences proportionally to the evidence, and no more [42]. The second
agent applies conditionalization upon the current evidence of a1 at I11, and has Cr = 1/4 in strategies
(a1a2a3), (a1a2d3), (a1d2a3), (a1d2d3). Removing acts that have occurred, he has Cr = 1/4 in (a2a3), (a2d3),
(d2a3), (d2d3). The principle of indifference guides the second agent’s judgment of his opponent’s
future choice of action. It is an additional rational constraint to regularity, to the probability axioms,
and to conditionalization.

How does the second agent choose an action, given his current credence distribution? The second
agent has a simplified decision problem at I21. He has two choices between D1 for the immediate
payoff of 4, or A1 for the chance of a payoff of 16 at I22. This depends on the likelihood of the first agent
choosing a2 at I12. We can compute a credence threshold for the second agent. His expected payoff
for A1 at I21 is Cr(a2 at I12)(16) + (1 − Cr(a2 at I12))(2), which is set equal to 4. Apply some algebra and
the second agent has a threshold Cr(a2 at I12) = 1/7. If the second agent’s credence at I21 surpasses his
threshold, he maximizes his expected payoff by choosing A1 at I22. The second agent’s credence in my
example is 1/2 that a2 at I12.

Now, suppose the first agent chooses a2 at I12, and the second agent must decide whether to
choose D2 or A2 at I22. This depends on whether the first agent will choose d3 or a3 at I13. Again, the act
a2 at I12 is evidence that does not alone favor any particular strategy over another in the remaining set
of available strategies. The second agent thus updates his credences proportionally to the evidence,
and no more. The second agent applies conditionalization upon the current evidence of a2 at I12, and
has Cr = 1/2 in strategies (a1a2a3), (a1a2d3). Removing acts that have occurred, he has Cr = 1/2 in a3

and d3. The second agent’s credence threshold that a3 at I13 is 1/7, as computed above. He maximizes
his expected payoff by choosing A2 at I22. The reader might find this result surprising, because it is
stipulated that each agent is rational—the first agent will choose d3 at I13. However, remember that
agents only know about their own rationality, not about each other’s.
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The principle of indifference is an additional rational constraint to regularity, to the probability
axioms, and to conditionalization. It pares down credence distributions that can be assigned to a
set of contingent propositions. However, there are objections to the principle that it recommends
different credences for the same evidence, depending on how we partition a set of propositions. Here is
a standard example. I explain that my ugly sweater is some color. You consider whether my ugly
sweater is red, and partition the choices to red and not-red. The principle of indifference recommends
that Cr(R) = 1/2, and that Cr(~R) = 1/2. However, you then consider whether my ugly sweater is
one of the primary colors. Then the principle recommends that Cr(R) = 1/3, and that Cr(~R) = 2/3.
The principle recommends different credences depending on how you partition the choice of colors,
given the same evidence.

I argue, however, that the problem is not with the principle of indifference. Evidence is both
subject to evidential and non-evidential components, and this objection to the principle of indifference
is an example of the influence of non-evidential components. Consider that epistemology has two
comprehensive goals. One goal is to minimize the amount of falsehoods an agent obtains. The other
goal is to maximize the amount of truth an agent obtains. No goal is guaranteed, and realistically an
agent balances between both in evaluating evidence. Thus, some agents have a skeptical temperament.
They cautiously accept evidence, which is reflected by low credences in particular propositions. Some
agents have a credulous temperament. They too willingly accept evidence, which is reflected by high
credences in particular propositions. Temperaments affect how agents partition a set of propositions,
or agents’ confidence in the evidence they evaluate. This non-evidential component combines with
evidential components to establish credence distributions. Non-evidential components make the
difference between two agents applying conditionalization with the same evidence, resulting in
different credence distributions, despite their rational constraint.

How is epistemic game theory to account for non-evidential components? Epistemic game theory
is traditionally concerned with the use of epistemic states to rationally justify a game’s outcome as a
profile of agents’ strategies—the solution to the game. A Bayesian approach to belief-revision policies
(for agents with cognitive limits, where temperaments affect their credences) might have to concede
that there is no rational prescription for games as an outcome with a unique profile of strategies—no
ultimate solution. It might prescribe a set of profiles where many of a game’s outcomes will satisfy
that set of profiles. But this is simply saying that a game can have many outcomes real people might
rationally settle on. This is not to say their beliefs and corresponding actions are not rational. If there is
a lesson to learn from Bayesianism, agents’ beliefs and their corresponding acts can be rational while
simultaneously not settling on an optimal outcome.

As a side note, naturalistic game theory does investigate non-evidential components. The study of
heuristics [3,4] is a study of temperaments, or, more specifically, cognitive biases. The term ‘cognitive
bias’ has a negative connotation, but biases can provide better outcomes in specific circumstances
than more sophisticated tools, especially in uncertainty. The study of biases as heuristics is a study
of the environment in which the biases evolved; and there is ongoing investigation into how agents’
temperaments (non-evidential components) are environmentally constrained.

6. Conclusions

The motivation behind the recent formation of naturalistic game theory does stem from
dissatisfaction with the current debates over foundational concepts. However, the intent is not
to replace epistemic and evolutionary game theory. How then does naturalistic game theory split the
difference between said disciplines? Naturalistic game theory purports that foundational concepts are
confronted by potentially irredeemable difficulties. Epistemic game theory provides a valuable role by
testing the limits of those concepts foundational to the discipline. Once those limits are established, the
principal aim for naturalistic game theory is to provide guidance for real people’s judgments in their
realistic circumstances. Thus, I suggest that epistemic game theory has two aims. One aim is to derive
conditional results based on the game theorist’s desired idealizations and stipulations. The second
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aim is to clarify the conceptual limits of those idealizations and stipulations. This latter aim extends to
more traditional epistemological concerns about those idealizations foundational to analysis. Some
idealizations are innocuous, such as a game’s structure and its payoffs. However, some idealizations
are not innocuous—the concepts of strategy and of belief-revision policies are two examples.
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Abstract: We propose an epistemic theory of micro-economic interactions, termed Economic Harmony.
In the theory, we modify the standard utility, by changing its argument from the player’s actual
payoff, to the ratio between the player’s actual payoff and his or her aspired payoff. We show that the
aforementioned minor epistemic modification of the concept of utility is quite powerful in generating
plausible and successful predictions of experimental results, obtained in the standard ultimatum
game, and the sequential common pool resource dilemma (CPR) game. Notably, the cooperation
and fairness observed in the studied games are accounted for without adding an other-regarding
component in the players’ utility functions. For the standard ultimatum game, the theory predicts a
division of φ and 1 − φ, for the proposer and responder, respectively, where φ is the famous Golden
Ratio (≈0.618), most known for its aesthetically pleasing properties. We discuss possible extensions
of the proposed theory to repeated and evolutionary ultimatum games.

Keywords: epistemic; aspiration level; fairness; ultimatum game; common pool resource dilemma;
golden ratio; Fibonacci numbers

1. Introduction

The game theoretic approach to human and animal interactions relies on the economic rationality
assumption, which prescribes that in any interaction, all players are utility maximizers, and that their
utilities are non-decreasing functions of their payoffs. For the case of risk-neutral players, the theory
prescribes that rational players will strive to maximize their payoffs. Despite being self-consistent
and mathematically sound, standard game theory is, in many cases, at odds with experimental and
real-life data. Examples of strategic interactions in which the standard game theoretic predictions fail to
account for human behavior, include experimental and real-life data on the provision of public goods,
the management of common pool resources, bargaining situations, and situations involving trust.

From a philosophical perspective, the assumption of risk neutrality, or even of a homogeneous
population with respect to risk behavior, deprives game theory from an important epistemic attribute.
The fact that game theory fails to consider the players’ cognitions, motivations, aspirations, and other
individual attributes, reduces the analysis of economic interactions to an ontological level, in which
the behaviors of players involved in the interaction are thought to be solely determined by the
formal game structure. According to the standard approach, the variability of data resulting from
individual differences is measurement noise which should be reduced to a minimum. Proponents of
such an approach advise experimentalists to strive for lowering the data variability, by putting strict
constraints on players’ behavior [1]. Psychologists, on the other hand, view the data variability as the
“bread and butter” of their research [2].
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A major shortcoming of standard game theory, resulting from ignoring epistemic factors,
is manifest in its complete failure to predict the significant levels of cooperation and fairness observed
in a variety of non-cooperative and zero-sum games. For example, for the dictator game [3,4], standard
game theory prescribes that the player in the role of the dictator should keep the entire amount minus
an infinitesimally small portion, and the same prediction holds for the ultimatum game, in which the
responder has veto power [4,5]. In experimental studies, we find that dictators behave altruistically,
and transfer, on average, about 20%–25% of the entire amount, while in the ultimatum game the
amount transferred, on average, is about 40% of the total amount [4–7]. Non-negligible levels of
cooperation are also observed in Public Goods, Common Pool Resource (CPR), and other social
dilemma games [8–10].

Several modifications of standard game theory have been proposed to account for the cooperation
and fairness observed in short-term strategic interactions. Such modifications were usually
accomplished by incorporating an other-regarding component in the players’ utility functions.
This type of modification includes the theory of Equity, Reciprocity and Competition (or ERC) [11],
and Inequality Aversion theory (IA) [12]. ERC posits that along with pecuniary gain, people are
motivated by the ratio of their own payoffs to the payoff of others. IA assumes that in addition to
the motivation for maximizing own payoffs, individuals are motivated to reduce the difference in
payoffs between themselves and others, although with greater distaste for having lower, rather than
higher earnings. Another interesting model is the “fairness equilibrium” model [13] in which the
rationality assumption is modified by assuming that players make decisions based on their perceptions
of others’ intentions. Although such epistemic modifications yield superior predictions to the standard
game theoretic predictions, they do not qualify as general models of interactive behavior. For the
ultimatum game discussed hereafter, the predictions of ERC and IA are uninformative. ERC predicts
that the proposer should offer any amount that is larger than zero and less or equal to 50% of the
entire amount, while IA’s prediction is nonspecific, as it requires an estimation of the relative weight
of the fairness component in the proposer’s utility function. Moreover, the two theories are strongly
refuted by a three-person ultimatum game [14] designed specifically to test their predictions. In this
game, Player X offers to split a sum of money $m, allocating (m − (y + z), y, z) for herself, player Y,
and player Z, respectively. One of the latter players is chosen at random (with probability p) to
accept or reject the offer. If the responder accepts, then the proposed allocation is binding, as in the
standard ultimatum game. However, if the responder rejects the offer, then she and X receive zero
payoffs, and the non-responder receives a “consolation prize” of $c. The consolation prize was varied
across four conditions with ($)c = 0, 1, 3, 12. The probability of designating Y or Z as responder was
p = 1/2 and the amount to be allocated in all conditions was m = $15. The findings of [14] contradicted
the predictions of both ERC and IA. Frequent rejections were detected, when both theories call for
acceptance. In addition, the effect of the consolation prize for the non-responder on the probability of
the responders’ acceptance rate was insignificant, and did not increase monotonically with the size of
the consolation prize, as both theories predict.

More recently, epistemic game theoretic models were proposed as alternatives to standard game
theory, including static models based on Aumann’s interactive epistemology [15,16] and dynamic
models of interactive reasoning [17,18]. In the present paper, we propose a new epistemic theory
of economic interactions termed Economic Harmony. Instead of looking at cold cognitive variables
characterizing human players, we focus on their aspiration levels. As we shall demonstrate hereafter,
accounting for the interacting players’ aspiration levels proves successful in generating impressively
good predictions of players’ behavior in well-known experimental games.

2. Economic Harmony Theory

The proposed Economic Harmony theory postulates that instead of maximizing utilities, defined
as functions of their own payoffs, rational players strive to maximize utilities, which are functions of
their actual payoffs relative to their aspired payoffs. Moreover, while game theory looks at points of
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equilibrium in the game, in which no player can increase his or her utility by unilaterally changing
his or her equilibrium strategy, economic harmony theory solves for a point of harmony, at which the
intersection of the strategies played by the individuals yields equal utilities for all, or in psychological
terms, the point at which the satisfaction levels of all players are equal.

The view that in economic decisions, individuals compare their actual payoffs with their aspired
ones, has a long tradition in psychology [19–21]. It has been also well studied in the domain of
individual decision-making under risk, especially in relation to Security-Potential/Aspiration (CP/A)
theory [22–25]. Several studies have also incorporated individual models of aspirations in predicting
behaviors in interactive situations [26–32]. As examples, study [27] investigated the role of aspiration
levels in players’ choices in a repeated prisoner’s dilemma game, and study [30] investigated the
role of aspirations in coalition formation. Common to CP/A theory and similar models, is the use of
Herbert Simon’s conceptualization of satisficing vs. non-satisficing outcomes [21].

The proposed model resembles the aforementioned individual choice models in assuming that
individuals make choices based on their levels of satisfaction from possible outcomes, as well as
in assuming that individuals evaluate their actual outcomes by comparing them with their aspired
outcomes. However, the new model differs from previous aspiration level models in two significant
aspects: (1) it treats interactive situations rather than individual choice ones; (2) the levels of satisfaction
are defined as the ratio of the individuals’ actual outcomes to their aspired outcomes, rather than the
common definition as the difference between the actual and aspired outcomes. We contend that the
ratio scale is more fit for defining outcome satisfaction, than the difference scale. First, the ratio scale
is dimensionless and does not depend on the measurement units of the divided goods; second, it is
the standard scale in psychophysics, starting with Fechner’s law [33] and Steven’s power law [34,35]
to more recent theories of audio and visual perception [36] and signal detection [37]; third, the ratio
scale is very common in physics, biology, evolution, and other exact sciences; fourth, all types of
statistical measures are applicable to ratio scales, and only with these scales may we properly indulge
in logarithmic transformations [34].

Theory Predictions

For deriving predictions based on the proposed theory, consider an economic interaction involving

n players. Let Si denote the vector of player i’s admissible strategies. Si = {si
j}

Ji

j=1
, where si

j is strategy

j of player i (j = 1, 2, .. Ji, i = 1, 2, . . . , n). In Economic Harmony theory, we preserve the rationality
principle, while introducing a plausible modification of the players’ utility functions. Specifically,
we define the subjective utility of each player i as:

ui(..) = ui (
ri
ai
) (1)

where ri is player i’s actual payoff, ai is his or her aspired payoff, and u(..) is a bounded non-decreasing
utility function with its argument. For simplicity, we assume that u(0) = 0 and u(1) = 1. Note that in
social-psychological terms, the aforementioned definition implies that each player puts an upper limit
to his or her greed.

A point of harmony in the interaction is defined as an intersection point of strategies played by
the n interacting individuals, at which the utilities of all players, as defined above, are equal.

In formal notation, a point of harmony in the interaction is a vector of outcomes
r∗ = r∗1 , r∗2 , r∗3 , . . . .r∗n) for which the subjective utilities of all n players’ outcomes satisfy:

ui(
r∗i
ai
) = uj

(
r∗j
aj

)
For all i and j (2)
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Assuming linear utilities, Equation (2) becomes:

r∗i
ai

=
r∗j
aj

For all i and j (3)

Two remarks are in order: First, harmony points are not equilibrium points. In equilibrium,
no player can increase his or her utility by changing his or her equilibrium strategy unilaterally.
In contrast, if a harmony point is reached, a player may increase his or her utility (and decrease the
utilities of other players) by switching to another strategy. For a harmonious solution to emerge and
stabilize, it should be supported by an efficient social or institutional mechanism. In the ultimatum
and the sequential CPR games, discussed hereafter, the supporting mechanism is a second-party
punishment. However, other supporting mechanisms can be effective in sustaining harmony, such
as a third-party punishment [38], group punishment [39], punishment by a central authority [40],
reciprocity [41], reputation [42] and religious and civic moralizing [43]. Second, as in the case of the
Nash equilibrium, players are not expected to “solve” the game and play their harmonious strategies.
Rather, it is conjectured that harmonious strategies can emerge through processes of learning and
adaptation. In our epistemic theory, adaptation processes are expected to act interdependently on
each individual’s decisions and aspirations, according to criteria of success or failure [21,44,45]. In fact,
valuable insights into the co-evolution of strategies and aspiration levels have been provided by recent
simulation studies of both evolutionary, and reinforcement learning, games, which we shall discuss in
the closing section.

In the following sections, we shall demonstrate that despite its evident simplicity, Economic
Harmony theory is highly successful in accounting for the cooperation and fairness reported in several
experiments on the standard ultimatum, and sequential CPR games.

3. Predicting Behavior in Experimental Games

3.1. Predicting Offers in the Ultimatum Game

In the standard two-person ultimatum game [4,5], one player is designated the role of “proposer”,
and the second player is designated the role of “responder”. The proposer receives an amount of
monetary units and must decide how much to keep for himself or herself, and how much to transfer to
the responder. The responder replies either by accepting the proposed allocation, in which case both
players receive their shares, or by rejecting it, in which case the two players receive nothing. Thus,
whereas the proposer has complete entitlement to make an offer, the responder can inflict a harsh,
although costly, punishment on an unfair proposer.

Game theory predicts that a rational proposer, who believes that the responder is also rational,
should offer the smallest amount possible, since the responder, being rational, will accept any positive
offer. Experimental findings of numerous ultimatum studies refute this prediction. The modal offer in
most experiments is the equal split, and the mean offer is about 40% of the entire amount. In the first
ultimatum experimental [5], the mean offer was 41.9%. Numerous studies have repeatedly replicated
these results. For example, despite differences in culture, socio-economic background, and type of
currency, Kahneman et al. [6] reported a mean offer of 42.1% (for commerce students in an American
university), and Suleiman [7] reported a mean offer of 41.8% for Israeli students. A more recent
meta-analysis of ultimatum experiments conducted in twenty-six countries with different cultural
backgrounds [46] reported a mean offer of 41.5% (S.D. (standard deviation) = 5.7%), and yet another
large cross-cultural study conducted in 15 small-scale societies [47] reported a mean offer of 40.5%
(S.D. = 8.3). In stark difference with the prediction of game theory, in the above cited studies, and in
many other studies, a division of about 60–40 (%), for the proposer and responder, respectively, seems
to be robust across countries, cultures, socio-economic levels, monetary stakes, etc.
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It is important to note that altruism alone cannot account for the relatively fair divisions observed
in ultimatum bargaining. This conclusion is supported by several experiments [7,48,49]. As examples,
studies [48] and [49] compared the mean offers made by the allocators in the ultimatum and dictator
games. It was hypothesized that if genuine concern for the recipients’ well-being is the major factor
behind equitable allocations, then the mean allocation to them should be similar in the two games.
Results from the studies cited above refuted the above hypothesis, by showing that the mean allocations
to recipients were significantly lower in the dictator game, than in the ultimatum game. For example,
in [49], 70% of the dictator games played under a double anonymity condition ended with the first
mover demanding the whole ‘cake’.

3.1.1. Economic Harmony Prediction

For simplicity, but without loss of generality, we set the sum to be divided by the proposer to
be one monetary unit (1 MU). If he or she demands to keep x MUs (and transfer 1 − x MUs to the
responder), then using Equation (3) we can write:

x
ap

=
1 − x

ar
(4)

where ap and ar are the aspiration levels of the proposer and the responder, respectively. Solving for
x yields:

x =
ap

ap + ar
(5)

And the amount offered to the responder is:

xr = 1 − x = 1 − ap

ap + ar
=

ar

ap + ar
(6)

Determining x, which guarantees a harmonious allocation, in the sense of equal levels of
satisfaction, requires the measurement of the players’ aspiration levels. Probing the players’ aspiration
levels by self-reports before, or after, they make their decisions in the game is somewhat problematic
due to the notorious interdependence between attitudes and behavior. However, this problem could
be eliminated or at least minimized by using suitable experimental designs. A possible design is to
utilize the “one–one” ultimatum game treatment played according to the strategy protocol [50]. In this
game, proposers are instructed to divide a pie of a given size between themselves and their designated
responders. If the amount proposed is equal or larger than the responder’s demand, the two players
receive their shares and the game ends; but if the proposer’s offer is less than the responder’s demand,
then the proposer is given a second chance to make an offer. Under this treatment, rational proposers
and responders are expected to utilize the first round of the game to signal their aspiration levels.

In the absence of empirical data about the players’ aspiration levels, the assumption of rational
players, who are motivated to maximize their individual utilities, enables us to make a first-order
estimate about their aspiration levels. We conjecture that a self-interested proposer would aspire for
the entire sum (i.e., ap = 1). On the other hand, a rational responder, who believes that the proposer
is also rational, cannot aspire that the proposer gives him or her the entire amount or even any
amount larger than the amount that the proposer would keep for himself or herself. Embedded
in this line of reasoning is the view that in contemplating their aspiration levels, proposers and
responders use qualitatively different reference points. Proposers are assumed to adhere to a fixed
reference-point, by comparing their demands to the complete sum, which they were given the right to
divide. Their highest aspiration would be to keep the entire amount for themselves. The responders
are assumed to adhere to a social comparison rule, using the amount demanded by the proposer as
their reference-point. Another possibility, which we shall consider hereafter, is that responders might
base their aspiration levels on the equality norm, and aspire to receive half of the total amount. Under
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the “social comparison” assumption, we have ar = x, while under the “equality norm” assumption we
have ar = 1

2 . For the latter case, substituting ap = 1 and ar = 1
2 in Equation (5) yields:

x =
ap

ap + ar
=

1
1 + 1

2
=

2
3

MU (7)

And the amount offered to the responder is:

xr = 1 − x = 1 − 2
3

=
1
3

MU (8)

Under the social comparison assumption, we have ap = 1 and ar = x. Substitution in
Equation (5) yields:

x =
1

1 + x
(9)

Solving for x. we get:
x2 + x − 1 = 0 (10)

Which yields the positive solution:

x =

√
5 − 1
2

= φ ≈ 0.618 MU (11)

where φ is the famous Golden Ratio, which plays a key role in many fields of science and
aesthetics [51,52]. This ratio is known to be equal to limn→ ∞

(
fn

fn+1

)
, where fn is the nth term of

the Fibonacci Series: 0, 1, 1, 2, 3, 5, 8, 13, 21, 34, 55, 89, 144, .., in which each term is equal to the sum
of the two preceding terms, or: fn = fn−1 + fn−2. The corresponding portion for the responder is
equal to:

xr = 1 − x = 1 − φ ≈ 0.38 MU (12)

3.1.2. Empirical Validation

We tested the prediction in Equation (12) using data from study [46], which reported a
Meta-analysis on 75 ultimatum experiments conducted in 26 countries with different cultural
backgrounds, and from study [47], which reported results from 15 small-scale societies, including three
groups of foragers, six groups of slash-and-burn horticulturalists, four groups of nomadic herders,
and two groups of small-scale agriculturalists. The reported mean proportional offers in the two
aforementioned studies were 0.395 and 0.405 for studies [46,47], respectively, which are quite close
to the Golden Ratio prediction of ≈0.382. A Two one-sided test of equivalence (TOST) [53] validates
this conjecture. A rule of thumb in testing for equivalence using TOST, is to set a confidence level
of ±10%. For study [46], the analysis yielded significant results for the upper and lower bounds of
the equivalence range (upper bound = 42.016, p < 0.0001; lower bound = 34.377, p = 0.0425; overall
significance = 0.0425). For study [47], the results were also significant (upper bound = 42.016, p = 0.012;
lower bound = 34.377, p = 0.0255; overall significance = 0.0255).

3.1.3. Relaxing the Rationality Assumption

In deriving the “harmony” points, we assumed that a rational proposer would aspire for the
entire amount (of 1 MU). We relax this assumption by supposing that proposers might aspire to receive
any amount between 1 MU, and 1 − α (0 ≤ α ≤ 0.5), where α is a “security” parameter [22]. Under
the assumption that the responder aspires to receive 1

2 , Equation (3) becomes:

x
1 − α

=
1 − x

0.5
(13)

166



Games 2017, 8, 2

Solving for x we get:

x =
1 − α

(1.5 − α)
(14)

And the amount proposed to the responder becomes:

xr = 1 − x = 1 − 1 − α

(1.5 − α)
=

0.5
(1.5 − α)

(15)

On the other hand, assuming that the responder aspires to be treated equally (i.e., ar = x), we have:

x
1 − α

=
1 − x

x
(16)

Solving for x yields:
x2 + (1 − α) x − (1 − α) = 0 (17)

Which solves for:

x =

√
(1 − α)2 + 4 (1 − α)− (1 − α)

2
(18)

And the offer to the responder is:

xr = 1 − x = 1 −
√

(1−α)2+ 4 (1−α)− (1−α)
2

= 3+ α +
√

(1−α)2+ 4 (1−α)
2

(19)

Figure 1 depicts the predicted offers by Equations (15) and (19) as functions of α in the range
α = 0 − 0.5.

Figure 1. Predicted offers as a function of the proposer’s security level.
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If we assume that the proposers might aspire for any amount between 1 and 1 − α with equal
probability, the predicted mean offer could be calculated by averaging xr over the range (0, α).
Under the assumption ar = 1

2 , using Equation (15) we have:

xr =
1
α

∫ α

0

0.5
(1.5 − α)

dα =
1

2α
[ln(3) – ln(3 − 2α)] (20)

While under the assumption ar = x, using Equation (19) we get:

xr = 1
α

∫ α
0

(
3+ α +

√
(1−α)2+ 4 (1−α)

2

)
dα

= 2 [3α − α2

2 − 1
2
(

α
2 − 3

2
) √

α2 − 6α + 5 + 2 ln(3 − α

−
√

α2 − 6α + 5)

(21)

As an example, suppose that the proposer aspires to get any amount between 100% and 75%
of the entire amount. Under the equality norm assumption, substituting α = 0.25 in Equation (20)
yields an offer of xr ≈ 0.37, which is only slightly higher than the offer of 1

3 , predicted for a completely
rational proposer (i.e., for α = 0). Under the social comparison assumption, substituting α = 0.25 in
Equation (21) yields an offer of xr ≈ 0.40, which is also slightly higher than 0.38, the predicted offer for
α = 0.

3.1.4. Relaxing the Linearity Assumption

For the proposer and responder with power utility functions up = ( x
ap
)a and ur = ( 1−x

ar
)

b
, applying

the harmony condition in Equation (2) yields:

(
x
ap

)
a
= (

1 − x
ar

)
b

(22)

Setting ap = 1 − αp and ar = x − αr we obtain:

(
x

1 − αp
)

a
= (

1 − x
x − αr

)
b

(23)

For the case of αp = αr = 0 we obtain:
xa+b

(1 − x)b = 1 (24)

Which could be written as:
x
(

xβ + 1
)

= 1 (25)

where β = a
b .

Figure 2 depicts the predicted offer, xr = 1 − x, as a function of β. For practical cases, it is plausible
to assume that players are generally risk averse, preferring a sure thing over a gamble of equal expected
value, and a gamble with low variance over a riskier one [54]. It is also plausible to conjecture that
proposers who face the risk of losing a larger amount (in case or rejecting their offers), will display
more risk aversion than responders who would lose a smaller amount in case they decide to reject an
unfair offer. We thus may assume that a and b are smaller than 1, and that a < b, implying 0 ≤ β ≤ 1.
For β in the range (0.5, 1), numerical integration on xr as a function of β yields a mean offer of about
0.402, which is only about 0.02 less than the 0.382 predictions obtained under the linearity assumption.
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Figure 2. The predicted offer as a function of the ratio between the risk indices of the proposer
and responder.

3.2. Predicting Requests in a Sequential CPR Game

The common pool resource dilemma (CPR) game models situations in which a group of people
consume a limited shared resource. Under the sequential protocol of play [55] with a step-level rule,
individual requests are made in an exogenously determined order, which is common knowledge, such
that each player knows his or her position in the sequence and the total requests of the players who
proceed him or her in the sequence. If the total request does not exceed the pool size, all players receive
their requests. However, if the total request exceeds the pool size, all players receive nothing [56–58].

The n-person sequential CPR with a step-level resource has the structure of an n-person ultimatum
game, in which by making a sufficiently large request, any player can “veto” the request decisions of
the players preceding him or her in the sequence. The sub-game perfect equilibrium of the sequential
CPR game prescribes that the first mover should demand almost all the amount available in the
common pool, leaving an infinitesimally small portion to the other players. This prediction is strongly
refuted by experimental results, showing that first movers do not exploit their advantageous position
in the sequence, and that they leave a substantial portion of the resource to the other players. Moreover,
these studies reveal a robust position effect: individual requests are inversely related to the players’
positions in the sequence, with the first mover making the highest request and the last mover making
the lowest request [58–61].

3.2.1. Economic Harmony Prediction

To derive the harmony solution for the sequential CPR game, consider a game with n players.
Denote the request of the player occupying position i in the sequence by ri (i = 1, 2, . . . n).
For two successive players ri and ri + 1, the game is reduced to a two-person ultimatum game,
in which harmony is achieved when ri = φ, and ri + 1 = 1 – φ, where φ is the Golden Ratio
(see Section 3.1.1). Thus:

ri+1

ri
=

1 −ϕ

ϕ
=

1
ϕ

– 1 = 1 + ϕ − 1 = ϕ ≈ 0.618 (i = 1, 2, . . . n − 1) (26)

3.2.2. Empirical Validation

We tested the above prediction using data reported in one study using groups of three players
and three studies using groups of five players [56,59–61]. In all studies, the pool size was 500 points.
The resulting predictions (using Equation (26) and a pool size of 500), together with the experimental
results, are depicted Figure 3. As shown in the figure, the match between the theoretical prediction,
and the experimental results is impressive, particularly for n = 3 (see Figure 3a). For the three, and five
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players’ games, Kolmogorov–Smirnov tests revealed that the difference between the distributions of
the theoretical and observed requests are non-significant (p = 1 and p = 0.975, for the three and five
players’ games, respectively).

Figure 3. Empirical and predicted mean of requests in a sequential common pool resource (CPR)
Dilemma with resource size = 500 for three players (a); and five players (b).

4. Summary and Concluding Remarks

Previous theories of cooperation and fairness in strategic interactions in the short term have
usually attempted to account for the observed cooperation in zero-some and mixed-motive games,
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by adding an other-regarding component in the players’ utility functions (e.g., [11,12]). In the proposed
Economic Harmony theory, we retained the rationality principle, but altered the utility function by
defining the players’ utilities as the ratio between their actual payoffs and their aspired payoffs. Instead
of looking at points of equilibrium, we looked at the point of harmony in a given interaction, at which
the subjective utilities (satisfaction levels) of all players are equal.

For the two games discussed in this article, the Golden Ratio emerged as the point of harmony.
Notably, for the two-person ultimatum game, the same result was obtained independently in [62] using
the method of infinite continued fractions and the Fibonacci numbers. The derived solution prescribes
that a rational proposer should offer a fair division of about (0.618, 0.382) to himself/herself, and the
responder, respectively. The emergence of the Golden Ratio as a point of harmony, or homeostasis
in economic interactions, adds to its numerous appearances in all fields of sciences [63–67]. It is not
unreasonable to conjecture that the Golden Ratio is a point of homeostasis in physical, biological, and
socioeconomic systems. Moreover, the fact that the Golden Ratio plays a key role in human aesthetics
and beauty [51,68] suggests that humans’ taste for fairness and beauty are neutrally correlated.
A recent f MRI (functional magnetic resonance imaging) study [69] lends support to our conjecture,
by demonstrating that participants who performed evaluations of facial beauty (beautiful/common),
and morality in scenes describing social situations (moral/neutral), exhibited common involvement of
the orbitofrontal cortex (OFC), inferior temporal gyrus, and medial superior frontal gyrus.

It is worth emphasizing that in the discussed games, fairness is predicted by the theory, and not
presupposed by it, as in ERC and inequality aversion theories. Notwithstanding, the predicted fairness
(at the Golden Ratio) was shown to account quite nicely for the levels of fairness observed in many
ultimatum and CPR games. We have also shown elsewhere [70] that the theory is successful in
predicting the results of several variants of the ultimatum game, including a three-person ultimatum
game with uncertainty regarding the identity of the responder [14], a modified ultimatum game with
varying veto power [7], and an ultimatum game with one-sided uncertainty about the “pie” size [71].
In addition, the theory was shown to yield good predicting of the players’ decisions in the prisoner’s
dilemma game and in the public goods game with punishment (see [72]).

In deriving the analytic solutions for the discussed games’ points of harmony, we relied on
rational reasoning to conjecture about the aspiration levels of the interacting players. In reality, it is
likely that different individuals might adhere to different rules and anchor their aspiration levels
on different reference points. Accounting for such epistemic variability could be undertaken by an
empirical assessment of each individual’s aspiration level, given the game structure and the player’s
position in the game. When measurement of the individuals’ aspiration levels is unreliable, costly,
or difficult to perform, the predictability power of the proposed theory could be enhanced by assuming
that the players’ aspiration levels are sampled from a theoretical probability distribution. An example
for using an underlying probability distribution of aspiration levels to infer about offers was briefly
attended to in Section 3.1.3, in which we assumed that the proposers’ aspiration levels are in the range
between 1 (perfect rationality), and 1 − α (a bounded rationality), where α is a uniformly distributed
“security” factor.

We view the proposed theory as one step towards a more general theory of rational
fairness-economics. An interesting inquiry, which we hope to address in future research, concerns
the dynamic aspects of aspirations. By using repeated experimental games or computer simulations,
we can test the dynamics of players’ aspirations in strategic games, including the two games treated in
the present paper. In particular, we would like to investigate the co-evolution process of aspirations
and decisions in repeated and evolutionary games and to test whether the predicted points of harmony
for each game will emerge as attractors for the behavioral dynamics. An insightful explanation of
the process in which players in such games might update their aspiration levels was provided in [73].
Using analytical solutions and computer simulations, the study demonstrated that when individuals
could obtain some information on which offers have been accepted by others in previous encounters,
responders in the game learn to maintain high aspiration levels. As explained by the authors of
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the aforementioned study, responders who lower their aspiration levels (low demands), increase
the chance of receiving reduced offers in subsequent encounters. In contrast, by maintaining high
aspiration levels (high demands), although costly, they gain a reputation as individuals who insist on
a fair offer. The authors summarize their findings by stating that “when reputation is included in the
ultimatum game, adaptation favors fairness over reason . . . information on the co-player fosters the
emergence of strategies that are non-rational, but promote economic exchange” [73].

Several other studies on evolutionary ultimatum games [74,75], using various updating rules,
reveal that, in general, the dynamics in the investigated ultimatum game were similar to the one
reported in [73]. In general, proposers’ demands and responders’ acceptance thresholds converge to
a relatively steady-state which is far away from the predicted equilibrium. Remarkably, the mean
proposers’ demands converged to levels that were strictly above the equal split, while the mean
responders’ demands converged to much lower levels, implying that above-equal demands were
accepted. In [74], the rate of proposers’ demands (p) and the rate of responders’ acceptance thresholds
(q) were co-evolved with an underlying network typology containing 1500 individuals. The results
of many simulations run for two million steps showed that at the beginning of the simulation,
p and q underwent a fast decrease from p = q = 0.5 (equal split) to about p = 0.38 and q = 0.19, after
which the decrease in both demands was very slow, till the simulations’ termination after 2 million
steps. A similar result was reported in [75], using a learning-mutation process. The study found that
the mean offer increased if it was smaller than 0.4, and oscillated between 0.4 and 0.5.

Interestingly, convergence to a stable mean offer of about 0.4 is also evident in simulated games
played in the intermediate term using reinforcement learning models [76,77]. The findings in [76] show
that in many simulations, starting from initial conditions drawn randomly from a uniform distribution
over the integers 1–9, the simulated proposers started by demanding 5 out of 9, but increased their
demand in the progression of the simulation to 6. Interestingly, the mean proposers’ demands remained
in the range between 6 and 7, and did not increase further, since strategies higher than 7 died out in
the course of the simulated game. These dynamics are explained by the difference in the speed at
which the proposer and the responder update their demands. This explanation is confirmed in [78],
which demonstrated that “proposers learn not to make small offers faster than responders learn not to
reject them” [78].

The findings described above share several features: (1) the proposers’ mean demands in the
relatively steady states reached in all the aforementioned simulation studies are much lower than
the predicted (sub-game) equilibrium; (2) the mean demands increase steeply from 0.5 at the initial
phase of the game, reaching a ratio of about 0.6 at the final simulation trials; (3) the proposers’ mean
acceptance threshold decreases from 0.5, at the initial phase of the game, to low levels of about 0.2–0.3
at the final simulation trials. While the aforementioned common features seem to agree with Economic
Harmony predictions, the question of whether the mean demands in these and in similar games
converge to the Golden Ratio or to a different nearby point is left to future research.
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