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1. Introduction

Exceptional loads on buildings and structures may have different causes, including high-strain
dynamic effects due to natural hazards, man-made attacks, and accidents, as well as extreme operational
conditions (severe temperature variations, humidity, etc.). All these aspects can be critical for specific
structural typologies and/or materials that are particularly sensitive to unfavorable external conditions.
In this regard, dedicated and refined methods are required for their design, analysis, and maintenance
under the expected lifetime. However, major challenges are usually related to the structural typology
and materials object of study, with respect to the key features of the imposed design loads. Further
issues can be derived from the need for the mitigation of adverse effects or retrofit of existing structures,
as well as from the optimal and safe design of innovative materials/systems. Finally, in some cases,
no appropriate design recommendations are currently available in support of practitioners, and thus
experimental investigations (both on-site or on laboratory prototypes) can have a key role within the
overall structural design and assessment process. This Special Issue presents 19 original research
studies and two review papers dealing with the structural performance of buildings and structures
under exceptional loads, and can represent a useful answer to the above-mentioned problems.

2. Contents

A first set of papers reports on earthquake structural design of structures and buildings [1–5].
Various kinds of structures have been considered under the effects of seismic loads, including steel
frames [1], liquid storage tanks [2], and an experimental prototype of atrium-style underground metro
station [3], but also existing masonry structures [4] or new timber buildings [5], presenting a perspective
review on their seismic design. Among others, a extreme natural event is certainly represented by
windstorms. In this Special Issue, wind load modelling and design is mainly addressed by [6–8],
while [9] describes the results of a visual test carried out on a suction caisson that support offshore
wind turbines. Finally, the last natural hazard analyzed in the Special Issue is snowdrift. Actually, the
effects of snowdrift and snow loads in cold regions have been investigated by [10] and [11], with the
proposal of a novel calculation approach and a case-study application, respectively.

The knowledge of material properties and characteristics, as known, represents the first
influencing parameter for the load-bearing performance assessment of a given structure. In this
regard, the knowledge on the topic has been improved by two interesting research contributions
focused on composite concrete-steel shear walls [12] and structural glass members [13], respectively,
with the support of laboratory/on-site experiments and numerical analyses.

Another interesting group of papers dealing with soil properties and structures–soil interaction
phenomena further extends the research fields covered in this Special Issue. In particular, [14] deals

Appl. Sci. 2020, 10, 5676; doi:10.3390/app10165676 www.mdpi.com/journal/applsci1
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with the determination of Young modulus in bored piles, while [15] presents an investigation on the
horizontal axis deviation of a small radius Tunnel Boring Machine (TBM). In this context, it is important
to also mention the study in [16], and reporting on the friction resistance for slurry pipe jacking. Finally,
an interesting analysis on the effects of derailment and post-derailment of trains is presented in [17],
with the support of full-scale testing.

In conclusion, it is known that both man-made attacks and accidents can yield to explosions and
fire loads that could push the constructional materials, and thus the structures, to their capacity limits.
Blast loads analyses, in this regard, are reported in [18–20], while fire effects on a tunnel structure are
analyzed in [21].

Acknowledgments: This Special Issue would not be possible without the contributions of various talented authors,
hardworking and professional reviewers, and dedicated editorial team members of the Applied Sciences journal.
We would like to take this opportunity to record our sincere gratefulness to all the involved scientists, both authors
and reviewers, for their valuable contribution to this collection. Finally, we place on record our gratitude to the
editorial team of Applied Sciences, and special thanks to Felicia Zhang, Assistant Managing Editor for Applied
Sciences.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Jeon, S.-H.; Park, J.-H.; Ha, T.-W. Seismic Design of Steel Moment-Resisting Frames with Damping Systems
in Accordance with KBC. Appl. Sci. 2019, 9, 2317. [CrossRef]

2. Jing, W.; Feng, H.; Cheng, X. Dynamic Responses of Liquid Storage Tanks Caused by Wind and Earthquake
in Special Environment. Appl. Sci. 2019, 9, 2376. [CrossRef]

3. Zhang, Z.; Bilotta, E.; Yuan, Y.; Yu, H.-T.; Zhao, H. Experimental Assessment of the Effect of Vertical
Earthquake Motion on Underground Metro Station. Appl. Sci. 2019, 9, 5182. [CrossRef]
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Abstract: An efficient design procedure for building structures with damping systems is proposed
using nonlinear response history analysis permitted in the revised Korean building code, KBC 2016.
The goal of the proposed procedure is to design structures with damping systems complying with
design requirements of KBC 2016 that do not specify a detailed design method. The proposed
design procedure utilizes response reduction factor obtained by a limited number of nonlinear
response history analyses of the seismic-force-resisting system with incremental damping ratio
substituting damping devices. Design parameters of damping device are determined taking into
account structural period change due to stiffness added by damping devices. Two design examples
for three-story and six-story steel moment frames with metallic yielding dampers and viscoelastic
dampers, respectively, shows that the proposed design procedure can produce design results
complying with KBC 2016 without time-consuming iterative computation, predict seismic response
accurately, and save structural material effectively.

Keywords: damping device; seismic design; design base shear; nonlinear response history analysis

1. Introduction

There were no seismic design provisions for the application of damping systems in the Korean
Building Code (KBC) 2009, therefore, Korean engineers encountered many difficulties in the practical
application of damping devices [1]. The KBC was revised in 2016 with the addition of design criteria
for structures with damping systems [2]. The design provisions for structures with damping systems in
KBC 2016 adopted only nonlinear response history procedure. In the case of ASCE 7, both equivalent
lateral force procedure and response spectrum procedure are allowed. However, the use of those two
procedures is restricted for strict conditions and nonlinear response history procedure is adopted major
design procedure in ASCE 7-16 [3].

In spite of being adopted as a major design procedure, nonlinear response history analysis
procedure requires much more computational efforts compared to linear analysis. It is difficult to
design damping devices by trial and error using nonlinear response history analysis. Therefore,
many design procedures adopt equivalent linearization technique to take into account the nonlinear
characteristics of either damping device or building structure [4–10]. Some design procedures
adopt nonlinear static analysis to take into account the inelastic behavior of the structure more
directly [11,12], which utilizes the equivalent linearization technique to determine the performance
point. Many equivalent linearization techniques for different nonlinear damping devices have been
proposed [13–15]. Most of them utilize damping correction factors, which represent response reduction
for a specified amount of damping ratio developed for linear or nonlinear systems [13,14,16,17].
However, those design procedures based on equivalent linearization technique have limitations in
that they assume deformed shape based on elastic analysis and are difficult to identify localized

Appl. Sci. 2019, 9, 2317; doi:10.3390/app9112317 www.mdpi.com/journal/applsci5
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nonlinear behavior of a structure, such as weak story mechanism and force or deformation demands
on structural components and damping devices with sufficient accuracy for detailed design. Besides,
proposed optimization procedures have been developed. Some of those procedures adopt stochastic
analysis [18,19] or linear response history analysis [20]. The others make use of nonlinear response
history for evaluation of objective function or boundary conditions [21–23]. However, the latter
methodologies repeat nonlinear response history analysis for every iterative step during optimization
and, as a result, are computationally demanding in the case of actual building structures with many
degrees of freedom

This study is to propose and validate an efficient and systematic design procedure for inelastic
multi-degree-of-freedom (MDOF) structures with damping systems complying with KBC 2016, which
requires nonlinear response history analysis but does not provide methodology for detailed design.
Two design examples for steel moment frames using nonlinear response history analysis are presented.
The proposed design procedure makes use of nonlinear response history analysis of an MDOF structure
directly to determine design parameters of damping devices and captures complex inelastic behavior
of building structures more realistically. Differently from the existing optimization procedure, the
design procedure performs only a small number of nonlinear response history analyses, which is
usually three to five times. As a result, the proposed design procedure requires only a small amount of
computational efforts compared to the existing optimization-based design procedures that perform
nonlinear response history analysis repeatedly until convergence. The proposed design procedure
can be implemented using commercial structural analysis software and can be applied to design code
except for KBC 2016.

2. KBC2016 Seismic Design Provisions for Structures with Damping Systems [2]

2.1. Damping Systems

The damping system is intended to reduce the seismic demand to a structure and refers to a
subsystem that includes both damping devices and structural elements that transmit forces from the
damping devices to seismic-force-resisting systems or foundations of the structure. The damping device
is a structural element that dissipates energy by relative motion between two ends of the device and
includes all the elements such as pins, bolts, gusset plates, braces, etc. necessary to install the damping
device. The damping device may be installed in a separate structure out of the seismic-force-resisting
system or in the seismic-force-resisting system. Figure 1 shows examples of configurations of damping
devices and damping systems connected to a seismic-force-resisting system.

 

Figure 1. Damping system (DS) and seismic-force-resisting system (SFRS) configurations.

A damping device is classified into a velocity-dependent damping device whose force response
depends on the relative velocity between the two ends of the device and a displacement-dependent
damping device of which force response is determined by the relative displacement between the two
ends of the devices. A mathematical model of the velocity-dependent damping system shall include

6
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the velocity coefficient corresponding to the test data. Displacement-response characteristics of the
displacement-dependent damping device shall be modeled considering the dependence of seismic
force response on the frequency, amplitude, and duration of ground motion clearly.

The components constituting the damping system shall be designed so that the damping device
works normally without interruption. Thus, structural elements in the damping system are designed
to remain elastic when subjected to design earthquake including forces transmitted from the damping
device. The forces from the damping devices shall not be calibrated by the intensity reduction factor
or the response correction factor. Moreover, the damping device shall be designed so as not to break
when subjected to the maximum considered earthquake.

2.2. Seismic-Force-Resisting System

A building structure to which damping systems are applied shall have a seismic-force-resisting
system defined in the KBC in each direction. Table 1 shows design factors of steel moment-resisting
frame systems, which are appropriate to install damping devices due to relatively low stiffness and
used in design examples of this study. At the initial stage, the seismic-force-resisting system of a
building structure with damping systems are designed in order to resist the minimum base shear Vmin
independently. Vmin is calculated by Equations (1) and (2).

Vmin = ηV (1)

η ≥ 0.75 (2)

where V is the design base shear calculated by equivalent lateral force procedure and η is the expected
damping correction factor representing the degree of seismic force reduction acting on the structure
obtained by damping systems. The expected damping correction factor η shall be validated through
nonlinear response history analysis of the seismic-force-resisting systems combined with damping
systems as described in the next section.

Table 1. Design factors for steel moment-resisting frame systems.

Steel Moment-Resisting Frame
Systems

Design Coefficients

Response
Modification

Factor
R

Overstrength
Factor

Ωo

Deflection
Amplification

Factor
Cd

Special 8 3 5.5

Intermediate 4.5 3 4

Ordinary 3.5 3 3

2.3. Damping Performance

The expected damping correction factor η applied to the minimum base shear Vmin of the
seismic-force-resisting system shall be higher than or equal to the actual damping correction factor ηh
shown in Equation (3).

ηh =
Vh
Vhe

(3)

where Vh and Vhe are the base shear calculated from the analysis of the structure with damping systems
and from the analysis of the structure in which velocity-dependent components of damping devices
are removed and displacement-dependent components of the damping devices are substituted into the
effective stiffness, respectively.

7
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The effective stiffness for the displacement-dependent component of the damping device is
calculated based on the peak displacement and corresponding force of the damping device obtained
from the analysis to calculate Vh as follows.

ke f f =

∣∣∣F+
∣∣∣+ ∣∣∣F−∣∣∣

|Δ+|+ |Δ−| (4)

where Δ+ and Δ− is the peak displacement of each damping device in positive and negative directions,
respectively, and F+ and F− are corresponding forces, respectively.

3. Damping System Design Procedure

An efficient and systematic seismic design procedure for damping systems using nonlinear
response history analysis is proposed in this section. The goal of the proposed procedure is to design
structures with damping systems complying with the design requirements of KBC 2016 that does not
specify a detailed design method.

3.1. Elastic Design of Seismic-Force-Resisting Systems

Seismic-force-resisting systems are designed to meet strength requirement for the minimum
base shear with a target value of η. Then, the story drifts are checked using allowable story drifts
corresponding to the seismic risk category. If some story drifts exceed the allowable story drifts, it is
necessary to use damping systems in order to reduce the demand for those story drift. The allowable
story drifts are 1.0%, 1.5%, and 2.0% for seismic risk category S, I, and II, respectively.

3.2. Target Damping Ratio Calculation

In order to estimate the target damping ratio, nonlinear response history analysis of the
seismic-force-resisting system designed in Section 3.1 is performed repeatedly with a damping ratio
raised at a constant increment. The peak story drift and peak base shear of the seismic-force-resisting
systems are computed for each analysis until those peak responses reach their target values, respectively.
Both peak story drift and peak base shear are determined as average responses obtained from nonlinear
response history analysis using seven or more ground motion records. The target base shear V*
is determined as the minimum base shear corrected by the demand-capacity ratio (DCR), which is
determined in the elastic design of the seismic-force-resisting system and represent redundancy in
the design.

V∗ = Vmin
DCR

(5)

The damping ratio of the seismic-force-resisting system is composed of inherent damping and
damping added by damping systems. In this study, the damping ratio of the structure is assumed to
be 5%. The target damping ratio βt is calculated by Equation (6).

βt = βIH + βv (6)

where, βIH is the inherent damping ratio and βv is the damping ratio added by damping system. In the
nonlinear response history analysis, βv is increased at a constant increment, and the increment need
not be too small because the response can be interpolated numerically. Thus, three to five times of
nonlinear response analysis for a given ground motion set is adequate.

Response reduction ratio with respect to effective damping ratio can be plotted in order to
determine the target damping ratio and design of damping devices. An illustrative example of such
plots is represented in Figure 2, where response reduction ratios for both base shear and maximum
story drift are plotted in broken lines.
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Figure 2. Design process of damping device.

3.3. Damping Device Design

Damping device design is to determine design parameters that can provide damping parameters.
Both displacement-dependent damping device and velocity-dependent damping device are addressed
for illustrative design examples in this study. Metallic yielding dampers, friction dampers and
many other types of dampers belong to displacement-dependent damping devices. The TADAS
(triangular-plate added damping and added stiffness) system is adopted as an example of
displacement-dependent damping devices in this study. Velocity-dependent damping devices include
viscous dampers and viscoelastic dampers of which the latter provides a displacement-dependent
force component. The viscoelastic damper is adopted as an example of velocity-dependent damping
devices in this study.

3.3.1. Effective Damping of Displacement-Dependent Damping Devices

The force-displacement relationship of the TADAS system is defined as a bi-linear model with
a post-yield stiffness ratio of 0.02. The strength and stiffness characteristics of the TADAS system
including deformation capacity are calculated by Equations (7) to (9) using metal plate dimensions and
material strengths of which details can be found in Ramirez et al. [24].

δy =
3
2

⎛⎜⎜⎜⎜⎝εyh2

t

⎞⎟⎟⎟⎟⎠ (7)

Vy =
Fybt2

4h
(8)

δmax =
εmaxh2

t
(9)

where δy, Vy and δmax are yield deformation, yield strength and deformation capacity, respectively,
and b, h and t are width, height and thickness of the triangular metal plate, εy is the yield strain of
the material, εmax is the strain limit of the damping device and can be calculated by the following
equation [25–28].

εmax = AN−B
f (10)

where N f is the number of deformation cycles and assumed to be 100, A and B are constant and
assumed to be 0.08 and 0.3, respectively [24]. The peak deformation demand on the damping device is
calculated as follows.

δu = hiθi (11)

9
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where θi and hi are the peak story drift angle (rad) and the story height of the i-th story.
For given peak deformation demands, the effective damping ratio can be calculated by Equations

(12) in accordance with ASCE 7-10 based on the energy dissipation due to cyclic deformations illustrated
in Figure 3 [29].

βv =

∑
Edj

4πEs
(12)

where Es is the strain energy stored in the structure Edj is the energy dissipated by the j-th damping
device. Es and Edj are calculated by the following equations.

Es =
1
2

∑
Fiδi (13)

Edj = 4
(
Fyjδuj − Fujδyj

)
(14)

where Fi and δi are the peak lateral force and peak lateral displacement at the i-th story, respectively,
δyj, δuj, Fyj and Fuj are the yield displacement, peak displacement, yield strength and peak force of the
i-th damping device.

Figure 3. Energy dissipation of metallic damping device.

3.3.2. Effective Damping of Velocity-Dependent Damping Devices

The characteristics of the viscoelastic damping device adopted in this study are based on the
experimental results of Soong and Dargush (1997) represented in Table 2 [30]. Kelvin model illustrated
in Figure 4 is adopted for numerical modeling of the viscoelastic damping device. Effective stiffness
and damping coefficients of the model are given by the following equations

Kd =
AG′

td
(15)

Cd =
ηd

ω
Kd (16)

where G′ and ηd are storage modulus and loss factor of the viscoelastic material, respectively, A and
td are the shear area and thickness of the viscoelastic damper, respectively, and ω is the excitation
frequency, which is taken as the fundamental frequency of the structure with effective stiffness of
damping devices. Added damping ratio βv can be calculated by the following equation on the basis of
the modal strain energy method [31].

βv =
ηd

2

(
1− ω

2
n

ωn2

)
(17)
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whereωn andωn are the natural frequency before and after installation of damping systems, respectively.
Although the modal strain energy method is applicable to linear elastic structures, it is assumed that
nonlinear damping devices is linearized using effective stiffness. Thus, ωn is calculated by eigenvalue
analysis of the structure with the effective stiffness of damping systems added. The thickness of the
viscoelastic damper tVED can be calculated as follows.

tVED =
Δu

γmax
(18)

where Δu is the maximum shear deformation of the damping device and γmax is the maximum strain
capacity

Table 2. Properties of the viscoelastic damping device [20].

Temperature
(◦C)

Frequency
(Hz)

Strain
(%)

Shear Storage

modulus, G
′

(MPa)

Shear loss
modulus, G”

(MPa)

Loss
Factor
ηd

24 1.0 20 0.958 1.151 1.20

 

Figure 4. Kelvin model of viscoelastic damping devices.

3.3.3. Design of Damping Devices Considering Change of the Natural Frequency

Once damping device properties are determined, it is necessary to update the effective damping
ratio βv because the effective damping ratio βv given by Equations (12) or (17) is dependent on the
stiffness and/or strength of the damping device. A rational method to update the effective damping
ratio considering response reduction and stiffening effects of damping devices is described in this
section and Figure 2 illustrates the procedure for updating the effective damping ratio conceptually.

(Step 1) Base shear and maximum story drift reduction factors are plotted with respect to βt,
broken lines in Figure 2.

(Step 2) The target damping ratio βt1 corresponding to the initial base shear reduction factor
(V/Vo)1 is interpolated from the plot ‘Initial V/Vo’ (thick broken line) in Figure 2.

(Step 3) The maximum story drift reduction factor (D/Do)1 is interpolated from the plot ‘Initial
D/Do’ (thin broken line) in Figure 2.

(Step 4) Damping devices are designed to achieve the target damping ratio Equation (12) or (17)
subjected to deformations corresponding to (D/Do)1. Those deformations can be approximated by
multiplying (D/Do)1 to the initial response for only βIH.

(Step 5) Effective stiffness of damping devices is calculated and added to the structure without
damping devices. Then, the fundamental frequencies of the structure are updated.

(Step 6) Response reduction factors are updated corresponding to change of the fundamental
frequencies. The peak story drift reduction factor is reduced on the basis of displacement design
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spectrum, as shown in Figure 5a due to fundamental period shortening. The modified peak story drift
reduction factor is plotted as ‘Updated D/Do’ (thin solid line) in Figure 2.

 
(a) (b) 

Figure 5. Modification of response due to change of the fundamental period: (a) Displacement spectrum
and (b) pseudo-acceleration spectrum.

(Step 7) The effective damping ratio is updated to βt2 considering the decrease of deformations
in (Step 6), and corresponding maximum story drift reduction factor is interpolated from the plot
‘Updated D/Do’ in Figure 2.

(Step 8) The base shear reduction factor is determined on the basis of pseudo-acceleration
design spectrum and increased due to shortening of the fundamental period, as shown in Figure 5b.
The modified base shear reduction factor is represented as ‘Updated V/Vo’ in Figure 2 (thick solid line).

(Step 9) Damping correction factor η for βt2 is calculated as a ratio between V/Vo’s at βt2 and βIH

on ‘Updated V/Vo’ in Figure 2.
(Step 10) Adjust (V/Vo)1 and repeat (Step 2) to (Step 9) until η becomes sufficiently close to

the target.
(Step 11) If η converges to the target, nonlinear response history analysis is performed in order to

confirm whether the actual response reduction factor satisfies design requirements or not.
The design procedure proposed above utilizes nonlinear response history analysis only at Step 1.

Additional response prediction is performed using the elastic design spectrum. Thus, the proposed
design procedure is computationally efficient compared to the trial-and-error method based on fully
nonlinear response history analysis.

4. Design Example

Two design examples based on the proposed damping system design procedure are presented.
The first example is a three-story steel moment-resisting frames with metallic yielding dampers and
the second example is a six-story steel moment-resisting frames with viscoelastic dampers.

4.1. Nonlinear Modeling of Structural Elements

Nonlinear modeling of beams and columns of the steel moment frames is performed in accordance
with ASCE 41-13 [32]. Common load-deformation relationship for beams and columns subjected to
flexure is represented in Figure 6, where the yield rotation angle of beams and columns is calculated by
Equations (19) and (20), respectively.

Beams : θy =
ZFylb
6EIb

(19)

Columns : θy =
ZFylc
6EIc

(
1− P

Pye

)
(20)
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where lb, lc, Z and l are the moment of inertia for beams and columns, the plastic section modulus and
member length, respectively. In addition, E, Fy, P and Pye are the modulus of elasticity, yield strength
of steel, the axial force acting on the member and the axial strength of member, respectively.

Figure 6. Load-deformation relationship of beams and columns [12].

The panel zone of the steel moment frame was explicitly modeled with Krawinkler’s model [33]
of which configuration is represented in Figure 7, and the load-deformation relationship is shown in
Figure 8. The characteristics of the panel zone model were calculated by the following Equations.

Ke = 0.95dbdctpG (21)

Kp = 1.04b f ct2
f cG (22)

My = 0.55Fytp0.95dbdc (23)

θp = 4θy (24)

where db, dc, b f c, tp, t f c, G and α are beam depth, column depth, column flange width, panel zone
thickness, column flange thickness, shear modulus and strain-hardening ratio (0.02), respectively.
Perform-3D software was used for modeling and nonlinear response history analysis.

Figure 7. Krawinkler’s model for panel zone.
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Figure 8. Load-deformation relationship for panel zone [22].

4.2. Three-Story Steel Moment-Resisting Frames with Metallic Yielding Dampers (3F-OMRF-MD)

4.2.1. Initial Design of Seismic-Force-Resisting System

An example building with displacement-dependent damping devices is designed based on the
KBC 2016, which is composed of three stories, five spans in X direction, three spans in Y direction.
Figure 9a,b shows a three-dimensional view and plan view of the building. All the X-directional
internal frames are identical and only one frame is used in this design example and represented
in Figure 9c. The dead and live loads of the structure applied to building floors are 5.0 kN/m2

and 3.5 kN/m2, respectively, and identical for all stories. The building is assumed to be located in
seismic zones I and belong to seismic risk category ‘Special’. Site class SD is assumed for the building.
The seismic-force-resisting system of the building is designed as an ordinary moment-resisting frame
of which design factors are listed in Table 1. Allowable story drift of 1.0 % for seismic risk category
‘Special’ is adopted.

(a) 

 
(b) (c)  

Figure 9. Three-story steel moment resisting frame with metallic yielding dampers: (a) Isometric view,
(b) plan, (c) elevation of internal frame.
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The initial design of the moment-resisting frame was performed for the minimum base shear with
η = 0.75. The properties of columns and beams of the designed frame are listed in Table 3. The same
section is used for each member in all stories. SM490 material was applied to all the members. The DCR
of the initial design result is 0.95. Thus, the target base shear reduction factor required for damping
systems is moderated to be 0.79, considering the DCR.

Table 3. Properties of moment-resisting frames.

Model Member Story Section Material

3F-OMRF-MD

Beam 1-3 H-506 × 201 × 11/19

SM490
fy = 315 MPa
fu = 490 MPa

Column 1-3 H-394 × 405 × 18/18

Brace 1-3 H-200 × 200 × 8/12

6F-SMRF-VED

Beam
5-6 H-354 × 176 × 8/13

3-4 H-450 × 200 × 9/14

1-2 H-496 × 199 × 9/14

Column
4-6 H-414 × 405 × 18/28

1-3 H-428 × 407 × 20/35

Brace 1-6 H-244 × 252 × 11/11

From linear dynamic analysis using the response spectrum method, the maximum story drift
without damping devices was 1.32%, which occurs at the first story and is higher than the allowable
story drift of 1.0%. Therefore, it is necessary to reduce the story drift as well as base shear using
damping devices. TADAS damping devices are installed at the center span using brace members
listed in Table 3. Thus, the center frame and the damping devices shown in Figure 9c comprises a
damping system.

4.2.2. Design of Displacement-Dependent Damping Devices

In order to achieve target reduction factors for base shear and maximum story drift, those two
response values are recorded from nonlinear response history analyses repeated with incremental
damping of 0.05. Thus, the nonlinear response history analysis was performed only five times.
Response reduction factors obtained from the nonlinear response history analysis are plotted in
Figure 10.

Figure 10. Base shear and peak story drift reduction factors.
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Target damping ratio corresponding to the base shear reduction factor 0.79 is interpolated to
be 19.1%. The damping devices were designed to achieve an added damping of 0.141 except 0.05
inherent damping of the moment-resisting frame. To design each damping device, the total dissipated
energy

∑
Edj was calculated from Equation (12) in combination with Equation (13). Then

∑
Edj was

distributed to each story in proportion to the story shear force. It is taken into account that yield
strength or friction force of displacement-dependent damping devices are distributed based on the
distribution of story shear force to maximize energy dissipation [34,35]. First estimation of target βv

and corresponding βt were 0.141 and 0.191. Characteristics of damping devices determined to achieve
the target βv on the basis of Equation (14) are given in Table 4. The post-yield stiffness ratio of the
damping device was assumed to be 0.02 in the calculation of dissipated energy.

Table 4. Characteristics of TADAS damping devices to achieve target damping ratio.

βv Floor
Story Force

Ratio
Vy

(kN)
Vu

(kN)
δy

(mm)
δu

(mm)

0.141
3 0.56 140 147 4.6 17.2

2 0.82 204 223 4.6 24.8

1 1.00 249 270 5.9 30.4

0.120
3 0.57 145 152 4.6 15.7

2 0.81 209 226 4.6 22.6

1 1.00 255 274 5.9 28.2

The fundamental period of the structure without damping devices was 1.04 sec. The fundamental
period of the moment-resisting frame with damping devices substituted by secant stiffness thereof
at respective peak deformations of them was reduced to 0.92 sec. Considering the change of the
fundamental period, the story drift reduction factor was decreased, as shown in Figure 10. Then, βv

and corresponding βt were modified into 0.12 and 0.17, respectively, using updated damping device
deformations corresponding to the adjusted story drift reduction factor. As a result, the corresponding
maximum story drift response is reduced to 64% compared to the structure with 0.05 damping ratio.
Using those updated damping device deformations, the fundamental period based on the secant
stiffness of damping devices was calculated to be 0.91 second. Then, the base shear reduction factor
was elevated corresponding to 0.91 second period as shown in Figure 10. Finally, damping device
yield strengths are modified in order to compensate reduced deformations due to period change and to
achieve an added damping ratio βv of 0.12. The final damping device properties are listed in Table 4 for
each story. Based on the modified base shear reduction factor represented by the thicker solid line in
Figure 10, the expected damping correction factor is 0.93/1.14 = 0.82, which is slightly higher than the
target η = 0.79. However, the damping performance obtained from the results of the nonlinear response
history analysis is 0.79, which mean that the expected damping performance goal was achieved with a
sufficiently accurate prediction of performance.

The average maximum story drift ratios for seven ground motion records representing design
earthquake were 0.66%, 0.65% and 0.48% for the first, second, and third story, respectively, as
summarized in Table 5 and all of those values are much smaller than the allowable story drift ratio
1.0%. This is because the base shear reduction factor 0.79 for seismic-force-resisting system governs
the design rather than story drift reduction in this design example. The average maximum TADAS
damping device deformation for seven ground motion records representing the maximum considered
earthquake was maximum at the first story and calculated to be 41.2 mm. The deformation capacity
of the example TADAS damping device is 60.3 mm. Therefore, damping devices can maintain the
damping performance even under the maximum considered earthquake.
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Table 5. Comparison of drift ratio and structural weight.

Seismic Design Model Story
Story Drift Ratio

(%)
Member Section (DCR) Weight (kN)

3F-OMRF-MD
(with damping devices)

3 0.48
Beam: H-506 × 201 × 11/19 (0.79)

Column: H-394 × 405 × 18/18 (0.81)
Brace: H-200 × 200 × 8/12 (0.29)

1492 0.65

1 0.66

3F-OMRF-SD
(without damping

devices)

3 0.39
Beam: H-692 × 300 × 13/20 (0.57)

Column: H-428 × 407 × 20/35 (0.58)
2212 0.59

1 0.61

KBC 2016 requires structural elements comprising a damping system to remain elastic subjected
to both seismic loads and forces induced by damping devices for design earthquake. DCRs for the
frame members and panel zones were computed in terms of rotation angle ductility from nonlinear
response history analysis and represented in Figure 11. In the case of columns and braces, higher
DCR among bending moment DCR and axial force DCR in a member is given in Figure 11a. All the
members that belong to the damping system at the central bay remain elastic since DCRs are lower
than 1.0. Therefore, the design result obtained by the proposed procedure satisfies all the requirements
of KBC 2016.

  
(a) (b) 

Figure 11. Demand–capacity ratio (DCR) of three-story steel moment-resisting frames with metallic
yielding dampers (3F-OMF-MD): (a) Frame members, (b) panel zones.

To examine the effect of structural steel material reduction by damping devices, a bare ordinary
moment resisting frame is designed to achieve story drifts similar to the frame with damping devices.
Steel sections and story drifts of two models with and without damping devices are summarized
with the respective total weights in Table 5, where 3F-OMRF-SD represents the seismically designed
bare frame. The total weight of steel sections for the frame with damping devices is 149 kN, which
is 67% of 221 kN for the frame without damping devices. Thus, the proposed procedure can yield
efficient structural material-saving design. Ramirez et al. [5] provide similar design example, in
which three-story and three-bay frames are designed without and with metallic yielding damping
devices using equivalent lateral force procedure although the seismic-force-resisting system is a special
moment-resisting frame and target story drift ratio is set to 2% differently from this study. In the
comparative design example, the frame with damping devices has 76% of the weight for frames
without damping devices. In spite of several different conditions, this comparison supports the ability
of the proposed design procedure to reduce seismic demand on the seismic-force-resisting system with
supplementary energy dissipation relying on more accurate response prediction by nonlinear response
history analysis.
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4.3. Six-Story Steel Moment Frames with Viscoelastic Dampers (6F-SMRF-VED)

4.3.1. Initial Design of Seismic-Force-Resisting System

A six-story steel moment-resisting frame is designed in this example. Velocity-dependent damping
devices are added for seismic response reduction. The steel moment frame has five spans in the
longitudinal direction, and three spans in the transverse direction. The building is assumed to be
located in Seismic zone I of KBC 2016 and belong to seismic risk category ‘Special’ of which importance
factor is 1.5. Site class was assumed to be SD. The overall design was performed under conditions
similar to the example building with displacement-dependent damping systems. However, a special
moment-resisting frame was adopted for the seismic-force-resisting system. The numerical model of
the example building is represented in Figure 12.

 
(a) 

 
(b) (c) 

Figure 12. Six-story steel moment-resisting frames with viscoelastic damping devices: (a) Isometric
view, (b) plan, (c) elevation of internal frame for design example.

In the transverse direction, only two special moment-resisting frames placed at the outermost part
of the building plan play a role of seismic-force-resisting system. Considering geometrical symmetry,
only one moment-resisting frame is modeled in the example for simplicity. In addition, the P-Δ effect
due to gravity loads at the center of the plan was taken into account using the leaning column as
shown in Figure 12c.

The initial design of the special moment-resisting frame was performed for the minimum base
shear with η = 1.0. The DCR of the initial design result is 0.88. Table 3 summarizes sections of members
used in the designed frame. Since η assumed in the design equals 1.0, it is unnecessary to confirm
whether a target base shear reduction factor is achieved. The damping devices are installed at the
center span of the planar frame with braces and illustrated in Figure 12c. Thus, the frame in the central
bay and the damping devices shown in Figure 12c comprises a damping system.
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From linear dynamic analysis based on response spectrum method with response modification
factor and deflection amplification factor defined in KBC 2016, it was observed that the highest peak
story drift was 1.75% and observed in the third and fourth stories. It is necessary to reduce the story
drift by the damping device because it does not satisfy the allowable story drift of 1.0%.

4.3.2. Design of Velocity-Dependent Damping Devices

The natural frequency of the first mode was 0.5 Hz from the eigenvalue analysis of the structure with
only the stiffness component of the viscoelastic damping devices. Viscoelastic damper characteristics
corresponding to an excitation frequency of 1.0 Hz, which is the closest one to 0.5 Hz, was adopted
among those dependent on excitation frequencies. The stiffness and damping coefficients of each
damping device were calculated using Equation (15) and (16).

The average maximum story drift ratios from nonlinear response history analysis for seven
ground motion records representing design earthquake are listed in Table 6. The maximum story drift
ratio is found to be 1.48% for the third story. Target story drift reduction factor is 1.0%/1.48% = 0.68.
The maximum story drift reduction factor was obtained from the nonlinear response history analysis of
the moment-resisting frame with an incremental damping ratio of 0.05 that substitute damping devices.
Thus, the nonlinear response history analysis was performed only five times and the maximum story
drift reduction factor was plotted in Figure 13 and the target damping ratio βt interpolated from the
plot is 0.20. To achieve the target damping ratio, βv = 0.15 excluding βIH = 0.05 is necessary to be added
by damping devices.

Table 6. Peak story drifts of six-story steel moment frames with viscoelastic dampers (6F-SMRF-VED).

Seismic Risk
Category

Importance
Factor

Story
Story-Drift Ratio without Damping

Devices (%)
Allowable
Story-Drift
Ratio (%)Equivalent

Static Analysis
Nonlinear Response

History Analysis

S 1.5

6 1.32 1.24

1.00
5 1.59 1.28

4 1.75 1.31

3 1.75 1.48

2 1.54 1.39

1 0.93 0.76

Figure 13. Normalized response vs. incremental damping ratios.
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The damping ratio added by viscoelastic damping devices is calculated by Equation (17), in which
the added damping ratio is dependent on the fundamental frequency of the structure with effective
stiffness of damping devices. In order to design damping devices, the stiffness Kd of damping devices
represented by Kelvin model are increased until the fundamental frequency becomes the target value
corresponding to the target damping ratio. This work is conducted by eigenvalue analysis of the linear
elastic model and does not require additional nonlinear response history analysis. The same stiffness
was applied to all the damping devices in this design example, but more efficient distribution may be
investigated [18]. When Kd is determined, a corresponding Cd can be calculated using Equation (16).

However, change of the fundamental frequency due to damping devices affects the maximum
story drift reduction factor. As a result, the maximum story drift reduction factor in Figure 13 is updated
repeatedly. For each update of the maximum story drift reduction factor, the target damping ratio
changes correspondingly. Four times of update were performed and updated parameters including
target damping ratios and target frequencies are summarized in Table 7. The final fundamental
frequency converged to 1.89 sec and Ka and Cd reached 6800 kN/m and 2718 kN·sec/m, respectively.

Table 7. Target damping ratio and frequency.

Structure without Damping
Devices

Iteration

Target
Damping

Ratio
βt

Added
Damping

Ratio
βv

Target
Frequency
¯
ω (rad/sec)

Target
Period
¯
T (sec)Fundamental

Period
T (sec)

Fundamental
Frequency
ω (rad/sec)

2.09 3.00

- 0.050 0.000 3.00 2.09

1st 0.200 0.150 3.47 1.81

2nd 0.142 0.092 3.26 1.93

3rd 0.166 0.116 3.34 1.88

4th 0.156 0.106 3.31 1.90

Fin 0.161 0.111 3.33 1.89

Nonlinear response history analysis was performed using the final stiffness and damping coefficient
of the damping devices. It is unnecessary to examine design base shear because the damping correction
factor was set to 1.0. The base shear reduction factor was 0.92 which is smaller than 1.0. The peak story
drifts of the final design are summarized in Table 8. Compared to Table 6, the maximum peak story
drift was reduced to 0.90%, which is slightly lower than the allowable story drift ratio of 1.0%. As a
result, the proposed design methodology can design damping systems with a sufficiently accurate
prediction of performance.

Table 8. Comparison of peak drift ratio and structural weight.

Seismic Design
Model

Story Story Drift
(%)

Member Section (DCR)
Weight (kN)

Beam Column or Brace

6F-SMRF-VED
(with damping

systems)

6 0.51 H-354 × 176 × 8/13
(0.75) Column: H-414 × 405 × 18/28 (0.19)

Brace: H-244 × 252 × 11/11 (0.43)
297

5 0.68

4 0.83 H-450 × 200 × 9/14
(0.79)3 0.90

Column: H-414 × 405 × 18/28 (0.32)
Brace: H-244 × 252 × 11/11 (0.46)2 0.85 H-496 × 199 × 9/14

(0.78)1 0.51

6F-SMRF-SD
(without damping

systems)

6 0.62 H-506 × 201 × 11/19
(0.36) Column: H-498 × 432 × 45/70 (0.07)

590
5 0.77

4 0.90 H-606 × 201 × 12/20
(0.47)3 0.97

Column: H-498 × 432 × 45/70 (0.15)2 0.88 H-606 × 201 × 12/20
(0.45)1 0.48
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As with the displacement-dependent damping system design, the structural elements comprising
the damping system must be both elastic against the loads including seismic loads and forces induced
by damping devices for design earthquake. Braces to install damping devices transmitting damping
device force to the seismic-force-resisting force and the column at the right-hand side of the first story
damping device transmitting vertical component of damping device force to the foundation comprises
the damping system of the structure. DCRs for the frame members and panel zones were computed in
terms of rotation angle ductility from nonlinear response history analysis for design earthquake and
represented in Figure 14. In the case of columns and braces, higher DCR between bending moment
DCR and axial force DCR is given in Figure 14a. All the members that belong to the damping system
in the central bay remain elastic with DCRs lower than 1.0.

 

(a)  

Figure 14. DCR of 6F-SMRF-VED. (a) Frame members, (b) panel zones.

Finally, damping device safety subjected to the maximum considered earthquake was checked.
The maximum shear strain of damping devices was 0.455 from the response analysis for the maximum
considered earthquake. The experimental data of Soong and Dargush used in the design of the
damping device does not provide the deformation capacity of the damping device [20]. Therefore, it is
necessary to ensure whether or not the damping device is broken for the strain demand subjected to
the maximum considered earthquake. Therefore, the design result satisfies all the requirements of KBC
2016 under the premise that the deformation capacity requirement for the damping device can be met.

Like the three-story frame example, a bare special moment-resisting frame is designed to achieve
story drifts similar to the frame with damping devices. Steel sections and story drifts of two models
with and without damping devices are summarized with the respective total weights in Table 8 where
6F-SMRF-SD represents the seismically designed bare frame. The total weight of steel sections for the
frame with damping devices is 297 kN, which is about 50% of 590 kN for the frame without damping
devices. Thus, the proposed procedure can yield efficient structural material-saving design in case of
viscoelastic damping devices. Ramirez et al. [5] provide similar design example, in which six-story
and three-bay frames are designed without and with viscous damping devices using equivalent lateral
force procedure although the damping device does not have stiffness component and target story
drift ratio is set to 2% differently from this study. In the comparative design example, the frame with
damping devices has 60% of the weight for frames without damping devices. Similar to the preceding
design example, the proposed design procedure can design damping devices effectively to reduce
seismic demand on the seismic-force-resisting system with better efficiency, which is owing to more
accurate response prediction by nonlinear response history analysis.
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5. Conclusions

This study proposed an efficient seismic design procedure for building structures with damping
systems subjected to requirements of the revised Korean building code, KBC 2016, using nonlinear
response history analysis. The proposed design procedure was validated by two design examples of
steel moment-resisting frame with metallic yielding dampers and viscoelastic dampers, respectively.
The conclusions from this study are summarized as follows.

• The proposed design procedure makes use of nonlinear response history analysis, but does not
repeat time-consuming nonlinear response history analysis until convergence of design solution.
Instead, design parameters of damping devices are determined using the response reduction
curve prescribed by a limited number of response history analyses. Only five times of response
history analysis is sufficient for practical application.

• The proposed design procedure can predict seismic response of nonlinear structures with
considerable accuracy because basic response reduction factors are obtained through nonlinear
response history although equivalent linearization technique is used partially to estimate effects
of damping devices with limited computational efforts.

• The proposed design procedure does not require an optimization procedure and can be conducted
using commercial structural analysis software. However, the proposed design procedure provides
a systematic process to update the design parameters of damping devices and converges to a final
design meeting design goals.

• The proposed design procedure for structures with damping systems can reduce structural
materials of seismic-force-resisting systems efficiently by 30 to 50% compared to those without
damping systems as illustrated by design examples for steel moment-resisting frames.
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Abstract: Based on potential flow theory and arbitrary Lagrangian–Eulerian method, shell–liquid
and shell–wind interactions are solved respectively. Considering the nonlinearity of tank material
and liquid sloshing, a refined 3-D wind–shell–liquid interaction calculation model for liquid storage
tanks is established. A comparative study of dynamic responses of liquid storage tanks under wind,
earthquake, and wind and earthquake is carried out, and the influences of wind speed and wind
interference effect on dynamic responses of liquid storage tank are discussed. The results show that
when the wind is strong, the dynamic responses of the liquid storage tank under wind load alone are
likely to be larger than that under earthquake, and the dynamic responses under wind–earthquake
interaction are obviously larger than that under wind and earthquake alone. The maximum responses
of the tank wall under wind and earthquake are located in the unfilled area at the upper part of the
tank and the filled area at the lower part of the tank respectively, while the location of maximum
responses of the tank wall under wind–earthquake interaction is related to the relative magnitude
of the wind and earthquake. Wind speed has a great influence on the responses of liquid storage
tanks, when the wind speed increases to a certain extent, the storage tank is prone to damage. Wind
interference effect has a significant effect on liquid storage tanks and wind fields. For liquid storage
tanks in special environments, wind and earthquake effects should be considered reasonably, and
wind interference effects cannot be ignored.

Keywords: liquid storage tank; earthquake; wind; dynamic response; fluid–solid interaction

1. Introduction

With the development of economy and society, more and more liquid storage tanks are built in
seismically active areas, in extreme cases, these areas may also belong to strong wind areas, which
leads to the threat of wind and earthquake to large-scale liquid storage tanks in the whole life cycle.
Moreover, earthquake and wind-induced damage cases of liquid storage tanks are very common [1–3],
two cases corresponding to earthquake and wind are shown in Figure 1. The destruction of the
liquid storage tank not only involves the structure itself, but it will also cause huge economic losses,
environmental pollution, fire, and so on, and even threaten people’s safety.

Appl. Sci. 2019, 9, 2376; doi:10.3390/app9112376 www.mdpi.com/journal/applsci25
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(a) (b) 

Figure 1. Failure cases of liquid storage tank. (a) Earthquake. (b) Wind [1].

Dynamic responses of liquid storage tanks during earthquakes involves shell–liquid interaction,
Rawat et al. [3] used a coupled acoustic–structural (CAS) approach in the FEM for the analysis of
the tanks with rigid and flexible walls with varying parameters. Kotrasov et al. [4] simulated the
interaction between structure and liquid on the contact surface based on the bidirectional fluid–solid
coupling technique and studied the dynamic responses of liquid storage tanks by finite element
method. Gilmanov et al. [5] proposed a numerical method to simulate the shell–liquid interaction of
elastic thin plate with arbitrary deformation in incompressible fluid. In addition, a large number of
studies and post-earthquake investigations show that the failure modes of liquid storage tanks under
earthquake basically include liquid overflow, bottom lifting, circumferential tension, and instability.
Ishikawa et al. [6] proposed a practical analytical model for shallow excited tank, which exhibited
complex behavior because of nonlinearity and dispersion of the liquid. Moslemi et al. [7] conducted
nonlinear sloshing analysis of liquid storage tanks and found that the sloshing nonlinearity had a
significant effect on the seismic performance of liquid containing structures. Miladi and Razzaghi [8]
performed numerical analysis of oil tank by using ABAQUS software, and carried out parametric study
to evaluate the effect of amount of stored liquid on seismic behavior and performance of the studied
tank. Ormeño et al. [9] performed shake table experiments to investigate the effects of a flexible base
on the seismic response of a liquid storage tank, results showed that the axial compressive stresses
decreased after a flexible base was considered. Sanapala et al. [10] performed shake table experiments
to study the fluid structure interaction effects between the sloshing liquid and the internal structure,
and found that when the partially filled storage tank was subjected to seismic excitation, spiky jet-like
features were observed over the free surface. Rawat et al. [11] investigated three-dimensional (3-D)
ground-supported liquid storage tanks subjected to seismic base excitation by using finite element
method based on coupled acoustic–structural and coupled Eulerian–Lagrangian approaches. Generally
speaking, dynamic responses of liquid storage tank involves complex fluid–structure interaction, and
numerical simulation is an effective means to solve this problem.

Researchers have made certain explorations on the behavior of liquid storage tanks under wind
load. Flores and Godoy [12] used numerical methods to study the buckling problem of liquid storage
tanks under typhoon, and obtained that bifurcation buckling analysis could better evaluate the critical
state of liquid storage tanks. Portela and Godoy [13] used computational model to evaluate the
buckling behavior of steel tanks under wind loads. Zhang et al. [14] studied the dynamic responses
of flexible liquid storage structure under wind load by multi-material ALE finite element method.
Yasunaga et al. [15] used wind tunnel testing and finite element method to study the buckling behavior
of thin-walled circular liquid storage tanks, and discussed the effect of wind load distribution on the
buckling of liquid storage tanks by comparing it with a static wind load. Chen and Rotter [16] used
finite element method to study the buckling of anchored liquid storage tanks with equal wall thickness
under wind load. Zhao et al. [17] and Lin et al. [18] used wind tunnel tests to study the distribution of
wind pressure and the stability of liquid storage tanks under wind loads.

In view of the structural dynamic response under the combined action of wind and earthquake,
Hong and Gu [19] found that for high-flexible structures whose horizontal loads are controlled by
wind load, the combined total loads after considering wind and earthquake loads may be more

26



Appl. Sci. 2019, 9, 2376

disadvantageous than those when considering wind loads in seismic design. Ke et al. [20] obtained that
the structure responses of super-large cooling tower varied significantly along with height under wind
load, earthquake, and wind–earthquake. Peng et al. [21] used the method of combining theoretical
analysis with numerical simulation to get the position of maximum stress under wind load and
earthquake action is different. Sapountzakis et al. [22] studied the nonlinear responses of wind turbine
under wind load and earthquake. Mazza [23] synthesized velocity time history of wind based on
equivalent spectrum technology, and studied the dynamic responses of steel frame structures under
wind load and earthquake action.

To sum up, the dynamic responses of structures under earthquake and wind are obviously
different, and the combined action of wind and earthquake will have more adverse effects on the
structures, but the research on dynamic responses of liquid storage tanks under wind and earthquake
is rare. In this paper, the shell–liquid and the shell–wind interactions are considered, and a refined
calculation model of the liquid storage tank is established. The dynamic responses of the liquid storage
tank under wind, earthquake, and wind and earthquake are studied in many aspects, which is of great
significance to the rationality of the design and the reliability of the operation of the liquid storage tank.

2. Wind Field Control Equations

Large eddy simulation (LES) is used to calculate the wind field, and its control equation is

∂
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uj, τi j is subgrid-scale stress, namely, SGS stress, which reflects the influence of

the motion of small-scale vortices on the motion equation.
If the equations consisting of Equations (1) and (2) are closed, then according to Smagorinsky’s

basic SGS model, it is assumed that the SGS stress satisfies the following requirements
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, μt is turbulent viscosity at sublattice scale,

Δ is filtration scale of large eddy model, Δi represents the grid size along the i-axis, CsΔ is equivalent to
mixing length, Cs is SGS constant.

3. Structure Control Equations

The structure equation of motion is

Mss
..
us + Css

.
us + Kssus = Fss (5)

where Mss, Css, and Kss are mass, damping and stiffness matrices of structures, respectively; Fss is load
vector acting on structure, which includes liquid pressure;

..
us,

.
us, and us are vectors of acceleration,

velocity, and displacement of structure, respectively.
Newmark method is used to solve the dynamic Equation (5), and the first assumption is

.
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.
us(i) +

[
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us(i) + β
..
us(i+1)

]
Δt (6)
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where β and γ are adjustment coefficients for accuracy and stability.
The incremental forms Δ

.
us and Δus of velocity

.
us and displacement us can be obtained from

Equations (6) and (7), respectively
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The incremental form corresponding to Equation (5) is
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Taking Equations (9)–(11) into Equation (12)
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The displacement increment Δus(i) can be obtained by Equation (13), velocity increment Δ
.
us(i)

can be obtained by substituting displacement increment Δus(i) into Equation (11). As a result,
the displacement us(i+1) and velocity

.
us(i+1) of i + 1 time step can be obtained

us(i+1) = us(i) + Δus(i) (14)

.
us(i+1) =

.
us(i) + Δ

.
us(i) (15)

The acceleration
..
us(i+1) of time step i + 1 can be obtained by substituting Equations (14) and (15)

into Equation (5)

..
us(i+1) = Mss

−1 ·
[
Fss −Css · .

us(i+1) −Kss · us(i+1)

]
(16)

4. Fluid–Solid Interaction

In order to overcome the defects of large calculation amount and low calculation efficiency, the
potential flow theory is used to solve the shell–liquid interaction, and the arbitrary Lagrangian–Eulerian
method is used to solve the shell–wind interaction.

4.1. Shell–Liquid Interaction

Because the calculation process involves a large number of nonlinearities, the exact solution of
each response can be obtained through multiple equilibrium iterations. Δφ is used to express the
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increment of the unknown velocity potentialφ, and Δu is used to express the increment of the unknown
displacement u. The shell–liquid interaction dynamic equation based on potential fluid theory is [24][
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0 Mll
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]
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[
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0

]
−
[

Fp

Fl + (Fl)S
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where Mll is the liquid mass matrix; Cuu, Clu, Cul, and Cll are the damping matrices of the structure
itself, the liquid contributed by the structure, the structure contributed by the liquid and the liquid
itself, respectively; and Kuu, Klu, Kul, and Kll are the stiffness matrices of the structure itself, the liquid
contributed by the structure, the structure contributed by the liquid and the liquid itself, respectively;
Fp, Fl, and (Fl)S are the forces acting on the structural boundary caused by the liquid pressure, volume
force, and area force, respectively; Fl is obtained by the volume integral of Equation (18), and (Fl)S is
obtained by surface integral of Equation (19) [24]
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∫
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∂ρl

∂h

.
hδφ− ρl∇φ
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dV (18)

(Fl)S =

∫
S

−ρlu · nδφdS (19)

where ρl is the liquid density; V is the liquid domain; S is the liquid domain boundary; n is the internal
normal direction vector of S; and

.
u is the moving speed of the boundary surface S.

The boundary surface adjacent to the structure is represented as S1, and the force acting on
structure boundary Fp caused by the liquid pressure can be expressed as Equation (20)

− δFp = −
∫
S1

pn · δudS1 (20)

where δFU is differentiation of additional forces caused by liquid; n is normal vector of adjacent
interface. Liquid pressure p is calculated by Equation (21)

p = p(h) = p
[
Ω(x + u) − .

φ− 1
2

vn · vn − 1
2

vτ · vτ
]

(21)

where Ω is volume acceleration potential energy; vn and vτ are liquid normal and tangential velocities
on the interaction boundary.

4.2. Shell–Wind Interaction

The wind field equation and the structure equation are expressed by Gw
[
w,

.
w
]
= 0 and Gs

[
u,

.
u,

..
u
]
=

0, respectively, subscript w denotes wind field variables, and subscript s denotes structure variables.
Firstly, the velocity and acceleration of wind field are expressed as [25]

t+αΔtv =
t+αΔtu− tu

t
= t+Δtvα+ tv(1− α)

t+αΔta =
t+αΔtv− tv

t
= t+Δtaα+ ta(1− α)

(22)

where α is stability conditions of compatible time integral.
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Velocity and acceleration of Equation (22) at t + Δt can be expressed as functions of
unknown displacement

t+Δtv =
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αΔt
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)
− tv

( 1
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(23)

Taking Equations (22) and (23) into wind field equation Gw
[
w,

.
w
]
= 0 and structure equation
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]
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(24)

In order to solve the coupled system, Equation (24) is discretized. Assuming that the solution
vector of the coupled system is X = X(Xw, Xs), Xw, and Xs represents solution vectors of wind field and
structure nodes. Therefore, us = us(Xs) and τw = τw(Xw), and the shell–wind coupling equation can be
expressed as [25]

G f
[
Xk

w,λduk
s + (1− λd)uk−1

s

]
= 0

Gs
[
Xk

s ,λττk
w + (1− λτ)τk−1

w

]
= 0

(25)

where λd and λτ are displacement and stress relaxation factors.
The above solving process can be illustrated by Figure 2.

Figure 2. Shell–wind interaction solution.
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5. Boundary Conditions

5.1. Wind Field Boundary Conditions

For high Reynolds number incompressible steady flow, velocity-inlet is chosen as the boundary
condition at the entrance; pressure-outlet without backflow is chosen as the boundary condition at the
outlet, that is, at the exit boundary of the flow field, the diffusion flux of the physical quantity of the
flow field along the normal direction of the exit is 0; the non-slip wall boundary is used as boundary
condition on the structure surface and ground. Symmetry is chosen as the boundary on both sides and
on the top. The boundary conditions for wind field simulation are shown in Figure 3.

Figure 3. Boundary conditions for wind field simulation.

5.2. Shell–Liquid Interaction Boundary Conditions

The conditions of displacement continuity and force balance need to be satisfied at the shell–liquid
interaction interface, namely

us = ul, Fs = Fl (26)

where us and ul are structure and liquid displacement vectors; Fs and Fl are structure and liquid
dragging forces.

Fs = σs · ns (27)

where ns and nl are interface normal vector; σs and σl are structure and liquid stress vectors.

6. Numerical Example

6.1. Calculation Model

The diameter and height of the tank are 21 m and 16 m, liquid storage height is 8 m. The wall
thickness from the bottom to the top is as follows: 0–2 m is 14 mm; 2–4 m is 12 mm; 4–6 m is 10 mm;
6–10 m is 8 mm; and 10–16 m is 6 mm. Bilinear elastic-plastic material and shell elements are used
to simulate a liquid storage tank, potential fluid material model and 3D solid element are used to
simulated liquid, and liquid free surface is defined to reflect liquid sloshing behavior. El-Centro wave
is selected as the ground motion input for time-history analysis.

Since there are a large number of liquid storage tanks in actual oil depots, it is necessary to study
the influence of wind interference effect. By comparing the dynamic responses of single tanks and
double tanks under wind load, the influence of wind interference effect on liquid storage tanks can
be preliminarily discussed. Wind field is simulated by using 8-node 6-hedral FCBI-C element and
large-eddy-simulation material. The calculation model material parameters are shown in Table 1, and
the calculation model are shown in Figures 4 and 5.

31



Appl. Sci. 2019, 9, 2376

Table 1. Material parameters.

Item Parameters Values

Tank

Elastic modulus/Pa 2.06 × 1011

Poisson’s ratio 0.3
Yield stress/MPa 235

Tangent modulus/Pa 2.06 × 109

Density/kg/m3 7800

Liquid
Bulk modulus/Pa 3 × 109

Density/kg/m3 1000
Viscosity coefficient/N’S/m 0.00113

Wind
Density/kg/m3 1.29

Viscosity/kg/(m’s) 1.74 × 10−5

 

 
(a) (b) 

Figure 4. Calculation model of shell–liquid interaction. (a) Single tank. (b) Double tank.

 
(a) 

Figure 5. Cont.
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(b) 

Figure 5. Wind field calculation model. (a) Single tank. (b) Double tank.

6.2. Comparison of Dynamic Responses under Different Actions

In view of the possibility that the liquid storage tank may be damaged under the action of wind
and earthquake, and the combined action of wind and earthquake will have more adverse effects on
the structure, a comparative study on the dynamic response of the liquid storage tank under the action
of wind, earthquake, and wind and earthquake is carried out, and the specific results are shown in
Figures 6–8 and Table 2.

(a) (b) (c) 

Figure 6. Comparison of tank effective stress (unit: Pa). (a) Wind. (b) Earthquake. (c) Wind and earthquake.

(a) (b) (c) 

Figure 7. Comparison of tank displacement (unit: m). (a) Wind. (b) Earthquake. (c) Wind and earthquake.
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(a) (b) (c) 

Figure 8. Comparison of tank base shear force (unit: N). (a) Wind. (b) Earthquake. (c) Wind and earthquake.

Table 2. Absolute maximum dynamic response under different actions.

Dynamic Responses Actions Maximum Absolute Value

Effective stress/MPa
Wind 106.50

Earthquake 74.62
Wind and earthquake 117.03

Displacement/mm
Wind 6.38

Earthquake 4.23
Wind and earthquake 7.55

Base shear force/kN
Wind 92.88

Earthquake 240.41
Wind and earthquake 756.75

As shown in Figures 6–8, the maximum effective stress and displacement of tank under wind
load is located in the unfilled area of the upper part of the liquid storage tank, while the maximum
effective stress and displacement of the structure under earthquake is located in the filled area of the
lower part of the liquid storage tank, and the maximum of base shear force appears near the contact
position between the tank wall and foundation.

As shown in Table 2, it can be seen that when the wind speed is larger, the effective stress and
displacement under wind load is greater than that under earthquake. However, a large number of
researches on liquid storage tanks have been carried out on the basis of considering only the earthquake
action, so there are some defects. Besides, the dynamic responses of tank under the combined action
of wind and earthquake are obviously greater than those under the separate action of wind and
earthquake. The effective stress, displacement, and base shear force obtained by SRSS are 130.04 Mpa,
7.65 mm and 257.73, respectively, which are very different from considering the interaction of wind
and earthquake at the same time.

Therefore, when the wind speed is large, the influence of wind load on the liquid storage tank
cannot be ignored. The location of maximum dynamic responses of liquid storage tank under wind
and earthquake is different, and the combined effect of wind and earthquake will have a more adverse
impact on the liquid storage tank. Therefore, for the liquid storage tank in special areas (such as coastal
areas), the combined effect of wind and earthquake should be reasonably considered in its design.

6.3. Influences of Wind Speed on Dynamic Responses

Through the above analysis, it has been found that the influence of wind load on the liquid storage
tank cannot be ignored. In order to further discuss the responses of the liquid storage tank under wind
load, a comparative study is carried out under the wind speed of 10 m/s and 20 m/s. The nephograms
of the effective stress, displacement, and base shear force are shown in Figures 9–11 and Table 3.
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(a) 10 m/s (b) 20 m/s 

Figure 9. Effect of wind speed on tank effective stress (unit: Pa).

  
(a) 10 m/s (b) 20 m/s 

Figure 10. Effect of wind speed on tank displacement (unit: m).

 
(a) 10 m/s (b) 20 m/s 

Figure 11. Effect of wind speed on tank base shear force (unit: N).

Table 3. Effect of wind speed on absolute maximum dynamic responses.

Wind Speed
Dynamic Responses

Effective Stress/MPa Displacement/mm Base Shear Force/kN

10 m/s 117.03 7.55 756.75
20 m/s 218.96 13.13 951.11

As shown in Figures 9–11, under the combined action of wind and earthquake, when the wind
speed is 10 m/s, the location of maximum effective stress and displacement of the tank is located in the
liquid filled area at the bottom of the liquid storage tank, but when the wind speed increases to 20 m/s,
the location of maximum effective stress and displacement of the structure shifts to the unfilled area at
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the upper part of the liquid storage tank. That is to say, when the wind speed is lower, the responses of
liquid storage tanks are dominated by earthquake, on the contrary, when the wind speed is higher,
the responses of liquid storage tanks will be dominated by wind.

As shown in Table 3, when the wind speed is increased by 2 times, the effective stress, displacement,
and base shear force are significantly increased, especially the effective stress and displacement are
approximately increased by 2 times.

Therefore, when the wind speed is high, the probability of damage to the liquid storage tank is
relatively high. For liquid storage tanks built in special areas, sufficient attention should be paid to the
adverse effects of wind load.

6.4. Wind Interference Effect

Significant wind disturbance effect exists in group structures, Zhao et al. [26] obtained that
amplification effect caused by wind disturbance reaches to 20–40% through wind tunnel test.
Zhang et al. [27] obtained that the unfavorable influence of double-row arrangement of towers is
obviously larger than that of single-row arrangement.

Through the research on the influence of wind speed on the dynamic response of the structure,
it is found that the larger the wind speed, the more unfavorable it is to the tank. Therefore, taking the
wind speed of 20 m/s as an example, single tanks and double tanks are selected as research objects to
study the influence law of wind interference effect on the dynamic responses of liquid storage tanks.
The comparisons of effective stress, displacement, base shear force, and velocity field are shown in
Figures 12–15 and Table 4.

  
(a) Single tank (b) Double tanks 

Figure 12. Effect of wind interference on effective stress (unit: Pa).

  
(a) Single tank (b) Double tanks 

Figure 13. Effect of wind interference on displacement (unit: m).
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(a) Single tank (b) Double tanks 

Figure 14. Effect of wind interference on base shear force (unit: N).

(a) 

(b) 

Figure 15. Effect of wind interference on wind velocity field (unit: m/s). (a) Single tank. (b) Double tank.
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Table 4. Effect of wind interference on absolute maximum responses.

Item
Dynamic Responses

Effective Stress/MPa Displacement/mm Base Shear Force/kN Wind Velocity/m/s

Single tank 218.96 13.13 951.11 35.59
Double tank 233.81 18.02 1263.77 52.13

Difference ratio 9.07% 37.24% 32.85% 46.47%

As shown in Figures 12–15 and Table 4, without considering and considering the wind interference
effect, the maximum absolute values of effective stress of the tank are 218.96 MPa and 233.81 MPa,
respectively; the maximum absolute values of the displacement of the tank are 13.13 mm and 18.02 mm,
respectively; the maximum absolute values of the base shear force of the tank are 951.11 kN and
1263.77 kN, respectively; and the maximum absolute values of the wind field speed are 35.59 m/s and
52.13 m/s, respectively. The difference ratios corresponding to effective stress, displacement, base shear
force and wind velocity are 9.07%, 37.24%, 32.85%, and 46.47%.

For a single tank, the maximum dynamic response is located on the tank axis and the maximum
wind speed is located near the tank walls on both sides; while for a double tank, the maximum dynamic
response shifts to the side between the two tanks, and the maximum wind speed is located in the area
between the two tanks.

It can be seen that the wind interference effect has a great influence on the dynamic response
and wind field of liquid storage tanks. Liquid storage tanks in actual oil storage facilities are
basically arranged side by side. In order to ensure their safety, it is necessary to consider the wind
interference effect.

7. Conclusions

Considering shell–liquid interaction and shell–wind interaction, calculation model of liquid
storage tanks is established. The dynamic responses of liquid storage tanks under wind, earthquake,
and wind and earthquake are studied comparatively. Besides, the influences of wind speed and
wind interference effect on the dynamic responses of the liquid storage tank are discussed. The main
conclusions are as follows:

(1) Although it is commonly believed that structure dynamic responses are usually dominated by
either wind or earthquake, when wind speed is high, responses of liquid storage tanks under
wind are greater than that under earthquake, besides, responses of liquid storage tanks under
combination of wind and earthquake are more important. Results indicate that it is necessary to
consider the combination of wind and earthquake actions in the design of liquid storage tank.

(2) When wind speed increases from 10 m/s to 20 m/s, under combined action of earthquake and
wind, tank dynamic responses are significantly increased; especially, tank wall stress is even close
to the yield strength of steel (235 Mpa).

(3) Liquid storage tanks have different performance under earthquake or wind, the maximum
responses under wind load are located in the upper region without liquid filling, while the
maximum responses under earthquake are located in the lower area of liquid storage tank; while
the locations of maximum responses under combination of wind and earthquake are related to
wind speed.

(4) Wind disturbance effect has a significant influence on liquid storage tanks and the wind field,
and the position of maximum response will be also changed after wind disturbance effect being
considered. Besides, dynamic responses corresponding to double tanks are obviously larger
than that of single tanks, it can be seen that if the wind disturbance effect is not considered, the
responses will be underestimated.
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(5) In order to consider combination of wind and earthquake, the effective stress, displacement, and
base shear force obtained by conducting SRSS for wind and earthquake alone conditions are very
different from considering wind and earthquake at the same time.
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Abstract: Shear walls are effective lateral load resisting elements in high-rise buildings. This
paper presents an experimental study of the seismic performance of a composite shear wall system
that consists of high-strength concrete walls with the embedded steel plate. Two sets of wall
specimens with different aspect ratios (height/width, 1.5 and 2.7) were constructed and tested under
quasi-static reversed cyclic loading, including five reinforced concrete shear walls (RCSW) and six
reinforced concrete-steel plate shear walls (RCSPSW). The progression of damage, failure modes, and
load-displacement responses of test specimens were studied and compared based on experimental
observations. The test results indicated that high-strength (HS) RCSPSW system showed superior
lateral load strength and acceptable deformation capability. The axial compressive load was found
to have an indispensable effect on the ductility of both RCSW and RCSPSW, and an upper limit
of axial compression ratio (0.5) is recommended for the application of HS RCSPSW in engineering
practices. In addition, the design strength models were suggested for predicting the shear and flexure
peak strength values of RCSPSW systems, and their applicability and reliability were verified by
comparing with test results.

Keywords: composite shear wall; seismic behavior; quasi-static test; design strength model

1. Introduction

Shear walls serve as an effective structural element for resisting lateral load in tall buildings
during seismic events. Conventional reinforced concrete shear walls (RCSW) are considered to be a
cost-effective way for preventing structure collapse and ensure life-safety, which has been widely used
in the design of low- and medium-rise building structures in seismic regions [1]. With the increase of
building height, vertical axial load demands at lower floors exponentially grow, resulting in much
thicker RCSW with the consideration of code-specified axial compression ratio limits [2–4]. Under
such circumstance, excessively thick walls reduce the usable floor areas and increase the gravity load
intensity, causing more seismic forces and severer structural damage. A review of past research work
indicated that RCSW were mainly tested under low axial compressive loadings [1,5–7]. The first
explanation is that reinforced concrete buildings are usually designed with a low axial compression
ratio in high seismicity zones due to code limits. The second possibility is that conventional RCSW
undergo significant structural damage in the form of undesirable failure patterns and deteriorated
strength and ductility performances when subjected to high axial loadings [8]. Su [9] observed an
abrupt out-of-plane compressive failure mode on experimentally tested RCSW under high axial
compression ratios, and concluded that significant strength degradation and ductility deterioration
would occur with the increase of the axial compression ratio. Moradi [10] conducted a comprehensive
research study to set up a library of critical parameters that affect the behavior of shear walls based on
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a large amount of existing experimental tests, from which a predictive meta-model was developed to
forecast the responses of desired shear walls.

Researchers explored the composite steel-concrete wall system by adding structural steel in the
wall section, which potentially takes advantages of two materials’ mechanical properties in order to
improve the seismic performance of concrete shear walls under high axial loading and decrease the
wall thickness. Dan [11] tested composite shear walls with I-shape or box-shape steel profiles that
were placed at the extremities, and found that the lateral resistance and displacement ductility can
be effectively improved by encased steel profiles. Tong and Hajjar [12,13] studied RCSW partially
restrained by the steel frame at boundaries. It is concluded from the experimental results that this
composite structural system provided adequate strength and stiffness to resist lateral forces and it
would be applicable for low- and medium-rise buildings. Some researchers investigated the mixed
use of RCSW and circular or rectangular concrete-filled steel tubular (CFST) columns [14–16]. The
existing experimental results indicated that the strength and ductility performances were effectively
improved by using CFST columns as the boundary elements. Previous research studies show that
the structural steel is usually arranged at the extremities of reinforced concrete wall sections to form
composite boundary elements; Cho [17], Esaki [18], and Zhou [19] conducted similar research work.
For such a structural system, RCSW mainly serve as a shear-resisting component, while the function of
composite boundary elements is to resist the overturning moment.

Apart from the use of composite boundary elements, researchers began to make use of the
structural steel plate in the wall panel to further improve the lateral load performance in recent years.
The concrete-steel plate composite shear wall system can be classified into two types: concrete-filled
steel plate (CFSP) shear wall and steel-plate-embedded concrete shear wall. Hu and Nie [20,21]
experimentally studied the CFSP composite shear walls and concluded that this wall system has larger
lateral strength and deformation capacity under high axial compressive loadings. Hossain [22] and
Rafie [23] reported similar findings on the shear wall system that consists of two skins of profiled
steel sheeting with an in-fill of concrete. However, corrosion-protection and fire-protection layers are
necessary for CFSP walls, because the steel plate is directly exposed to the environment, which increases
the difficulty and complexity of construction. Therefore, the steel-plate-embedded concrete shear wall
has advantages in engineering practice and has attracted the attention of researchers and practitioners.

Zhao [24] proposed a composite shear wall system comprising an infill steel plate with concrete
panels that are attached on one side or both sides, and it is included in AISC Seismic Provisions and
denoted as concrete stiffened steel plate shear wall (CSPSW) [25]. Note that a gap exists between
concrete panel and the steel frame, thus the concrete panel merely works as a stiffer to prevent the
bulking of the infill steel plate. The China Academy of Building Research (CABR) systematically
studied the monolithic cast-in-place (CIP) RCSW with embedded steel plate, named as reinforced
concrete-steel plate shear walls (RCSPSW). Figure 1 presents configurations of conventional RCSW and
RCSPSW. The latter wall system consists of three major components, as depicted in Figure 1b. Concrete
and steel reinforcement are identical to RCSW, while the I-shaped steel profiles are encased in boundary
elements and the steel plate is embedded in the wall web. Sun [26] and Chen [27] investigated the
shear and flexure behavior of normal-strength concrete-SP shear walls and demonstrated their good
performances in both strength and deformation capabilities. Xiao [28] studied the effects of aspect
ratios on lateral load performances of RCSPSW based on the previous research outcome. Subsequently,
RCSPSW was successfully applied in the construction of high-rise buildings in China, such as: Shanghai
Tower (632 m in height), Guangzhou East Tower (530 m in height), etc. [29].
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concrete shear wall (RCSW) (b) Reinforced concrete-steel plate shear wall (RCSPSW) 

Figure 1. The Concept of Reinforced Concrete–Steel Plate Composite Shear Wall System.

Not content with the benefits that RCSPSW brought, practitioners claimed that there is still a
need to further reduce the wall thickness for super-tall buildings. In response to their expectation,
the use of high-strength (HS) concrete in RCSPSW system becomes a potential option, because the
high compressive strength of HS concrete can be an advantage when the walls are subjected to high
axial compressive loadings. Meanwhile, whether the brittleness of HS concrete affects the ductility of
RCSPSW remains in question. Jiang [30] and Xiao [31] investigated the compression-bending behavior
of HS concrete shear walls and explore viable structural steel arrangements in the wall section to
improve the deformability. The research outcome demonstrated that the flexure strength and ductility
were effectively improved by the steel profiles encased in boundary elements. However, the overall
seismic performances of HS RCSPSW system remain unknown to researchers. Additionally, the
progressions of damage and failure modes of HS RCSPSW with different aspect ratios are not clear.
The authors have conducted a comprehensive experimental investigation to study both shear and
flexure behavior of HS RCSPSW in order to verify the reliability of HS RCSPSW system in engineering
practices. Eleven high-strength concrete shear walls with two different aspect ratios (1.5 and 2.7) were
constructed and tested under quasi-static reversed cyclic loading, including five conventional RCSW
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and six RCSPSW. Lateral load performance and failure modes are compared and discussed based on
experimental observations. This paper emphasizes the experimental investigation and the design
strength models of HS RCSPSW. Analytical and numerical models, as well as ways to incorporate
axial–shear-flexure interaction, will be presented in a follow-up paper.

2. Experimental Investigation

2.1. Specimen Properties

Two batches of specimens were designed, constructed, and tested under quasi-static cyclic
loadings, including RCSW and RCSPSW. Table 1 lists key information for test specimen configurations.
Specifically, the specimens in Batch No.1 (RCSW 1-X and RCSPSW 1-X) with the aspect ratio
(height/width, h/b) of 1.5 were designed to study the shear behavior, while the specimens in
Batch No.2 (RCSW 2-X and RCSPSW 2-X) with a higher aspect ratio (2.7) were mainly designed
for the flexure behavior investigation. These two aspect ratios were selected based on available
references [1,8–10,14,19,32–35] and past engineering experience in high-rise building design to
purposely achieve shear failure mode and flexure failure mode, respectively. Apart from the aspect
ratio, the vertical axial load is another critical parameter that affects the seismic performance of shear
wall specimens. As listed in Table 1, a wide range of vertical load values were applied on shear
specimens (900–1500 kN) and flexure specimens (2180–3050 kN) in the quasi-static test to simulate
different levels of axial loads that would be expected in the design of high-rise buildings. An axial
compression ratio, n, is defined as the ratio of the applied vertical load to the compression capacity of
the wall section and it is given by

n =
N

fcAc + fayAa + fpyAp
(1)

where N represents the vertical load that is applied by the hydraulic jack, f c is the compressive strength
of concrete, f ay and f py are yielding strength values of I-shape steel profiles and steel plate, and
Ac, Aa, and Ap indicate the area of concrete section, boundary I-shaped steels, and embedded steel
plate. For given vertical loads, axial compression ratio ranges from 0.33 to 0.50 for shear specimens
and 0.42 to 0.70 for flexure specimens. Note that these values are relatively high for shear walls in
building structures, and very few past research work has been performed while using such high axial
compression ratios.

Figure 2 shows the cross-sectional dimensions and reinforcing detailing for RCSW and RCSPSW. All
of the specimens were designed with the target concrete cubic compressive strength of f ′c,cube = 80 MPa.
The use of high-strength concrete not only effectively increases the lateral capacity, but it also
significantly reduces the required wall thickness due to code-specified axial compression ratio limits in
the design of tall buildings [3,4]. The geometrical sizes and steel reinforcement were carefully designed,
so that desirable failure mechanisms would take place in the test for different batches of specimens.
For instance, longitudinal boundary reinforcements with relatively smaller diameters (ϕ8 and ϕ10)
were purposely implemented in specimens with the aspect ratio of 2.7, so as to observe a flexure mode
of failure prior to achieving a shear mode of failure. The geometric dimensions and reinforcement
arrangement were identical for RCSW and RCSPSW specimens with specified aspect ratios. The shear
specimens consist of an 800 mm wide by 80 mm thick wall web and two 100 mm wide by 120 mm thick
boundary elements. As for flexure specimens, the thickness values for the web and boundary elements
are 150 mm and 190 mm, respectively. The distances that were measured from the top surface of the
footing to the lateral loading point are 1.2 m and 2.16 m for shear and flexure specimens, as shown in
Figure 2. For the RCSPSW specimens, I-shaped steels in boundary elements were welded to the 5 mm
thick steel plate that was embedded in the wall web, and steel studs or tie bars were used to ensure
the bonding strength between the concrete and steel plate. Longitudinal reinforcement was placed in
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boundary elements, and steel ratios of 16.9% and 1.35% were used for shear and flexure specimens,
respectively. Table 1 lists the steel reinforcement ratios in wall web.

Table 1. Test Specimen Configurations.

Batch
Number

Specimen
Number

Aspect
Ratio

Steel Reinforcement Ratio
Vertical

Load (kN)

Axial
Compression

Ratio
Web

Longitudinal
Web

Transverse
Boundary

Longitudinal

1

RCSW 1-1

1.5 0.71% 0.71% 16.9%

900 0.45

RCSW 1-2 1000 0.50

RCSPSW 1-1 1000 0.33

RCSPSW 1-2 1380 0.45

RCSPSW 1-3 1500 0.50

2

RCSW 2-1

2.7 0.38% 0.67% 1.35%

2180 0.50

RCSW 2-2 2610 0.60

RCSW 2-3 3050 0.70

RCSPSW 2-1 2180 0.42

RCSPSW 2-2 2610 0.50

RCSPSW 2-3 3050 0.58

RCSW #-# represents conventional reinforced concrete shear walls and RCSPSW #-# represents new reinforced
concrete–steel plate composite shear walls.

Table 2 lists key material properties of test specimens. The 28-day cubic compressive strength,
f ′ck,cube, for shear specimens and flexure specimens are 72.3 MPa and 84.1 MPa, respectively. Two types
of steel reinforcements (HPB235 and HRB 335) were used in the wall specimens. Table 2 summarizes
the measured yield strength f yk and ultimate strength f tk of steel reinforcements and steel plates.

Table 2. Material Properties.

Material
Specimen
Number

Concrete Steel Reinforcement Steel Plate

Compressive
Strength
f dk,cube

(MPa)

Tensile
Strength

f ctk

(MPa)

Yield Strength
Fyk (MPa)

Ultimate Strength
f tk (MPa)

Yield
Strength
f yk (MPa)

Ultimate
Strength
f tk (MPa)

HPB235 HRB335 HPB235 HRB335 Q345

RCSW 1-X
72.3 3.75 267 454 403 628

RCSPSW 1-X 367 477

RCSW 2-X
84.1 3.93 295 441 419 595

RCSPSW 2-X 322 435
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Figure 2. Cross-sectional Dimensions and Reinforcement Details of RCSW and RCSPSW.

2.2. Test Setup, Instrumentation and Load Protocol

The quasi-static load test was conducted on shear and flexure specimens to evaluate the seismic
performance of the HS RCSPSW system. Figure 3 presents the experimental setup details. Wall
specimen was anchored onto the laboratory rigid floor with fasteners through the footing. One 1500 kN
servo-controlled hydraulic actuator along the east-west direction was installed on the reaction wall
to provide racking loads on the specimen during the reversed cyclic load test. The vertical load was
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applied through a 4000 kN capacity hydraulic jack that was installed beneath the rigid steel frame, and
the vertical load is uniformly spread along the top surface of the wall specimen by means of two steel
distribution beams. Out-of-plan steel bracings were used to keep the specimen movement in-plane
and avoid twisting during testing, as can be seen in the setup photograph (Figure 3d).

 
 

(a) Plan View (b) Front View 

 

 

(c) Side View (d) Photograph of Experimental Setup 
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Figure 3. Details of Experimental Setup (a) Plan View; (b) Front View (Section B-B); (c) Side View
(Section A-A); and, (d) Photograph of Experimental Setup.

Figure 4 depicts the instrumentation layout of test specimens. The load cells were installed inside
the hydraulic jack and hydraulic actuator to measure the vertical and lateral forces during the test.
A Linear Variable Differential Transformer (LVDT) was attached to the surface of the loading beam
to measure the displacement under racking loads. As shown in Figure 4c, the strain rosettes with
60-mm gauge length were attached in diagonals on the concrete surface of shear specimens to capture
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the shear cracks. In terms of flexure specimens, individual concrete strain gauges with 60-mm gauge
length were installed on the bottom part of wall panel to capture the flexure-tension cracks. Similar
strain rosette and strain gauge arrangements were adopted for the embedded steel plate to measure
the strain values, but the gauge length is much smaller (5 mm). Additionally, individual strain gauges
with 5-mm gauge length were used to monitor the longitudinal strains in the vertical and horizontal
reinforcements, as well as the I-shape steel profiles.
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 (a) Steel Reinforcements (b) Steel Profiles and Steel Plate (c) Concrete Surface 

Figure 4. Instrumentation Layout of Test Specimens (a) Strain Gauges on Steel Reinforcements;
(b) Strain Gauges on I-shaped Steel Profiles and Steel Plate; and. (c) Strain Gauges, Linear Variable
Differential Transformer (LVDT) & Load Cells on Concrete.

Figure 5 shows the cyclic lateral displacement history that was used in the quasi-static test.
The specified axial compressive load was constantly applied on the top surface of wall specimen
throughout the test. The two phase mixed lateral force/displacement control cyclic loading scheme
was used herein, as specified in Chinese Specification for Seismic Test of Buildings [36] and suggested
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by Zhang [8], Zhou [19], and Nie [21]. Force control cycles were adopted before yielding occurs in
shear wall specimens, and only one cycle is applied in each load step. It is possible to determine the
accurate lateral forces corresponding to the first visible crack initiation and crack pattern propagation
with dividing the first phase into different levels of load cycles. Once the yielding has commenced,
displacement-control tests were performed by gradually increasing reversed cyclic displacements
in the form of triangular waves and two repeated cycles of the same displacement amplitude were
applied for each displacement increment. The magnitude of displacement in each level equals multiple
times of the displacement at yield, y = nΔy, which also indicates the increasing ductility level at each
cycle. The reversed cyclic load test ends until the lateral force drops below 85% of the maximum lateral
load capacity. The yield dispalcemnt value, Δy, is taken as 2 mm and 6 mm for shear and flexure
specimens, respectively, in this series of experimental tests based on a trial test recording.

 

Figure 5. Cyclic Displacement History for Quasi-static Test of Shear Wall Specimens. Δy indicates the
lateral displacement when the wall specimen shows yielding behavior.

2.3. Analysis Methods for Experimental Observations

Key information was inferred from the instrumentation recordings in the reversed cyclic load
test to evaluate the seismic performance of shear walls, including hysteresis curve, skeleton curve,
ductility, energy dissipation ability, etc. Figure 6a presents a typical hysteresis curve that is directly
obtained by the lateral force and displacement readings from the load cell and LVDT, and the skeleton
curve is determined from the hysteresis curve by joining the peak-load tips of each primary loop.

Ductile structures are preferable in the earthquake-resistant design. Structural members are
required to undergo large amplitude lateral deformations without the substantial loss of strength and
also dissipate significant amounts of energy in those cyclic deformations. A displacement ductility
factor, μ, is defined as the ultimate displacement, Δu, to the displacement at yield, Δy, and it is given by

μ =
Δu

Λy
(2)

where the ultimate displacement (Δu) is defined as displacement value that corresponds to 85% of peak
load on descending branch of the skeleton curve as specified in Chinese Specification for Seismic Test
of Buildings [36] and suggested by Dan [11], Tong [12], and Liao [37]. The yield displacement (Δy) is
determined with the method that Priestley recommended [38], which will be described in detail later.

The definition of the yield point in the skeleton curve often causes difficulty in the calculation
of ductility factors. Figure 6b illustrates three alternative definitions of the yield displacement and
the corresponding yield strength. Priestley [38] suggested that the yield displacement be determined
by the equivalent elasto-plastic system with the secant stiffness at 75% of the peak lateral load, Pmax

(Figure 6(b1). Mahin [39] proposed the use of the equivalent elasto-plastic system with the same energy

49



Appl. Sci. 2019, 9, 2820

absorption from the origin to the peak lateral load level, as shown in Figure 6(b2)). In ASTM E2126 [40],
an equivalent energy elastic-plastic (EEEP) is defined as an elastic-plastic curve that circumscribes an
area that is equal to the area enclosed by the skeleton curve between the origin, the displacement axis,
and the ultimate displacement (Figure 6(b3)). Park [41] claimed that the first definition is the most
realistic option to determine the yield displacement for reinforced concrete structures, which will be
used herein to calculate the displacement ductility factors of test shear wall specimens.

 
(a) Hysteresis Curve and Skeleton Curve (Excerpt from ASTM E2126-11) 
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Figure 6. Analysis Methods for Experimental Observations (a) Hysteresis Curve and Skeleton Curve;
(b) Yield Strength and Yield Displacement; and, (c) Equivalent Viscous Damping Coefficient.
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As shown in Figure 6a, structural members have some deformation capacity beyond the peak
lateral load, Pmax, with undergoing a small reduction of strength. Thus, it is reasonable to recognize
part of the post-peak deformation capacity, and the ultimate displacement is defined herein as the
point when the load carrying capacity drops below 85% of the peak strength on descending branch of
the skeleton curve, or when severe collapse failure takes place in the specimen, whichever occurs first.

The ductility factor is defined in terms of deformation, which provides no indication regarding
the energy dissipation capacity of the structural members. The equivalent viscous damping (EVD)
coefficient is considered to be a critical parameter in evaluating the energy dissipation ability of given
structural members. For shear wall specimens subjected to reversed cyclic loadings, the EVD coefficient
can be obtained by a function of the dissipated energy of the structural member, EDi, and the elastic
energy stored in an equivalent viscous system, ESi, in cycle i [42]. The energy that is dissipated by the
structural member can be expressed as the area enclosed by the hysteresis loop (SABCD) and the stored
energy is measured by areas within two triangles of the first and third quadrants (SAOF and SCOF), as
depicted in Figure 6c. The formal equation is given by

ζei =
1

2π
EDi

ESi
(3)

where ζei is the EVD coefficient for the cycle i.

3. Experimental Results and Discussions

A total of 11 shear wall specimens were tested under reversed cyclic loadings. The progressions of
damage and failure modes for all specimens were observed throughout the test procedure. Performance
parameters, including lateral load capacity, ultimate displacement, ductility factor, and EVD coefficient,
were determined.

3.1. Progression of Damage and Failure Modes

Specimen RCSW 1-1 was conceived to represent a conventional RCSW with low aspect ratio
(1.5). The first inclined crack was observed on the web surface during the 200 kN load step, and
then horizontal tension cracks formed at the lower part of boundary elements during the 300 kN
load step. Afterwards, transverse steel bars in the web and vertical steel bars at the extreme end
of the boundary toe yielded at the load step of 400 kN, and the corresponding lateral displacement
value is 2 mm. In the following steps, displacement-controlled cycles were adopted and the inclined
cracks gradually extended. The quantity of boundary horizontal cracks and the web inclined cracks
significantly increased and the crack width reached up to 0.35 mm during the 4 mm load step (0.33%
drift ratio). The specimen achieved the maximum lateral load capacity at the 8 mm load step (0.67%
drift ratio) and the concrete cover started spalling during that load step. Significant concrete spalling
was observed at both wall web and boundary toes, and the lateral load strength substantially reduced
at the 16 mm load step (1.33% drift ratio), when the test ended.

In general, specimen RCSW 1-1 showed a typical shear damage pattern as the representative of
shear specimens. On the contrary, the flexural damage pattern is primarily observed in specimens with
the aspect ratio of 2.7 and the damage progression of RCSW 2-1 is described in detail as an example.
The horizontal flexure-tension crack is initiated at the 350 kN load step in the bottom of the boundary
elements, and it was then extended to the web surface with the crack width expanding up to 0.35 mm
at the 400 kN load step. Longitudinal steel bars in the boundary elements yielded at the 450 kN load
step and the lateral displacement reaches 11 mm (0.51% drift ratio). Vertical cracks in boundary toes
were observed at the 15 mm load step (0.69% drift ratio) with little concrete cover spalling, and the
existing cracks were further diagonally extended to the web surface with the crack widths increasing
up to 1.4 mm. Subsequently, the specimen reached the maximum positive and negative lateral loading
capacities with more severe concrete spalling at +21 mm (0.97% drift ratio) and −27 mm (1.25% drift
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ratio) load steps. The test of specimen RCSW 2-1 ended after the cycle of 39 mm (1.81% drift ratio)
when the boundary steel rebar fractured and concrete at wall toes also crushed.

Figures 7 and 8 presents crack distributions at different inter-story drifts (ISD) and photographs
of failure patterns for all of the specimens. Three ISD values (0.1%, 0.33%, and 1.0%) were selected
to evaluate in-service performances of shear walls when subjected to minor, moderate, and major
earthquakes. It can be seen from Figures 7a and 8a that no cracks or very few cracks were observed
at the ISD of 0.1% and all of the specimens remain in the elastic range at that stage. As the level
of ISD increased, more web inclined cracks and boundary horizontal cracks occurred in the shear
specimens with the crack width expanding. In terms of flexure specimens, the quantity of boundary
horizontal cracks increased, some of which diagonally extended to the web, forming flexure-shear
cracks. When the ISD value reached 1%, very dense cracks were distributed on the wall surface. In
contrast to crack-riddled shear specimens (Figure 7a), the cracks were mainly distributed in the lower
half of flexure specimens, and the upper half almost kept undamaged (Figure 8a). As compared to
the RCSW specimens, more densely-distributed cracks were shown in the RCSPSW specimens, but
the crack widths are much smaller based on observations. In addition, with the increase of the axial
compressive load, the quantity of distributed cracks becomes less and the crack width is smaller due to
the compaction of compression forces.

Figure 7b shows the failure modes for shear specimens. Significant spalling of concrete cover
along the shear cracks in wall web and concrete crushing in boundary toes were observed in the RCSW
shear specimens. As for RCSPSW shear specimens, the embedded steel plate tended to buckle at the
failure point, accompanied by severe concrete spalling in the lower part of the wall web. When it
comes to flexure specimens, concrete crushing at the toe and longitudinal steel rebar facture usually
occurred in the boundary elements, as shown in Figure 8b. Severe spalling of concrete cover in the
bottom of wall web is also observed in specimen RCSPSW 2-1. In general, the RCSPSW specimens
show a denser crack distribution but the crack width is smaller. Moreover, the damage observed in
RCSPSW specimens is not as severe as RCSW.

The failure modes of shear wall specimens were controlled by axial-flexure-shear interactions that
were affected by a variety of parameters, including aspect ratio, axial compression ratio, structural
steel arrangement, etc. With the variation of key parameters, aspect ratio, in particular, the failure
characteristics transit from ‘shear failure’ to ‘flexural failure’.

Figure 9a shows a photograph of shear failure patterns referred to past research studies [1,19,43].
Shear critical walls mainly exhibit a diagonal cracking pattern on the wall surface. The first inclined
crack at an angle of approximately 45◦ is initiated by the shear stress at the corner of the wall and
then extends to the mid portion. Upon further loading cycles, new inclined cracks occur and existing
cracks extend; the strains of reinforcing bars and the widths of intercrossing main diagonal cracks are
developed until the peak lateral load is attained. Afterwards, the spalling and crushing of concrete take
place at corners and the diagonal cracking becomes severer until the wall fails. In general, shear-critical
walls usually fail by diagonal tension or diagonal compression. Typical shear failure characteristics
include the formation of diagonal cracks, yielding of reinforcing bars, and spalling of the concrete
cover at the intercrossing diagonal cracks region or wall toes, as illustrated in Figure 9b.
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Figure 7. Crack Distributions and Failure Patterns of Specimens with Aspect Ratio of 1.5 (a) Crack
Distributions at Different Drifts and (b) Photograph of Failure Patterns.
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Figure 8. Crack Distributions and Failure Patterns of Specimens with Aspect Ratio of 2.7 (a) Crack
Distributions at Different Drifts and (b) Photograph of Failure Patterns.
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Figure 9. Failure Modes of Shear Wall Specimens.

Figure 9c presents the flexure failure patterns and associated crack distribution excerpt from
references [8,9,32]. Flexure-dominant failure starts with horizontal cracks that occur at the wall
base on the tensile zone. With the load increasing, new horizontal cracks appear along the wall
height and existing cracks gradually expand and propagate inwards to the core of the section. These
cracks eventually form an inclined cracking pattern in the web. Upon further loading cycles, vertical
reinforcing bars at the wall toe yield and significant inclined flexure-shear cracks form on the lower
portion of the wall. Vertical cracks appear at the bottom edge of the compression zone with continuing
loading. After the lateral load decreases, the concrete cover at the toe in compression spalls off, finally
the failure occurs with the crushing of concrete and buckling of reinforcing bars and steel profiles.
The typical flexure failure characteristics include horizontal flexure-tension cracks initiated at wall
boundaries, inclined flexure-shear cracks on the wall web, longitudinal reinforcement yielding, vertical
cracks and concrete cover spalling at the wall toe, concrete crushing in the compression zone, and
buckling of reinforcing bars, as shown in Figure 9d.

In the experimental study that is presented herein, specimens with the aspect ratio of 1.5 exhibited
a shear failure mode with significant diagonal cracks appearing in the wall web. As for specimens
with the aspect ratio of 2.7, the flexure-dominant failure mode is identified with horizontal cracks
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initiating at the ends, concrete spalling, and tensile fracturing of steel bars. A special characteristic
that is observed in RCSPSW specimens is that the embedded steel plate tended to buckle when failure
occurred, which was accompanied by severe concrete spalling in the lower portion of the wall. In
general, more characteristics of shear failure were observed on the specimens with the decrease of the
aspect ratio. A higher axial compression ratio restrained the development of inclined cracks in the web
for the reason that the principle tensile stress would be reduced with the increase of the axial load
based on experimental observations. Additionally, the “distance” between concrete spalling and wall
failure drastically reduces as the axial compression ratio increasing, which results in a more brittle
failure mode.

The wall panel in RCSPSW is divided into two halves by the embedded steel plate when compared
with conventional RCSW, which results in relatively weaker mechanical collaboration between concrete
and steel. It is very important to ensure the effective bonding between two parts to support the
engineering application of RCSPSW, although no debonding failure was observed in the quasi-static
test. Potential approaches include: (1) using ribbed steel bars with rough surface to increase the
mechanical adhesion and friction; (2) specifying sufficient concrete cover to effectively confine steel
reinforcement; (3) connecting reinforcement mesh to the embedded steel plate with steel ties, so that
the RCSPSW works as a monolithic system; and, (4) adding steel fibers in the concrete to increase the
bond strength, as suggested by Dancygier [44] and Harajli [45]. Besides, the use of fiber composite
elements is helpful in strengthening the bonding between concrete and steel, and the techniques that
were developed by Gattesco [46] using glass fiber reinforced polymer (GFRP) can be deployed.

3.2. Force-Displacement Responses

Figure 10 presents the hysteresis curves (blue line) and skeleton curves (red line) for the shear
specimens. Significant “pinching” effects were observed in the hysteresis loops of RCSW shear
specimens. With the embedment of the steel plate, the hysteresis curves appear in a plumper shape
with higher peak lateral load capacities, which indicated that RCSPSW specimens have better seismic
performances. Figure 11 shows comparisons among the skeleton curves of all shear specimens. The
blue, red, and green lines in Figure 11a,b represent skeleton curves of specimens under the axial
compression ratio of 0.33, 0.45, and 0.50, respectively. The dash and solid lines in Figure 11c show
the curves of the RCSW and RCSPSW specimens. It is evident that the use of embedded steel plate
significantly increased the lateral load capacity, but a severer and quicker post-peak strength and
stiffness degradation was observed in the RCSPSW specimens as compared to RCSW specimens under
same axial compression ratios. In terms of the RCSPSW 1-1 specimen, it shows better deformation
capability than other RCSPSW specimens, which is attributed to a lower axial compression ratio.
Additionally, the positive lateral load re-increased after the strength decay in the previous step, which
may result from the hardening of the steel plate.

Figure 12 shows the hysteresis and skeleton curves for flexure specimens. Overall, the RCSW
specimens show a S-shaped hysteretic behavior with a “pinching” phenomenon. The hysteresis curves
of RCSPSW specimens appear in a full bow shape, which indicates that mixed flexure-shear failure
mechanisms exist in the damage progression of flexure specimens. From the results that are presented
in Figure 12, it is evident that “fatter” hysteresis loops were obtained for specimens when they were
subjected to lower axial compressive loads. Figure 13 presents the comparative results of skeleton
curves for different flexure specimens. As compared to the RCSW specimens (dash lines), the RCSPSW
specimens (solid lines) show higher lateral load capacities. The skeleton curves with the same color
represent specimens subjected to the same axial compressive load. With the increase of the axial
compressive load, the peak lateral load increased, but the ultimate lateral displacement decreased. A
severer and quicker strength and stiffness degradation was observed for RCSPSW specimens with an
axial compression ratio higher than 0.50.
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(a) RCSW Specimens (b) RCSPSW Specimens 

Figure 10. Hysteresis and Skeleton Curves for Specimens with Aspect Ratio of 1.5 (a) RCSW Specimens
and (b) RCSPSW Specimens.
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(a) RCSW Shear Specimens (b) RCSPSW Shear Specimens 
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Figure 11. Comparison among the Skeleton Curves for Specimens with Aspect Ratio of 1.5 (a) RCSW
Specimens; (b) RCSPSW Specimens; and, (c) All Shear Specimens.

The key characteristics were summarized for all shear wall specimens with considerations of the
damage progression and force-displacement responses, although differences do exist among their
skeleton curves. Figure 14a shows the skeleton curve of RCSW 1-1 specimen as a representative
example, where five critical points are defined, including crack point, yield pint, peak point, failure
point, and collapse point. Each critical point represents an event when the specimen’s behavior is
significantly altered. The crack point corresponds to the load step when the first web inclined shear
crack or boundary horizontal flexure-tension crack is observed. The determination of yield point, peak
point, and failure point has been described in the previous section. The collapse point indicates the tip
of last load cycle if the post-ultimate load capacity (0.85Pmax) exists. It is worth mentioning that the
yield point and failure point in the load-displacement skeleton curve (Figure 14b) can be determined
while using alternative approaches. Smarzewski and Pan [47,48] suggested the equivalent elastoplastic
line determine the yield displacement with the secant stiffness at two-thirds of the peak lateral load. As
for the failure load, Smarzewski and Lim [47,49] recommended the use of 80% of the peak lateral load,
resulting in a relatively larger ultimate displacement as compared to the 0.85Pmax defined herein. Based
on trial calculations, the yield displacement determined with the approach that was suggested by
Smarzewski is slightly lower than the value that was calculated using the Priestley’s method, which is
adopted in current research work. Therefore, the ductility factors of shear wall specimens determined
with Smarzewski’s approach would be larger than the values that are presented in this paper.
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(a) RCSW Specimens (b) RCSPSW Specimens 

Figure 12. Hysteresis and Skeleton Curves for Specimens with Aspect Ratio of 2.7 (a) RCSW Specimens
and (b) RCSPSW Specimens.
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Figure 14. Definition of Critical Points and Working Stages of Shear Wall Specimens.

Based on critical load points, the entire loading procedure was divided into five stages: elastic
stage, cracking stage, yielding stage, failure stage, and collapse stage, as shown in Figure 14b. A
summary of structural behavior of shear wall specimens in each stage is briefly described, as follows.

(a) Elastic stage (origin to crack point): the specimen keeps intact or minor damage is observed.
The structural behavior remains in the elastic range and the load-displacement curve keeps linear.
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(b) Cracking stage (crack point to yield point): as the lateral load increasing, more web inclined
cracks and boundary horizontal cracks occur in the shear specimens. As for flexure specimens, the
quantity of boundary horizontal cracks increases and some of them diagonally extended to the wall web,
forming flexure-shear cracks. Crack width expands, but the damage is repairable. The nonlinearity
develops in the load-displacement curve.

(c) Yielding stage (yield point to peak point): web transverse steel bars and boundary longitudinal
steel bars are gradually yielding in shear and flexure specimens. The crack distribution becomes denser
and the crack width further increases. Vertical cracks and concrete cover spalling occasionally take
place in the boundary toe. The damage becomes irreparable in this stage. The lateral load continues
increasing, but the stiffness value decreases until the peak load is observed.

(d) Failure stage (peak point to failure point): the lateral load capacity starts to reduce. Significant
concrete spalling occurs in boundary toes or web panels. Embedded steel plate tends to buckle
out-of-plane. The damage is severe and the cycle load test may end in this stage.

(e) Collapse stage (failure point to collapse point): the damage is extremely severe in this stage.
The later load capacity continues reducing until the collapse point occurred.

3.3. Lateral Load and Dispalceent Capacity

Table 3 lists lateral load, lateral displacement, and corresponding drift values for the shear
specimens at yield point, peak point, and failure point. It is seen that the positive and negative values
that were obtained from the cyclic test are asymmetrical, which is also observed in the hysteresis and
skeleton curves (Figures 10 and 12). The explanation is when the specimen undergoes damage in
one direction; its lateral load capacity is slightly weakened, as it is racked in the opposite direction.
The average values are used herein for comparative studies. As compared to RCSW specimens,
RCSPSW specimens own approximately 100% higher yield loads, peak loads, and ultimate loads,
proving the efficiency of the embedded steel plate in the improvement of shear load capacities. As
for the ultimate displacement, the RCSPSW specimens do not show obvious superiority over RCSW
specimens, except for RCSPSW 1-1 under lower axial compression ratio (0.33). In general, RCSPSW
shear specimens are capable of withstanding an ultimate drift value of 1.0% approximately, showing
acceptable deformability for design purpose. The last column lists ductility factors for all shear
specimens that were determined by Equation (2). The RCSW specimens own relatively higher ductility
factors than RCSPSW specimens under the same axial compression ratio.

Table 4 summarizes the lateral load and displacement capacities of flexure specimens. In general,
shear wall specimens with a higher aspect ratio show better ductility performances, because the flexural
failure mode governs. Similar with shear specimens, the embedment of steel plate is able to increase
the lateral load capacities of the flexure specimens. In particular, the peak load capacities of RCSPSW
are 20–30% higher than RCSW under the same axial compressive loads. The RCSW flexure specimens
show good deformability with the ultimate drift value of around 1.5% and the ductility factor higher
than 4. As for RCSPSW specimens, the deformability is satisfactory for design purposes when the
axial compression ratio is lower than 0.50 (ultimate drift is larger than 1.0% and the ductility factor is
around 4). As the axial compression ratio increases to 0.58, the ductility factor substantially decreases
to 2.61 and the ultimate drift is lower than 1.0%.

Figure 15 presents the effects of the axial compression ratio on peak lateral load capacities, ductility
factors, and ultimate drift values of all specimens. Blue lines and red lines represent values for shear
specimens and flexure specimens; dash and solid lines are results for RCSW specimens and RCSPSW
specimens. It is seen from Figure 15a that all the specimens’ lateral load capacities increase with the
axial compression ratio, except for conventional RCSW shear specimens (RCSW1 series). For the
RCSPSW specimens, the ultimate drift decreases with the axial compression ratio. In particular, the
value drops below 1% when it is subjected to the highest axial compressive loads (1500 kN for shear
specimens and 3050 for flexure specimens). The ductility factor generally decreases with the axial
compression ratio for RCSPSW specimens, but the trend is not as straightforward as the ultimate drift.
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The relationship between the deformability and axial compression ratio for RCSW specimens (blue
lines) is not clear, as seen in Figure 15b,c, but their ultimate drift and ductility factor values are larger
than those of the RCSPSW specimens (red lines) when subjected to the axial compression ratio higher
than 0.5.
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Figure 15. Effects of Axial Compression Ratio on (a) Peak Lateral Load; (b) Ultimate Drift; and, (c)
Ductility Factor.

It is observed from the experimental test that the RCSPSW specimens show a relatively lower
deformability under high axial compression ratios, which could be attributed to the brittleness of high
strength concrete. Another explanation is the weak concrete confinement effect on the embedded steel
plate due to the small specimen size. The thickness values of the concrete web on both sides are only
40 mm and 75 mm for shear and flexure specimens. The concrete cover was easily spalled under higher
axial compressive loads, and the embedded steel plate tended to buckle when severe concrete spalling
took place. Under such circumstance, the strength and stiffness decay quickly and substantially decay.
In addition, shear studs were only used in the footing and the connection between the steel plate
and concrete wall web is weak, which exacerbate the spalling and strength reduction. Therefore, it is
suggested that the shear wall structural component should be designed with caution when subjected
to high axial compressive loads and an upper limit of axial compression ratio (0.5) should be set
for RCSPSW. Besides, shear studs or steel ties should be used to strengthen the connection between
the steel plate and concrete on both sides. Additionally, a higher transverse reinforcement ratio is
recommended for further improving the concrete confinement effect. It is worth mentioning that the
wall is much thicker in the practical design of high-rise buildings. Thus, the confinement effect and
deformability of RCSPSW in future applications could be better than the experimental observations.
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3.4. Energy Dissipation Ability

The EVD coefficients for all specimens were calculated with Equation (3) to compare their energy
dissipation abilities. Table 5 lists hysteresis loop areas and EVD coefficients of all the test specimens for
test cycles at the peak lateral load (peak point).

Table 5. Equivalent Viscous Damping (EVD) Coefficients of All Specimens.

Specimen Batch Specimen No. Hysteresis Loop Area (kN·mm) EVD Coefficient

Shear Specimens

RCSW 1-1 3518 0.123

RCSW 1-2 3513 0.109

RCSPSW 1-1 11600 0.129

RCSPSW 1-2 11949 0.156

RCSPSW 1-3 10604 0.157

Flexure Specimens

RCSW 2-1 12064 0.212

RCSW 2-2 10395 0.184

RCSW 2-3 11790 0.189

RCSPSW 2-1 18044 0.202

RCSPSW 2-2 13442 0.207

RCSPSW 2-3 11001 0.177

In general, the energy dissipation capacities that were found in shear mode of failure are weaker
than those in flexure-controlled failure, and the embedment of steel plate effectively improves the
energy dissipation ability of RCSW. For the RCSPSW specimens, the hysteresis loop area decreases with
the increase of axial compressive load. Specifically, for the RCSPSW 2-3 specimen that was subjected
to the highest axial compressive load (3050 kN), its EVD coefficient is significantly lower than other
RCSPSW flexure specimens.

4. Design Models for RCSPSW

4.1. Shear Strength Model

The form of the shear strength equation refers to the design model that was suggested by Chinese
Code for Design of Composite Structures [50], given as:

V = Vc + Vs + Va + Vp (4)

where the shear strength, V, is contributed by four components: concrete shear-resisting component,
Vc, horizontal reinforcement shear-resisting component, Vs, boundary steel profiles shear-resisting
component, Va, and embedded steel plate shear-resisting component, Vp. Equation (5) provides the
expressions for different shear strength components.⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

Vc = 0.67 ftbwh0 + 0.2N Aw
A

Vs = fyh
Ash

s h
Va = 0.3

λ faAa

Vp = 0.6
λ−0.5 fpAp

(5)

where f t is concrete tensile strength; bw is the web width; hw is the web depth; h and h0 are the depth
and effective depth of the shear wall section; Aw and A represent the area of concrete web and entire
section, respectively; N indicates the axial compressive load, N ≤ 0.2 fcbwhw; f yh, fa, and f p mean
the yield strength of transverse web reinforcement, boundary I-shape steel profiles, and embedded
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steel plate; Ayh, Aa, and Ap denote the area of those three components; s is the spacing of transverse
reinforcement; and, λ is the aspect ratio.

Table 6 summarizes shear strength capacities that were measured from the quasi-static cyclic load
test and calculated by shear strength models. Note that the measured characteristic concrete strength
values were used in the calculation. It is seen from Table 6 that design models provide 10–15 percent
conservative shear strength capacity values for RCSW specimens as compared to the test results. In
terms of RCSPSW specimens, shear strength capacities that are estimated by design models are very
close to the average experimental data, but 5–10 percent lower shear strength values were observed in
the positive direction. A correction factor, ks, for design models is taken as 0.9 to determine the shear
strength capacity in order to achieve a reasonable degree of conservatism. Figure 16a presents the
comparison of design strength capacities and experimental results for the shear specimens. Dash red
line shows the design values determined by the modified design model with the correction factor. It
is evident that the modified design shear capacities are generally larger than the test values in both
positive and negative directions, and a reasonable degree of conservatism (approximate 10–20 percent)
is obtained by using the shear correction factor.

Table 6. Comparisons of Experimental and Design Strength Capacities for Shear Specimens.

Specimen No.
Experimental Results (kN) Design Model

Results (kN)

Differences

Positive Negative Average Positive Negative Average

RCSW 1-1 604 606 605
512

15% 16% 15%

RCSW 1-2 522 617 570 2% 17% 9%

RCSPSW 1-1 1070 1301 1186 1199 −12% 8% −2%

RCSPSW 1-2 1156 1242 1199
1213

−5% 2% −1%

RCSPSW 1-3 1117 1318 1218 −9% 8% 0%
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Figure 16. Comparisons of Design Strength Capacities and Experimental Results for Shear Specimens
and Flexure Specimens.

According to Equation (5), the shear strength capacities contributed by reinforced concrete
(Vc + Vs), I-shape steel profiles (Va), and the steel plate (Vp) were quantified and are summarized
in Table 7. It is seen that the embedded steel plate takes up approximately 50 percent of the design
shear strength capacity. For comparisons, shear strength provided values by each component in the
cyclic test were inferred from strain gauge readings. Figure 17a shows the strain gauge arrangement
in boundary I-shape steel profiles and the embedded steel plate. Shear strength that was provided
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by boundary I-shape steel profiles was calculated based on strain values of SG16–SG19 by following
Equation (6).

Va =
WaEa

∣∣∣ εSG16+εSG17
2 − εSG18+εSG19

2

∣∣∣/2

H
(6)

where Ea is measured Young’s Modulus of I-shape steels; Wa is the section modulus; and, H is the
height of shear specimens.

Table 7. Design Strength Capacities Contributed by Different Components in RCSPSW.

Specimen No.
Shear Strength Capacities (kN)

Reinforced Concrete I-Shape Steels Steel Plate Total

RCSPSW 1-1 515 (43%) 116 (10%) 568 (47%) 1199

RCSPSW 1-2 529 (44%) 116 (10%) 568 (46%) 1213

RCSPSW 1-3 529 (44%) 116 (10%) 568 (46%) 1213
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Figure 17. Shear Strength of I-shape Steels and Steel Plate Inferred from Strain Gauge Readings
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Stress State; and, (d) Required Stress State.

Strain rosettes were attached on the embedded steel plate. Strain values of SG7, SG8, and SG9 are
recorded and used to infer principle stress state and horizontal shear stress state and further determine
the shear strength by using Equation (7).⎧⎪⎪⎪⎨⎪⎪⎪⎩

{
σ1

σ2

}
=

E(ε00+ε900)
2(1−ν) ±

√
2Ep

2(1+ν)

√
(ε00 − ε450)

2 + (ε450 − ε900)
2

Vp = Asτyx

(7)

where ε00 , ε450 , and ε900 represent strain rosette readings; Ep is the Young’s Modulus of steel plate; ν is
the Poisson’s ratio; As is the area of steel plate; and, τyx is the horizontal stress. Note that the shear
strength of steel plate is considered to be unchanged after yielding, and shear-resisting component
of reinforced concrete is taken as the lateral load strength of RCSW specimens under the same axial
compression ratios.

Figure 18 shows the shear-resisting strength that was contributed by different components in the
cyclic load test. The blue line, red line, and green line show the capacity trend of reinforced concrete,
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I-shape steel profiles, and steel plate. The magenta line presents the experimental skeleton curve for
a comparative study. It is observed that the shear strength of all the components increases in the
elastic stage. When the specimen goes to the crack stage, the strength increase of reinforced concrete
component becomes slower. Moreover, the shear strength of the reinforced concrete component
decreases before the specimen reaches the peak lateral load, while the steel plate’s strength continues
increasing. At the failure point, the summation of shear-resisting strength that is provided by different
components is close to the value that is presented in the skeleton curve, showing that the calculation of
different components’ shear strength is reliable.
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Figure 18. Shear Strength Capacities of RCSPSW Specimens Provided by Different Components.

4.2. Flexural Strength Model

The strain gauges were attached on the bottom part of the embedded steel plate in flexure
specimens, as shown in Figure 4b. Figure 19a presents the measured strain distribution along the
wall depth at the peak point. It is observed that the strain distribution keeps close to a linear fashion
when the specimen reaches the peak lateral load capacity. Under such circumstance, the design flexure
strength model is established based on the plain section assumption and the form refers to the bearing
capacity equations of eccentrically-compressed members in Chinese Code for Design of Composite
Structures [50], as represented in Figure 19b and given in Equation (8):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

N ≤ Nc + f ′aA′a + f ′yA′s − σaAa − σsAs + Nsw + Npw

N
(
e0 +

h
2 − a

)
≤Mc + f ′aA′a(h0 − a′a) + f ′yA′s(h0 − a′s) + Msw + Mpw

M = Ne0

V f =
M
H

(8)

where M and N are the design moment and axial force values; Vf is the design shear strength; e0 is the
eccentricity of the axial compression force; H is the shear wall height; h is the depth of wall section; a is
the distance from the extreme tension fiber to centroid of resultant tensile force in tensile I-shape steels
and steel reinforcement; h0 is the effective depth of wall section; f ′a and f ′y are the yield strength of
compressive I-shape steels and steel reinforcement; A′a and A′y are the areas of compressive I-shape
steels and steel reinforcement; σa and σs are stresses of tensile I-shape steels and steel reinforcement;
Aa and As are areas of tensile I-shape steels and steel reinforcement; and, a′a and a′s are distances from
the extreme compression fiber to centroid of resultant compressive force in tensile I-shape steels and
steel reinforcement. Mc, Msw, and Mpw are the design moment values provided by concrete section,
longitudinal steel reinforcement distributed in the wall web, and embedded steel plate, and Nc, Nsw,
and Npw are the design axial force values that are provided by those three components concrete section,
which can be determined by Equations (9)–(12):
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when x ≥ h′f ⎧⎪⎪⎨⎪⎪⎩ Nc = α1 fc
[
ξbwh0 + (b′f − bw)h′f

]
Mc ≤ α1 fc

[
ξ(1− 0.5ξ)bwh2

0 + (b′f − bw)h′f(h0 − 0.5h′f)
] (9)

when x < h′f {
Nc = α1 fcξb′fh0

Mc ≤ α1 fcξ(1− 0.5ξ)b′fh
2
0

(10)

when x ≤ β1h0 ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Nsw = (1 + x−β1h0
0.5β1hsw

) fywAsw

Npw = (1 + x−β1h0
0.5β1hpw

) fpwApw

Msw = [0.5− ( x−β1h0
β1hsw

)
2
] fywAswhsw

Mpw = [0.5−
(

x−β1h0
β1hpw

)
2
] fpwApwhpw

(11)

when x > β1h0 ⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Nsw = fywAsw

Npw = fpAp

Msw = 0.5 fywAswhsw

Mpw = 0.5 fpwApwhpw

(12)

where x is the depth of the compression zone, and ξ = x/h0; α1 is the concrete stress block factor
that is related to equivalent rectangular concrete compressive stress block intensity; fc is the concrete
compressive strength; b′f and bw are the width of wall flange and web; h′f is the depth of wall flange; β1

is the stress block factor that is related to concrete strength; hsw and hpw are the depth of distributed
longitudinal reinforcement and embedded steel plate in concrete web; fyw and fpw are the yield
strength of distributed longitudinal reinforcement and embedded steel plate; and, Asw and Apw are
the areas of distributed longitudinal reinforcement and embedded steel plate.
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(b) Flexure Design Models and Notations 
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Figure 19. Flexure Design Models Developed based on Plane Section Assumption.

Table 8 summarizes the flexure strength capacities measured from the quasi-static cyclic load test
and calculated by flexure strength models. It is seen that the flexure strength capacities predicted by
the design models are approximately 20–35 percent lower than the measured values in both positive
and negative directions. Similar with the shear model, a correction factor, kf, of 1.1 is added to
achieve a reasonable degree of conservatism. Figure 16b compares the design strength capacities with
experimental values for flexure specimens, in which the line and symbol types are the same with
Figure 16a. It is observed that the modified design flexure capacities are generally 10–20 percent as
compared to the test values, verifying the reliability of the suggested design models.

Table 8. Comparisons of Experimental and Design Strength Capacities for Flexure Specimens.

Specimen No.
Experimental Results (kN) Design Model

Results (kN)

Differences

Positive Negative Average Positive Negative Average

RCSW 2-1 469 514 492 341 27% 34% 30%

RCSW 2-2 540 536 538 389 28% 27% 28%

RCSW 2-3 570 578 574 481 16% 17% 16%

RCSPSW 2-1 581 697 639 387 33% 44% 39%

RCSPSW 2-2 646 674 660 434 33% 36% 34%

RCSPSW 2-3 674 701 688 512 24% 27% 25%

5. Summary and Conclusions

This paper introduces a high-strength reinforced concrete-steel plate composite shear wall system
as lateral load resisting elements the design of high-rise building structures. A total of 11 RCSW
and RCSPSW specimens were tested under quasi-static cyclic lateral loading to investigate the effects
of critical factors on their seismic performances, including embedment of steel plate, aspect ratio,
axial compression ratio, etc. Throughout the test procedure, the progression of damage and failure
modes were observed and the key parameters were determined, such as lateral load capacity, ultimate
displacement, ductility factor, and EVD coefficient. In addition, the design models were suggested to
determine the shear and flexure strength of RCSPSW. By analyzing the data collected from experimental
tests, the following conclusions are drawn.

1. Shear and flexure modes of failure dominate in specimens with the aspect ratio of 1.5 and 2.7,
respectively. Inclined cracks were observed on the shear specimens, whilst flexure-tension cracks
and flexure-shear cracks were mainly distributed in the lower half of boundary elements and
wall web in flexure specimens. As compared to the RCSW specimens, more densely-distributed,

71



Appl. Sci. 2019, 9, 2820

but finer, cracks took place in the RCSPSW specimens. With the increase of axial compressive
loads, the crack quantity becomes less and the crack width is smaller due to the compaction of
compression forces.

2. Obvious pinching” effects were observed in hysteresis loops of RCSW specimens. With the
embedment of the steel plate, hysteresis curves appear in a plumper shape with higher peak
lateral load capacities, but a severer post-peak strength and stiffness degradation.

3. RCSPSW system demonstrates superior lateral load capacities over RCSW, in general. The
RCSPSW shear specimens show acceptable deformability for design purpose with the ultimate
drift value of 1.0%. As for RCSPSW flexure specimens, the ultimate drift is larger than 1.0% and
the ductility factor is around 4 when the axial compression ratio is lower than 0.50.

4. Axial compression ratio has an indispensable effect on the lateral load performance of wall
specimens. In general, the peak lateral load increases, but ultimate displacement decreases as the
axial compression ratio increases. A severer strength and stiffness degradation was observed for
RCSPSW flexure specimens with the axial compression ratio higher than 0.50. When the axial
compression ratio increases to 0.58, the ductility factor substantially decreased to 2.61 and the
ultimate drift is lower than 1.0%.

5. The brittleness of high-strength concrete explains the relatively lower deformability of the
RCSPSW specimens under high axial compression ratios. Another possibility is the weak concrete
confinement effect on the embedded steel plate due to the small wall thickness values of the test
specimens. The steel plate tends to buckle when severe concrete spalling occurs under higher
axial compressive loads, causing substantial strength and stiffness degradation.

6. Energy dissipation capacities found in shear mode of failure are generally weaker than those
in flexure-controlled failure, and the embedment of steel plate effectively improves the energy
dissipation ability of RCSW.

7. The suggested design models generally provide conservative design values for shear and flexure
strength of RCSPSW. A reasonable degree of conservatism is obtained by using correction factors:
ks, = 0.9 and kf, = 1.1.

8. Shear walls are suggested to be designed with caution when subjected to high axial compressive
loads and an upper limit of axial compression ratio (0.5) should be set for RCSPSW that is based on
experimental observations. Steel ties or shear studs should be used to strengthen the connection
between the steel plate and concrete on both sides for detailing in high-strength RCSPSW system.
Besides, a higher transverse reinforcement ratio is recommended to further improve the concrete
confinement effect.
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Abstract: For friction piles depending on the friction resistance, accurate prediction of unit skin
friction around the pile shaft is the dominant resistance to measure the final bearing capacity of a
bored-pile. The present study measures the stress–strain transferring in two instrumented bored-piles
(BP #1 & BP# 2) embedded within the soil layer in Kuala Lumpur by real-time monitoring global
strain extensometer (GSE) sensors. Two bored-piles (i.e., having 1.80 m and 1.0 m diameters, as well
as 36 m and 32 m lengths) have been loaded with two times to their design working loads. Extensive
data are analyzed to measure the changes in stress–strain in the bored-pile. The effect of loading and
unloading stages on the pile’s head and base settlement has been monitored, indicating that Young
modulus of elasticity in concrete bored-pile (Ec), average strain, and unit skin friction changed along
the bored-pile based on the ground site conditions and stress registered. One example of two case
studies with great real-time monitoring data has been provided to further design.

Keywords: bored-pile; global strain extensometer; pile friction resistance; real-time monitoring

1. Introduction

In recent years, calculation of pile bearing capacity data in-situ test has been broadly applied by
geotechnical engineers and building foundations, because these data are more accurate and reliable
than small-scale laboratory tests. In fact, bored-piles have been considered empirically more as an
art-work than science [1], and are formed using appropriate machines (capacity-type) to fill the holes
with applicable concrete and reinforcement. Their usual sizes are 400 mm to 3,000 mm diameter,
with a capacity that reaches up 45,000 kN based on the pile size and geological profile close to the
pile, so an excellent pile capacity has reduced the pile cap size and pile numbers in the group [2,3].
Therefore, bored-pile designing in most countries has relied on the results of the conventional standard
penetration test (SPT). According to the literature, the procedure of bored-pile design has consisted
of stages such as: (1) the calculation of the end bearing capacity ( fb) in bored-pile; (2) calculation of
the shaft bearing capacity in bored-pile ( fs), note that, the sum of both values is the ultimate bearing
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capacity of an individual pile; and (3) pile working load which has been presumed from the ultimate
bearing capacity by using a safety factor that permits the piles’ interaction within the group [4,5].

Regarding the empirical approach of fs in relation to Ks × SPT, fb has been related to Kb × SPT
widely applied in pile designing. To evaluate Ks (i.e., skin friction ratio, fs/SPT) and Kb (i.e., end
bearing ratio, fb/SPT), the value including local soil condition has required vibrating wire strain
gauges (VWSG) and a mechanical tell-tale rod installed within the pile to measure the axial stress–strain
relation and movement in different levels down to the pile’s toe and shaft. Bored-pile of length (L) and
diameter (Ds) supporting a vertical head load (Ph) by the mobilized shaft and base resistance (Ps − Pb)
is illustrated in Figure 1a. The vertical displacement of the pile’s base and head are defined as Δb − Δh,
followed by the pile compressing (shortening) as ep ignoring the pile weight as it is in Equation (1) [6]:

Ph = Ps + Pb (1)

According to the cross-sectional area of concrete A, the stress along with the pile σh is as
Equation (2) [6]:

σh =
Ph
A

(2)

Δh = ep + Δb (3)

The length δz has been located at depth z below the pile head level as shown in Figure 1a–c. Shaft
resistance δPs mobilized along the segment δz equals the axial force changing in axial force δPz. The
unit shaft resistance fs(z) mobilized in δz has been related to P(z) as shown in Equation (4):

dP(z)
dz

= −πDs fs(z) (4)

The negative sign shows that Pz decreased as z increased (Figure 1c). Omer et al. [7] mention
that if the pile’s elastic feature has been denoted (Ep), ignoring all vertical soil moving and pile
displacement w(z) (e.g., pile movement at depth z below the pile head level) at depth z have been
offered as Equation (5):

dw(z)
dz

=
−4P(z)
πDs2Ep

(5)

Equation (5) is different with z and dP(z)/dz, replaced by using Equations (1)–(4) as Equation (6):

d2w(z)
dz2 =

4
DsEp

fs(z) (6)

All the mentioned equations according to force equilibrium and displacement correspondents are
valid irrespective of pile type and soil grouping [7].
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Few more studies have been performed on longitude strain, which have measured the instrumented
piles [8–13], transferring of load in rapid pile axial loading [14], static, dynamic, seismic, and cyclic
lateral load of pile classifications [15–17], rigid and flexible pile behaviors in diverse soft soils [18–20],
and skin friction resistance measurement in piles [21]. Some studies have been conducted based on
numerical simulations, however, others have been performed on field monitoring (Ng and Sritharan [22];
Hung et al. [23]; Tafreshi et al. [24]; Mascarucci et al. [25]; and Lee et al. [26]). Ochiai et al. [27] propose a
reliable designing model for bored-piles following in-situ tests by SPT. Poulos [28] has also introduced
an appropriate design for piled rafts, comprising three stages: (1) assessing the feasibility of piled raft
application accompanied by the required pile number, (2) evaluating where piles are needed and its
general features, and (3) obtaining the optimum number, location, and configuration of a pile and
computing the settlement distributions, bending moment and shear in the raft, and the pile loads
and moments.

Sego et al. [29] studied the effect of an enlarged base on the total and end bearing resistance of a
pile for use in ice-rich permafrost. Therefore, the total capacity of a bored-pile has mainly inclined
by belled-pile usage. Shariatmadari et al. [30] studied the bearing capacity of driven piles in sands
following SPT by applying 60 previous cases. Data included 43 full-scale, 17 dynamic tests, and static
pile load testing analyzed by control and provisioning of wireless access points (CAPWAP). Note
that, SPT data have been used close to the pile locations. Another model, as standard penetration test
N(SPT-N), has been conducted and proved to have less scatter with higher accuracy. Zhang et al. [31]
applied an elastic–plastic model showing the load–settlement relationship, and provided a simple
method to analyze the behavior of a pile group and/or a single pile embedded in multilayered soils
using two methods like an approach to enable a quick estimation of pile group settlement and/or
a single pile embedded in multilayered soils providing time and cost saving. Ruan and Zuo [32]
explained the relations between the ultimate vertical bearing capacity and SPT for the jacked pile.
These case studies confirm the accuracy and reliability of the formula, mainly in silent pipe pile bearing
capacity calculation. Assessing the friction capacity of driven piles in clay has been performed through
the use of multivariate adaptive regression spline (MARS) by Samui [33], which led to D (diameter), L
(length), undrained shear strength, and effective vertical stress as MARS input and friction capacity as
output compared using artificial neural network (ANN). MARS, as a robust model, has been applied
to predict the friction capacity in driven piles installed in clay.

Meanwhile, another research carrying the same approach has been conducted on cohesionless soil
by Samui [34]. Chae et al. [35] investigated the uplift capacity of belled-piles in weathered sandstones
of the Persian Gulf coast. Accordingly, few full-scale pullout load tests on belled tension piles in
Abu Dhabi have also been performed. Comparing the results from the field, 3D finite element (FE),
and theoretical methods have overestimated the ultimate pullout resistance of belled-pile without
bell shape considerations [35]. Sakr [36] compared the results of high strain dynamic and static load
tests of single helical-screw piles in cohesive soils. High strain dynamic pile load experiments have
been performed on both driven steel open-pipe and helical piles. Case Pile Wave Analysis Program
(CAPWAP) and full-scale static load test have confirmed high strain dynamic testing (HSDT) as a
reliable tool for assessing static helical pile capacity. Zhang et al. [37] stated that in a typical design,
the skin friction and the base resistance are majorly independent. Furthermore, the ultimate bearing
capacity of a single pile has been composed in ultimate end resistance and confining skin friction.

Yao and Chen [38] promoted a flexible plastic solution for the uplift belled-pile. In the comparison
of the provided solution outcome to the theoretical calculation one, the theoretical method results
revealed that the elastic–plastic analytical solutions is a good method. Aksoy et al. [39] developed
a new chart to estimate the friction angle between the pile and soil materials. Accordingly, in the
current research, soil including different internal friction angles (φ) has been initially provided, then the
skin friction angles (delta) of the mentioned soils with fiber-reinforced plastic (FRP) like a composite
material, wood (pine), and steel (st37) have been defined by undertaking the interface shear test to
provide a pile design diagram to determine skin friction angles of the soils and pile materials.
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Wang et al. [40] investigated the controlling effectiveness and settlement behavior of two types of
rigid pile structure embankments (PSE) constructed on collapsible loess soils beneath a high-speed
railway. The results have shown that this type of PSE has mainly reduced embankment settlement so
that embankments have to be maintained on collapsible loess. Meanwhile, pile spacing has significant
efficiency in settlement reduction. Therefore, the current study has focused on stress–strain transferring
throughout the instrumented bored-pile within the layered soil to measure the parameters of soil-pile
interaction comprising Young elasticity module in concrete (Ec), average strain, and unit skin friction
changed along with the pile.

2. Material and Methods

2.1. Testing

Maintained load test (MLT), is known as static loading test (i.e., the load will remain constant
until the settlement ended to small values), has been followed by ASTM Standard (D1143/D1143M-07).
An apparent distance between the reaction pile and test pile should not be less than five times to
diameter (D) of the immense pile. Considering setup, the piles are loaded by applying hydraulic jacks
toward the main beam operated by an electric pump. Then, the applied load is accurately calibrated
by vibrating wire load cells (VWLC) (Table 1). Both instrumental piles are located in Jalan Ampang
and Kuchai Lama, Kuala Lumpur, Malaysia.

Table 1. Instrumental bored pile load test summary.

Pile No
Diameter

(mm)
Working

Load (kN)
Pile Length

(m)
Pile Area

(m2)
Test Load

(kN)
Type of

Instrument

BP# 1 1800 22,200 36.95 2.5447 44,400 GSE
BP# 2 1000 6750 32.56 0.7854 13,500 Conventional

2.2. Loading Procedure

Poulos [28] states that applied loading is crucial to the bending moment and differential settlements,
but less critical to load-sharing or maximum settlement between the piles and raft. In bored-piles, time
for loading test has been determined by the piles’ concrete strength (Zhang et al. [37]). In addition,
Tomlinson and Woodward [1] suggest that at the testing time, concrete should be in its seven days (at
least) with at least doubled strength of applied stress, moreover, in the current pile testing, the load
cycles have started 28 days after pile construction. A schematic view of the MLT is shown in Figure 2.
Instrumented piles are tested by MLT per two loading-cycle calculated by calibrated VWLCs in every
10 min for one hour (Figure 3).
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Figure 2. Schematic view of the maintained load test (MLT)

(a) 

Figure 3. Cont.
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(b) 

Figure 3. Variation of the total applied static stress on pile versus time, (a) Bored pill (BP)# 1 and
(b) BP# 2.

2.3. Instruments Monitoring System

The influence of geologically weak zones through multilayer site conditions has dramatically
changed the designing parameters when the majority of these parameters change by depth. In other
words, new global strain extensometer (GSE) sensors have recently measured the change of design
parameters through the depth, so the pile top settlement has been monitored using: (1) four linear
variation displacement transducers (LVDTs) mounted on the reference beams with their plungers
vertically placed against glass plates fixed on the pile top, and (2) vertical scale rules attached to the
pile top and sighted by a precise level instrument. Vertical scales have also been shown on the reference
beams to check any movement in the loading test. Indeed, VWLC, global strain extensometer (GSE)
sensors, VWSG, and LVDTs have been automatically logged across the use of Micro-10x data logger
and Multi logger at 5-minute spaces for precise controlling during loading/unloading stages, adding
that only accurate level readings have been taken manually. Figure 4 shows the cross section of BP# 1
(D = 1,800 mm) and BP# 2 (D = 1,000 mm) and the sensors’ placement along the main steel rods.

Figure 4. Cross-section of BP# 1 (D = 1,800 mm) and BP# 2 (D = 1,000 mm).
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Accordingly, the bored-pile has been tested using MLT through the reaction pile. All instruments
using Micro-10 data logger and multilevel software have been automatically logged. The conventional
instrumented method used VWSG and mechanical tell-tales. While by being attached to the steel cage of
bored-pile, VWSG and mechanical tell-tales have permanently been embedded in the concrete. GSE is
the second instrument applied in axial load measurement and settlement distribution in the bored-pile.

On static load testing, loaded pile deformation has produced a related moving between every
two anchored intervals changed in strain gauge wire tension, in addition to a corresponding change
in its resonant vibration-frequency measured by plucking GSE sensors/transducers through a signal
cable to readout box/data logger to measure the frequency and display of the shortening and strain
reading. Considering the installation set up, GSE has measured shortening and strains on all test
pile sections in every load step of a static pile load test, so it has integrated the strains on a larger
and more representative sample. Therefore, using a defined instrumental scheme, data derived from
instrumented load testing have provided reliable information. The results of GSE have been compared
to the conventional instrumentation bored pile results. Subsequently, regarding the test piles, including
BP# 2, the Geokon VWSG and tell-tale extensometers have been installed internally to monitor the
strain developing and shortening of pile behavior on the test. BP# 1, with the instrumentation of GSE,
has been placed with seven levels depending on the pile length and vertical varieties of sub-soil cases
in sonic logging tubes (Figure 5).

Due to calibration of the applied axial load and the measured average strain, a calibrated GSE
sensor has been installed near the pile’s head, in which there is no interaction between the soil
friction and pile shaft. The GSE sensor measured the strain of other levels to determine the axial load
transferring in all pile shaft sections, also to measure the loads contributed from the toe or/to end
bearing resistance. VW Extensometer is installed on the anchored interval at eight levels (Figure 6).
Pile deformation in loading has produced a related motion between every two anchored intervals
producing strain gauge wire tension alteration in VW transducers, in addition to a correspondent
variation in its frequent resonant vibration measured by plucking GSE sensors to the readout box/data
logger. Therefore, the process measured the frequency displayed by the shortening reading and strain
reading. VWSG for BP# 2 is also installed at five levels (A to E) in four numbers per level (Figure 6).
The connected VWSG to the steel cage and electrical lead wires from the sensors coming to the top,
have been illustrated in Figures 7 and 8.

The pile head displacement has also been analyzed using dial gauges and LVDTs, resulting
in a reading with 0.01 mm accuracy mounted on stable reference beams and protected from direct
sunlight and disturbance of personnel in the whole system. Settlement measuring through the use
of proper leveling techniques has also been implemented as a useful backup to check the reference
beams’ movement. Vibrating wire load cells, strain gauges, retrievable extensometers, and LVDTs
have been automatically logged by applying a Micro-10x Datalogger and Multilogger software at
the 3-minute spacing for precise control during load/unload stages. Only accurate level readings are
manually considered.

Briefly, the pile movement monitoring system, such as pile top and bottom settlements, has
been monitored using the vertical scale rule fixed to the pile top observed by tunnel boring machine
(TBM) for correction purposes. On the other hand, LVDTs and GSEs mounted to the reference beam
accompanied by a plunger pressed vertically against a glass plate fixed to the pile’s top. The vertical
scales have been provided to monitor any movement in the load test. Indeed, strain gauges are
manufactured in Geokon, USA. VWSG principles in strain measurement were presented due to the
frequent natural vibration of taut wire restrained at both ends and varied with the square root of wire
tension. Indeed, this change of tension in the wire has shown all the strain alterations in the structural
steel member where the gauge is mounted. Moreover, all strain gauge has been mounted to two end
blocks as arc-welded to the main reinforced bar at a proper level. The signal cables of the picked-up
sensors fixed to the strain gauges have been tightly tied in the reinforced bars to the top of the piles
terminated in a multiplexer box and observed using a Micro-10 Datalogger.
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Figure 5. Various instrumental installments at different global strain extensometer sensors levels in
BP# 1.
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Figure 6. Vibrating wire strain gauges and tell-tales’ extensometer arrangement in BP# 2.
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Figure 7. VWSG attached to the steel cage.

 

Figure 8. The electrical lead wires from the sensors come to the top.

2.4. Site Condition

In the current paper, two full-scale maintained static load experiments on bored-piles are conducted.
The first experiment (BP# 1) was performed at Cadangan Pembangunan, Lorong Stonor, Kuala Lumpur,
Malaysia. The test pile was initially loaded up to 2 times to pile structural capacity, therefore, regarding
BP# 1 with the structural capacity of 22,200 kN, the nominal diameter of 1,800 mm with a penetration
depth of 36.95 m from the current piling platform level is RL 36.25 m. The pile was initially examined
by up to 44,400 kN (2 x working load) in two loading cycles. The second test (BP# 2) was applied
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at Utama Lodge, Jalan Senangria, Kuala Lumpur, Malaysia. The summary of soil types, besides the
SPT-N values measured near the pile location, are illustrated in Table 2. Noting that the soil stratum
was classified according to the unified soil classification system.

Table 2. Soil profile for tested bored pile after the standard penetration test (SPT).

Test Pile Soil Stratum Depth (m) SPT-N Values * Average SPT-N

BP# 1 L1 Stiff Sandy Silt with little gravel 0–8 3–16 15.50
L2 Very Stiff Sandy Silt with little gravel 8–10 16–50 27.5
L3 Hard Yellowish Sandy Silt with little gravel 10–17 50–111 110
L4 Hard Yellowish Sandy Silt with little gravel 17–24 111–150 122
L5 Fractured limestone 24–36.95 143–150 150

BP# 2 L1 Sandy SILT 0–12 4–30 30
L2 Sandy CLAY 12–17 19–39 39
L3 SILT 18–23 54–125 122
L4 Weathered Sandstone 25–31.65 176–200 195

* Note: SPT-N is the number of SPT driven into the ground (e.g., at the bottom of a borehole) by blows from a slide
hammer with a mass of 63.5 kg.

The gauges were investigated prior and after installation, after cage placement in the borehole,
and after concreting. The strain gauges’ signal cables were reserved for testing approximately after
28 days, allowing for the concrete to achieve the design strength. Therefore, on test day, the strain
gauges’ cable was linked to the switch box connected to the data logger to ensure the functional
sequences. Regarding the rod extensometer, galvanized iron (GI) pipes were tied to the main reinforced
cage with steel wires at each terminating depth (Figure 9). A mild steel rod (10 mm) was inserted untill
it touched the bottom of the pipe. In addition, a steel plate was welded to the rod’s end for the plunger
to sit on along the experiment (Figure 10).

 

Figure 9. global strain extensometer pipe for tell-tales extensometer is pre-installed at VWSG.
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Figure 10. Existing platform in full-scale maintenance of the pile load test.

3. Results and Discussion

3.1. Stress–Strain Variation in the Piles

Stress distributions along the piles (BP# 1 and BP# 2) in two continuous loading/unloading cycles
have been illustrated in Figures 11–14, showing that in a specified load, normal stress used in the pile’s
surface area is reduced by depth. Therefore, the reduction rate varied along with the pile—it is low in
soft soil layers (having low SPT-N) but sharp in stiff layers (with high SPT-N). These results indicate
great skin friction capacity of soil where rapid change between two different depths.

Tosini et al. [41] have declared that the forecast of deep foundation settlements in a layered soil
profile is not always straightforward due to the problems in value defining of mechanical parameters
affecting them. Distribution of average change and their cycles, in both strains (BP# 1 & BP# 2), in
addition to the distribution of back-calculated modulus of concrete as Ec (kN/mm2) in both strains
(BP# 1 & BP# 2) are shown in Figures 15 and 16. In BP# 1, Ec for the entire length remained constant
at 25 kN/mm2 except at depths below 5 m within stiff sandy silt with little gravel when the higher
load showed slightly lower Ec (Figure 15a). Therefore, the results obtained for Ec (in BP# 2) changed
based on the depth and applied load. The lower applied stress through the first cycle provided minor
changes in Ec distribution along the pile length. However, higher applied load amounts caused a
higher change in Ec with depth (Figure 15). The highest and lowest Ec for the depth = 17.816 m (in
BP# 2) were 38.2 and 33.9 kN/mm2, resepectively, for the applied stress of 1,750 kPa and 12,904 kPa.
The reverse relation of Ec with applied stress occurred when higher applied stress on the pile cap
showed lower Ec (Figure 16a). Consequently, the highest variation in Ec was observed within the silty
and/or sandy silt layers, while the lowest change in Ec was measured at the weathered sandstone zone
at depths above 20 m (Figure 16b).
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(a) 

(b) 

Figure 11. Stress distribution measured along BP# 1 in (a) 1st cycle and (b) 2nd cycle.
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(a) 

(b) 

Figure 12. Stress distribution measured along BP# 2 in (a) 1st cycle and (b) 2nd cycle.
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(a) 

(b) 

Figure 13. Distribution of average change in strain measured along BP# 1 in (a) 1st cycle and (b)
2nd cycle.
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(a) 

(b) 

Figure 14. Distribution of average change in strain measured along BP# 2 in (a) 1st cycle and (b)
2nd cycle.
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(a) 

 
(b) 

Figure 15. Distribution of back-calculated elastic modulus of concrete, Ec (kN/mm2) for BP# 1; (a) 1st
cycle and (b) 2nd cycle.
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(a) 

(b) 

Figure 16. Distribution of back-calculated elastic modulus of concrete, Ec (kN/mm2) for BP# 2; (a) 1st
cycle and (b) 2nd cycle.
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Average SPT-N and unit skin friction in BP# 1 & BP# 2 presented in Figure 17, indicate the range of
ultimate skin friction with value change of SPT-N. Furthermore, in multilayer site conditions, the least
SPT-N sum for a soil layer provided the least unit skin friction and vice versa. The outcome derived
from GSE sensors was computed according to the displacement amounts recorded by the sensors.
A higher alteration for the recorded axial force within two continuous levels provided a larger unit
skin friction for a specified soil layer (Figure 17).

Figure 17. Average number of standard penetration test and the unit skin friction in BP# 1 and BP# 2.

3.2. Pile Movement Monitoring

Zhang et al. [42] state that the stress load-settlement curves reflect (1) the pile–soil interaction law,
(2) the load transfer law, and (3) the pile load destruction mode. According to the previous explanations,
the pile top and base settlements have been monitored for each load increment by applying the
dial and strain gauges. Applied stress alteration versus total pile top and base settlement for two
well-instrumented field tests (BP# 1, and BP# 2) in multilayered soils are presented in Figures 18 and 19,
respectively. In the 1st cycle, the highest sighted pile top settlement at loading 22,418 kN was 9.60 mm.
During unloading to zero, the pile was rebounded to a residual settlement of 0.36 mm. On the contrary,
in the 2nd cycle, the maximum sighted pile top settlement at the peak load of 44,036 kN was 24.63 mm,
so during unloading to zero, the pile was rebounded to a residual settlement of 5.34 mm. Similarly,
residual settlements of 2.4 mm and 6.58 mm were recorded for the BP# 1 and BP# 2, respectively.
According to Omer et al. [7], the variation of fs(z) with depth (z) is affected by different parameters
including pile–soil properties, such as(1) pile–soil interface geometry and slip properties, (2) stress
performance on the pile–soil interface, (3) pile installment technique, and (4) pile load method and ratio.
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(a) 

(b) 

Figure 18. Different applied stresses versus total pile top settlement in (a) BP# 1 and (b) BP# 2.
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(a) 

 
(b) 

Figure 19. Different applied stress versus total pile base settlement in (a) BP# 1 and (b) BP# 2.

Different total pile settlement versus time during BP# 1 and BP# 2 is presented in Figure 20.
The settlement rate in the pile’s head is almost linear in the loading steps. However, when
unloading begins, the settlement rate of unloading steps significantly increased depending on the
loading/unloading sequences, showing that the loading time for the second cycle of BP# 1 and BP#
2 were 400 and 600 min. The measured settlement on the pile’s head was rebounded to permanent
vertical deformation of 5.34 mm and 8.55 mm for both tests (BP# 1 and BP# 2) after unloading to zero.
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Correspondingly, the highest settlements of 24.63 mm and 19.54 mm were recorded for the pile’s head
vertical deformation.

(a) 

 
(b) 

Figure 20. Variation of the total pile settlement versus time during pile test in (a) BP# 1 and (b) BP# 2.

Some of the critical factors that were considered to be constant during pile load tests (e.g., BP#
1 and BP# 2.) were (i) piling technology, (ii) concrete maturity, (iii) the location of the groundwater,
and most importantly, and (iv) the soil parameters (e.g., both mechanical and physical properties
changes). Such a problem may affect Ec measurement during the pile servicing period. For instance, it
is established that piling technology will influence soil–pile interactions [43–45]. Piling techniques
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that lead to changes in soil properties can affect the axial force, load-displacement response, and tip
resistance of each model pile. In most cases, to assess such influences, a large number of small-scale
experimental works, or real-scale numerical and analytical studies are helpful.

On the one hand, the other factor that can influence the results of such investigations is concrete
maturity [46,47]. Concrete maturity factor reveals the amount of concrete strength gain during the
curing period, which is typically challenging to be taken into consideration as a separate variable on
the full-scale experimental programme. It is important to note that the lack of such information may
cause a significant change in the load-settlement behaviors of the pile during its working lifetime.
Factors such as soil properties (e.g., shear strength parameters such as soil internal friction angle,
cohesion, etc.) as well as groundwater levels, are primary terms that can remarkably alter the soil–pile
responses to heavy external loadings. As an example, saturating the soil can cause soil shear strength
reduction, which will influence the pile settlement as well as reducing the pile bearing capacities [48].
Another critical issue that can increase the complexity of soil–pile reactions, as well as load-settlement
responses, as highlighted by Chisari et al. [49]. In the study provided by Chisari et al. [49], the influence
of dynamic and static loading conditions (e.g., for identification of the primary material properties of
a base-isolated bridge) are investigated. Their results showed that static identification is much less
complicated compared to dynamic analysis. Although the current study covers the static load test,
future work could evaluate the effect of a dynamic loading test in real-time monitoring of Yc.

4. Conclusions

The main objective of this study was to find a reliable estimation of the Ec in the installed bored
pile. Two full-scale maintained a static loads test on instrumented bored-piles had been conducted
in Kuala Lumpur, Malaysia to obtain a reliable range for ultimate skin friction with SPT-N value
(i.e., blow counts) alteration. The effects of geologically weak zones through the layered soil ground
conditions in crucial parameter-design changing such as elastic concrete modulus and strain–stress
along the piles have also been researched. The details of the conclusion are as follows.

� Distribution of concrete modulus has been measured from the stress–strain behavior of tested
piles and using back analysis. In BP# 1, along with the pile, the Ec value is almost constant at
25 kN/mm2, however, this value is between 30 and 45 kN/mm2 in BP# 2. This has indicated that the
applied stress is the dominant factor in Ec alteration because of the various soil reaction systems
responding to the stresses released from the pile. The maximum change has been measured at
the pile’s head where the maximum stresses have been recorded, in contrast, Ec variation at the
pile’s toe is negligible since the least stresses have been applied in the pile base. The stresses of
the pile have been declined by the depth because the skin friction of the pile has carried a large
portion of applied load in the pile. Maximum permanent (plastic) deformations of 24.63 mm
and 19.54 mm have been measured in the pile head for BP# 1 & BP# 2 correspondent to applied
stresses of 17305 kPa (p = 44306 kN) and 16430 kPa (p = 12905 kN). The pile top settlement has
been rebounded to a residual value of 2.4 mm and 8.55 mm in BP# 1 & BP# 2 after unloading
to zero.

� The obtained result will be helpful for real-time assessment of bored pile during its service life.
However, this should be noted that due to the heterogeneous characteristics of the soil, the
measured Ec of the tested soil may vary. Variables such as concrete maturity, piling technology, soil
parameters, and groundwater level can have a significant influence on the soil-pile interactions as
well as concrete pile characteristics.
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List of Abbreviations

CAPWAP control and provisioning of wireless access points
Ds shaft diameter
FE finite element
FRP fiber-reinforced plastic
GI galvanized iron
GSE global strain extensometer
HSDT high strain dynamic testing
L length
LVDTs linear variation displacement transducers
MARS multivariate adaptive regression spline
MLT maintained load test
PSE pile structure embankments
SPT standard penetration test
SPT-N standard penetration test—number of blows
TBM tunnel boring machine
VWLC vibrating wire load cells
VWSG vibrating wire strain gauges
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Featured Application: A new approach for investigating snowdrifts around buildings and snow

loads on building roofs based on a new facility named the “snow–wind combined experimental

facility” is proposed in this paper. First, the method proposed in this paper is convenient and

economical, and also the experimental results prove that the method is feasible and reliable.

In this paper, only experiments on snowdrift around a cube were chosen for the verification for

the sake of generality, but this method could also be adopted for the prediction of snowdrift

around complex building environments and snow loads on various shapes of building roofs.

Abstract: Unbalanced, or non-uniform, snow loads caused by snow drifting or sliding in cold regions
with heavy snowfalls, can be a serious problem for the building industry. However, the methods for
predicting snow distribution still need to be improved. Field observation is the most direct and reliable
method to study snow distribution, but because the natural environment is uncontrollable and varies
dramatically, sometimes conclusions may be confused under the influence of the many variables in
the investigation. This paper proposes a snowing experiment approach using an outdoor snow–wind
combined experiment facility for the study of snow distribution. The facility can produce a stable
and controllable wind field and snowfall environment. Experiments which focused on snowdrift
around a building were conducted during the winter to make an evaluation of the repeatability and
reliability of the new approach. Finally, from the analysis of results, it was demonstrated that the
experimental facility was stable and that the similarity criterion adopted for the snowing pattern
was reliable. Especially, the minimum value of the friction speed ratio was suggested to ensure the
test accuracy.

Keywords: snow–wind combined experiment facility; snowdrift; field observation; scale experiments;
similarity criterion

1. Introduction

Since ancient times, buildings have been constructed to protect people from the natural
environment. The environment dictates what type of building should be constructed, and snow loads
are one of the dominant live loads that should be considered in the design of buildings in cold regions
with a severe winter climate. Investigations show that snow loads are usually unbalanced, due to the
action of the wind. And snowdrifts around buildings may cause problems for the vehicular traffic
and pedestrians.

Currently, field observations, numerical simulations, and wind tunnel tests are the three main
methods to estimate snow distribution, and much work has been undertaken to explore how the wind
affects snow distribution.
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Field observation is the most direct and reliable approach for obtaining information on snow
distributions. Investigations of snowdrifts around an isolated building or group of buildings have
been carried out in several previous studies [1,2]. Thiis and Gjessing [3] investigated the snowdrifts
around three different model buildings in a valley in Spitsbergen, Norway, and the results showed
that a change of roof shape could lead to large differences in snow distribution around the building.
Beyers et al. [4] carried out research to investigate the snowdrift around a 2.0 × 2.0 × 2.0 m3 cube at the
SANAE IV research station, Antarctica, during the summer of January 2002 and verified the accuracy
of a numerical simulation model using the results of field observations. Høibø [5,6] measured snow
loads on nearly 200 building roofs under different wind and sun/shade environments from 1966 to
1986 in southern Norway. This method has strict requirements on the environment of the test site,
such as wind velocity, temperature, humidity, and snowfall, but these important parameters in the
observation were unstable and uncontrollable.

In 1991, Uematsu [7] first used numerical simulation to analyze snowdrifts, and now this method
is widely used by researchers. Tominaga et al. [8] analyzed the snowdrift around an actual apartment
building using the revised k-ε model. Beyers et al. [4] predicted transient snowdrift around a cubic
structure using the standard k-ε model. And a large amount of numerical work has been done
recently due to its significant advantage in efficiency and convenience [9–12]. However, only a few
attempts have been made to apply CFD (Computational Fluid Dynamics) to roof loading so far [13].
Thiis et al. [14,15] predicted the snow distribution on a curved roof of a sports hall located in Oslo
and compared the results with measurements. Some researchers are confused by the selection of the
turbulence models, hence there is no approved and unified model.

Wind tunnel testing [16–18] is the most effective method for investigating snow distribution under
the action of airflow. Kind [19,20] identified the important similarity criteria by analyzing the saltation
process and discussed the necessary compromises in the modeling procedures. Delpech et al. [21]
used artificial snow to simulate snow drifting around buildings for the Antarctic Concordia research
station. Okaze et al. [22] investigated the development of drifting snow in a boundary layer wind
tunnel. LÜ et al. [23] conducted a series of experiments in a wind tunnel to investigate the motion
of natural snow and found that the threshold wind speeds for fresh and old snow were 6.2 m/s and
6.8 m/s (at 10 m height). Zhou et al. [24,25] investigated the snow distribution on a stepped flat roof
using different granular materials in an open straight-circuit wind tunnel and also conducted a series
of experiments on snow loads on flat roofs using high-density silica in the open test section of a
boundary-layer wind tunnel. However, the snowdrift simulations in a boundary-layer wind tunnel
struggle with scaling issues and similarity criteria. Some previous experiments on snowdrifts using
wind tunnels have used bran, or other particles, as a substitute for natural snow, but these cannot
completely replicate the distribution of natural snow. Tests have been carried out in advanced climate
wind tunnels [26], where the influencing factors that may affect the results, such as the wind speed,
temperature, and snowfall rate, are fully controllable. However, they are very expensive and not
readily available for most researchers.

Snowdrift loads around buildings or on the roofs, which have a great impact on functionality
and security of buildings, require particular attention. However, for the existing research methods,
numerical simulation still needs to be improved with data from field observations and wind tunnel tests.
Field observations are rarely available when considering security and technical issues, even though
they should provide the most reliable data. Wind tunnel tests are the main source of data, but the
expense of experiments in climate wind tunnels is so high that few experiments are reported, and it
has restricted further studies. What is more, the wind speed and direction of field observations vary
dramatically, so some conclusions may be confused when the natural environment is problematic.
Hence, this paper proposes a new approach to investigate the snowdrift loads with a facility in which
the wind speed and direction are controllable and a snowing environment, just like natural snowfall,
is available.
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The purpose of this facility is to provide a new approach to study snow distribution under
the action of wind. In comparison with traditional wind tunnel tests, there will be a 90% or more
decrease in the construction cost because the facility need not be equipped with a refrigerating system.
Besides that, the operating expense of the facility is much lower than climate wind tunnels.

Transportation of snow particles can be classified into three processes, i.e., creep, saltation,
and suspension. Saltation, which is widely accepted as contributing most to the total transfer volume,
is a process in which snow particles move with repeated leaping up, or jumping, on the snow surface.

The height of saltation is usually below 0.1 m. Generally, the length of saltation L [27] is suggested
to be

L � 10 h. (1)

Yet, to ensure that the saltation process could be accurately reproduced on the roofs or around the
building, it is suggested that the characteristic length of the prototype model is larger than the length
of saltation L.

In this study, the design parameters of the facility, experiment method, and the adopted similarity
criteria are introduced and discussed. Finally, a prototype model with external dimensions of
1.0 × 1.0 × 1.0 m3 was selected, taking both economy and theory into consideration, to study the
surrounding snow distribution and evaluate the repeatability and reliability of the new approach.

2. Design of the Snow–Wind Combined Experiment Facility

2.1. Brief Introduction of the Facility

In the study of snow distribution, numerical simulations and wind tunnel tests should be verified
by field observations. For this purpose, a snow–wind combined experiment facility as shown in
Figure 1a has been constructed at the Harbin Institute of Technology (HIT) to produce stable wind
fields to investigate snow distribution [28] The climatic characteristics of the winter months in Harbin
provide convenient conditions for the experiments. Harbin has a long winter, which can last for almost
six months, with snowy conditions and a temperature range from −30 ◦C to 0 ◦C. The location of the
facility is shown in Figure 1b. Because the facility was to be sited outdoors, a narrow strip between
two buildings was chosen to reduce the interference of the external environment. The dimension of
available ground is 12 m × 20 m, and the heights of the surrounding buildings are all greater than 10 m.

 
(a) (b) 

Figure 1. (a) Photo of the snow–wind combined experiment facility. (b) Location of the facility.

2.2. Introduction of the Main Component

The facility, as shown in Figure 2, consists of a power section, a flow conditioning section,
an experimental section, and a snowfall simulator.
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Figure 2. Schematic view of the snow–wind combined experiment facility.

The power station is the 3 × 2 fan-matrix, and the area affected by the model during a snowdrift
is thought to be about three times larger than the characteristic length of the model [27]. Therefore,
the cross-section of the facility was designed to be 4.5 × 3.0 m2. Considering the fact that there are
usually light winds when it is snowing, the facility was designed to be able to produce a stable wind
field for a specific duration with a range of speeds from 0.5 to 11.5 m/s. Wind pressure is the main
indicator of the output of the fan-matrix and is defined as

P =
ρkU0

2

2
, (2)

where P is the wind pressure; ρ is the density of air, and ρ = 1.395 kg/m3 when the temperature is
−20 ◦C; k is the resistance coefficient of pressure of the flow conditioning section, which is defined as
the ratio of the outlet area of the facility to the total outlet area of the six airflow fans, and k = 1.734; U0 is
the wind speed at the outlet or immediate output from the fan matrix, and Umax, which is measured at
the section 4 m away from the outlet, is regarded as the available maximal wind speed of the facility
and Umax = 11.5 m/s for design purposes.

Because the facility is open to the natural environment, a numerical simulation was undertaken
to explore the relationship between U0 and U, where U is the wind speed at the experiment section.
Based on the environment of the experimental site, a calculation model of the facility, with a
computational domain of 10 × 10 × 20 m3, was formulated. The result showed that when the
initial velocity of the wind export of the facility was 15 m/s, the uniform wind speed in the range of
4–20 m was about 11.5 m/s, hence, the value of U0 is approximately equal to 15 m/s.

Accordingly, the minimum wind pressure is 272.1 Pa by calculation, and a fan with 286 Pa wind
pressure was chosen. The maximum speed measured in the field was 11.5 m/s, which reasonably meets
the requirements of the experiments.

The flow conditioning section, which stabilizes and smooths the airflow produced by the fan, is a
combination of the draft tube, the honeycomb, and the damping net. Two pieces of damping net were
stuck on both import and export sections of the honeycomb, and the draft tube served as connection
between the power section and the honeycomb. The flow conditioning section was designed to be
short to reduce the loss of wind power because of the open experimental environment. Considering the
square pattern of the cross-section and the design experience from the wind erosion tunnel designed
by Saxton [29], a square cross-section with the dimension of 30 × 30 mm2 was chosen as the single unit
of the honeycomb with a length of 300 mm. The experimental section is a platform with a circular dial,
which is used to fix the model at the required angle.

Snowfall suitable for the experiments was not always available, so to accumulate a large amount
of data on snow distribution, it was necessary to find a way to simulate snowfall using natural or
artificial snow particles.
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In this work, a snowfall simulator situated 1 m away from the wind export was designed to
simulate snowfall during the experiments. Before the experiments started, snow, which had been
collected in heat-insulation boxes, was placed in a metal box with wire gauze on the bottom. Then,
shaking the metal box with an eccentric motor to generate friction between the snow and wire gauze,
made snow particles fall from the mesh into the stable wind field caused by the fan-matrix so that a
snowfall environment was formed in the test section. Different snowfall conditions are available using
different kinds of wire gauze with varied vibration frequency. There are three different kinds of the
aperture of wire gauze, 2 mm, 3 mm, and 5 mm, and the vibration frequency ranges from 1 to 5 Hz.
The metal box, which is 5 m wide, can be raised and lowered freely in the range of 0.5–3 m.

2.3. A Brief Introduction to the Experimental Procedure

Figure 3 shows a sketch of the experimental procedure. The facility can provide a controlled
snowfall environment in the test section so that experiments examining snow distribution around the
building or on roofs can be undertaken.

 
Figure 3. A sketch of the experimental procedure.

When an experiment is going to be conducted, there are four steps: First of all, enough snow
should be put into the box of the snow simulator, next the model should be fixed according to the
experiment design along with an anemograph for monitoring the wind speed at the reference point;
then the fan-matrix is started and adjusted until the wind speed reaches a given value, and then the
snow simulator can be turned on for the required duration; finally, the snow load is measured after all
of the equipment has been turned off.

3. Verification of the New Approach

3.1. Field Measurements of Wind Field Produced by the Facility

Obviously, the wind field has a significant impact on the results of the experiments, so field
measurements of the actual wind field were also made to investigate it and determine the best location
of the experimental platform.

Figure 4 shows the method for measuring the wind field. Because the cross-section is symmetrical,
the measuring points are arranged symmetrically in the full section. The wind speed was measured by
a hot-wire Thermo-Anemometer and each measuring point was measured at least 30 s with a sampling
frequency of 1 Hz. The vertical and horizontal measurement points in each cross-section formed a
matrix of 13 × 9. Before the measurements, a design speed U was defined. If the measured wind
speeds at the 1.5 m point on the first line of the five sections were all between 0.9~1.1 U, this would
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be recognized as the design speed U. Five cross-sections were measured with a design speed (U) of
3.0 m/s and the distance between them and the export was 1 m, 3 m, 4 m, 5 m, and 7 m.

Figure 4. A sketch of the measuring method.

Figure 5a shows that the mean wind speed on the first line of five cross-sections varies with height;
the Y-axis represents the height of the cross-section and the X-axis represents the ratio between U*
(the measured wind speed) and U. Figure 5b shows the turbulence intensity of wind on each measuring
point. It is apparent that the turbulence intensity is higher in the section before 3 m and the wind is
more uniform in the range 3–7 m; this was also shown in the numerical simulation. However, the wind
speed decreased faster with increasing distance from the export, which is slightly different from the
numerical simulation. To ensure a stable and uniform wind field during the experiments, the effective
range of the experimental section was 3–7 m away from the wind export.

  
(a) (b) 

Figure 5. Wind field on the first line of the five sections: (a) mean wind and (b) turbulence intensity.

Figure 6a shows how the mean wind speed varies with width in the cross-section 4 m away from
the export, and Figure 6b shows the turbulence intensity of wind on each measuring point. And from
the results, it is apparent that the wind speed decreased rapidly close to the edge of the cross-section.
To ensure the veracity of the experiments, the effective width of the experimental section was 4 m.

From a comparison of the measured wind speed with the normalized wind speed in the atmospheric
boundary layer, the discrepancy above 1.5 m is non-negligible, but it is relatively acceptable for the
given experiment. The turbulence intensity was small except at some points close to the wind export
and at the edges of the cross-section, which indicates that the quality of the flow field in the open test
section was reasonable and acceptable.

During the experiments, temperature, the natural wind field, and humidity were measured on a
PC-4 automatic weather station, which is located on the side of the facility, to rectify the experimental
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wind field. This has three anemometers, at heights of 0.5 m, 1.5 m, and 2.0 m, and the sampling interval
was 1 min.

  
(a) (b) 

Figure 6. Wind field on the section which is 4 m away from the outlet: (a) mean wind and
(b) turbulence intensity.

3.2. Physical Properties of Snow

Properties of snow particles have a great influence on the result of the test [23] so that the physical
properties of the stored natural snow particles were measured before the experiments. The diameter
and shape of the snow particles were observed by an optical microscope and the angle of repose was
decided from accumulated experimental observations. The terminal velocity of the snow particles
was decided by measuring the time that the snow particles freely fell from 2 m to the ground level.
A comparison of the physical parameters of the snow particles is given in Table 1.

Table 1. Comparison of the physical parameters of the snow particles.

Reference Density (kg/m3) Terminal Velocity (m/s) Diameter (mm) Angle of Repose (◦)
Field observation of fresh

snow in this paper 100~150 0.30 0.15~1.0 65

Stored snow in this paper 220~310 0.50 0.2~0.5 55

Thiis and Ramberg [14] 50 0.50 0.20 —

Tominaga and Okaze [30] 150 0.20 0.15 —

Oikawa and Tomabechi [27] 50~150 0.20 0.15 60

3.3. Experiments for the Verification of Repeatability

To confirm the repeatability of the new approach, 20 repetitive experiments using stored snow
on the snowdrift surrounding a 1 m cube were undertaken. Environmental conditions, namely
temperature, humidity, and natural wind field were measured by an automatic weather station that was
sited nearby the test section and results are shown in Table 2. The reference point for the experimental
wind speed was set at 1 m in front of the model and 0.5 m above the ground. The snowing rate was
defined as the accumulated snow depth on the ground in unit time and it was determined by the kind
of wire gauze and vibration frequency. For the 20 experiments, the snowing rate was controlled to be
the same. Figure 7 shows some photos of the experiment results.

Figure 8 gives the distribution of average snow depth and the standard deviation of each measured
point along lateral and streamwise lines crossing the model. It is clear that the distribution of snow
depths in the 20 experiments is relatively stable. The Pearson Correlation Coefficient for any two
experimental results along the measuring lines shown in Figure 8 was above 0.90, which indicates that
there is a strong correlation between the results from the 20 experiments.

109



Appl. Sci. 2019, 9, 3393

Table 2. Environmental conditions of the 20 repetitive experiments.

Experiment
Wind Speed

Temperature Humidity
Max Natural

Wind
Bulk Density

of Snow
Testing
Time

2.5 m/s 0 ◦C 78% 0.13 m/s 250.6 kg/m3 1 h
2.5 m/s 0 ◦C 78% 0.30 m/s 260.2 kg/m3 1 h
2.5 m/s −1 ◦C 76% 0.28 m/s 255.8 kg/m3 1 h
2.5 m/s −1 ◦C 76% 0.19 m/s 236.7 kg/m3 1 h
2.5 m/s −1 ◦C 76% 0.22 m/s 227.5 kg/m3 1 h
2.5 m/s −1 ◦C 76% 0.23 m/s 240.4 kg/m3 1 h
2.5 m/s −2 ◦C 74% 0.18 m/s 266.6 kg/m3 1 h
2.5 m/s −2 ◦C 73% 0.15 m/s 270.1 kg/m3 1 h
2.5 m/s −2 ◦C 73% 0.22 m/s 252.4 kg/m3 1 h
2.5 m/s −2 ◦C 68% 0.14 m/s 261.9 kg/m3 1 h
2.5 m/s −2 ◦C 68% 0.20 m/s 242.3 kg/m3 1 h
2.5 m/s −2 ◦C 67% 0.30 m/s 248.6 kg/m3 1 h
2.5 m/s −2 ◦C 68% 0.17 m/s 233.6 kg/m3 1 h
2.5 m/s −2 ◦C 66% 0.19 m/s 239.5 kg/m3 1 h
2.5 m/s −3 ◦C 64% 0.16 m/s 257.4 kg/m3 1 h
2.5 m/s −3 ◦C 63% 0.11 m/s 244.5 kg/m3 1 h
2.5 m/s −3 ◦C 63% 0.21 m/s 221.0 kg/m3 1 h
2.5 m/s −3 ◦C 61% 0.15 m/s 235.2 kg/m3 1 h
2.5 m/s −3 ◦C 60% 0.12 m/s 243.3 kg/m3 1 h
2.5 m/s −3 ◦C 60% 0.12 m/s 266.4 kg/m3 1 h

 
Figure 7. Some photos of the repetitive experiments.

 
Figure 8. Cont.
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Figure 8. Results of the 20 experiments: (a) streamwise direction (center section) and (b) lateral section
(center section).

From the above analysis, it can be concluded that the results of the 20 experiments, with the same
test conditions, show good correspondence with each other. This indicates that the method provides
good stability and repeatability.

3.4. Experiments for the Verification of Reliability

3.4.1. A Field Observation on the 1 m Cube Prototype Model

To confirm the reliability of the new approach, the comparison of field observations and
experiments should be done. So, the field observation on a 1 m cube prototype model was conducted
on the HIT campus on 11 September 2015 from 0:00 to 6:00. To obtain a reasonably stable wind
direction, the test site was located on a narrow strip between two buildings, as shown in Figure 1b.
Figure 9 shows the method of observation; the wind field and environment conditions were measured
by a PC-4 automatic weather station with a sampling interval of 1 min and the box-type snow flux
trapper draws on the design experience summarized by Kimura [31].

Figure 9. Abridged general view of field observation.

The weather station and snow flux instrument were all mounted on the centerline of the model.
The wind field during the observation is given in Figure 10. The average snowfall was 29 mm, which
was measured on an open and flat ground 20 m away from the model. Figure 11 shows the photo of
the snow distribution of the field observation.
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Figure 10. Wind field during the observation.

 
Figure 11. Photo of snow distribution for the field observation.

3.4.2. Test Similarity Criteria Based on Snowfall Mode

A reliable scale in experimental modeling depends on the right similarity criterion. In order to
reproduce the non-uniform snowdrift phenomena caused by structures with scale models, the widely
accepted fact is that it is necessary to meet geometric, kinematic, and dynamic similitude requirements.

Since the beginning of snowdrift research„ many different similarity criteria have been proposed,
validated, and applied by some famous scholars, such as Strom [32], Odar [33], Calkins [34], Kind [19],
Iversen [16], Anno [35], Isyumov [18], Naaim [36], Delpech [21], Beyers [2], and so on.

However, just as it is not possible to satisfy the Froude numbers and Reynolds numbers
simultaneously [37], it has been proved that some of the similarity criteria reveal incompatibility,
therefore only the most important and widely accepted similarity parameters are selected and discussed.

In the present study, considering the fact that the snow particles falling into the snow bed are
provided by the sowing pattern, the experimental modeling is mainly focused on the reliable simulation
of the Froude number and drifting volume. The original form of the Froude number is defined as

U2

gL
, (3)

where U is the reference wind velocity, g is gravitational acceleration (m/s2), and L is the reference
length (m). But considering the discrepancy of particle density between the prototype and the test,
Odar [33] and Calkins [34] proposed the densimetric Froude number:

ρ

ρp

U2

gL
(4)

where ρ is the air density, and ρp is the particle density. To confirm the reliable simulation of drifting
volume, Anno [35] suggested that the test should satisfy the following time scaling parameter:
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TQη
ρpL2 (5)

where T is experiment time (s), Q is the transport rate of snow (kg/m·s), and η is the snow collection
efficiency. Except for the above similarity, a number of similarity requirements, like the flow field,
ejection process, particle trajectory, and deposition pattern, must be satisfied in the experiments on
snow drifting on roofs to ensure a reliable simulation.

First, the near ground turbulent wind velocity profile for stable atmospheric conditions is

U =
u∗
κ

ln(
z
z0
), (6)

where κ is the Von-Karman constant, u∗ is the friction velocity, z is the height above the surface, and z0

is the roughness height parameter. Geometric similarity should be enforced through the relationship

Dp/L. (7)

Except for the densimetric Froude number expressed as Equation (4), the following Froude
number based on the threshold friction velocity should also be satisfied to simulate the shear stress of
particles near the ground [16]:

ρ

ρp − ρ
u2
∗t

gDp
(8)

where DP is the particle diameter, u∗t is the threshold friction velocity, and υ is the kinematic viscosity.
To ensure a similar movement trajectory of a particle, Kind [24] indicated that the following

equations must be satisfied:
ρ

ρp − ρ
u2
∗t

gL
, (9)

w f /U, (10)

where wf is the settling velocity of snow particles (m/s). The deposition or erosion mechanisms could
be modeled satisfactorily through the similarity of the particle ejection process [19,38]:

u∗/u∗t. (11)

In the present study, because the simulation of the Froude number is considered to be more
important, the limit of the Reynold number is released. However, to ensure that the inertial forces are
dominating the flow, Kind [19] suggested that the following relationship should be satisfied:

u3
∗t

2gv
> 30. (12)

In summary, the parameter (4) and (5) were adopted for determining the wind velocity and
experiment time, and several similarity parameters were also chosen for evaluating the results when
using a sowing pattern to study snowdrift. In order to verify the reliability of this method, four scale
models were selected for the verification test. The experimental conditions are listed in Table 3 and
the prototype is the field observation presented above. The reference point for the experimental wind
speed was set at 1 m in front of the model along the central line and the height above the ground was
equal to the side length of the model. The major similarity parameters for the prototype and scale
model are given in Table 4.

Snow flux in the vertical plane was measured by additional experiments with only the snow flux
trapper on the testing ground. The snow load coefficient is the ratio of the depth of snow on the roof to
the average snowfall. For the experiments, the average snowfall on the ground was determined by an
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additional experiment conducted for the same duration but without any obstacles in the test section.
After the experiments, the snowdrift geometry was measured with the laser total station for about
200~300 points around the model and the measured snow depth data contributed to the contour maps
of the snowdrift geometry.

Table 3. Environmental conditions of the scale experiments.

Model Scale Velocity (m/s) Snow Mass Flux (kg/m2·s) Experiment Time (min)

Prototype 2.475 1.93 × 10−3 360
1 3.5 2.81 × 10−2 50

0.5 2.5 1.52 × 10−2 46
0.25 1.8 8.49 × 10−3 41
0.1 1.1 3.68 × 10−3 38

Table 4. Similarity parameters of prototype and scale models.

Similarity Parameters Prototype 1 0.5 0.25 0.1

Dp/L 0.002 0.003 0.006 0.012 0.03
ρ
ρp−ρ

u2
∗t

gDp
0.0116 0.0154 0.0154 0.0154 0.0154

ρ
ρp−ρ

u2
∗t

gL 2.32 × 10−5 4.61 × 10−5 9.23 × 10−5 1.85 × 10−4 4.61 × 10−4

w f /U 0.121 0.143 0.200 0.278 0.455
u∗/u∗t 0.717 0.507 0.362 0.261 0.159

u3
∗t

2gv > 30 - 99.92 99.92 99.92 99.92

3.4.3. Results and Discussion

There are two key factors to evaluate the accuracy of snowdrift given by the experiments.
One is the similarity of the shape of snowdrift; another is the similarity of the snow distribution
coefficient. The distribution coefficient is the ratio of measured snow depth and average snowfall at
any measuring point.

Figure 12 shows the contour maps of the snowdrift geometry around the model of field observation
and scale experiments. The photos of scale experiments are shown in Figure 13. All of the contour
maps showed a similar shape which was formed like a horseshoe, in which snow mainly accumulated
at the front of the windward side and beginning at the two corners of the windward side, there were
two distinct erosion areas near the lateral sides along the downwind direction. From the comparison,
if just focusing on the overall distribution shape of the snowdrift, it seemed that the result when the
scale was 1/10 was more similar to the field observation and the main erosion areas (near the lateral
sides) were larger than field observations for the other scale experiments. The basis for explaining this
phenomenon needs an objective and appropriate understanding of the result of the field observation.
The main erosion is more distinct in the experiment due to the stable wind speed. However, sometimes
there were slight or no wind during the field observation, and snowfall contributes more to decrease
the erosion effect in this condition, which would decrease the non-uniform snow distribution to
some extent.

However, considering that two distinct snowdrifts were formed in front of the windward side,
the results of the 1/1, 1/2, and 1/4 scale experiments had a more similar characteristic of snow distribution.
When the scale was 1/10, the snow only accumulated at the feet of the windward side, indicating that
wind velocity was excessively reduced; the near to the ground reverse flow in front of the windward
side was weak and could not transport snow particles away from the windward side, so that only one
distinct snowdrift was formed.
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(a) 

  
(b) (c) 

  
(d) (e) 

Figure 12. Contour maps of the snowdrift geometry around the model: (a) field observation;
(b) experiment with a 1 m Cube model; (c) experiment with a 0.5 m Cube model; (d) experiment with a
0.25 m Cube model; and (e) experiment with a 0.1 m Cube model.
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Considering that the effect of fluctuant wind velocity in the field observation could not be ignored,
the 1/1 model may be treated as the self-test prototype. In this situation, according to the comparison
of results, the 1/2 and 1/4 scale experiment results would have relatively acceptable accuracy of the
reproduction of the snowdrift shape of the field observation, but the 1/10 scale experiment result would
have a lower precision reproduction.

In order to compare the snow distribution in a more precise method, Figure 14 compares the snow
distributions along lateral and streamwise lines crossing the model.

 
Figure 13. Photos of scale experiments.

 

Figure 14. Comparison between normalized snow depths obtained from field observations and scale
experiments: (a) streamwise direction (center section) and (b) lateral direction (center section).

In Figure 14a, it could be seen that the snow distribution of the field observation has obvious
characteristics: Near the windward side, the snow formed a compressed “N” shape, and near the
leeward side, there formed a compressed “U” shape. When the scale was 1/1 and 1/2, the distribution
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results showed a good agreement with the field observation, even though the position where the
extreme value occurred moved towards to the windward side as the scale ratio decreased. But, as the
scale decreased, especially when the scale was 1/10, the snow tended to only accumulate at the foot of
the windward side, and the snowdrift away from the windward side disappeared. As for the snow
distribution near the leeward side, when the scale was 1/1 and 1/2, the experiments could precisely
reproduce the snow distribution, even though the overall value of the coefficient decreased. When the
scale was 1/4 and 1/10, the results gave a lower estimate of the snow accumulation, but for the snow
distribution away from the leeward side, the results showed better agreement with the field observation
both in value and shape.

Snow distribution along the lateral direction is shown in Figure 14b. Except when the scale
was 1/10, the snow distribution showed a U-shaped distribution for both field observation and scale
experiments. For the 1/10 scale experiment, a similar distribution was found, but the location where
the minimum value occurred was much closer to the lateral side. This phenomenon indicates that the
erosion effect was excessively decreased.

In summary, considering both the shape of the snowdrift and snow distribution coefficient, except
when the scale was 1/10, the results of scale experiments reproduce the field observation accurately,
suggesting that the method is reliable.

Especially, it is known that the relationship between friction velocity u∗ and threshold friction
velocity u∗t is of great significance in the study of the snowdrift. From the analysis of the similarity
parameters in Table 4, it could be derived that a too-small value of the parameter u∗/u∗t may adversely
affect the accuracy of reproduction. Therefore, it is recommended to limit the minimum value of the
parameter u∗/u∗t for scale experiments.

Figure 15 shows the Pearson correlation coefficients of the distribution coefficient between the
prototype and scale experiments along the measured line defined as the front, rear, left, and right.

 
Figure 15. Pearson correlation coefficients of the distribution coefficient between the prototype and
scale experiments.

It could be concluded from Figure 15 that the results are of poor quality when the value of the
parameter u∗/u∗t is lower. Assuming that the experiment results are accepted when the Pearson
correlation coefficient is higher than 0.6, the lower limit values of the parameter u∗/u∗t are 0.353 and
0.287, respectively, when the field observation or 1/1 scale experiment is chosen as the prototype.
At present, the result of the field observation is affected by the adverse effects of the unstable wind field
and the quantitative assessment of the effect is still unclear. So, when giving a suggestion, the analysis
based on treating the 1/1 scale experiment as a prototype should be more respected and, finally, 0.3 is
suggested to be the lower limit value of parameter u∗/u∗t in the present study.
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4. Conclusions

In the present study, a new approach based on a snow–wind combined experiment facility, for
investigating snow distribution, is introduced, including its concept, design, operation, and verification.

According to the above work, the following conclusions could be drawn:

(1) According to 20 repetitive experiments, the results show high correspondence with each other
and this indicates that the experimental conditions provided by the new experiment facility are
stable. From the comparison between field observation and scale experiments, it proves that the
proposed experimental approach and adopted similitude criteria are reliable. The two pieces of
evidence indicate that the new approach is credible and feasible.

(2) The comparison of results from field observations and scale experiments indicate that when the
wind velocity is excessively reduced, the result is not satisfactory. The lower limit value of the
parameter u∗/u∗t is suggested for ensuring the accuracy of the reproduction. In the present study,
taking into consideration the instability of field observations objectively and combining with the
results of scale experiments, 0.3 is suggested to be the lower limit value of parameter u∗/u∗t.

In this paper, only experiments on snowdrift around a cube were chosen for the verification for
the sake of generality, but this method could also be adopted for the prediction of snowdrift around
complex building environments and snow loads on various shapes of building roofs. It could provide
a basis for site selection planning for buildings and the safety design of roof structures in snowy areas.
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Abstract: Among the most important problems confronted by designers of submarines is to minimize
the weight, increase the payload, and enhance the strength of pressure hull in order to sustain the
hydrostatic pressure and underwater explosions (UNDEX). In this study, a Multiple Intersecting Cross
Elliptical Pressure Hull (MICEPH) subjected to hydrostatic pressure was first optimized to increase
the payload according to the design requirements. Thereafter, according to the optimum design
results, a numerical analysis for the fluid structure interaction (FSI) phenomena and UNDEX were
implemented using nonlinear finite element code ABAQUS/Explicit. The propagation of shock waves
through the MICEPH was analyzed and the response modes (breathing, accordion and whipping)
were discussed. Furthermore, the acceleration, displacement and failure index time histories at
different locations were presented. The results showed that the greatest acceleration occurred in the
athwart direction, followed by the vertical and longitudinal directions. Additionally, the first bubble
pulse has a major effect on athwart acceleration. Moreover, the analysis can be effectively used to
predict and calculate the failure indices of pressure hull. Additionally, it provides an efficient method
that reasonably captures the dynamic response of a pressure hull subjected to UNDEX.

Keywords: underwater explosion; composite pressure hull; whipping; breathing; failure index

1. Introduction

Significant research work has been presented in order to simulate the behavior of underwater
vehicles under severe loading conditions. For instance, Reddy [1] illustrated the effect of shock
pressure loading on a ring-stiffened submersible hull using finite element analysis. The failure analysis
indicated that fibers failed in tension while matrix failed in shear when the explosion charge exceeded
25 kg TNT. Furthermore, Jen [2] worked on minimizing the weight of pressure hull by enhancing the
pressure hull strength taking into consideration both hydrostatical pressure and underwater explosion.
Additionally, the results indicated that the dynamic motion of the pressure hull has an accordion
mode, a whipping mode and a breathing mode. Also, Cho et al. [3] derived an empirical formula for
predicting the collapse strength of composite cylindrical structures under hydrostatic pressure as a
function of important design parameters such as the geometric dimensions and the layered angle.
In addition, Chen et al. [4] experimentally investigated the dynamic performance of ship body coated
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by rubber. The results demonstrated that the coating was not effective at reducing the low-frequency
whipping motion excited by the bubble pulse. However, it was able to moderate the high-frequency
response excited by shock wave. Moreover, Ramajeyathilagam et al. [5] numerically and experimentally
investigated the effect of underwater explosions (UNDEX) on rectangular plates. It was revealed that
the underwater explosion failures can be predicted using the strain rate effects. Also, Liu et al. [6]
illustrated the global responses of ship subjected to UNDEX. The results demonstrated that the UNDEX
waves changed the added masses on the ship and effectively affected the global responses of its body.
On the other hand, Liang et al. [7] examined the transient dynamic responses of submarine pressure
hull exposed to hydrostatic pressure and shock loading. It was concluded that the collapse depth
(maximum diving) of the submarine pressure hull was about 700 m. In addition, they observed that
the loading condition depends not only on the hydrostatic pressure but also on the shock loading.
Likewise, Kwon and Fox [8] studied experimentally and numerically the dynamic response of a
cylinder subjected to UNDEX. The results illustrated that the largest strains on a cylinder subjected
to a far-field side-on UNDEX occurred near the two ends on the near side of the cylinder to a far
field explosive charge. Additionally, the damage occurred at the center on the opposite side of the
cylinder. Similarly, McCoy and Sun [9] combined FSI code and finite element modeling techniques to
investigate the dynamic response of a thick-section hollow composite cylinder. The results showed
that the fluid-structure coupling has a significant effect on stress distributions within the structure.

Furthermore, Shin and Hooker [10] predicted numerically the damage response of submerged
imperfect cylindrical structures exposed to UNDEX. Based on these results, the introduction of initial
imperfections greatly affected the response of the cylinder when compared with the response of a
perfect cylinder. On the other hand, Qiankun and Gangyi [11] demonstrated the shock response of
a ship section to non-contact UNDEX using the finite element software package ABAQUS. It was
revealed that the fluid thickness and size of fluid mesh effectively affects and improve the modeling
accuracy. Additionally, Adamczyk and Cichocki [12,13] performed a numerical study to obtain the
shock response of an underwater hybrid structure subjected to UNDEX. Zhao et al. [14] predicted the
damage features of RC slabs subjected to air and UNDEX. The shock wave propagation and damage
mechanisms from contact explosions in air and water were compared. The dynamic response of the
RC slab is highly localized in the air contact explosion. Furthermore, the crater failure is observed
at the top surface of the RC slab due to the direct impact of the air contact blast loading and the
spalling failure occurs at the bottom of the RC slab. On the other hand, when the RC slab subjected to
underwater contact explosion the top surface of the reinforced concrete RC slab almost completely
destroyed. Therefore, underwater contact explosion can cause significantly more damage to the RC
slab than the same amount of explosive in air. Rajendran and Narasimhan [15] investigate the damage
of clamped circular plates subjected to contact UNDEX. The deformation contours were a spherical
viewing the maximum absorption of energy for the depth of bulge attained. Also, Jacinto et al. [16]
applied a linear dynamic analysis of plate models under explosions. The element size has a great effect
on the results. Likewise, Kumar et al. [17] experimentally studied the blast effect on carbon composite
panels the results showed that. There were two types of dominant failure mechanisms observed,
fiber breakage and inter-layer delamination. Furthermore, Guo et al. [18] presented a new shock factor
of twin hull water plane (catamaran) subjected to UNDEX. The shock factor parameter is used to
describe the response of ships exposed to this loading condition based on shock wave energy. Similarly,
Wang et al. [19] proposed a new method involving an analytical technique connected to elastic dynamic
response of laminated plates exposed to UNDEX. The method was validated by comparing its results
with those achieved by a semi analytical method and the experiment results. Zhang et al. [20] predicted
the dynamic bending moment of a UNDEX bubble acting on a hull. The predicted numerical results
showed that UNDEX bubble propagated a longitudinal bending which caused sagging and hogging
damage for the ship. Furthermore, Gong and Khoo [21] presented a transient response of an UNDEX
bubble on a glass/epoxy composite deep-submersible pressure hull. It was observed that the UNDEX
bubble produced a huge deformation around the stand-off point in the pressure hull immediately
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after the collapse of the bubble, and the minimum volume was observed beneath the composite hull.
On the other hand, Wang et al. [22] investigated numerically and experimentally the failure mode
and dynamic response of a ship structure subjected to shock wave and bubble pulse. Jun et al. [23]
investigated the impact environment characteristics of floating shock platform subject to UNDEX.
Young and Leonard [24] modeled and simulate a surface ship shock to UNDEX, the results showed
that the cavitation effect must be taken into account in the ship shock simulation, and that cavitation
volume must be large enough. Gannon [25] investigated the response of a submerged stiffened cylinder
to UNDEX using a coupled Eulerian Lagrangian model and experimental approaches.

This present study developing a procedure and describes a numerical modelling methodology
for calculating the dynamic response of optimized Multiple Intersecting Cross Elliptical Pressure
Hull (MICEPH) exposed to non-contact UNDEX. First, a submarine with pressure hull in the form of
MICEPH is optimized using non-linear finite element analysis software ANSYS. Thereafter, according
to optimization, the finite element model is built using non-linear finite element code ABAQUS/Explicit
to examine the dynamic response of the pressure hull exposed to non-contact UNDEX.

2. Analysis of Underwater Shock Loading and Bubble Pulse

The most important element of any submersible body is the pressure hull. It contributes about
one-fourth to one-half of the total underwater vehicle weight. Figure 1 presents various pressure
hull configurations used in submersible bodies [26–28]. Exposing the hull structure to shock wave
and bubble pulsation upon UNDEX events leads to great damage to the hull structure [2]. Figure 2
presents the different configurations that occur during UNDEX events [29,30]. The loading mechanisms
resulting from UNDEX include incident wave, free surface reflection, shockwave, bottom reflection
wave, gas bubble oscillation, bubble-pulse loading and bulk cavitation [31]. The compressive load on
the structure of the hull is increased due the reflections from the bottom of the ocean which propagates
from the shock wave, while the reflection of the shock wave from the ocean’s free surface causes a
reduction in the pressure [32,33]. Equation (1) presents the evaluation technique of pressure time
history (Pin(t)) for the pressure profile, as follows [2,34–38]:

Pin(t) = Pmaxe−(
t−t1
θ ) (Mpa)? t ≥ t1 (1)

where (t) denotes the time elapsed after detonation of charge (ms), (Pmax) denotes the peak pressure
(Mpa), (t1) denotes the arrival time of shock wave to the target after the detonation of the charge (ms),
and (θ) denotes the time decay constant that describes the exponential decay (ms). The peak pressure
and decay constant depends on the size of the explosion and the stand-off distance from the charge at
which the pressure is measured. The peak pressure (Pmax), decay constant of the wave (θ), impulse (I),
bubble oscillation period (T), the maximum radius of the first bubble of explosive gas (Rmax), and the
energy flux density/energy per unit volume (E) can be expressed as per Equations (2)–(7) [39–41].

Pmax = K1
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where (K1, K2, K3, K4, K5, K6) and (A1, A2, A3, A4) are constants that depend on the explosive charge
type with values as in [39,42]. These input constants are illustrated in Figure 2. Phenomena of the
underwater explosions (UNDEX): shock wave, high pressure and bubble motion.

 
Figure 1. Various wall structures utilized for pressure hulls. (a) Reproduced with permission from [26],
Copyright Elsevier, 2011. (b,d–f) reproduced with permission from [27], Copyright Elsevier, 2003.
(c) reproduced with permission from [28], Copyright Elsevier, 2016.
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Figure 2. Phenomena of the underwater explosions (UNDEX): shock wave, high pressure and
bubble motion.

(W) denotes the mass of the explosive charge in (Kg), (D) denotes the charge depth in m, and (R)
denotes the distance between the explosive charge and target in (m). In UNDEX events, there are two
types of subsequent cavitations that occur: the bulk and the local cavitation. The latter is caused by
the reflection of the shock wave at the free surface and must be taken into consideration during the
analysis of the surface ship. When the shock wave impinges upon the structure, then the total pressure
Ptot(t) at the fluid structure interface can be expressed according to Equation (8) [43]:

Ptot(t) = Pin(t) + Pc(t) + Pst (8)

where Pin(t) denotes the incident shock wave, Pc(t) denotes the scattered pressure, and Pst denotes the
hydrostatic pressure. Accordingly, the local cavitation occurs in the water as the pressure drops to
vapor pressure (about 0.3 psi) [31]. Thereafter, the cavitation collapses and reload the structure.

3. Composite Failure Criteria

An appropriate failure criterion is needed in order to find the maximum permissible load before
lamina failure. Therefore, it is necessary to develop theories to compare the state of stresses and strains
in materials [44–46].

3.1. Maximum Stress Failure Criteria

The maximum stress criteria are single mode failure criteria. Fracture occurs if stresses at the
principal material coordinates are higher than their respective strength. The failure index (IF) is
presented in Equation (9) [47]:

IF = max

⎧⎪⎪⎪⎨⎪⎪⎪⎩
σ11/Xt if σ11 > 0 or − σ11/Xc if σ11 < 0
σ22/Yt if σ22 > 0 or − σ22/Yc if σ22 < 0
|τ12|/S

(9)

where Xt, Xc, Yt, Yc and S denote the ultimate longitudinal, transversal and shear strength constants,
respectively. Also, (σ11, σ22 and τ12) denote the applied longitudinal, transversal and shear stress
components, respectively, and can be calculated using Equation (10) [48]:⎧⎪⎪⎪⎨⎪⎪⎪⎩

σ11

σ22

τ12

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
Q11 Q12 0
Q12 Q22 0

0 0 Q66

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
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ε11

ε22

γ12

⎫⎪⎪⎪⎬⎪⎪⎪⎭ (10)
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where Q11 = (1− υ12υ21)
−1E1, Q12 = (1− υ12υ21)

−1E1υ21, Q22 = (1− υ12υ21)
−1E2, Q66 = G12.

3.2. Tsai-Hill Failure Criteria

Tsai-Hill failure criterion assume that there is an interaction between longitudinal, transversal
and shear strength in the damage progress. The Tsai-Hill failure criterion can be expressed as in
Equation (11) [49]:

σ2
11

/X2 + σ2
22

/Y2 − σ11σ22/X2 + τ2
12

/S2 = 1 (11)

whereσ11, σ22 andτ12 are the applied longitudinal, transversal and shear stress components, respectively,
and can be calculated using Equation (10). Meanwhile, X and Y are the longitude and traverse strength,
respectively, whether in tension or compression, which depends on the stress status in the laminates.
S is the shear strength constant.

3.3. Tsai-Wu Failure Criteria

The Tsai-Wu failure criterion is the most generalized criterion that distinguishes between
compressive and tensile strength. The criterion can be expressed as shown in Equation (12) [50,51]:

FI = σ11

( 1
Xt
− 1

Xc

)
+ σ22

( 1
Yt
− 1

Yc

)
− σ2

11

Xt ×Xc
− σ2

22

Yt ×Yc
− τ

2
12

S2 (12)

where FI is the failure index, Xt, Yt, Xc, Yc, σ11, σ22, τ21 and S are as aforementioned. The failure occurs
when the calculated stresses reaches the ultimate stresses and the FI reaches or exceeds the value 1 [52].
In finite element procedures, failure criteria are presented using a defined failure index and can be
presented as per Equation (13):

FI =
Stress

Strength
(13)

The results presented in this work are based on maximum stress, Tsai-Hill and Tsai-Wu
failure criteria.

4. Optimization and Geometrical Configuration of MICEPH

In this work, the proposed form of submarine pressure hull is a multiple intersecting cross-elliptical
hull, constructed from Carbon/Epoxy composite (USN-150) with stacking sequence [(α/−α)4]s.
The optimization is performed using the ANSYS V14.5 (ANSYS, Canonsburg, PA, USA) parametric
design language (APDL) to maximize buckling load and minimize the buoyancy factor under the
constraints of failure strength and deflection (δmax) according to the design requirements. The model
was built using SHELL99 for the shell and BEAM189 for the ring and long beams [53,54]. The material
properties and the strength parameters are presented in Table 1 [55]. Figure 3 shows the proposed
MICEPH utilized in this study. Figure 3 shows the multi-objective optimization procedure flow chart.
The random design generation method (RDGM), which is a sub type of the sub problem approximation
used in (ANSYS) will be considered in this study. On the other hand, Table 2 illustrates the results of
the multi-objective optimization for MICEPH which indicates the optimal design point and objective
function. The table contains the failure index (FI) for the maximum stress (FMAXF) and Tsai-Wu (FTWSR)
failure criteria. The optimal objective function (MOF) is 0.0487, the buoyancy factor (B.F) is 0.197,
and the buckling strength factor is 4.056, with a total hull weight of 394.57 kg. The optimal angle-ply
orientation (α) is 49◦, with a layer thickness (t) equal to 1.294 mm. The major diameter (Dmajor) and
minor diameter (Dminor) are 2.0 m and 1.6836 m, respectively. The intersecting angel (θ) is 40◦, and the
radius (R) is equal to 0.50 m.
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Table 1. Strengths of unidirectional composites and material properties of the sandwich components.

Material Material and Strength Properties

Carbon/epoxy composite (USN-150)
E11 = 131 GPa, E22 = 10.8 GPa, E33 = 10.8 GPa, G12 = 5.65 GPa, G23
= 5.65 GPa, υ12 = 0.28, υ23 = 0.0.59, Xt = 2000 MPa, Xc = 1400 Mpa,

Yt = 61 MPa, Yc = 130 MPa, S = 70 MPa, ρ = 1540 kg/m3

Figure 3. Multi-objective optimization procedure flow chart.

Table 2. The results of optimal design for pressure hull without core (Carbon/epoxy composite (USN)).

Tsai-Wu
Failure
(FTWSR)

Maximum
Stress Failure

(FMAXF)

Tsai-Wu
Failure
(FTWSR)

Maximum
Stress Failure

(FMAXF)

Buckling
Strength
Factor (λ)

4.05636769

FI_1 0.741309805 0.678269306 FI_12 0.821134469 0.752770265 Layer
thickness (t)

1.2946 mm

FI_2 0.722204168 0.663666634 FI_13 0.862284155 0.786597570 B.F 0.197617464

FI_3 0.719470819 0.648617196 FI_14 0.870768505 0.827885448 Total weight
394.574729

kg

FI_4 0.701161177 0.639770414 FI_15 0.915660726 0.858129679 θ 40◦

FI_5 0.698515548 0.634590148 FI_16 0.964664573 0.999689193 α 49◦

FI_6 0.689078750 0.625456838 Dmajor 2.0 m h1 75.4 mm

FI_7 0.705410043 0.620743340 Dminor 1.6836 m b1 56 mm

FI_8 0.707480479 0.671368673 Operating
depth (H)

500 m h2 50 mm

FI_9 0.698181393 0.664485365
Maximum
deflection

(δMAX)
4.65067861 (mm) b2 5 mm

FI_10 0.772656298 0.678194589 R 0.50 m h3 50 mm

FI_11 0.810096248 0.714633754 MOF 4.871783801 × 10−2 b3 5 mm
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5. Modeling and Simulation of MICEPH

The fluid structure interaction (FSI) and UNDEX phenomena are implemented in non-linear finite
element code ABAQUS V6.13 (Dassault Sys Simulia Corp, Providence, RI, USA)/Explicit. The MICEPH
used in this study consists of five cross-ellipses, as demonstrated in Figure 4. The optimized structural
hull and water domain are imported from ANSYS Program as (* iges). Since the water domain does
not have internal space for the pressure hull, it therefore needs to be modified to have identical
internal shape for the hull. This can be simply done using the merge/cut function in the CAE model
part in ABAQUS. The pressure hull was modelled using the shell elements. The stiffeners were
added in the radial and longitudinal directions to provide structural integrity. The fourth node shell
element (S4R) was used to model the pressure hull and stiffeners. An assemblage of 4-node acoustic
tetrahedral elements (AC3D4) was used to represent the external fluid. The total horizontal length
of the fluid model with the spherical ends was 11.56 m. The vertical length of the fluid domain was
7 m. The modeled water domain part includes the hull structure. The model and the charge mass
were located at depth 100 m below the free surface. In dynamic problems that involve fluid and
coupled solid medium, the interface between the two domains must be identical. Also, the water
domain must have bulk modulus and density since it is acoustic domain. Figure 5 shows the finite
element model and the meshing technique for the MICEPH surrounded by the fluid. The boundaries
of the fluid around the MICEPH may cause shock wave reflection or refraction, which may cause a
change in its superposition or cancellation by the incident wave [56,57]. To overcome this problem,
the boundary condition of the fluid is executed as a non-reflective boundary condition during the
analysis. The pressure hull was exposed to UNDEX produced by various amounts of explosives and
offset distances (30 kg TNT at 5.5 m, 20 kg TNT at 5.5 m, 15.5 m and 20.5 m). In this study, the stand-off
distance is located at the right side of the cross-elliptical submersible pressure hull. The stand-off
point represents the location where the incident wave defined and represented by reference point1
(RP1). The location of the charge (source point) defined as reference point 2 (RP2), which represents the
position of the charge as illustrated in Figure 6. There are three types of input parameters for UNDEX:
physical charge, material and bubble model. Defining the UNDEX bubble in the interaction module
was applied by defining the source point, stand off point which specifying the wave properties and
charge depth. Taking into consideration that the infinite surface shouldn’t reflect the shock wave; thus,
acoustic impedance (non-reflecting) has to be applied. The initial boundary condition for the infinite
surface of water domain (acoustic wave) was set to zero, which means that the domain is calm water,
i.e., no interference [58].

° 

Dmajor Ltot 

R

t 

(b1xh1) (b2xh2) 

Ring beam 

(b3xh3) 

Long beam 

Dminor 

Figure 4. Miceph.
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(a) cross-elliptical submersible pressure hulls 

 
(b) fluid domain 

Figure 5. Finite element modeling of: (a) cross-elliptical submersible pressure hulls, and (b)
fluid domain.

 
Figure 6. The location of charge (source point (RP2)) and stand-off point (RP1).

6. Results and Analysis

6.1. Propagation of Shock Wave

In this study, the MICEPH is subjected to shock wave and bubble pulse owing to UNDEX.
Its performance depends mainly on the strength of the waves and the resilience of its structure.
The stand-off point at node (A) was first struck by the shock wave. The charge is located at different
stand-off distances—5.5 m, 15.5 m and 20.5 m—measured from the stand-off point. In the modelling
procedures, two output variables were provided for the acoustic pressure: (i) the acoustic pressure
(POR), which represents the total dynamic pressure in the wave formulation analysis including
additional pressure induced by the incident and scattered waves; and (ii) the absolute acoustic pressure
(PABS), which is the sum of the acoustic pressure and hydrostatic pressure. The acoustic pressure
magnitudes are in Pascal [56]. Figure 7 demonstrates the POR at which the total dynamic pressure
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instantaneously occurs at the time of explosion (zero time instant) due to total wave formulation. Also,
the figure shows the spherical shape of the shock wave and the initial instantaneous shock wave
propagation at the time of the explosion due to different explosive weights and stand-off distances.
It can be observed that the maximum shock wave pressure determined was 3.471 × 107 Pa due to
30 kg TNT at offset distance of 5.5 m. Figure 7b–d illustrates the computed POR field distribution due
to 20 kg TNT at offset distances of 5.5 m, 15.5 m and 20.5 m. The maximum shock wave pressure
measured was 2.373 × 107 Pa, 6.777 × 106 Pa and 4.853 × 106 Pa at explosive offset distance 5.5 m, 15.5 m
and 20.5 m, respectively. The location of the source and standoff point greatly affect the computed
POR field distribution, propagation and its magnitude.

  
(a) Due to 30 kg TNT and offset distance (5.5 m). (b) Due to 20 kg TNT and offset distance (5.5 m). 

  
(c) Due to 20 kg TNT and offset distance (15.5 m). (d) Due to 20 kg TNT and offset distance (20.5 m). 

Figure 7. Computed POR field at the zero time instant due to total wave formulation.

Figures 8 and 9 present the computed POR field distribution at several time instants at the front
and back sides of fluid domain. The propagation of the shockwave and the dynamic pressure in
the surrounding water were clearly presented in these figures. The figures demonstrated that there
are some radial POR waves that hits the structure and consequently leads to some deformations.
Furthermore, it was observed that the dynamic pressure is affected by the reflections and the emissions
from the pressure hull in addition to the incident field from the source point. When the shock wave
hits the cross-pressure hull, it is reflected and generates negative pressure. Also, it is interaction with
the incident wave decreases the dynamic pressure in the surrounding fluid. This is attributed to the
fact that the water cannot withstand tension. That is why the total dynamic pressure acquired negative
values as illustrated in the figures. Furthermore, cavitation occurs immediately after the incident shock
wave hits the MICEPH. Additionally, local cavitation around the MICEPH was observed once the
acoustic pressure declines to the steam pressure of the fluid. Subsequently, when the local cavitation
disappears, the load of the fluid on the pressure hull generates vibrations. Additionally, Figure 9
illustrates that the shock wave propagates symmetrically from the stand-off point to the aft and fore,
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while it expands in the perpendicular direction. The aforementioned results are in accordance with
the results reported in [2,43,59]. Also, Figure 9 presents the volume changes in gas bubbles. If the
oscillating gas bubble is close enough to the pressure hull, the differential pressure will be created.
When the bubble decreases in volume (due to resistance to water flow close to the hull), that would
result in bubble collapsing onto the hull and producing high speed water jet, which in some instances
is capable of destroying or holing the pressure hull.

  
(a) At 16 ms. (b) At 20 ms. 

  
(c) At 24 ms. (d) At 28 ms. 

 
(e) At 120 ms. (f) At 180 ms. 

  
(g) At 200 ms. (h) At 200 ms. 

Figure 8. Computed POR field distributions at several time instants at the front side of the fluid domain
(on the blast side).
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(a) At 0 ms. (b) At 4 ms. 

  
(c) At 20 ms. (d) At 32 ms. 

 
(e) At 36 ms. (f) At 40 ms. 

 
(g) At 44 ms. (h) At 48 ms. 

  
(i) At 52 ms. (j) At 56 ms. 

Figure 9. Computed POR field at several time instants at the back side of the fluid domain (the side
most remote from the charge).

6.2. Responses of Submarine Pressure Hull to UNDEX

The optimum MICEPH subjected to non-contact UNDEX will show three major response modes:
(i) motion in the axial direction that makes the accordion motion, (ii) motion in a direction at right
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angle to the fore-and-aft line of the MICEPH that makes the whipping mode parallel to the direction of
the shock wave propagation, and (iii) motion in the vertical direction that makes the breathing motion
perpendicular to the shock wave direction of the travel. Several locations were chosen in the model
(location A, B, C, D, E and F) to demonstrate the responses in the MICEPH as illustrated in Figure 10.

Figure 10. Finite element model of Multiple. Intersecting Cross Elliptical Pressure Hull (MICEPH) and
the locations of different test points.

6.2.1. The Acceleration Response at Different Locations

First, the response of the MICEPH in the axial direction is illustrated in Figure 11. The figure
presents the time history response of Z-axial acceleration (A3). UNDEX of 20 kg TNT at different
offset distances of 5.5 m, 15.5 m and 20.5 m were discussed. At points E and F, located at the center of
each end of the MICEPH, it was observed that the acceleration responses (A3) were in the opposite
directions and occurs at the same instance. The peak value of the acceleration is 26 × 103 m/s2 at an
offset distance of 5.5 m, and occurs at 4 m/s. This measurement then oscillates and decays after 4 m/s.
In addition, while the offset distance increases, the acceleration decreases and acquires 8.3 × 103 m/s2

and 6.65 × 103 m/s2 at offset distances of 15.5 m and 20.5 m, respectively. This is attributed to increasing
the standoff distance of the explosive charge. Also, the figure demonstrates that the bubble pulses
show a minor impact on nodes E and F.

Similarly, Figure 12 plots the time history curves of Z-axial acceleration (A3) for nodes C and D.
The curves illustrate that while the pressure hull stroked by the shock wave, node C moves to the left
and node D moves to the right at the same time instance which causes the accordion motion. This is
attributed to the propagated compressive pressure and its subsequent release on the MICEPH in the
axial direction. The peak value at node D of the measured acceleration is 27.4 × 103 m/s2 in the negative
Z-direction, owing to a 20 kg TNT charge and an offset distance of 5.5 m. Likewise, at node C, the peak
value of acceleration is 23.9 × 103 m/s2, which occurs at 2 m/s. Also, as the offset distance increases at
node C, the acceleration decreases and achieves 4.6 × 103 m/s2 and 2.8 × 103 m/s2 at offset distances
of 15.5 m and 20.5 m, respectively. Similarly, the maximum acceleration at node D are 5.1 × 103 m/s2

and 3.2 × 103 m/s2 at offset distances of 15.5 m and 20.5 m, respectively. The aforementioned results
demonstrate that the peak acceleration at nodes C and D were achieved before nodes E and F.
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(a) Fore and aft Acceleration (A3) at offset distance 5.5 m. (b) Fore and aft Acceleration (A3) at offset distance 15.5 m. 

 
(c) Fore and aft Acceleration (A3) at offset distance 20.5 m. 

Figure 11. The acceleration-time history (A3) at nodes E and F due to 20 kg TNT on the pressure hull.

  
(a) Fore and aft acceleration (A3) at offset distance 5.5 m. (b) Fore and aft acceleration (A3) at offset distance 15.5 m. 

 
(c) Fore and aft acceleration (A3) at offset distance 20.5 m. 

Figure 12. The acceleration-time history (A3) at nodes C and D due to 20 kg TNT on the pressure hull.
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On the other hand, Figure 13 illustrates the acceleration response (A2) of the MICEPH in the
vertical direction of nodes E and F under UNDEX of 20 kg TNT at offset distances of 5.5 m, 15.5 m and
20.5 m. It is observed that node E moves opposite to node F throughout the transient response of the
MICEPH. Also, the figure illustrates the breathing motion caused by the expansion and subsequent
contraction of the MICEPH. For instance, at node E and an offset distance of 5.5 m, the peak acceleration
(A2) is 9.45 × 103 m/s2 in the Y-direction, while at node F, the peak acceleration is 8.96 × 103 m/s2 in the
negative Y-direction and occurs at a time instance of 8 m/s. Furthermore, at higher offset distances of
15.5 m and 20.5 m, the peak measured accelerations are 7.16 × 103 m/s2 and 5.26 × 103 m/s2 in negative
Y-direction at node E. While at node F, the peak accelerations are 6.43 × 103 m/s2 and 5.15 × 103 m/s2 in
the Y-direction and occur at a time instance of 2 m/s.

  
(a) Vertical acceleration (A2) at offset distance 5.5 m. (b) Vertical acceleration (A2) at offset distance 15.5 m. 

 
(c) Vertical acceleration (A2) at offset distance 20.5 m. 

Figure 13. The acceleration-time history (A2) at nodes E and F due to 20 kg TNT on the pressure hull.

Furthermore, Figure 14 shows the acceleration time histories (A2) in the vertical direction for
nodes C and D which located at top and bottom of the MICEPH under the effect of 20 kg TNT charge
located at offset distances of 5.5 m, 15.5 m and 20.5 m. It is revealed that the upper point (node C)
moves in a direction opposite to that of the lower point (node D). The peak accelerations at node C,
measured downward, are −40 × 103 m/s2, −10.4 × 103 m/s2, and −7.37 × 103 m/s2 at offset distances of
5.5 m, 15.5 m, and 20.5 m, respectively. Likewise, the peak accelerations at node D, measured upward,
are 49.2 × 103 m/s2, 12.6 × 103 m/s2, and 8.25 × 103 m/s2 at offset distances of 5.5 m, 15.5 m and 20.5 m,
respectively. The peak acceleration time histories (A2) at node D are higher than its counterpart at
node C, while the frequencies of accordion and breathing motion are nearly the same. These results
ensure that the accordion and breathing motion are directly correlated as per [2].
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(a) Vertical acceleration (A2) at offset distance 5.5 m. (b) Vertical acceleration (A2) at offset distance15.5 m. 

 
(c) Vertical acceleration (A2) at offset distance 20.5 m. 

Figure 14. The acceleration-time history (A2) at nodes C and D due to 20 kg TNT on the pressure hull.

Similarly, Figure 15 shows the acceleration time histories (A2) at nodes A and B. It is observed
that, once the shock wave struck the stand-off point at node A, the vertical movements of nodes A and
B follow the same direction. Node A moves first, followed by node B. The peak acceleration at node A
is −8 × 103 m/s2, −1.8 × 103 m/s2 and −1.3 × 103 m/s2 at offset distance of 5.5 m, 15.5 m and 20.5 m,
respectively, and occur downward. Likewise, the peak acceleration at node B is −3.5 × 103 m/s2, −1.1 ×
103 m/s2 and −0.81 × 103 m/s2 at offset distance of 5.5 m, 15.5 m and 20.5 m, respectively, following
the same direction at point A. Figure 16 plots the athwart acceleration time histories (A1) at nodes A
and B which is the primary direction of shock wave propagation. It is revealed that the shock wave
arrives at node A first then hits node B. The maximum athwart acceleration (A1) at node A occurs in
the horizontal direction and its peak is about 52.4 × 103 m/s2 at an offset distance of 5.5 m. This is
attributed to the release of the shock wave, occurrence of local cavitation and effect of bubble pulse.
On the other hand, the second peak values, measured at offset distances of 5.5 m, 15.5 m and 20.5 m,
occur owing to the uploading of the MICEPH. Similarly, the maximum athwart acceleration (A1) at
node B also occurs in the horizontal direction, and its peak is about 29.4 × 103 m/s2, 10.9 × 103 m/s2

and 7.9 × 103 m/s2 at offset distance of 5.5 m, 15.5 m and 20.5 m, respectively. From the aforementioned
analysis, it is concluded that the local cavitation has a major effect on athwart acceleration at standoff
point at node A. Likewise, the uploading of the structure and the first bubble pulse also have a major
effect on athwart acceleration. Additionally, for nodes A and B, the transverse responses are very
severe at these locations, and the greatest acceleration occurs in the athwart direction, which is the
main direction of shock wave with values of 52.3 × 103 m/s2 and 29.4 × 103 m/s2 at time intervals of
2 m/s and 4 m/s, respectively, followed by the vertical and longitudinal directions. While, for nodes C
and D, which located at the top and bottom of MICEPH, the peak acceleration occurs in the vertical
direction with values of −40 × 103 m/s2 and 49.2 × 103 m/s2 at time interval of 4 m/s, followed by the
athwart and longitudinal directions. Furthermore, at nodes E and F, which located at the center of each
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end of the MICEPH (fore and aft direction), the peak acceleration occurs in the longitudinal direction
followed by the vertical and athwart directions.

  
(a) Vertical acceleration (A2) at offset distance 5.5 m. (b) Vertical acceleration (A2) at offset distance 15.5 m. 

 
(c) Vertical acceleration (A2) at offset distance 20.5 m. 

Figure 15. The acceleration-time history (A2) at nodes A and B due to 20 kg TNT on the pressure hull.

  
(a) Athwart acceleration (A1) at offset distance 5.5 m. (b) Athwart acceleration (A1) at offset distance 15.5 m. 

 
(c) Athwart acceleration (A1) at offset distance 20.5 m. 

Figure 16. The acceleration-time history (A1) at nodes A and B due to 20 kg TNT on the pressure hull.
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6.2.2. The Displacement Response at Different Locations

Figure 17 illustrates the deformation response in the translation direction (U2) at nodes A and B
owing to 20 kg TNT at various offset distances (5.5 m, 15.5 m and 20.5 m). It is observed that the vertical
displacement (U2) at nodes A and B move in opposite directions throughout the transient response
and follow the same variation. In addition, the figure shows a rigid body translation of the MICEPH.
Figure 17a shows the high-frequency response measured at nodes A and B, at an offset distance of 5.5 m.
It is revealed that at a small offset distance, the structural wavelengths are longer than the acoustic
wavelengths. Additionally, the surrounding fluid acts on the structure as a simple damping mechanism
and the energy transported away from the structure through the acoustic radiation. Furthermore,
Figure 17b illustrates the intermediate-frequency response at nodes A and B, at an offset distance of
15.5 m. At an intermediate offset distance, the structural wavelengths are nearly similar to the acoustic
wavelengths. In addition, the surrounding fluid added mass and radiation damping on the structure
of the hull. Moreover, Figure 17c demonstrates the low-frequency response at nodes A and B, at offset
distance of 20.5 m. It is revealed that the structural wavelengths are nearly shorter than the acoustic
wavelengths and the surrounding fluid added effective mass to the structure of the hull on the wetted
interface. Figure 18 presents the translation (U2) in the vertical direction of two points located at the
top (node C) and bottom (node D) of the amid-ship section at different offset distances (5.5 m, 15.5 m
and 20.5 m) due to 20 kg TNT. It is observed that the upper point (node C) is moved in a direction
opposite to the lower point (node D). The figure also illustrates that the displacement at node C is
higher than its counterpart at node D. In addition, the pressure hull shows an elastic deformations
and rigid body motions with a significant heaving and pitching response. These results match those
achieved by [60]. Similarly, Figure 19 illustrates the axial displacement response (U2) in the vertical
direction of points located at the center of each end of the MICEPH (E and F). It is observed that the
two nodes move in opposite direction with almost similar frequencies forming the accordion motion.
Additionally, the shape of the displacement response (U2) is significantly affected by the offset distance.
While the offset distance increases, the frequency decreases. The aforementioned results agree well
with that acquired by [40,43].

  
(a) U2 at offset distance 5.5 m. (b) U2 at offset distance 15.5 m. 

 
(c) U2 at offset distance 20.5 m. 

Figure 17. Displacement-time history responses (U2) at nodes A and B on the MICEPH.
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(a) U2 at offset distance 5.5 m. (b) U2 at offset distance 15.5 m. 

 
(c) U2 at offset distance 20.5 m. 

Figure 18. Displacement-time history responses (U2) at nodes C and D on the MICEPH.

  
(a) U2 at offset distance 5.5 m. (b) U2 at offset distance 15.5 m. 

(c) U2 at offset distance 20.5 m 

Figure 19. Displacement-time history responses (U2) at nodes E, F on the MICEPH.
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6.2.3. Failure Analysis of MICEPH

To evaluate the maximum allowable load that can be sustained before lamina failure, an appropriate
failure criterion is needed. Therefore, the failure of the MICEPH is analyzed in this study using
different failure criteria (maximum stress and Tsai-Hill failure criteria). The failure was assessed
through the calculation of the failure index. If the failure index achieved unity, then the material had
failed. Figures 20 and 21 demonstrate the failure index distribution on the structure of the pressure
hull due to 20 kg TNT at different offset distances of 5.5 m and 15.5 m at various time instants.

   
(a) Azzi failure at 2 ms (b) Maximum stress failure at 2 ms (c) Tsai-Hill failure at 2 ms 

   
(d) Azzi failure at 4 ms (e) Maximum stress failure at 4 ms (f) Tsai-Hill failure at 4 ms 

   
(g) Azzi failure at 20 ms (h) Maximum stress failure at 20 ms (i) Tsai-Hill failure at 20 ms 

(j) Azzi failure at 28 ms (k) Maximum stress failure at 28 ms (l) Tsai-Hill failure at 28 ms 

   
(m) Azzi failure at 52 ms (n) Maximum stress failure at 52 ms (o) Tsai-Hill failure at 52 ms 

   
(p) Azzi failure at 200 ms (q) Maximum stress failure at 200 ms (r) Tsai-Hill failure at 200 ms 

Figure 20. Failure criteria distributions on pressure hull due to 20 kg TNT and offset distance 5.5 m.

140



Appl. Sci. 2019, 9, 3489

   
(a) Azzi failure at 2 ms (b) Maximum stress failure at 2 ms (c) Tsai-Hill failure at 2 ms 

   
(d) Azzi failure at 4 ms (e) Maximum stress failure at 4 ms (f) Tsai-Hill failure at 4 ms 

   
(g) Azzi failure at 20 ms (h) Maximum stress failure at 20 ms (i) Tsai-Hill failure at 20 ms 

   
(j) Azzi failure at 28 ms (k) Maximum stress failure at 28 ms (l) Tsai-Hill failure at 28 ms 

   
(m) Azzi failure at 52 ms (n) Maximum stress failure at 52 ms (o) Tsai-Hill failure at 52 ms 

   
(p) Azzi failure at 200 ms (q) Maximum stress failure at 200 ms (r) Tsai-Hill failure at 200 ms 

Figure 21. Failure criteria distributions on pressure hull due to 20 kg TNT and offset distance 15.5 m.

Generally, it is observed that the failure indices decrease with increasing stand-off distance.
Furthermore, the maximum failure indices are measured around the ring and long beams. Moreover,
it is revealed that failure is firstly initiated near the stand-off point. Figure 21 also shows the distribution
of different failure criteria such as Azzi-Tsai-Hill, maximum stress, and Tsai-Hill criteria on the MICEPH.
The results demonstrate that the difference among the different failure criteria is relatively too small.
Figure 22 presents the maximum stress and Tsai-Hill failure-time histories for elements A, B, C, D,
E and F on the structure of the pressure hull. The results illustrate that the maximum failure index
occurs at offset distance of 5.5 m. The failure index owing to the maximum stress and Tsai-Hill criteria
showed a similar trend with relatively small differences.
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Figure 22. Maximum stress and Tsai-Hill failure-time history for elements A, B, C, D, E and F on the
pressure hull.
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7. Conclusions

In this study, the dynamic response of optimized multiple intersecting MICEPH under the effect
of non-contact UNDEX was explored. The simulation technique was followed to avoid the expenses
and complexity of physical tests. First, the multiple intersecting MICEPH subjected to hydrostatic
pressure was optimized. Thereafter, using the optimum design results, the numerical simulation was
carried out. Then, the response modes, breathing, accordion and whipping for the MICEPH subjected
to non-contact UNDEX were discussed. Furthermore, the effects of applying various failure criterions
such as maximum stress, Azzi-Tsai-Hill, and Tsai-Hill criteria for the damage initiation on failure
strengths of pressure hull were studied. Based on the analysis and the simulation results, the following
conclusions were drawn:

• The explosion weight and standoff distance greatly affects the computed POR field distribution,
propagation and its magnitude.

• Based on the study of response modes, for nodes A and B, the greatest acceleration occurs in
the athwart direction, which is the main direction of the shock wave, followed by the vertical
and longitudinal directions. Meanhwile, for nodes C and D, which are located at the top and
the bottom of the MICEPH, the greatest acceleration occurs in the vertical direction followed by
the athwart and longitudinal directions. Likewise, for nodes E and F, which are located at the
center of each end of the MICEPH (fore and aft) directions, the greatest acceleration occurs in the
longitudinal direction, followed by the vertical and athwart directions.

• The cavitation occurs immediately after the incident shock wave hits the MICEPH.
• The local cavitation has a major effect on athwart acceleration. Additionally, the uploading of

structure and the first bubble pulse have also, a major effect on athwart acceleration.
• This analysis can predict the failure index of the optimized pressure hull, which can be effectively

used to determine the safe explosion weights and standoff distance to avoid the failure.
• The failure index of the pressure hull, caused by the shock wave due to detonation of 20 kg TNT

charge at offset distance 5.5 m away from the side of the amidships of the hull is higher than one.
Therefore, in this case, the pressure hull will collapse.

• On the other hand, at offset distance 15.5 m and 20.5 m, the failure index of the pressure hull is
less than one, and the pressure hull will avoid the failure. Consequently, the standoff distance has
a great effect on the failure index.

• The test results showed that applying different failure criterion such as maximum stress,
Azzi-Tsai-Hill, and Tsai-Hill criteria for the damage initiation have a slight to no difference
among them on the failure strengths of pressure hull.

• The simulation technique utilized in this study and its results can serve as a valuable reference for
designers to enhance the resistance of underwater vehicles against underwater explosion.
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Abstract: Load-bearing laminated glass (LG) elements take the form of simple members in buildings
(i.e., columns, beams, and plates) or realize stand-alone assemblies, where glass and other traditional
constructional materials can interact. Among several relevant aspects, the dynamic response of LG
structures requires dedicated methods of analysis, towards the fulfilment of safe design purposes.
A combination of multiple aspects must be taken into account for dynamic calculations of even
simple LG elements when compared to static conditions, first of all the sensitivity of common
interlayers to the imposed vibration frequency. The challenge is even more complex for the vibration
serviceability assessment of in-service LG structures, where the degradation of materials and possible
delamination effects could manifest, hence resulting in structural performances that can markedly
differ from early-design conditions. Major uncertainties can be associated to the actual mechanical
characterization of materials in use (especially the viscoelastic interlayers), as well as the contribution
of restraints (as compared to ideal boundaries) and the possible degradation of the bonding layers
(i.e., delaminations). All of these aspects are examined in the paper, with the support of extended
analytical calculations, on-site experimental measurements, and parametric Finite Element (FE)
numerical analyses. When compared to literature efforts accounting for ideal boundaries only,
an analytical formulation is proposed to include the effects of flexible restraints in the dynamic
performance of general (double) LG beams. Special care is also spent for the presence of possible
delaminations, including size and position effects. In the latter case, existing formulations for
composite laminates are preliminarily adapted to LG beams. Their reliability and accuracy is assessed
with the support of test predictions and parametric FE simulations.

Keywords: laminated glass (LG); free vibrations; fundamental frequency; mechanical restraints; field
experiments; analytical modelling; Finite Element (FE) numerical modelling

1. Introduction

Laminated glass (LG) is largely used in several ways, and mostly increasing is its application for
load-bearing structural members for buildings and constructions. There, special care is required for the
optimal and safe design of structural elements that are able to ensure resistance, robustness, stiffness,
redundancy, etc., even under extreme loads [1,2].

From a structural point of view, critical design conditions can include explosive events [3–5] and
impacts [6–8], natural hazards and earthquakes [9,10], and dynamic loads in general (including moving
loads, in the case of pedestrian systems [11–16]), whose effects need dedicated calculation methods.

While the research community is spending efforts for the refinement or development of
analytical/graphical design procedures that are able to capture the limit states of interest for design,
the actual dynamic behaviour of even simple laminated glass elements is often described by means of
approximate methods/working assumptions [17]. Such a strategy can be beneficial at the preliminary
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design stage. However, the same approaches are often not able to properly capture the real dynamic
performance of in-service LG structures. This is especially the case of LG systems that are subjected
to severe operational conditions, where mechanical properties and boundary conditions might be
strongly affected by installation methods, ambient, etc. (i.e., Figure 1).

(a) (b) 

Figure 1. Example of glass structures under severe operational conditions, due to (a) temperature
variations or (b) overcrowding.

In this context, the paper aims at investigating the dynamic behaviour of the in-service LG members
in free vibrations. Following earlier studies of literature, special care is focused on the sensitivity
analysis of their fundamental frequency to a multitude of aspects of technical interest, including
the type of interlayer (and its frequency-dependent shear stiffness), the aspect ratio of LG beams,
the presence of flexible restraints that can provide only partial translational/rotational constraints (with
respect to ideal boundaries), or the effects of possible delaminations in the bonding interlayers.

To this aim, classical analytical methods are first recalled in Section 2, so as to introduce the literature
concept of “adjusted dynamic” effective thickness for LG beams [17]. Hence, preliminary analytical
calculations are carried out on a wide set of LG beams, giving evidence of the expected sensitivity of
frequency estimates to some variations in the LG beam composition and/or geometrical configuration.

As shown, major uncertainties in frequency estimates can derive from the actual stiffness of
restraints, as well as from the dynamic response of the interlayers in use, to the imposed vibration
frequency. Even further sensitivity is related—for in-service structures—to the possible presence of
damage, like delaminations or material degradations, which should be properly taken into account for
safe vibration assessments, with respect to early-stage design calculations. Such an aspect is further
explored with the support of on-site vibration experiments (Section 3) that were carried out on selected
LG beams belonging to an existing structure. The sensitivity of test predictions to major influencing
parameters is discussed in Section 4, with the support of refined Finite Element (FE) numerical models
(ABAQUS [18]) and parametric analytical calculations. Based on experimental observations and refined
FE numerical models (ABAQUS [18]), practical analytical expressions are proposed in the paper, so that
the expected vibration frequencies of a general (double) LG beam with flexible restraints could be
rationally calculated. Dedicated analytical methods are also adapted to LG members and proposed to
include possible delaminations in the bonding interlayers, thus resulting in more accurate dynamic
estimations for in-service glass structures, based on past literature studies on composite laminates.

2. Classical Analytical Formulation for Frequency Calculations

2.1. Reference System

The attention of the current study is focused on the vibration performance of double LG beams
agreeing with Figure 2. For simplicity, the reference cross-section is symmetrical, inclusive of two glass
layers (with thickness h1 = h3) and a middle viscoelastic foil (h2), providing a certain shear coupling.
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The resisting LG member has total width b, with L the span, and d ≥ 0 representing the distance
(if any) between each restraints (from the middle axis) and the beam end section. Accordingly, L0 >> 2d
is the actual bending span. The thickness hi of each layer is relatively small when compared to the
global dimensions b × L.

In addition, E1 = E3 = 70 GPa is the nominal modulus of elasticity (MoE) of glass, with ρ1 =

ρ3 = 2500 kg/m3 the density and ν1 = ν3 = 0.23 the Poisson’ ratio [19]. Disregarding the interlayer
type and composition, the bonding foil has generally a relatively low density ρ2 as compared to glass
(ρ2 ≈ 1000 kg/m3), while its stiffness can strongly modify with operational conditions, see Section 2.2.

(a) 

(b) 

(c) 

Figure 2. Double LG beam in free vibrations: (a) transversal and (b) longitudinal cross-sections, with
(c) selected ideal restraints.

2.2. Existing Closed-Form Solutions

Assuming the ideal restraint configurations that were schematized in Figure 2c for simply
supported (S-S) or clamped (C-C) members, classical theories for slender beams can be taken into
account for frequency analyses of LG elements, as far as the dynamic mechanical properties of the
interlayer in use are properly described.

According to Figure 2, a given LG beam in free vibrations must, in fact, satisfy the well-known
Euler–Bernoulli differential equation of motion, that for a given a monolithic (A = b × h) × L0 member
is given by [20]:

∂2

∂x2 EI(x)
(
∂2υ(x, t)
∂x2

)
+ ρA

∂2υ(x, t)
∂t2 = 0 (1)

Moreover, in Equation (1), v(x,t) is the vertical displacement at the abscissa 0 ≤ x ≤ L0 and time
instant t; E and ρ the MoE and density of the material in use; and, I the second moment of area. Thus,
the fundamental frequency is conventionally given by the compact expression [20]:

fn =
ωn

2π
=

1
2π

√
β4

nE
12m

h3 (2)

with n the mode order and β the wavenumber (Table 1).
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Table 1. Reference wavenumbers βn and shape coefficients Ψ for beams with simple restraints (Figure 2c)
and bending span L0.

Beam Restraints

βn Ψ

Mode Order n Mode Order n

1 2 3 1 2 3

Simply supports (S-S) π/L0 2π/L0 3π/L0 π/L0
2 (2π)2/L0 (3π)2/L0

Clamps (C-C) 4.73/L0 7.8532/L0 10.996/L0 40.7/L0
2 82.6/L0

2 148/L0
2

According to several studies of literature, the challenge for a given LG member lies in the
estimation of the actual composite stiffness, being strongly related to the shear coupling effect of the
bonding interlayer. Besides the availability of simplified analytical approaches that are based on the use
of an equivalent, monolithic glass thickness hef = h for sandwich sections, according to Figure 2, it was
shown in [17] that the “adjusted dynamic” effective thickness (adapted from [21] for modal analysis
purposes) is able to offer reliable frequency estimates for double LG beams with ideal boundaries.
In particular, such an “adjusted” thickness is given by [17]:

he f = 3

√√√ 1
η

h3
1+h3

3+12Is
+

1−η
h3

1+h3
3

(3)

where η represents the shear coupling of the composite section:

0 ≤ η = 1

1 + E1h2
G2b · I1+I3

Itot
· A1A3
A1+A3·Ψ

≤ 1 (4)

and the other relevant terms are given by:

Ii =
bh3

i
12

Ai = bhi (5)

Is =
h1h3

h1 + h3
·[h2 + 0.5(h1 + h3)]

2 (6)

Itot = I1 + I3 +
A1A3

A1 + A3
·[h2 + 0.5(h1 + h3)]

2 (7)

The coefficient Ψ in Equation (4) depends on the normalized shape of deflections, for a given
homogeneous beam. For basic boundary conditions and several mode orders n, Ψ can be calculated
from Table 1.

Finally, η in Equation (3) is strictly affected by the shear modulus G2 = G2(ω) of the bonding layer.
Given that the common materials for LG applications have a viscoelastic behaviour that depends on
the material composition and its vibration frequency and/or ambient conditions, this turns out in an
effective thickness hef = hef(ω), which explicitly reflects the dynamic response of the interlayer itself,
as a part of a composite system it belongs. However, according to Equation (2), it is also ω =ω(hef),
and hence an iterative calculation approach is required for accurate thickness/frequency estimates.

Both the real, frequency-independent term (storage modulus G2,0) and the imaginary part (loss
modulus, G2,ω), are in fact involved in the frequency domain, where:

G2(ω) = G2,0 + G2,ω(ω) (8)

and their typically high sensitivity to frequency is shown in Figure 3 (selected examples reproduced
from [7,17,22]).
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In this regard, literature projects have been dedicated to the mechanical characterization of
interlayers in use for LG systems, under the assumption of various severe conditions of temperature
or time loading (i.e., [23–30]). As far as the interlayer composition and the test method both modify;
however, different mechanical properties can be derived for a given interlayer material [31]. The study
reported in [32] also emphasized that the mechanical properties of the interlayer samples (i.e., material
test), or interlayer foils belonging to small portions of LG sections (i.e., section test), can result in
markedly different stiffness estimates, due to variation of the actual boundary conditions. Finally,
for in-service glass structures, it is generally recognized that the degradation of interlayers can affect
several material features, including the shear stiffness, but also the adhesion properties, and other
thermo-mechanical parameters that could indirectly affect the overall structural performance of a given
LG section (see [33–35]).

(a) (b) 

Figure 3. Examples of (a) storage and (b) loss moduli variation with frequency, for Polyvinyl Butyral
(PVB) or SentryGlas Plus (SGP) interlayers at 25 ◦C, according to [7,17,22].

In other words, Equation (3) represents a practical tool for design, being able to simplify the original
dynamic problem of composite beams with flexible, viscoelastic connection and ideal boundaries.
On the other side, the reference G2 = G2(ω) value for dynamic estimates should be properly assessed,
including possible delaminations (Section 4).

In Figure 4, frequency calculations are proposed for selected LG beams in the S-S or C-C conditions,
as a function of G2. The collected frequency values are derived from Equation (2), while assuming
that hef (Equation (3)) modifies with G2, and 10−4 MPa < G2 < 105 MPa. In the figures, both the limit
“layered” and “monolithic” conditions can be easily detected. In addition, the grey regions represent all
the possible frequency values that could characterize the dynamic performance of a given LG beam
geometry, as far as its end restraints are characterized by a certain translational/rotational stiffness that
can be comprised within the limit conditions of ideal simple supports (S-S) or clamps (C-C).
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(a) (b) 

(c) 

Figure 4. Example of analytical frequency estimations for double laminated glass (LG) beams, as a
function of the restraint type (S-S or C-C) and shear stiffness of the interlayer. The grey region denotes
the sensitivity of analytical frequency estimates to the restraints and interlayer stiffnesses.

As far as higher vibration modes are taken into account in Figure 4, it is possible to notice that the
grey region progressively minimizes for n = 2 and n = 3. As such, major uncertainties for simplified
analytical calculations can be expected, especially for n = 1, that in most of the cases is a key parameter
for design purposes.

2.3. Restraints and Delaminations for In-Service LG Systems

A relevant influencing parameter for the vibrational analysis of LG beams is certainly represented
by the effect of real restraints, with respect to the ideal supports (Figure 2c).

It was shown in [12], for example, that the restraints characterized by a certain flexibility (i.e., axial
(Ks) and rotational (Kr) stiffness due to the presence of soft layers, gaskets, etc., see Figure 5) should be
properly taken into account for the dynamic analysis of even monolithic glass members with cantilever
or beam behaviour, affecting both frequency and damping calculations.
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(a) (b) 

Figure 5. Example of LG beams with end mechanical restraints: (a) real system and (b) corresponding
mathematical model.

The presence of delaminations and their effects on the flexural stiffness of the resisting sandwich
section can represent another crucial aspect to account for dynamic analysis of LG members. Critical
regions for delaminations are commonly represented by restraints and edges (see, for example, Figure 6
and [36,37]). However, research studies on the structural performance of delaminated LG sections are
still limited (i.e., [38–41]). In addition, literature investigations are focused on the stress response of
simple LG members under laboratory conditions, which is with artificially imposed delaminations.

(a) (b) 

Figure 6. Examples of severe delamination in LG member, in the region of point mechanical restraints.
Reproduced with permission from (a) [36] and (b) [37].

In this regard, Equation (2) is expected to provide only approximate estimates of the actual
dynamic performance of in-service LG members, thus suggesting the need of more refined methods
of analysis.

3. Experimental Study on In-Service LG Beams

A series of field experiments was carried out on existing LG member in order to further explore
the actual dynamic behaviour of glass structures in operational conditions.

3.1. Specimens and Test Methods

The experimental study was carried out in May 2019, on a selection of 32 LG beams composed
of two, h1 = h3 = 10 mm thick fully tempered glass layers and a middle PVB foil (h2 = 0.76 mm its
thickness). The width of LG beams was fixed (b = 0.14 m), while the variations were represented
by the total span L. For the majority of them, L was in the range of 2.4 m and 2.7 m. The minimum
span—even with identical nominal section properties and restraints—was in the order of 1.45 m. Such a
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marked variability in the span was required—at the design stage—to accommodate some geometrical
irregularities of the primary structure hosting the specimens. The examined LG beams are, in fact,
currently part of an in-service glass walkway (in the form of handrails, see Figure 7), being constructed
in the early 2000 in the context of a Roman age Basilica monument in Aquileia, Italy (see also [15,16]
for further details on the pedestrian system).

Figure 7. Example of service loads for the tested LG beams (photos by C. Bedon, courtesy of So.Co.Ba.).

For all of the LG members, the end restraints were realized in the form of stainless steel point-fixings
according to Figure 8a, with holes having 42 mm nominal diameter and positioned at a distance
d = b/2 = 70 mm from the edges (see Figure 8b).

(a) (b) 

Figure 8. Experimental LG specimens: (a) detail of the typical restraint (photo by C. Bedon, courtesy of
So.Co.Ba.) and (b) schematic representation of the test setup test setup.

At the time of the on-site experiments, the selected LG beams were subjected to induced vibrations
and their acceleration in time was monitored via a single tri-axial sensor [42], glued on the top surface
of the mid-span section (Figure 8b). All of the tests were carried out with a mean temperature of 23 ◦C
and a 62% relative humidity.

For each specimen, multiple measurements were collected (minimum three test repetitions),
and then post-processed to predict the corresponding (mean) frequency.

In this regard, the advantage and potential of Operational Modal Analysis techniques is represented
by the possibility to derive even relevant mechanical parameters for in-service structures that cannot be
subjected to destructive (or laboratory) experiments. Otherwise, for the LG structure object of analysis,
the serviceability of the religious monument did not allow for performing massive experimental
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measurements, and required the use of a minimum number of instruments, thus involving some
further uncertainties for the interpretation of test results.

A key influencing parameter, for example, was represented by a certain degradation of the PVB
interlayers (due to repeated non-controlled ambient conditions and time), with visible delaminated
regions, close to the restraints and along the edges of each beam (detail views are proposed in Figure 9
for some of the tested specimens).

Another major issue in the experimental study and vibration serviceability assessment consisted
in the actual life-time of the selected LG specimens, thus in additional difficulties for the reliable
estimate of PVB mechanical properties. Most of them were characterized by a mean service life of
≈15 years at the time of the research study. However, some of them have been replaced during the
years, without any track of maintenance/replacement interventions.

Finally, a further uncertainty was represented by the actual stiffness contribution of the steel
point-fixings in use (Figure 8), thus its effects on the overall dynamic response of the LG members.

Figure 9. Example of delaminations (i.e., bubbles and shadows) for a selection of tested LG beams
(photos by C. Bedon, courtesy of So.Co.Ba.).

3.2. Derivation of Experimental Fundamental Frequencies

The analysis of the experimental results was based on post-processing of the collected
acceleration-time data, see Figure 10. Given the availability of a single control point only for
each test specimen, special care was spent for the fundamental frequency of LG beams, disregarding
higher experimental modes, or vibration shapes and damping related issues.

(a) (b) 

Figure 10. Examples of test records: (a) time-acceleration data and (b) Power Spectral Density (PSD)
function for selected specimens.
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All of the LG specimens proved to offer a beam-like behaviour, but strictly related to the effect
of mechanical supports and PVB layers. In Figure 11, for example, the experimental frequencies
are proposed for the tested beams, as a function of L0. Analytical estimates from Equation (2) are
also collected, as obtained for LG members having nominal experimental dimensions, but classical
boundaries (S-S or C-C). Disregarding the uncertain PVB shear stiffness of the test specimens, moreover,
three configurations are analytically taken into account in Equation (2) and Figure 11, that is the limit
“layered” and “monolithic” theoretical configurations, and the PVBA properties of Figure 3.

It is worth of interest that most of the test predictions are comprised within the lower limit of S-S
beams with “rigid” shear connection (“monolithic” curve of Figure 11a) and the upper limit of C-C
beams with “weak” mechanical bonding between the glass layers (“layered” curve of Figure 11b).

(a) (b) 

Figure 11. Experimental and analytical frequency estimates for the examined LG specimens, grouped
by L0, with (S-S) or (b) clamped (C-C) configurations.

4. Analysis of Relevant Influencing Parameters

4.1. Stiffness Contribution of Point-Fixings

The actual stiffness contribution of the joints in use was first assessed, with the support of
FE numerical models (ABAQUS). In Figure 12, the reference numerical model is shown, being
representative of the nominal geometry for a connection detail. A small portion of glass (0.14 × 0.14 m)
was also taken into account to reproduce the actual joint region and interactions. In doing so, a set of
three-dimensional (3D) solid brick elements was used to describe the steel restraint (C3D8R type from
ABAQUS element library). The mesh size and pattern was chosen to ensure a refined description of
the examined system, with 3300 solid elements for the steel joint and the portion of LG plate.

The mechanical interaction between the steel connector and the LG portion was accounted in
the form of a penalty & normal behaviour surface-to-surface contact algorithm (ABAQUS library), so as
to allow for possible relative sliding between the steel and glass components in the region of glass
hole, but also the possible separation under tensile loads. Rigid nodal restraints were applied at the
bottom face of the steel connector. At the same time, the LG plate was restrained in its thickness and
width (end section), so as to avoid possible rotations, being a part of a full beam in bending about the
minor axis.

A preliminary static nonlinear analysis was carried out to estimate the expected stiffness
contributions under the assumption that the so assembled FE model can be representative of the actual
end region for one of the tested specimens. Based on Figure 12, the bending performance of the small
scale FE model was, in fact, explored by imposing a linearly increasing bending moment Mz at the top
face of the steel point-fixing (via a reference RP node, and hence distributed on the full surface of steel
with a “coupling” constraint).

Hence, the longitudinal (i.e., x direction) and vertical (i.e., y direction) displacements of four
selected control points were monitored, so that the corresponding elastic stiffnesses (both rotational and
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translational/axial) could be properly calculated. Two of these control points, see Figure 12, were set at
the edges of the hole, to monitor the bending rotation of the portion of LG plate, with respect to the
steel connector.

(a) 

(b) 

Figure 12. Local numerical model of the reference joint (ABAQUS). (a) Assembly details (with hidden
mesh pattern) and (b) bending deformation.

Globally, the translational stiffness Ks was found to be relatively high, hence justifying the
assumption of an ideal rigid joint for comparative purposes (i.e., Ks =∞). Given the reference system
of Figure 12, otherwise the rotational stiffness was estimated in Kr ≈ 150 kN m/rad.

The so-calculated stiffness was first used form some preliminary FE calculations, carried out
in ABAQUS with the support of Equation (3), to explore the sensitivity to Kr of the experimentally
predicted frequencies. In Figure 13a, comparative estimates are shown for selected LG specimens.
Frequency estimates are also proposed for the limit configurations of C-C and S-S beams. In general,
it is possible to notice that “ideal” analytical calculations tend to result in marked percentage scatter,
with respect to on-site experiments (Figure 13b).

For the S-S calculations, the FE predictions resulted in a mean Δ = −29%, as compared to the test
data (with Δmin = −14%, Δmax = −40%, Dev.St = ±7). Given that the S-S boundary fully disregards
the rotational role of the point-fixings in use, such an assumption is generally expected to severely
underestimate the actual bending stiffness of a given composite system, thus the corresponding
frequency. On the other side, see Figure 13b, the C-C assumption gave evidence of a marked
overestimation of test results, with a mean Δ = +59% (Δmin = +35%, Δmax = +92%, Dev.St = ±11).

For the calculations that were carried out with partially rigid restraints, finally the mean percentage
scatter was found in the order of Δ = +50% (with Δmin = +27%, Δmax = +82%, Dev.St = ±10),
thus suggesting an improved agreement with, but still recommending more detailed analyses to assess,
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the actual dynamic performance of the tested LG specimens. The poor correlation of Figure 13 could
be, in fact, justified by the actual shear contribution of the PVB layers, which, besides the availability of
shear/loss moduli of literature (i.e., Figure 3), can be strongly affected by severe operational conditions,
including high temperature and humidity variations, and medium/long-term degradation phenomena.
The presence of visible delaminations that were visually detected for most of the tested LG beams
(i.e., Figure 9) is another key parameter that affects the composite stiffness of the specimens, but it can
be hardly quantified with detail.

(a) (b) 

Figure 13. Numerical (with PVBA interlayer properties) and experimental frequencies for the tested
LG beams: (a) comparative frequency values and (b) corresponding percentage scatter Δ, as a function
of L0.

4.2. Derivation of Practical Fitting Curves for LG Members with Flexible Restraints

According to literature, the definition of closed-form formulations accounting for the actual
mechanical restraint in viscoelastic LG beams in free vibrations can involve complex mathematical
problems (i.e., [43]). Otherwise, simple analytical fitting curves can offer robust support for reliable
frequency estimations.

Assuming that a given glass member is restrained via mechanical supports having partial rotational
stiffness Kr � 0 (in kNm/rad) and Ks =∞, the restraints act as flexible clamps that must be properly taken
into account for design. Moreover, following Section 4.1, it is convenient to express these rotational
and axial stiffness contributions as:

Rr =
KrL0

EI
(9)

and

Rs =
KsL3

0

EI
(10)

where Rr = 0 corresponds to the limit condition of a S-S beam and Rr =∞ denotes the C-C configuration.
As far as a monolithic or LG beam is taken into account in Equations (9) and (10), its bending stiffness
EI can be expressed as a function of the total b × h or equivalent b × hef section (Equation (3)).

Thus, from a practical point of view, the vibration frequency of a given glass beam with non-ideal
restraints can be conveniently calculated as (with Rr ≥ 0 and Rs =∞):

f n = k f fn (11)

where f n is given by Equation (2) for a S-S beam and kf represents a magnification factor, depending
on Rr.

In this paper, a series of parametric FE numerical simulations was carried out in ABAQUS for
glass beams with different geometrical features (b = 0.1–0.5 m, h = 0.005–0.04 m, L = L0 = 1–4 m) and
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variable rotational stiffness Kr (with Ks =∞). In doing so, beam (B31) type elements were used, with
equivalent springs being able to reproduce the desired rotational stiffness Kr (Figure 14).

(a) 

(b) 

Figure 14. Parametric numerical analysis of monolithic glass beams (ABAQUS): (a) axonometric view
of the expected vibration shape (n = 1) and (b) qualitative shape variation, as a function of Rr.

Analytical fitting curves are thus proposed in this paper, in support of practical calculations
(i.e., based on Equation (11)) on general LG beams with flexible restraints, see Figure 15 and Table 2.

As shown in Figure 15, in particular, it was observed that the use of flexible restraints and their
combination with different geometrical/mechanical LG properties can result in even marked variations
of the expected vibration frequencies. This is especially the case of the fundamental mode (n = 1), where
relatively stiff restraints can amplify up to ≈2.25 times the S-S estimations. Certainly, the vibration
shape is also expected to modify with the stiffness variation of restraints (i.e., Figure 14b). However,
the current investigation was specifically focused on frequency estimates, and the accurate analysis of
shape sensitivity would require more detailed experimental methods, as compared to the available
test predictions.

 
Figure 15. Analytical fitting curves (see also Table 2) for the frequency estimation of glass beams with
flexible restraints (Kr > 0 and Ks =∞).
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Table 2. Key input parameters for the magnification factor kf (Equation (11)), given that Kr > 0, Ks =∞,
and Rr in Equation (9)).

Mode Order n

1 2 3

k f
Rr

A+BRr
+ C

A 5.4 9.9 21.5
B 0.8 1.8 2.8
C 1.0 1.0 1.0

Given that hef in Equation (3) modifies with G2(ω), another relevant outcome of Figure 15 is
that the role of real restraints can be properly taken into account in the iterative analytical procedure
recalled in Section 2. Marked variations of hef (and thus frequency estimates), as in Figure 16, can in
fact be obtained within the “layered” and “monolithic” limit conditions, as far as Rt modifies.

Figure 16a, in particular, shows the evolution of hef (Equation (3) for selected LG members bonded
with PVBM foils. The fundamental mode (n = 1) is the most sensitive to restraint parameters. As far as
stiff interlayers are used for a given LG beam, a mostly “monolithic” equivalent section hef can be also
expected, with minimum sensitivity to restraints, as in Figure 16b. On the other side, the thickness and
frequency sensitivity to the restraints in use progressively increases in presence of weak interlayers
(as it is in presence of severe operational conditions). Moreover, from Figure 16, it is also possible
to perceive that frequency estimates based on the simplified assumption of “layered” or “monolithic”
thicknesses with ideal supports (RR = 0 or RR =∞) can result in mostly rough (and even unconservative)
calculations, with respect to the real performance of a given LG system.

(a) 

(b) 

Figure 16. Variation of the dynamic thickness hef (Equation (3)) of LG beams, as a function of (a) the
order of the vibration mode n or (b) by changing the interlayer properties.
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4.3. Effect of Delaminations

The vibration analysis of composite beams with delaminations is another complex issue, which can
be generally solved with the use of advanced FE models (i.e., [44–47]), or with the support of coupled
numerical-experimental studies on artificially damaged specimens (see, for example [48–50]). In both
the cases, besides different composite laminates are taken into account, a common outcome of existing
literature projects is represented by the high sensitivity of vibration frequencies to delaminations.
Otherwise, dedicated studies for delaminated LG structures are still missing.

4.3.1. Analytical Description of the Problem

Given a composite beam with delaminations, the mathematical problem can be solved in
accordance with [51], i.e., in the form of an effective longitudinal modulus (Eef) representative of the
actual mechanical interaction between the constituent layers. For a laminated section. according to
Figure 17a, such a modulus is given by:

Ee f =
8
h3

m/2∑
j=1

(Ex) j

(
z3

j − z3
j−1

)
(12)

with Ex the MoE of the j-th layer, m is the total number of layers composing the beam section (with
b × h total dimensions); zj is the distance between the outer face of the j-th layer and the neutral
plane of the section. When m is an odd number—as in the case of the examined double LG sections,
see Figures 2 and 17b—Equation (12) is still valid, given that the external j-th layer is subdivided into
two symmetric parts.

(a) (b) 

Figure 17. LG beams with delaminations: (a) reference analytical model for simply supported,
delaminated composite beams (reproduced from [51]) and (b) detail example for a double LG section.

The effect of delaminations is, in fact, accounted for by reducing Eef, as a function of the number and
size of delaminated regions. Based on [51], the resulting longitudinal MoE of a partially delaminated
composite section is, in fact, given by:

Ed =
(
Ezd − Ee f

)Ad
At

+ Ee f (13)

with:

Ezd =

∑s
j=1 Ee f zj

z
(14)

Moreover:

Ezd—is the longitudinal MoE of a totally delaminated section (along one or more interfaces),
representative of the so-called imperfect effective MoE;

161



Appl. Sci. 2019, 9, 3928

S—is the number of sub-layers detected by the delamination;
zj—represents the thickness of the j-th sub-layers; and,
Ad, At—are respectively the delaminated and total interfacial area between the bonded layers.

Key assumptions of Equations (12)–(14) are that:

(1) Plane sections are initially normal to the longitudinal axis of the glass beam, and remain plane
and normal also during flexure;

(2) The beam has symmetrical properties about the neutral axis (both geometrical and mechanical);
(3) The sandwich beam section is composed of layers with a linear elastic behaviour; and,
(4) Shear coupling between each ply can be disregarded.

Based on point (d), it is expected that the analytical method herein recalled could overestimate
the bending stiffness decrease of the delaminated LG beams, thus resulting in conservative frequency
predictions. Another issue can be related to the location of delaminated regions (disregarded by the
surface parameter Ad).

For general LG members, which were included the tested specimens, delamination phenomena
typically occur along the edges and close to restraints (Figure 9), where the LG layers are not protected
and/or properly sealed. In some other cases, the spotted delaminated regions can be recognized over
the surface of a given LG member. However, in both the cases, natural delaminated regions (and their
quantitative effects for structural calculations) can be hard to visually detect and properly quantify.

4.3.2. Reliability of Frequency Calculations for Delaminated LG Specimens

The application of Equations (12)–(14) to the examined LG beams, where even marked frequency
reductions can be expected, as compared to the theoretical values of LG beams with uniform
PVB bonding.

Generally, the MoE of partially delaminated beams (Ed) is linearly dependent on the delaminated
area, when compared to the total bonding surface (see Equation (13)). As far as the effective MoE is
taken into account for the examined LG beams (i.e., Figure 17b), it is thus possible to expect a MoE
decrease in the order of 30%, for even a limited portion of delaminated interlayer. Such a MoE variation
turns out in a marked variation of the bending stiffness for the composite LG beam, and at the same
time reflects on a different shear stiffness from the interlayer in use (i.e., Figure 3), thus representing a
relevant influencing parameter for calculations.

A parametric study was hence carried out on selected configurations in order to assess the reliability
of Equations (12)–(14) for simple analytical calculations on delaminated LG beams. In accordance with
Figure 18, more in detail, schematic delaminations were defined, to reproduce—even in a simplified
way—some of the on-site qualitative observations from the experimental tests.

In doing so, symmetry was taken into account for all of the possible configurations, thus
resulting in:

- Scheme D1: Ad,tot = 2Ad,1 delaminated surface close to each restraint, where Ad,1 = b × d;
- Scheme D2: similar to D1, but with Ad,tot = 2Ad,2 and Ad,2 = b × 2d close to each restraint;
- Scheme D3: like D2, with Ad,tot = 2Ad,2 + 2Ad,3 and Ad,3 = s × b (s = 30, 60 and 90 mm); and,
- Scheme D4: inclusive of delamination along the longitudinal edges, thus Ad,tot = 2Ad,2 + 2Ad,4,

with Ad,4 = t × L0 (t = 15, 30, 45 mm, that is ≈b/10, ≈b/5 and ≈b/3 for the selected specimens).
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(a) scheme D1 (b) scheme D2 

(c) scheme D3 (d) scheme D4 

Figure 18. Selected delamination schemes for the parametric study on LG beams. Dashed area are
representative of delaminations.

The analytical estimates of fundamental frequencies were carried out with the dynamic thickness
hef and iterative approach of Section 2, with the additional set of iterations due to a decreasing MoE
(with increasing the delamination surface Ad). The same iterative approach includes the effect of
mechanical restraints, in accordance with Equation (11).

The support of full 3D solid models from ABAQUS was also taken into account. In the latter
case, the choice of full 3D models was suggested by the need of including possible delaminations in
several regions of interest (see Figure 19). The glass and interlayer foils were rigidly connected via
“tie” constraints, in order to ensure a rigid mechanical connection for the involved surfaces. In the
presence of delaminated regions, moreover, additional contact interactions were used between the
involved layers. In Figure 19a, an example is proposed for the D4 scheme. The mechanical restraints
were then reproduced in the form of equivalent axial and rotational springs (with Kr > 0 and Ks =∞).
These springs were connected to reference RP nodes, and then restrained to each LG beam with the
use of additional “coupling” constraints, thus reproducing the actual effect of the steel point-fixings in
use (see Figure 19b)). Frequency analyses were thus carried out on a wide set of configurations of LG
beams. In Figure 19c, an example of typical deformed shape is shown (n = 1).

Through the FE parametric calculations, variations were made in terms of span (L) and delaminated
region (Ad).

Figure 20 reports some of the collected results, for a LG beam with L = 2.65 m and d = 0.07 m,
10 mm and 0.76 mm the thicknesses of glass and PVB layers, respectively. The interlayer properties
were defined as for the PVBA material law reported in Figure 3.

From Figure 20a, in particular, it is possible to notice that delaminations close to the restraints
(i.e., schemes D1 to D3 of Figure 18) can be mostly disregarded. Frequency variations with respect
to the vibration frequency of the undamaged (fully bonded) LG members are, in fact, proposed as
a function of Ad/At, as obtained from Equations (12)–(14), giving evidence of an expected frequency
decrease in the order of −0.2%. This finding is also in line with literature efforts (for different typologies
of composite laminates, see, for example [48–50]), where it was proven that (artificially imposed)
delaminated regions close to restraints have minimum effects.

163



Appl. Sci. 2019, 9, 3928

(a) (b) 

(c) 

Figure 19. Numerical modelling of LG beams with delaminations: (a) delaminated regions, (b) end
detail, and (c) typical deformed shape (ABAQUS).

Otherwise, as far as the damage location moves along the LG beam span (i.e., scheme D4), a mostly
linear frequency decrease was observed from the collected parametric results, see Figure 20b. In this
sense, the parametric investigation summarized herein proved that:

- The analytical method recalled from [51] and extended to the adjusted dynamic thickness for
viscoelastic LG beams could be rationally used for preliminary frequency estimates, especially
when refined methods of analysis or dedicated experimental investigations are not available;

- The presence of even slight delaminations along the edges of LG beams (i.e., with limited
thickness, with respect to the beam width b) can have marked effects on the bending stiffness of
the composite LG sections, thus on the corresponding frequency calculations; and,

(a) (b) 

Figure 20. Frequency variation of delaminated LG beams with flexible mechanical restraints (with
PVBA interlayer, Kr = 150 kNm/rad and Ks =∞). (a) D1-to-D3 or (b) D4 scheme results, for selected
LG beams.

164



Appl. Sci. 2019, 9, 3928

- On the other side, the simplified assumptions of Equations (12)–(14) gave evidence of a certain
scatter from the corresponding FE calculations, with respect to a given Ad/At ratio. Such an
effect can be also observed in Figure 20b, for selected LG configurations. As a general trend,
the analytical formulation for delaminated LG beams was found to clearly overestimate the FE
frequency variations, thus providing even more conservative predictions.

4.3.3. Final Remarks on Practical Analytical Calculations for Design

In conclusion, some final analytical calculations were carried out, in order to assess—even in the
lack of more detailed experimental methods—the actual bonding effect of the PVB foils in use for the
tested LG specimens, with respect to practical literature recommendations. Given that the fundamental
frequency of the selected LG beams is strictly related to several parameters, the degradation of shear
stiffness for the PVB foils in use—as a direct effect of long-term performances—represents another
relevant parameter, as also discussed in the previous sections.

Literature contributions addressing the actual dynamic shear modulus of PVB foils (including
both the storage and loss moduli), however, are available for dynamic estimates at different vibration
frequencies (i.e., Figure 3), or different temperature scenarios, which can be hardly adapted to specific
case-studies. Long-term effects of design loads (up to 50 years) are mostly referred to the relaxation
of the storage modulus of PVB (and other common interlayers) under permanent loads only (see for
example [23] and others).

In this regard, Figure 21 collects some analytical estimates for the tested LG beams. Following the
research outcomes that are partly summarized in Figure 20, and the real experimental scenarios of
Figure 9, three levels of delamination were taken into account, i.e., corresponding to (i) un-delaminated
LG beams, or to a MoE degradation up to (ii) 5% and (iii) 15% the nominal value (based also on
Equation (13)). In addition, two tentative storage moduli were considered for the PVB foils in use,
namely represented by:

- G2 = 0.50 MPa, as derived from technical data sheets, for PVB foils at 25 ◦C and 15 years of time
loading (see [52]), and

- G2 = 0.07 MPa, corresponding to the recommended value for the design of LG elements under
permanent, dead loads [23].

As shown in Figure 21 and Table 3, the best correlation between analytical frequencies and most of
the experimental results was obtained in the presence of a relatively weak PVB layer (G2 = 0.07 MPa).

Table 3. Percentage scatter Δ (mean value) of analytical frequency estimates, compared to
experimental data.

Delamination Severity (Equation (13))—Ed/E

1 0.95 0.85

Restraint C-C Kr S-S C-C Kr S-S C-C Kr S-S

G2 = 0.5 MPa +40.8 +35.6 −37.4 +32.2 +30.1 −38.7 +38.1 +27.8 −41.2
G2 = 0.07 MPa +20.6 +17.7 −46.2 +17.9 +15.3 −47.5 +15.5 +10.1 −49.9

Besides that, the collected comparisons allow for further emphasizing the key role of multiple
input parameters on the reliable assessment of in-service glass structures, and, in particular, the role
of restraints (compared to C-C or S-S conditions) and the presence of possible delaminations, which
should be properly taken into account.
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(a) (b) (c) 

(d) (e) (f) 

Figure 21. Comparison of experimental and analytical frequencies for the tested LG beams, as a
function of deamination severity and interlayer stiffness (selection).

5. Conclusions

Laminated glass (LG) elements are largely used in buildings and civil engineering infrastructures,
in the form of simple members (i.e., columns, beams and plates), but also combined together to
realize stand-alone assemblies, where glass can interact with other traditional constructional materials.
Besides the need of safe design methods for glass structures under ordinary loads, special care is
increasingly spent by researchers in the dynamic response of LG systems under impact, moving loads
due to pedestrians (in the case of walkways and roofs) or seismic events. As a part of buildings or
complex systems, the dynamic parameters of LG elements should be properly taken into account,
for the design of independent members or complex systems.

In this regard, several analytical methods available in the literature, for practical estimates of the
fundamental vibration frequencies of simple LG members with viscoelastic interlayers. Otherwise,
in most of the cases, reliable dynamic predictions can be obtained for the early-design stage. The intrinsic
limit of literature methods is, in fact, represented by the assumption of ideal theoretical boundaries that
often do not capture the mechanical effect of typical restraints in in use for LG systems. At the same
time, they do not include the potential effects due to material degradations that can often manifest in
in-service LG structures, like delaminations of the bonding interlayers.

In this paper, major issues for the vibration analysis of in-service (double) LG members were
discussed and explored, with the support of analytical calculations, on-site experimental tests,
and parametric Finite Element (FE) numerical analyses. As shown—as compared to laboratory research
studies or early-stage design calculations—major uncertainties can be represented by the lack of
accurate input material properties, especially for characterizing the shear stiffness of the bonding
interlayers. The latter is strictly affected by the vibration frequency, but also by operational and
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ambient conditions to properly assess. Such an issue can in fact reflect on unsafe equivalent thickness
assumptions for analytical and numerical calculations, thus dynamic estimates. Further relevant
influencing parameters that can magnify the material uncertainties and approximate assumptions
are then represented by the actual boundary condition of real LG structures, which can be markedly
different with respect to the ideal restraints of practical use for design. Accordingly, it was shown
that even minor flexibility contributions of joints can turn out in marked stiffness for the examined
LG members, thus requiring separate calculations. The restraints themselves can, in fact, modify
the vibration frequency of a given LG members, thus further affecting the PVB stiffness and require
iterative calculations. Finally, another relevant issue for in-service LG members derives from the
degradation of common interlayers in use, especially delaminations that can be hardly quantified,
but having marked effects on dynamic estimates.

Based on on-site experimental tests on in-service LG beams, these influencing parameters were
separately explored in the paper. Analytical methods were then proposed for reliable estimates on
general LG beams. Their advantage is that both restraint features and delaminations can be taken into
account when compared to classical theories for slender composite beams of literature proposals for
LG members in ideal conditions.
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Abstract: Wind-induced damage during the construction process and the evolution of damage
over time are important reasons for the wind-induced destruction of large cooling towers. In fact,
wind vibration coefficient and stability performance will evolve with the construction height and
material properties over time. However, the existing studies generally ignore the impact of wind
load and structural performance during the construction period. In this study, we built the 3D
physical model separately for all eight construction stages a super large cooling tower which is being
currently constructed and stands 210 m. The dynamic characteristics of the cooling tower were
analyzed in each stage. First, the flow field information and 3D time history of aerodynamic forces
were obtained for the whole construction process using large eddy simulation (LES). Full transient
dynamic finite element analysis was used to calculate the dynamic responses of the tower under the
real-time changes of wind loads during the whole construction process. Five calculation methods
were used to trace the evolution of wind vibration coefficient during the whole construction process
of the super large cooling tower. Then the formula for wind vibration coefficient changing with the
construction height was fitted. The differential values of wind vibration coefficient during the whole
construction process of the cooling tower were discussed by taking the meridional axial force as the
objective function. On this basis, the influence and working mechanism of wind vibration coefficient,
concrete age, construction load, geometric nonlinearity, internal suction force on buckling stability,
and ultimate bearing capacity of the cooling towers were investigated. This research provides an
enhanced understanding on the evolution of wind-induced stability performance in super large
cooling towers and a methodology to prevent wind-induced damage during the construction process.

Keywords: super large cooling tower; whole construction process; wind vibration coefficient; buckling
stability; ultimate bearing capacity

1. Introduction

After Ferrybridge Cooling Tower failures in the UK in 1965 [1], the international wind engineering
circle began to conduct studies in the following topics: influence of tower group and surrounding
structures on wind pressure distribution on the surface of the tower body [2,3], buckling stability, and
ultimate bearing capacity of the tower body under wind load [4,5], finite element analysis of responses
of large cooling towers considering the tower defect and soil–structure interaction [6,7], and random
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dynamic responses of tower body induced by pulsating wind pressure [8]. Wind-induced damage and
subsequent evolution of the damage during the construction process are considered [9] responsible
for the collapse of three cooling towers (at Ardeer Power Station in Scotland in 1973, power plant in
Bouchain, Franch in 1979, and Fiddlers Ferry Power Station in 1984). This is closely related to the wind
loads, concrete performance, and crack evolution during the construction process of the cooling tower.
We have also found through the overall and local stability performance of China’s tallest exhaust
cooling tower during the construction process that the wind vibration coefficient changes with the
construction height and evolution of material properties. Moreover, dynamic wind pressure inside the
cooling tower also has a non-negligible impact on the wind-induced stability performance during the
construction process.

In China, the height of newly built thermal and nuclear power plants has far exceeded the upper
limit of standard or broken the world’s record. This directly leads to substantial 3D dynamic wind
load effect [10,11]. The construction period of the main structure and the construction difficulty also
increase [12]. For the template of the cooling tower, the concrete strength may be insufficient before
the concrete pouring of the cooling tower is complete. The concrete, though having a relatively low
strength during the construction process, is subjected to dead load, wind load, and construction load.
The strength and modulus of elasticity of concrete will increase with the construction height, which
results in the constant evolution of stiffness and stress performance of the overall tower. Changes in
the morphology and mechanical performance of the cooling tower during this process will further
lead to alterations of static and dynamic wind pressure distribution on tower surface, wind-induced
response, and wind vibration coefficient. As a result, the calculation of internal force of the structure
and analysis of stability performance and ultimate bearing capacity will be also affected. In light of this,
it is of high importance to discuss the evolution and non-linear influence of wind-induced stability of
super large cooling towers during the construction process.

Few studies have been devoted to the wind-induced stability performance of large cooling towers
during the construction process so far. In one literature report [13], buckling failure and ultimate
bearing capacity of cooling tower during the whole construction process were analyzed based on
secondary development of the ANSYS and wind tunnel test. Ke employed self-written preprocessing
and post-processing programs for checking computation of the local and overall ultimate bearing
capacity of the exhaust cooling tower. The variation of critical wind speed with construction height
was also discussed [14].

In this study, we focused on a 210 m super large cooling tower under construction, the tallest tower
ever built in the world. We built the 3D physical model separately for all eight construction stages.
The dynamic characteristics of the cooling tower were analyzed in each stage. First, the flow field
information and 3D time history of aerodynamic force were obtained for the whole construction process
using large eddy simulation. The wind pressure distributions of the constructed tower were compared
against the standard and measured curves to validate the numerical simulation. Full transient dynamic
finite element analysis was used to calculate the dynamic responses of the tower under the real-time
changes of wind load during the whole construction process. Five calculation methods were used to
trace the evolution of wind vibration coefficient during the whole construction process of the super
large cooling tower. Then the formula for wind vibration coefficient changing with the construction
height was fitted. The differential values of wind vibration coefficient during the whole construction
process of the cooling tower were discussed by taking the meridional axial force as the objective
function. On this basis, the influence and working mechanism of wind vibration coefficient, concrete
age, construction load, geometric nonlinearity, and internal suction force on buckling stability and
ultimate bearing capacity of the cooling tower were investigated.
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2. An Illustrative Example

2.1. An Overview of the Project

This super large cooling tower stood 210.0 m, with a throat height of 157.5 m and air inlet height
of 32.5 m. The top section had a diameter of 115.8 m, and the throat section in the middle portion
had a diameter of 110 m. The zero-meter diameter was 180. The tower body was connected to the
annular plate resting on the foundation with 52 pairs of X-shaped pillars. The X-shaped pillars had a
rectangular cross section, which measured 1.2 m × 1.8 m. The foundation was a cast-in-situ reinforced
concrete structure with a width of 12.0 m and a height of 2.5 m. The terrain category was B, with a
basic wind velocity of 23.7 m/s. Table 1 shows the main parameters of the super large cooling tower.

Table 1. Main structural parameters of super large cooling tower.

Component Height/m
Wall

Thickness/m
Radius/m

Concrete
Grade

Structural Schematic

Tower body

32.5 2.00 80.5

C40

 

44.7 0.58 76.8
69.8 0.46 69.8
82.3 0.43 66.5

107.7 0.39 60.7
120.4 0.39 58.4
133.3 0.38 56.7
159.2 0.37 55.2
172.2 0.37 55.6
185.2 0.37 56.4
210.0 0.50 58.5

Pillar 52 pairs of X-shaped pillars with a
cross-sectional area of 1.8 m × 1.2 m C45

Foundation Circular plate foundation with a
cross-sectional area of 12 m × 2.5 m C35

2.2. Modeling of the Whole Construction Process

The construction process was divided into eight stages based on the progress of construction and
calculation precision. Evolution of wind-induced stability performance was analyzed for each stage.
Table 2 shows the parameters of each working condition.

Table 2. Parameters of super large cooling tower under typical working conditions.

Schematic of Working
Conditions     

No. of working condition Working
condition 1

Working
condition 2

Working
condition 3

Working
condition 4

Template number 10 30 50 70
Height/m 44.1 69.8 94.9 120.4

Air inlet diameter/m 154.41 140.31 127.61 117.21
Minimum shell

thickness/m 0.590 0.460 0.405 0.385

Schematic of Working
Conditions
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Table 2. Cont.

No. of working condition Working
condition 5

Working
condition 6

Working
condition 7

Working
condition 8

Template number 90 105 120 139
Height/m 146.2 165.7 185.2 210.0

Air inlet diameter/m 111.21 110.61 112.61 115.81
Minimum shell

thickness/m 0.375 0.370 0.370 0.370

3. Numerical Simulation

3.1. Methodology

Fluid is considered to be incompressible viscous flow in anti-wind design of structures. Spatial
averaging of transient N–S equation can yield the governing equation in large eddy simulation (LES):

∂μi

∂xi
= 0 (1)

∂μi

∂t
+
∂(μiμ j)

∂xj
= − 1
ρ

∂p
∂xi

+ v
∂2μi

∂xj∂xj
− ∂τi j

∂xj
(2)

where ρ is air density, t is time, v is kinematic viscosity coefficient of air, μi and μ j are velocities in three
directions after filtering, and τi j is non-closed term in the N–S equation after spatial averaging, i.e.,
subgrid scale stress.

τi j = μiμi − μiμ j (3)

Boussinesq approximation was introduced according to Smagorinsky subgrid–scale model based on
eddy viscosity assumption. Thus, the subgrid–scale stress is written as

τi j − 1
3
τi jδi j = −2μtSij = −μt(

∂μi

∂xj
+
∂μ j

∂xi
) (4)

e tensor of solvable scale, τkk is the isotropic component of subgrid–scale stress, which is contained in
the pressure item after filtering, δij is Kronecker delta function, μt is subgrid–scale turbulence eddy
viscosity coefficient, generally using the Smagorinsky assumption:

μt = (CsΔ)
2
∣∣∣S∣∣∣ (5)

where Cs is Smagorinsky constant, generally taken as 0.1–0.23 and being 0.1 in this study. Strain
rate tensor

∣∣∣S∣∣∣ = √
2SijSij. Δ is grid scale, Δ = (ΔxΔyΔz)

1/3, where Δx, Δy, and Δz are the grid size
in x, y, and z directions, respectively. This is the standard Smagorinsky subgrid–scale model. Some
researchers propose dynamic determination of Cs value to better characterize collision, separation, free
shear layer, and vortex shedding of the flow field around the blunt body. It is known as the dynamic
Smagorinsky model.

However, both the Smagorinsky model and dynamic Smagorinsky model are algebraic models,
which assume a local equilibrium between the generation and dissipation of subgrid–scale turbulent
kinetic energy. These models are not fit for simulating structures with a high Reynolds number, such
as the cooling towers. To solve this problem, we proposed a new form of subgrid–scale model based
on literature [15]:

∂ksgs

∂t
+
∂μ jksgs

∂xj
= −τi jSij −Cε

ksgs
3/2

Δ
+
∂
∂xj

[
(CdΔv

√
ksgs + v)

∂ksgs

∂xj

]
− εw (6)
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where, Ksgs is the kinetic energy of transportation equation SGS, Cs is Smagorinsky constant, and v is
positive. Here, Cs will reduce the amplitude of Ksgs, and a Gaussian filter is needed for finite difference.

This model is better applied to engineering applications. There is no need for experimental
filtering, and the computational load is small. So, it can be used to simulate structures with a high
Reynolds number, such as cooling towers [10].

3.2. Parameter Configuration and Grid Generation

A physical model of the super large cooling tower was built according to original size, so that
the Reynolds number used in numerical simulation would be comparable to that in the actual project.
The size of the computational domain was X × Y × Z = 6000 m × 4000 m × 1000 m (X is across-wind
direction, Y is along-wind direction, and Z is height direction). The blocking rate of the model was
below 1%. The computational domain was divided into dense region and peripheral region so as to
ensure both computational efficiency and precision. Non-structured grids with a high adaptability
were used for the region near the cooling tower; for the peripheral space further away from the cooling
tower, structured grids having a regular topology were used for the discretization. Therefore, the total
number of grids was reduced, which improved the computational efficiency. The minimum grid size
was 0.2 m in the core region. The model of the built-up tower had approximately 12.8 million grids.

Boundary conditions were defined using UDF (User define function) file. Inlet boundary
condition was velocity inlet, and the outlet boundary condition was pressure outlet. The top and sides
of the computational domain were equivalent to free slip walls, the symmetry boundary conditions
(Symmetry). The floor and structure surface were equivalent to no-slip wall boundary condition.
The wind field was considered as incompressible flow field. Discrete equations were solved using
SIMPLEC. This calculation method has good convergence performance and applies to LES (Large
eddy simulation) with small time step. The time step of LES was set to 0.05 s. Here, only the schematic
for the computational domain and grid generation of the model of the built-up tower is provided, as
shown in Figure 1.

 
(a) Parameter configuration of computational domain  

 
(b) Overall grid 

 
(c) y-z plane  

Figure 1. Cont.
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(d) Local grids  (e) Dense region 

Figure 1. Computational domain and grid generation for the super large cooling tower.

3.3. Validation

The design code for cooling towers [16–19] only provides the average and pulsating wind pressure
distribution curves of the built-up towers. Therefore, we only validated the numerical simulation for
the built-up tower.

Figure 2 shows the comparison of simulated average and pulsating wind pressure distributions of
a cross section of the built-up tower against the measured and standard curves. It can be seen that the
simulated average wind pressure distribution curve agreed well with the standard curve. The pressure
coefficients in the upwind side, region of extreme negative pressure, and at the separation point on
the leeward side were consistent with the standard curve. This validated the average wind pressures
obtained by LES.

Moreover, the simulated pulsating wind pressure distribution curve basically coincided with the
measured curve and the curve of wind tunnel test. The values lay between the results measured at
home and abroad. Five curves are presented respectively in Figure 2b, among which three are the
measured pulsating wind pressure curves in domestic and foreign regulations (VGB–R 610Ue 2005,
Blanchette et al. 2013, DL/T 5339–2006, GB/T 50102–2014), and two are the measuring points of the
third and ninth floors of the full-size cooling tower in this paper. Pulsating wind pressure distribution
is closely associated with the terrain, incoming turbulent flow, and surrounding interference. The trend
and values of pulsating wind pressure distribution estimated by LES were close or fell into the range
of the measured values. Therefore, the pulsating wind pressures simulated by LES were reliable and
suitable for subsequent analysis of wind-induced vibration and stability performance.

  
(a) Average wind pressure (b) Pulsating wind pressure  

Figure 2. Comparison of numerical calculation, field measurement, and wind tunnel test.

3.4. Simulation Results

3.4.1. Pulsating Wind Pressure

The same parameter configuration as the numerical simulation for the built-up tower was used
for LES under the other seven working conditions. Thus, the flow field on the surface of the tower and
the time history of pulsating wind pressure were obtained for the whole construction process. Due
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to limited space, Figure 3 only provides the time history of pressure coefficient at the upwind side,
crosswind side, separation point and leeward side for the built-up model.

  
(a) Upwind side  (b) Crosswind side 

 
(c) Separation point  (d) Leeward side  

Figure 3. Time history of pressure coefficient at representative measuring points of the built-up tower.

Figure 4 provides the power spectral density curves of pulsating wind pressure at the representative
measuring points. Comparison showed that for different positions, the peaks of the power spectral
density function all occurred in the low frequency range. The energy of the pulsating wind pressure
was mainly concentrated in low frequencies. The values of the power spectral density function were
slightly higher on the upward side than at the separation point and leeward side.

3.4.2. Pressure Coefficients on the Tower Surface

Figure 5 shows the nephograms of pressure coefficients on tower surface under eight typical
working conditions. The distributions of pressure coefficient were basically consistent under different
working conditions. The increase of construction height did not change the wind field characteristics
of cylindrical structure. The flow separated in front of the tower body due to collision, which resulted
in the separation bubble, and the bubble shedded off from the crosswind side. Consequently, there
were positive and negative pressure distributions on the upward and crosswind sides of the tower
body. The increase in the construction height greatly decreased the negative pressure on the crosswind
and leeward sides, especially for the built-up tower.
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Figure 4. Power spectral density curves of pulsating wind pressure at the representative measuring
points.

  
(a) Working condition 1 (b) Working condition 2 

  
(c) Working condition 3 (d) Working condition 4 

  
(e) Working condition 5 (f) Working condition 6 

Figure 5. Cont.
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(g) Working condition 7 (h) Working condition 8 

Figure 5. Nephograms of pressure coefficients on tower surface under eight typical working conditions.

3.4.3. Turbulent Kinetic Energy

Figure 6 is the schematic for the turbulent kinetic energy distribution under the eight working
conditions. There were significant differences between the eight working conditions. As the construction
height increased, the scale component of maximum turbulent kinetic energy deviated from the upper
end of the air inlet to the wake stream. In addition, as the construction height increased, the turbulent
kinetic energy of fluid inside the tower decreased. This resulted in uniform distribution of internal
pressure of the built-up tower along the circumferential and meridional directions.

 

  
(a) Working condition 1 (b) Working condition 2 

  
 (c) Working condition 3 (d) Working condition 4 

Figure 6. Cont.
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(e) Working condition 5 (f) Working condition 6 

  
 (g) Working condition 7 (h) Working condition 8 

Figure 6. Schematic for turbulent kinetic energy distribution under working condition 8.

4. Analysis of Dynamic Characteristics

The integrated model of the tower body–pillar–circular foundation was built using ANSYS
software. The tower body, pillar, circular foundation, and elastic foundation were simulated with shell
element, beam element, and spring element, respectively. The connections of circular foundation to the
tower body and pillars were simulated using multi-point constraint and rigid domain, respectively.
Block Lanczos method was employed to analyze the dynamic characteristics of finite element (FE)
model of the cooling tower through the whole construction process. Table 3 shows the fundamental
frequencies and vibration mode distribution under each working condition. Figure 7 is the distribution
curve of natural frequencies of the first fifty modes under different working conditions. It can be seen
that construction height had a significant impact on lower-order frequencies, but a lesser impact on
higher-order frequencies. As the construction height increased, the fundamental frequencies of the
cooling tower decreased. The fundamental frequency was the largest under working condition 1,
which was 0.963 Hz.

Table 3. Vibration modes at fundamental frequency under each working condition.

Working
Condition

Working
Condition 1

Working
Condition 2

Working
Condition 3

Working
Condition 4

Vibration mode

    
Frequency/Hz 0.963 0.739 0.649 0.608

Working
Condition

Working
Condition 5

Working
Condition 6

Working
Condition 7

Working
Condition 8

Vibration mode

    
Frequency/Hz 0.598 0.596 0.580 0.572
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Figure 7. Frequency distribution of the first fifty modes under each working condition.

Figure 8 shows the changes of natural frequencies of the first ten modes with the number of
circumferential harmonics under each working condition. Comparison shows that the minimum
natural frequencies occurred when the number of circumferential harmonics was 4 under different
working conditions. As the natural frequencies increased, the number of circumferential harmonics
increased as well.

Figure 8. Changes of frequencies with the number of circumferential harmonics under each
working condition.

Table 4 shows the capsize modes of the cooling tower for the whole construction process. As
the construction height increased, the order of capsize mode also increased, while the frequency
corresponding to the excitation mode decreased.
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Table 4. Capsize modes of the cooling tower for the whole construction process.

Working
Condition

Working
Condition 1

Working
Condition 2

Working
Condition 3

Working
Condition 4

Capsize mode

    
Frequency/Hz 2.09 1.66 1.49 1.39

Working
Condition

Working
Condition 5

Working
Condition 6

Working
Condition 7

Working
Condition 8

Capsize mode

    
Frequency/Hz 1.33 1.29 1.29 1.21

5. Analysis of Differential Wind Vibration Coefficient for the Whole Construction Process

5.1. Methods and Parameter Explanations

Full transient dynamic analysis was performed to solve the dynamic equilibrium equations.
The core principle was to use implicit methods, such as the Newmark method and HHT
(Hilber–Hughes–Taylor) to directly solve the transient problems. The Newmark method uses the finite
difference method, ad within one time interval, there are
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where α and δ are integral parameters. However, the use of the Newmark method for the calculation
of discrete spatial domain in FE model cannot satisfy the requirement (that is, numerical damping
at high frequencies should not be introduced at the expense of precision, and not too many values
of numerical damping should be generated at low frequencies). This defect can be compensated by
combining with HHT method.

The basic HHT has the following expression:
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In order to ensure unconditional stability of the second-order system without reducing the
accuracy of time integral, four parameters α, δ, αf, and αm should satisfy the following relationships:
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Combining Formulae (2), (4), and (6),
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where a0 = 1−αm
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αΔt , a3 = 1−αm
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δ
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For terrain category B, the basic wind speed was 23.7 m/s and the damping ratio of the structure

was 5%. Then the wind vibration coefficient was calculated as follows:

βRi =
Ri

Ri
= 1 +

gσt

Ri
(13)

where βRi is the wind vibration coefficient of node i; Ri, RI, and σt are the overall response, average
response, and pulsating response of node I, respectively; g is peak factor of node I, taken as 3.0
(Ke et al. 2012).

5.2. Distribution of Wind Vibration Coefficient

Based on the time history under eight working conditions, the wind vibration coefficient was
calculated dynamically. The distributions of wind vibration coefficient for the whole construction
process were discussed under five equivalent targets, as shown in Table 5.

Table 5. Five equivalent targets for value determination of wind vibration coefficient.

Equivalent Target No.

Meridional axial force on the upwind side Equivalent target 1
Von Mises stress on the upwind side Equivalent target 2

Average absolute value of the mean response Equivalent target 3
Maximum absolute value of the mean response Equivalent target 4

Maximum pressure coefficient * Equivalent target 5

Note: Maximum pressure coefficient * refers to wind pressure at the measuring point multiplied by the corresponding
wind vibration coefficient.

The equivalent target 3–1 is the wind vibration coefficient and its mean value of the meridional
axial force, the equivalent target 3–2 is the wind vibration coefficient and its mean value of the toroidal
bending moment, and the equivalent target 3–3 is the wind vibration coefficient and its mean value of
the radial displacement.

Equivalent goals 4–1, 4–2, 4–3 and equivalent goals 5–1, 5–2, 5–3 have the same representative
meaning as above, which is not repeated here.

Figure 9 shows the distributions of wind vibration coefficient with construction height under five
equivalent targets. It can be found that the wind vibration coefficient decreased with height under
the eight working conditions. For the same construction model, the wind vibration coefficient was
the largest under equivalent target 5, and that under equivalent target 1 was the smallest. Figure 10
shows the recommended values of wind fluttering coefficient under the eight working conditions for
the five equivalent targets. Equivalent target 1 was the value of wind vibration coefficient, while all
other equivalent targets were increments relative to target 1.
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(a) Working condition 1  (b) Working condition 2  

  
(c) Working condition 3 (d) Working condition 4 

  
(e) Working condition 5 (f) Working condition 6 

  
(g) Working condition 7 (h) Working condition 8 

Figure 9. Wind vibration coefficient with meridional heights under five equivalent targets for each
working condition.
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Figure 10. Comparison of wind vibration coefficient under the five equivalent targets between eight
working conditions.

5.3. Fitting Formula of Wind Vibration Coefficient

Wind vibration coefficient of super large cooling towers is greatly affected by structural performance
and wind pressure distribution during the whole construction process. However, the wind vibration
coefficient does not linearly increase with the height significantly, and there is considerable discreteness
of wind vibration coefficient for different equivalent targets. Therefore, the control of internal
force, safety, and economic performance of the cooling towers were the major considerations for the
determination of wind vibration coefficient in this study. We proposed the following formula of
wind vibration coefficient by taking the meridional axial force as the target (equivalent target 1, GB/T
50102–2014, 2014):

y =
m− β0

1 + ( x
n )

k
+ β0 (14)

where β0 is the wind vibration coefficient of the built-up tower, β0 = 1.74, m, n, and k are calculation
parameters, x is the template number, and y is the wind vibration coefficient for the corresponding
template number. After several iterations, the calculation parameters in the fitting formula were as
follows: m = 2.526, n = 116.511, k = 1.320.

Figure 11 shows the fitted curve and the comparison of wind vibration coefficients under the five
equivalent targets. The fitted curve could well reflect the differential values of wind vibration coefficient
during the whole construction process when the meridional axial force was taken as the target. Table 6
shows the recommended values of wind vibration coefficient under each working condition.

Table 6. Recommended values of wind vibration coefficient under each working condition.

Working
Condition

Working
Condition

1

Working
Condition

2

Working
Condition

3

Working
Condition

4

Working
Condition

5

Working
Condition

6

Working
Condition

7

Working
Condition

8

Wind
vibration
coefficient

2.47 2.34 2.19 2.02 1.96 1.91 1.82 1.74
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Figure 11. Fitted curve of wind vibration coefficients under the five equivalent targets for eight
working conditions.

6. Stability Performance of the Cooling Tower during the Whole Construction Process

We then analyzed the evolution of wind-induced stability performance during the whole
construction process of the super large cooling tower. The effects of wind vibration coefficient,
concrete age, construction load, geometric non-linearity, and internal suction force on the buckling
stability and ultimate bearing capacity of the cooling tower were discussed.

6.1. Influence of Concrete Age and Construction Load

The elastic modulus of concrete with different age was calculated under each working condition:

Ec(t) = Ec
√
βt (15)

where Ec(t) is the elastic modulus (kPa) of C40 concrete with an age of t days, Ec is the elastic modulus
of concrete shell with an age of 28 days, βt is a coefficient, βt= es(1−√28/t), S depends on the type
of concrete, the value is 0.25 for ordinary cement and rapid-hardening cement, and t is the age of
concrete (day). The Poisson’s ratio and linear expansion coefficient of concrete with an age of t days
were the same as those of concrete with an age of 28 days. Shear modulus was 0.4 times that of the
elastic modulus.

Figure 12 shows the distribution of elastic modulus of concrete for different template number
under working condition 2 (30 templates).

The construction loads were determined based on the following criteria: (1) the uniformly
distributed load imposed by templates, slidewalk, scaffold, hanging basket, railings, a-frame, and
supporting system to the shell below along the circumferential direction was about 3.6 kN/m, (2) the
newly cast concrete exerted a uniformly distributed load along the circumferential was calculated as
25 × template height (1.277 m) × average thickness of the plate (m) kN/m, (3) the uniformly distributed
load exerted by the construction workers turning over the template to the shell below along the
circumferential direction was about 0.75 kN/m, and (4) concentrated load would be generated by the
reinforcing bars stacked on the slidewalk. The maximum concentrated load produced this way was 18
kN; (5) Concentrated load would be generated by the weight of electric welder and switchboard and
acted on the slidewalk, reaching a level of about 3.6 kN.

186



Appl. Sci. 2019, 9, 4202

 
Figure 12. Distribution of elastic modulus of concrete under working condition 2.

Figure 13 shows the typical construction conditions of cooling tower under two kinds of wind
loads during the whole construction process (wind pressure of standard wind vibration coefficient
and wind pressure of actual wind vibration coefficient).The buckling coefficients and displacements
of cooling towers under typical construction conditions during the whole construction process are
analyzed under the two conditions of concrete age change and concrete age change. Comparison
reveals that:

(1) As the construction height increased, the buckling coefficient decreased, and the rate of decrease
became smaller over time. Buckling displacement showed a discrete distribution, and no consistent
variation trend was observed. Thus, wind vibration coefficient and whether the concrete age and
construction load were considered had little impact on buckling mode and buckling displacement
under the eight working conditions.

(2) Buckling coefficient decreased if the concrete age and construction load were considered.
The influence of wind vibration coefficient referred from the specification and the actual wind vibration
coefficient on the buckling stability was much smaller than the influence of whether the concrete age
and construction load were considered or not.

  
(a) Standard wind vibration coefficient (b) Actual wind vibration coefficient 

Figure 13. Changes of buckling coefficient and buckling displacement under eight working conditions.

6.2. Analysis of Geometric Non-Linearity

Figures 14 and 15 respectively show the typical construction conditions of cooling tower under
two kinds of wind loads (actual wind-induced coefficient wind load, buckling wind speed wind
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load).Considering the concrete age change and not considering the concrete age change, the linear and
non-linear calculation of the typical construction conditions during the whole construction process of
the cooling tower is carried out, and the variation law of the maximum displacement of the structure
is analyzed.

Figure 14. Comparison of maximum displacement under linearity and non-linearity of the structure
for basic wind speed during the whole construction process.

Figure 15. Comparison of maximum displacement under linearity and non-linearity of the structure
for critical wind speed of buckling during the whole construction process.

It can be seen from the Figure 14, as the construction height increased, the maximum displacement
of the tower increased constantly, but the amplitude decreased. The maximum displacement under
working condition was smaller than that under working condition 7 due to the rigid ring constraint.
The maximum displacement response was consistent under linearity and non-linearity of the cooling
tower under different working conditions; the values differed very slightly.

It can be seen from the Figure 15 that the distribution pattern of maximum displacement changed
under the critical wind speed of buckling when considering geometric non-linearity. Below is the
linear analysis of wind-induced maximum displacement under some working conditions.

188



Appl. Sci. 2019, 9, 4202

6.3. Influence of Internal Suction Force

The influence of internal suction force on stability performance of the cooling tower during the
whole construction process was further analyzed. Figure 16 is the comparison of buckling coefficient
and buckling displacement with or without internal suction force under different working conditions.
There was an increment without internal suction force as compared with the condition with internal
suction force. An absence of internal suction force caused a significant increment in the buckling
coefficient during the whole construction process, but it had a lesser impact on buckling displacement.
The maximum increment of buckling coefficient was 16.2%, and the maximum difference in buckling
displacement was 1.2% in an absence of internal suction force without considering concrete age and
construction load. The maximum increment of buckling coefficient was 16.6%, and the maximum
difference in buckling displacement was −0.8% in an absence of internal suction force considering
concrete age and construction load.

  
(a) Standard wind vibration coefficient 

  
(b) Actual wind vibration coefficient 

Figure 16. Comparison of buckling coefficient and displacement under standard and actual wind
vibration coefficients.

Figures 17 and 18 are the comparisons of maximum displacement in linear and non-linear analyses
under basic wind speed and critical wind speed of buckling for each working condition. It is easy
to see that the internal suction force under the basic wind speed had less impact on the maximum
displacement increment in the presence of internal suction force. In contrast, under the critical wind
speed of buckling, the internal suction force caused a significant increment in maximum displacement
under each working condition.

The comparison shows that when the wind load is the basic design wind speed, considering the
influence of internal suction, the maximum displacement increment caused by wind has little influence
on each working condition, and the influence is positive or negative.

However, when the wind load is buckling wind speed, considering the influence of internal
suction, the maximum displacement of wind-induced displacement increases significantly under
different working conditions.
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(a) Linear analysis  (b) Nonlinear analysis 

Figure 17. Comparison of maximum displacement in linear and non-linear analyses under basic
wind speed.

  

(a) Linear analysis (b) Nonlinear analysis 

Figure 18. Comparison of maximum displacement in linear and non-linear analyses under critical
buckling wind speed.

6.4. Ultimate Bearing Capacity

Figure 19 provides the curve of maximum displacement with wind speed during the whole
construction period for each working condition. The histogram indicates the changes of maximum
displacement with wind speed under the standard wind vibration coefficient. The displacement under
actual wind vibration coefficient considering concrete age, construction load, geometric non-linearity,
and internal suction force was the increment relative to the condition of standard wind vibration
coefficient. Stepwise loading was performed using the initial wind speed of 23.7 m/s at the height
of 10 m as the baseline. The step length was 1–20 m/s. Comparison indicated that the increase of
construction height greatly reduced the ultimate bearing capacity of the cooling tower. The critical
wind speed of buckling decreased from 350 (±20) m/s to 100 (±20) m/s, and the decrease rate became
smaller over time. No consistent variation trend was observed for the maximum displacement upon
buckling under each working condition.

Ultimate bearing capacity of the cooling tower increased when considering the geometric
non-linearity, and decreased when considering the concrete age and construction load. The ultimate
bearing capacity during the whole construction process was sensitive to wind vibration coefficient.
The ultimate bearing capacity was much lower under actual wind vibration coefficient at a low
construction height. As the construction height increased, the ultimate bearing capacity of the structure
calculated with the actual wind vibration coefficient increased gradually.
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(a) Working condition 1 (b) Working condition 2 

  
(c) Working condition 3 (d) Working condition 4 

 
(e) Working condition 5 (f) Working condition 6 

  
(g) Working condition 7 (h) Working condition 8 

Figure 19. Changes of maximum displacement and increment with wind speed under eight working
conditions.

7. Conclusions

We discussed the evolution of wind-induced stability performance and performed parameter
analysis for the whole construction process of super large cooling towers. The contents of research
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included dynamic characteristics, wind vibration coefficient, wind-induced response, buckling
instability, ultimate bearing capacity, and geometric non-linearity of the tower. The following
conclusions were reached:

(1) The fundamental frequency of the built-up tower was 0.57 Hz. As the construction height
increased, the fundamental frequency decreased. Construction height had a significant impact on the
lower-order frequencies, but a lesser impact on the higher-order frequencies. The order of capsize
mode increased with the increase of construction height, while the frequency of the excitation mode
decreased gradually.

(2) The wind vibration coefficient decreased with construction height during the whole construction
process. For the same construction model, the wind vibration coefficient was the maximum under
equivalent target 5, and it was the smallest under equivalent target 1. Based on the calculation results,
we proposed the formula of wind vibration coefficient by taking the meridional axial force as the target
for the tower, as shown below. In the formula, x is the template number, and y is the wind vibration
coefficient for the corresponding template number.

y =
0.786

1 + ( x
116.511 )

1.32
+ 1.74 (16)

(3) The buckling coefficient of the cooling tower decreased, and the maximum displacement
increased gradually as the construction height increased. Buckling displacement showed a discrete
distribution, without a consistent variation trend. In addition, the ultimate bearing capacity of the
tower decreased with the construction height. The critical wind speed of buckling decreased from 350
(±20) m/s to 100 (±20) m/s, and the decrease trend slowed down over time.

(4) The buckling coefficient of the tower during the whole construction period decreased when
considering the concrete age and construction load. Geometric non-linearity had mild impact on the
maximum displacement under the basic wind speed, but the impact was higher under the critical
wind speed of buckling. The presence of internal suction force caused a reduction in the buckling
coefficient of the cooling tower. The buckling coefficients calculated from standard or actual wind
vibration coefficient differed little. The influence factors of bucking stability of the cooling tower can
be ranked in a decreasing order as follows: internal suction force > geometric non-linearity > concrete
age and construction load > wind vibration coefficient. The degree of influence of these factors did not
show a consistent variation trend over the construction height.

(5) The ultimate bearing capacity of the cooling tower during the construction period increased
when considering geometric non-linearity, and decreased when considering concrete age and
construction load. The ultimate bearing capacity during the whole construction process was sensitive
to the wind vibration coefficient. As the construction height increased, the ultimate bearing capacity
calculated with the actual wind vibration coefficient increased gradually.

To conclude, the checking computation of stability performance of the super large cooling tower
during the whole construction period should consider the effect of differential values of wind fluttering
coefficient, as well as the influence of concrete age, construction load, and internal suction force. The
effect of geometric non-linearity is negligible.
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Featured Application: This study provides a simplified method that can be applied to help

preliminarily estimate the snow load on a complex roof by combining the snow loads on several

simple roofs, which have been provided in the load code or obtained by numerical studies.

Abstract: A considerable number of studies have been carried out for predicting snowdrifts on roofs
over the years. However, few studies have focused on snowdrifts on complex long-span roofs, as the
complex shape and fine structure pose significant challenges. In this study, to simplify the calculation
requirements of snow load on such roofs, work was conducted to decompose the snowdrift on a
complex roof into snowdrifts on several simple roofs. First, the snow–wind tunnel test similarity
criteria were investigated based on a combined air–snow–wind experimental system. Thereafter,
with reference to the validated experimental similarity criteria, a series of snow–wind tunnel tests
were performed for snowdrifts on a complex long-span structure under the conditions of different
inflow directions. Finally, based on empirical orthogonal function (EOF) analysis, the snowdrifts on
the complex roof were decomposed into basic characteristic distribution modes, including snowdrifts
caused by the local and overall roof forms. The snow distribution under a specific inflow direction
could be derived from the weighted combination of the basic characteristic modes, based on the wind
direction coefficients. Therefore, it is possible for the snow load on a complex roof to be estimated
preliminarily based on the snow distributions on several simple roofs.

Keywords: snow load; complex roof; snowdrift; EOF analysis; characteristics decomposition

1. Introduction

Snow-induced building collapse occurs frequently in long-span structures; for example, the
collapse of the Katowice Trade Hall (Poland, 2006), the collapse of an ice rink in Bad Reichenhall
(Germany, 2006), and the collapse of the Minnesota Vikings membrane stadium (USA, 2010). The
sudden increase in the snowfall and unbalanced snow distribution, which leads to an excessive
snow load in a local area, are the main reasons for such collapses [1]. Unfortunately, the snow load
requirements are only provided for the design of buildings with certain simple roofs (e.g., flat roof,
pitch roof, and gable roof, among others) in different national load codes [2,3], and few requirements are
available for long-span structures. It is usually suggested that the snow load distribution coefficients
for large or special-shaped buildings be defined following specific research or experiments in certain
national codes [4,5].

In terms of the related special research methods, the computational fluid dynamics (CFD) method
and wind tunnel experiment are usually adopted for the practical design of snowdrifts on or around
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buildings [6,7]. In the field of CFD research, Tominaga et al. [6] analyzed the snowdrift around an
actual apartment building based on the revised k-εmodel. In this study, the transport equation of snow
concentration was solved only for snow particles suspended in the air. Thiis et al. [8,9] predicted the
snow distribution on the curved roof of a sports hall under specific weather conditions. Generally, the
overall snowdrift pattern fitted the measured result well and the location of end effects was reproduced
close to the side edge of the roof. Beyers et al. [10] simulated the snowdrift development around a
group of surface-mounted buildings and elevated structures, respectively. The analysis assisted the
conceptual building design process to manage potential snowdrifts on and around these structures.
The application of the CFD technique to snowdrift problems can provide detailed information on the
relevant flow and phase variables in the entire calculation domain under well-controlled conditions
and at a low cost. Unfortunately, the numerical technique is mainly applied to the snowdrift on
small-scale roofs with usual shapes or simplified long-span roofs, as the large scale and fine structural
details of complex roofs require higher resolution and higher quality grids. Cases with finer grids
would be more time consuming, and the accuracy will be reduced if the grid quality is poor. Therefore,
rare work was carried out on the snowdrift on complex long-span roofs by using the CFD method.

In the field of experimental research, Isyumov et al. [11] examined snowdrift formation on
the lower level of a large-area two-level roof in different-surface shear stress and terrain roughness
conditions. Delpech et al. [12] explored the hazard and alleviating measures of the snowdrift around
the Concordia Antarctic research station by using real snow particles in the Jules Verne climatic wind
tunnel. Flaga et al. [13] performed a series of snow load tests for three different complex roofs of sports
facilities. Snow precipitation and wind-induced redistribution were simulated by using powdered
polystyrene foam as artificial snow. The results of snow load distributions were presented for the
practical structural design. Compared with the CFD method, this experiment can reproduce the
snowdrift mechanism to the greatest extent and restore every detail of the building. Unfortunately, the
required equipment is not always available and is usually expensive for experimental preparation and
model creation. Therefore, it greatly limits the large-scale application of the experimental method in
the study of snowdrift problems.

In order to analyze and summarize the snow load information on complex long-span roofs
more efficiently and systematically, assisting the design process of the structure of a building, it is
necessary to combine the advantages of CFD and experiment methods and avoid their limitations.
Specifically, the distribution of snow load on a complex long-span roof should be analyzed in detail
by using experiments. Based on the results, the distribution characteristics could be summarized
systematically, before helping reduce the computing requirements for the snowdrifts on complex roofs
and the large-scale analytical studies by using the CFD method. As a preliminary step, it is important
to make clear the snow distribution characteristics on a complex long-span roof.

In order to express the distribution characteristics in detail, this study firstly presents the validation
of the similarity criterion to figure out the experimental theory, based on an air–snow–wind combined
experimental system. Thereafter, based on the similarity criterion, a description of the wind-induced
snow drifting on a long-span structure with a membrane roof under different wind direction conditions
is provided. Finally, according to the experimental results, the snowdrifts’ characteristics on the
complex membrane roof are analyzed. Three basic characteristic distribution modes and wind direction
series are decomposed and derived from the results. The distribution pattern and wind direction
coefficients of each mode are investigated with reference to the roof form.

2. Validation of Experimental Approach

2.1. Experimental Facility

Experimental works were carried out based on an air–snow–wind combined experimental system,
which allows for the appropriate creation of natural wind velocity and turbulence profiles, as well as
the precipitation environment. The snow–wind tunnel facility used belongs to the Key Laboratory
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of Structures Dynamic Behavior and Control of China Ministry of Education, Harbin Institute of
Technology, Harbin, China, as shown in Figure 1. The facility was improved on the basis of previous
research [14]. The snow–wind tunnel test chamber was closed, and the dimensions were 10 × 4.5 × 3
m. The temperature inside the chamber was the same as the outdoor air temperature, which ranged
from −30 ◦C to −10 ◦C during winter. The wind velocity was measured with a hot-wire anemometer.

 
Figure 1. Schematic view of the experimental facility.

Artificial snow particles were used to simulate the snowdrift environment to deal with the
combined wind–snow engineering problems (Figure 2a). The artificial snow particles were generated
by spraying water droplets into freezing air with a snowmaker. A particle feeder was fixed at the top
of the chamber to simulate precipitation. The snow particle feeder (Figure 2b) consisted of a stable
steel frame and vibrating sieve with a perforated bottom (bottom size: 4.5 m long, 0.4 m wide; hole
diameter: 5 mm). The sieve was moved by a motor with continuous speed regulation. The snowdrift
flux profile was measured with a snow particle counter [15].

 

(a) 
 

(b) 

Figure 2. Snowfall simulator: (a) artificial snow particles; (b) snow particle feeder.

2.2. Similarity Criterion

The snowdrift phenomenon can be explained as solid particle transport. Depending on whether
the friction velocity reaches a threshold, three particle transport mechanisms can be observed: creep,
saltation, and suspension. Creep is a phenomenon in which snow particles move by rolling, sliding, or
creeping at the surface; saltation is a process in which snow particles move with repeated leaping up
or jumping and colliding with a snow surface; and at a higher wind velocity, particles are transported
upwards by turbulent eddies and transported far downwind. Among the mechanisms, saltation
has been identified as the major particle transport process, which causes approximately 67% of the
total drifting mass [12]. For reliable modeling of these transport mechanisms, a reasonable similarity
criterion is necessary for reduced-scale experiments. As the similarity criterions are incompatible with
one another, compromises have to be made according to their relevance [12,16]. Even so, none of the
models cited in the literature are able to provide a satisfying interpretation of experimental results.
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In this study, considering that the experimental modeling was focused on the reliable preproduction
of snowdrift on a long-span roof, the similarity number based on the similarity of the drifting snow
flux in the saltation layer was selected. These similarity criteria were first introduced by Iversen [17]
and also adopted by Delpech [12]. The similitude criterion based on the drifting flux is shown in
Equation (1). (

ρ/ρp
)(

U2/2g
)
(1−U0/U) (1)

where ρ and ρp are the air and particle densities, respectively; U and U0 are the reference wind velocity
and threshold reference velocity, respectively; and g is the gravitational acceleration. Furthermore,
similarity criteria related to geometric, dynamic, and kinetic criteria were also considered.

To validate the similarity criterion, snowdrift around a surface-mounted cubic model, employed
in detailed field measurements carried out by Oikawa et al. [18] in Sapporo, Hokkaido, Japan, was
adopted as the analyzed prototype. The snowdrift was observed for only one day by cleaning up
the snow around the model following each drifting snow event. The model was 1.0 m on each edge.
The averaged wind velocity was approximately 1.7 m/s at a 1.0 m height, and the maximum wind
velocity was close to 4.3 m/s (Figure 3). The snow depth at a reference point was 20 cm. The other
measurement parameters are summarized in Table 1. The smallest undulation of snowdrift due to the
weak wind velocity and the large snowfall make it the most suitable measurement data for validation
of the similarity criteria.

 
Figure 3. Wind speed Uh and direction θh at 1.0 m height for the entire measuring period on SN09 [18].

Table 1. Prototype drifting parameters.

Particle Parameters Values Particle Parameters Values

Particle diameter Dp 150 to 200 μm Threshold friction velocity U∗t 0.15 to 0.36 m/s
Snowfall velocity Wf 0.2 to 0.5 m/s Accumulated snow density ρp 50 to 700 kg/m3

Air density ρ 1.22 kg/m3 Repose angel 30◦ to 50◦

The artificial snow particles were selected for the validation experiment. The air/water ratio in
the snowmaker was set to make sure the artificial snow was dry enough to prevent the particles from
sticking together. The accumulated snow density was measured with a scale and cylinder; whereas, the
particle diameter was measured with a microscope. The snowfall velocity was obtained by measuring
the artificial particle falling times from 1.0 m height [8]. The threshold friction velocity was estimated
according to an empirical formula [1]. The parameters of the artificial snow particles are summarized
in Table 2.
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Table 2. Parameters relating to the physical properties of artificial snow.

Particle Parameters Values Particle Parameters Values

Particle diameter Dp 100 to 150 μm Threshold friction velocity U∗t 0.3 to 0.6 m/s
Snowfall velocity Wf 2.0 to 2.4 m/s Accumulated snow density ρp 386 to 447 kg/m3

The selected model scale of 1/2 satisfied the blockage effects. The vertical profiles of the flow field
identified over the snow mantle in the test section were similar to these over the measured field in
Sapporo. In order to assess the modeling reliability, the results of the typical similarity numbers for
both the prototype and model are summarized in Table 3. The experimental wind velocity (2.3 m/s at
the height of the model top) used for calculating the scaled model values was determined according to
Equation (1). Requirement 2 in Table 3 represents the geometric similarity of both model and prototype.
The correct modeling of the ejection process of particles is realized by satisfying requirements 3, 4, and
5. Requirement 5 is a roughness–height Reynold number, where ν is the fluid’s kinematic viscosity.
The basic requirements of dynamic similarity could be measured with densimetrical Froude numbers
6 and 7 (ratio between the inertia force and gravity force), and similarity number 8.

Table 3. Similitude parameters.

Dimensionless Parameters Prototype Value Model Value Number

Dp/L 1.5 × 10−4 to 2 × 10−4 2 × 10−4 to 3 × 10−4 (2)
U/U∗t 4.7 to 11.3 3.8 to 7.7 (3)
ρp/ρ 41 to 574 316 to 366 (4)

U∗3t /2gν > 30 11.4 to 157 91 to 730 (5)
U∗2t
Dp g

(
ρ
ρp−ρ

)
0.02 to 2.21 0.17 to 1.17 (6)

U2

Dp g

(
ρ
ρp−ρ

)
2.58 to 49.38 9.89 to 17.19 (7)

Wf/U 0.1 to 0.3 0.9 to 1.0 (8)

In order to model the fully rough saltation flow, it is desirable to guarantee the lower limit of
the Reynolds number U∗3/2gν > 30. If the saltation mechanism occurs, the fully rough flows will be
satisfied if U∗3t /2gν > 30 [16]. This lower limit was satisfied in this experimental case as shown in
Table 3. Except for this, the noticeable mismatches are found in the particle ejection process scaling
and dynamic similarity. For the particle ejection scaling, the gravitational force is overestimated in
requirement 4 with a greater particle density, which is also observed in requirement 8 with a higher
snowfall velocity. This indicates that the trajectory of the artificial snow particle is smaller than the
natural snow particle one [19]. However, a higher particle/air density ratio is usually required [19]
and the saltation trajectory for the scale model is small in comparison with the actual snowdrift
observed [20]. For the dynamic similarity, the particulate Froude number weighted by the density ratio
(requirement 7) is the parameter that allows for assessing the similarity of the transport mechanism of
suspended particles [12]. The evaluation of the particulate Froude number based on the threshold
friction velocity (requirement 6) is linked to surface transport. According to comparisons of requirement
6 and requirement 7, the saltation mechanism, which has been identified as the major particle transport
process, is better reproduced than other transport processes [12].

The prototype snowstorm duration was assumed to be 24 h according to the observation
duration [18]; whereas, the experimental snowstorm duration was set to approximately 8 h according
to the definition for the dimensionless time used by Delpech [12]. As the experiment would have been
excessively lengthy, the test was divided into four stages to allow the fan to rest and refill the snow
particles into the feeder.
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2.3. Results and Discussion

Figure 4 compares the dimensionless snow depth distributions obtained from the field
measurement and experiment. The snow depths were normalized by the reference snow depth
far from the model, which was not affected by the flow around the cube. The deep-colored part in
the figure indicates greater snow coverage. The deposition areas in the upwind region ahead of the
cube and erosion areas near the upwind corners of the model in the experiment correspond strongly
to those of the prototype. However, as the snow particle feeder was set in the upwind region, the
air–snow flow originated from the upwind direction. The incoming particles bypassed the model
and moved downstream following the separating airflow. Few particles could enter the wake region
behind the model with the aid of the vortex. Therefore, the deposition region behind the model
was not reproduced in the experiment. Therefore, the building size should be limited to ensure that
the entire building was covered by the stable air–snow flow field, on the premise of satisfying the
drifting similitude.

 
(a) (b) 

Figure 4. Comparison of horizontal distributions of normalized snow depths: (a) prototype result [18];
(b) experimental result.

3. Experimental Research on Snowdrifts on Complex Long-Span Roof

3.1. Experimental Setup

3.1.1. Test Model

For buildings with a special shape, complex separation and reattachment occur when airflow
passes over the roof. The snow load on the roof will be redistributed easily, which may change the stress
inside the roof structures, thereby leading to building collapse, especially for long-span lightweight
roofs. Therefore, significant attention should be paid to the snow distribution on complex-shaped
buildings. Based on the advantages of the experimental method and the validated similarity criterion,
a series of snow–wind tunnel tests were conducted to investigate the snowdrift on such complex
long-span roofs. In this study, Tongren Olympic Sports Center Stadium was selected as the target
building. As the stadium is located on the Yunnan-Guizhou Plateau, China, the frequent snowfall
requires additional consideration. The geometric shape of the roof is illustrated in Figure 5a. The cable
membrane structure was adopted for the prototype roof. In order to avoid the excessive deformation
of the roof, which may affect the safety of the structure and comfortableness of the space, the roof
deformation should be strictly controlled at the structural design stage. Therefore, the roof deformation
under the action of snow load was assumed to be negligible. Furthermore, considering that the unique
roof shape substantially affects the shape of the snow cover, acrylonitrile butadiene styrene (ABS)
plastic was used for creating the model roof to reproduce the complex shape as far as possible. Similar
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hard material was also used by Flaga et al. [13] to make the membrane structure models. Perforated
plates were adopted for the sidewall, with an air permeability of approximately 40% to realize the
simulation of the wall air permeability (Figure 5b). Based on the above conclusion, the model scale of
1/150 was selected with model size limited to 1.81 (x) × 1.69 (y)0.33 × (z) m.

 
(a) 

 
(b) 

Figure 5. Model of membrane structure gymnasium: (a) Tongren Olympic Sports Center Stadium
model (made of acrylonitrile butadiene styrene (ABS) plastic); (b) wall of membrane structure (40%
air permeability).

The measuring points were designed according to the special shape of the roof (Figure 6a),
combined with the distribution characteristics whereby snow would be deposited in the concave region
more easily. Two types of concave regions were formed on the roof: along the radial cable and near
the center of each membrane piece. For the concaves along the radial cables, 36 lines were set along
the cables, with 16 measuring points set along each line (Figure 6b). For the concaves formed on the
membrane, 36 lines were set along the circumferential direction, with an additional 9 measuring points
set at the center of each membrane piece (Figure 6b). In total, 900 measuring points were set on the
model roof. The snow depth at the measuring point was measured with a snow stick. Furthermore, a
snowdrift experiment with an empty field was conducted to simulate the snow distribution on the
ground. The shape coefficient μ of the snow distribution on the roof was calculated as the ratio of the
snow depth on the model roof to the snow height on the ground.

 
(a) (b) 

Figure 6. Arrangement of measuring points for snow depth: (a) roof form; (b) arrangement of
measuring points.
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3.1.2. Setup Parameters

The prototype stadium was constructed in a suburban area of Tongren City, Guizhou province,
China. The reference wind pressure is 0.35 kN/m2 (100 year return period); whereas, the reference
snow pressure is 0.35 kN/m2 (100 year return period) [2]. The prototype wind velocity at a standard
height (10 m) during a snowstorm is assumed as 0.45 of the reference wind velocity, calculated based
on the reference wind pressure [21]. The air density there is about 1.22 kg/m3, and hence the reference
wind velocity is close to 24 m/s. The snow density is about 150 kg/m3, and the maximum snow depth
during a snowstorm could reach 0.23 m [2]. The threshold friction velocity and snowfall velocity are
set to 0.15 m/s and 0.2 m/s, respectively. Regarding the snowfall duration, as no outdoor measuring
record was available; the experimental duration was provided based on an eight-year-long outdoor
measurement in China by the authors. This work was carried out from 2010 to 2017 and is ongoing.
The measurements included the snowfall duration, interval time between two snowfalls, accumulated
snow density, and snow depth. Based on the measurement data, a single snowfall usually lasted for
nearly 6 to 7 h. The probability of snowfall lasting for less than 12 h was approximately 72% (Figure 7).
Therefore, the prototype duration was set as 12 h.

Figure 7. Probability density curve of single snowfall duration, derived from an eight-year field
measurement result.

The artificial snow particles were selected as the experimental particles. Prior to the experiment,
the snow was sieved into uniform sphere particles. Based on the similarity criterion introduced in
Section 2.2, the experiment reference velocity was 1.2 m/s at 0.06 m, and the experimental snowstorm
duration was set to 0.6 h. A total of 700 L of artificial snow was poured into the sieve-like feeder during
the experimental duration, and the snowfall flux was approximately 0.007 kg/m2s. As this stadium
exhibited biaxial symmetry and the wind direction frequency was provided with a 22.5◦ interval in the
annual wind rose diagram, five cases were designed and conducted for different inflow directions at
22.5◦ intervals, namely 0◦, 22.5◦, 45◦, 67.5◦, and 90◦, from the x-axis to y-axis (Figure 8).

Figure 8. Study cases conducted for different inflow directions at 22.5◦ intervals (0◦, 22.5◦, 45◦, 67.5◦,
and 90◦).
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3.2. Results and Discussion

The snowdrift shape coefficients μ on the membrane roof in different inflow directions are
illustrated in Figure 9. The snowdrifts are extremely complex. For different inflow conditions,
depositions occur on the windward and leeward surfaces along the air stream. The overall packing
forms are approximately fan-shaped. When the inflow direction moved from 0◦ to 90◦, the angle
between the windward and leeward depositions varies from 90◦ to 140◦. The results are similar to the
unbalanced snow distribution on the umbrella-shaped roof, as indicated in the technical specification for
cable structures (Figure 10a) [22]; whereas, in the experimental case, the angle between the depositions
changed under asymmetrical conditions because of the non-central symmetrical roof form. Owing to
the existence of the concave regions along the radial cables and at the center of each membrane piece,
a large amount of snow is accumulated locally and a peak value of approximately 1.8 is generated.
This is substantially larger than the peak value of 1.0 for the umbrella-shaped roof, but much closer to
the maximum coefficient of the unbalanced distribution on the multi-span gable roof (Figure 10b) [2].
Therefore, the local accumulations that formed on the roof are likely caused by the local form of the roof
itself. Evidently, the snow distribution pattern is closely related to the overall and local roof shapes.

 
(a) 

 
(b) 

 
(c) (d) 

Figure 9. Cont.
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(e) 

Figure 9. Snow distribution shape coefficient μ: (a) 0◦; (b) 22.5◦; (c) 45◦; (d) 67.5◦; and (e) 90◦.

 
(a) 

 
(b) 

Figure 10. Unbalanced distributed shape coefficient on building roofs: (a) shape coefficient for
umbrella-shaped roof indicated in the technical specification for cable structures; (b) shape coefficient
for multi-span gable roof indicated in load code for design of building structures.

4. Analysis of Snow Distribution Characteristics

4.1. Analytical Method

To deeply analyze the relationship between the snow distribution pattern and the shape
characteristic of the roof, the empirical orthogonal function (EOF) analysis was adopted. This
approach is generally used to analyze the structural features in data and extract major data feature
quantities. Specifically, EOF analysis can decompose a variable field matrix X that changes with time
into a time-independent spatial matrix EOF and a time matrix PC, as shown in Equation (9). In this
study, the time-dependent field matrix was replaced by a field matrix that changed with the wind
direction, and a wind direction related matrix could be obtained instead of the time matrix. The spatial
matrix EOF generalizes the geographical distribution characteristics of the field; whereas, the wind
direction matrix PC is composed of the linear combination of coefficients of the spatial points of the
field. As the main information of the original field X is concentrated in the first several components of
the spatial matrix EOF, the study of the original field X changing with wind direction can be converted
into the investigation of the first components of the spatial matrix EOF and their wind direction matrix
PC, respectively.

X = EOF× PC (9)

The specific method is illustrated in Equation (10)–(14). Firstly, a field matrix Xm×n is obtained by
collating the measured data, where the subscript “m” represents the number of spatial points under a
certain inflow direction condition, namely 900 and the subscript “n” represents the number of inflow
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cases, namely five. Based on the orthogonal decomposition theory, the spatial matrix EOF and its
eigenvalue matrix Λ can be derived, as shown in Equation (11)–(13), where C is the cross-product of
the field matrix X and its transpose matrix XT. The kth column of the spatial matrix EOF represents the
kth spatial mode EOFk. Finally, the wind direction matrix PC can be derived from the spatial matrix
EOF and original field matrix X, as indicated in Equation (14).

Xm×n =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x11 x12 . . . x13

x21 x22 . . . x23

. . . . . . . . . . . .
xm1 xm2 . . . xmn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (10)

Cm×n =
1
n

X×XT (11)

Cm×n × EOFm×m = EOFm×m ×Λm×m (12)

Λm×m =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
λ1 0 . . . 0
0 λ2 . . . 0
. . . . . . . . . . . .
0 0 . . . λm

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ (13)

PCm×n = EOFT
m×m ×Xm×n (14)

4.2. Spatial Matrix Empirical Orthogonal Function (EOF)

According to the EOF theory, each spatial mode EOFk corresponds to an eigenvalue λk. The
contribution of EOFk to the total variance is determined by its eigenvalue λk; therefore, the significance
of EOFk can be defined by its eigenvalue. The larger the eigenvalue is, the more significant its influence
is. Furthermore, if the eigenvalue error ranges (λk − Δλ, λk + Δλ) between two modes overlap, the
mode characteristics will be similar. Here, Δλk is determined according to Equation (15), where N∗
represents the effective degrees of freedom of data.

Δλk = λk

√
2

N∗ (15)

Figure 11 illustrates the eigenvalues of the first few spatial modes. The first three spatial modes
(EOF1, EOF2, and EOF3) contribute the most to the total variance; therefore, only the characteristics of
these three spatial modes are analyzed in the following. Compared with λ2 and λ3, the λ1 value for
EOF1 leaps significantly. Evidently, EOF1 has an overwhelming influence on the snow distribution
on the stadium roof. The eigenvalues for EOF2 and EOF3 are similar, but the significance of EOF2 is
slightly more pronounced. Furthermore, a relatively large overlap exists in the error ranges between
EOF2 and EOF3, indicating that their distribution patterns are similar.

The distribution characteristic of EOF1 is illustrated in Figure 12. The values of EOF1 are all
positive. The distribution pattern is indicated by the strip of local accumulations formed in the concave
regions along the radial cables, similar to the unbalanced snowpack formed in the eave region between
multi-span gable roofs (Figure 10b). In general, EOF1 further reflects the influence of the local roof
shape on the snow load distribution on the building roof. The distribution characteristics of EOF2

and EOF3 are illustrated in Figure 13. The spatial characteristics of EOF2 and EOF3 are similar, as
discussed previously; that is, the overall surface accumulations along the symmetry axes (0◦ or 90◦
inflow direction) and skew surface accumulations between the axes (45◦ inflow direction). These
patterns are similar to the fan-shaped depositions on the umbrella-shaped roof (Figure 10a), reflecting
the influence of the overall roof shape on the snow load distribution. Moreover, the magnitude of the
shape coefficients for EOF2 and EOF3 are positive or negative in two perpendicular regions, taking on
an opposite distribution pattern with a different inflow direction (the black or gray arrow in Figure 13).
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Therefore, EOF2 and EOF3 comprehensively reflect the influences of the inflow direction and overall
roof shape on the snow load distribution.

Figure 11. Eigenvalues of each empirical orthogonal function (EOF) mode at 95% confidence level.

Figure 12. Distribution characteristics of the first spatial mode EOF1.

 
(a) (b) 

Figure 13. Distribution characteristics of the second and third spatial modes: (a) EOF2; (b) EOF3.

4.3. Wind Direction Matrix PC

As a group of the wind direction-dependent weighted coefficients for the spatial mode, the PC

coefficient reflects the influence degree and the combination way of the spatial modes. The specific
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PC coefficients for EOF1, EOF2, and EOF3 are illustrated in Figure 14. Under the five inflow direction
conditions, which range from 0◦ to 90◦, the proportion of the PC coefficients for EOF1 is the largest,
indicating an overwhelming influence, as described earlier. The value fluctuates slightly depending on
the wind direction and basically remains at 22.5. For EOF2 and EOF3, the PC coefficients vary sharply
with the wind direction, that is, the PC coefficients are sensitive to the wind direction. Although the
coefficients fluctuate dramatically, the curves of PC coefficients are symmetrical along the PC = 0 axis
with varying inflow directions. Specifically, when the inflow originates from the 0◦ direction, the inflow
direction is consistent with that of the negative state of EOF2 (gray inflow direction in Figure 13a).
The overall snow distribution reflects the characteristics of EOF2, while the PC coefficient for EOF3 is
close to zero. When the inflow originates from the 45◦ direction, the inflow direction is consistent with
that of the negative state of EOF3 (gray inflow direction in Figure 13b). The overall snow distribution
reflects the characteristics of EOF3, while the PC coefficient for EOF2 is close to zero. Finally, when the
inflow moves to 90◦, the overall distribution characteristics can be explained only by EOF2; whereas,
the influence of EOF3 could be neglected. Overall, the local roof shape has the greatest influence on the
snowdrift on the complex roof; whereas, the contribution of the whole roof shape to the snowdrift
depends on the dominant wind direction. The closer the wind direction represented by the spatial
mode is to the dominant wind direction, the greater its contribution to the overall result.

Figure 14. Wind direction coefficients for EOF1, EOF2, and EOF3.

4.4. Combination of EOF and PC

Since the original field matrix X can be decomposed into a spatial matrix EOF and a wind direction
matrix PC, conversely it is possible to generate the snow distribution on this complex membrane roof
through the combination of the spatial matrix EOF and wind direction matrix PC. As the first three
spatial modes made the greatest contribution to the snow distribution on this structure and reflected
the influences of the local and overall roof shapes, respectively, the three modes were selected for
combination. The combination method is shown in Equation (16). Each column of the generated
matrix X

′
represents the snow distribution under a specific wind direction condition.

X
′
m×n = EOFm×3 × PC3×n (16)

The generated snowdrifts in different inflow directions are shown in Figure 15. Through
comparison with the experimental results as shown in Figure 9, the snowdrift patterns, i.e., the overall
fan-shaped deposition occurring on the windward and leeward surfaces along the air stream and the
local packing formed in the concave regions along the radial cables and at the center of each membrane
piece, show good correspondence with the experimental results. However, it should be noted that a
significant underestimation of the shape coefficient values, especially the peak values, is observed.
This underestimation was mainly caused by the fact that only the first three modes participated in the
combination, and the contribution of the latter modes to the snow distribution was not considered
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yet. In general, it is preliminarily verified that the snowdrift on a complex roof can be restored by the
combination of snow distributions on several corresponding simple roofs.

 
(a) (b) 

 
(c) 

 
(d) 

 
(e) 

Figure 15. Generated snow distribution shape coefficient μ: (a) 0◦; (b) 22.5◦; (c) 45◦; (d) 67.5◦; and
(e) 90◦.

In comparison with the conventional methods, the existing national load codes only provide the
snow load requirements for simple roofs, as mentioned in Section 1. The applications of the CFD
and experimental methods in the prediction of snow loads on complex roofs are also limited, due
to the characteristics of time and money consumption. However, this study provides a simplified
idea of estimating the snow load on a complex roof. Specifically, in the structural design stage, it is
possible for the snow load on a complex roof to be estimated preliminarily by the combination of the
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snow distributions on several simple roofs, which have been provided in the load code (e.g., dome,
curved roof, pitch roof, and obstacle, among others) or can be obtained by numerical studies. This will
save a lot of time and money. Unfortunately, as an initial exploration, there are still many problems
to be solved. Firstly, the correct selection of simple roofs plays a decisive role in determining the
accuracy of combinational results, therefore, the selection method of the corresponding simple roofs
should be studied emphatically; secondly, the PC coefficients are closely related to roof forms, and a
large number of in-depth and large-scale studies should be carried out to clarify the PC coefficient;
finally, reliable measurement data of snowdrifts on actual complex roofs is indispensable for examining
prediction results. However, there is no measurement data available now, due to a large number
of works and high risks in the process of measurement. These problems should be considered in
future investigations.

5. Conclusions

This study has demonstrated the feasibility of snowdrift reproduction based on the air–snow–wind
combined experimental system and the experimental approach. A series of scaled tests were carried
out to predict the wind–snow flow behavior on a complex membrane roof. The snow distribution
characteristics were decomposed and analyzed, and the following results were obtained. (i) The
similarity criterion based on the drifting snow flux in the saltation layer was proved to simulate
the overall snow distribution effectively. Based on the validated similarity criterion, the snowdrift
distributions on a complex long-span membrane roof under different inflow directions were reproduced
by using artificial snow particles. The results preliminarily explained the influence of the roof shape
and wind direction on the snowdrift, and illustrated the complexity of the snow distribution on
the complex roof, compared with that on a simple roof. (ii) Based on the EOF analysis, the snow
distribution on the complex roof under different inflow direction conditions was broken down into
several spatial distribution modes and wind direction-dependent weighted coefficients. Through
the analysis of spatial modes, it was proven that the snow load distribution on a complex roof can
be broken down into an integral surface load and local concentrated load. Combined with the roof
pattern, it was demonstrated that the snow distribution on a complex roof can be decomposed into
the snow distributions on several simple roofs according to the specific roof form. (iii) Through the
significance analysis of the main spatial modes, it was demonstrated that the local roof shape has
the greatest influence on the snowdrift on the complex roof; whereas, the contribution of the whole
roof shape to the snowdrift depends on the dominant wind direction. The closer the wind direction
represented by the spatial mode is to the dominant wind direction, the greater its contribution to the
overall result. In practice, when no reference is available in the load code, the actual roof snow load
can be estimated preliminarily by reasonable combinations of the existing simple roof snow loads in
the codes, referring to the specific roof form and the dominant wind direction.
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Abstract: Fire in a tunnel or an underground structure is characterized by a rise in temperature
above 1000 ◦C in 5–10 min, which is due to the characteristics of the closed space. The Permanent
International Association of Road Congresses has reported that serious damage can occur in
an underground structure as a consequence of high temperatures of up to 1400 ◦C when a fire
accident involving a tank lorry occurs in an underground space. In these circumstances, it is
difficult to approach the scene and extinguish the fire, and the result is often casualties and damage
to facilities. When a concrete structure is exposed to a high temperature, spalling or dehydration occurs.
As a result, the cross section of the structure is lost, and the structural stability declines to a great extent.
Furthermore, the mechanical and thermal properties of concrete are degraded by the temperature
hysteresis that occurs at high temperatures. Consequently, interest in the fire safety of underground
structures, including tunnels, has steadily increased. This study conducted a fire simulation to analyze
the effects of a fire caused by dangerous-goods vehicles on the tunnel structure. In addition, a fire
exposure test of reinforced-concrete members was conducted using the Richtlinien für die Ausstattung
und den Betrieb von Straßentunneln (RABT) fire curve, which is used to simulate a tunnel fire.

Keywords: RABT fire curve; fire simulation; tunnel fire; high temperature; fire safety; fire accident

1. Introduction

With the recent sharp increase in accidents involving transport vehicles carrying hazardous
materials (e.g., explosive flammables), damage to highway infrastructure facilities, such as tunnels,
has increased substantially [1,2]. Detailed summaries of road and rail tunnel fire events clearly
show the importance of considering fire risk in the design of tunnels [3,4]. In particular, due to the
extensions and elongations of tunnel structures and increasing passage access to popular town areas,
it is urgently necessary to ensure the safety of tunnel structures against unexpected extreme disasters,
such as fires [1,2]. For this reason, many developed countries are currently enhancing fire intensity
standards and reviewing explosion resistance standards. In most countries, however, the assessment
of, and response to, fire risks is still limited, and the maturity of the design goal is relatively low [1,2].

In 2001, two trucks collided in the Gotthard tunnel in Switzerland, resulting in a fire, as well as
11 deaths and many injuries [5]. The scale of the fire was approximately 120–200 MW, and the flame
temperature was estimated at over 1000 ◦C [5]. The fire brigade experienced difficulty in accessing
the fire scene for 48 h, causing damage over a length of 700 m inside the tunnel and spalling of up
to 350 mm in depth [5]. The damage caused by this accident amounted to approximately $31 billion,
and restoration work lasted two months [5]. Even though the authorities were equipped with the latest
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disaster prevention facilities at the time of the accident, the damage was considerable, and this clearly
demonstrates the importance of the response as well as of the preparation of operational facilities [2].

This study analyzed fire intensity and the effects of fire on tunnel structures in terms of depth
by simulating fire occurrences resulting from accidents of tank lorries loaded with inflammables in
a tunnel environment. Furthermore, in order to verify the validity of the numerical analysis model,
the effects of geometrical elements on fire were examined by a fire exposure test on reinforced-concrete
members using the Richtlinien für die Ausstattung und den Betrieb von Straßentunneln (RABT)
fire curve

2. Characteristics of Fire in a Tunnel

2.1. Material Characteristics of Concrete Exposed to High Temperature

Exposure to high temperatures results in spalling or destruction of the coating on members
due to the water vapor pressure created inside the concrete [2,6–8]. At 100–400 ◦C, Al2O3-, Fe2O3-,
and tobermorite-based hydrates are dehydrated, resulting in the collapse of gel and cement hydrates.
In moderate-strength concrete that has been exposed to high temperatures, voids are generated as the
vapor inside the concrete evaporates at approximately 200 ◦C [2,6–8]. The deformation recovery ability
is drastically lowered in this temperature range, and the elastic modulus decreases significantly at
temperatures of over 600 ◦C [2,6–8].

Concrete exhibits a tendency toward decreasing compressive strength and elastic modulus when
exposed to high temperatures. Concrete exposed to high temperatures causes cross-sectional defects
due to surface peeling or scattering [2,6–8]. This phenomenon is called spalling. The main cause of this
phenomenon is the water vapor pressure that is generated when the water inside the concrete expands
in response to high heat [2,6–8].

It is known that when a concrete structure is exposed to temperatures of approximately 650 ◦C
or higher, it loses 50% of its original strength. When it is exposed to temperatures of approximately
850 ◦C or higher, it loses its structural performance [2,6–8].

2.2. Temperature Distribution Characteristics Due to Vehicle Fire in a Tunnel

According to a report published by the Permanent International Association of Road Congresses
on fire and smoke control in road tunnels [9], in the event of a fire in a tunnel, when air flows in through
the tunnel entrance at 6 m/s, the temperature of the ceiling reaches approximately 400 ◦C from the spot
of the fire to a point approximately 100 m from the tunnel exit [9]. According to Dutch regulations,
when a fire occurs in a large tank lorry with a loading capacity of 50 m3 or higher, the temperature
rises to approximately 1400 ◦C.

3. Tunnel Fire Simulation

It is almost impossible to consider all possible fire situations involving dangerous-goods vehicles
in experimental assessments and verifications for simulating fires that occur in a road-network system.
Various costs and time-consuming limits exist in reality. Therefore, simulation analysis is typically
used in such studies, and a real fire experiment is only conducted when necessary to complement
the results of the simulation. Fire simulation is generally conducted through computational fluid
dynamics (CFD) analysis. CFD analysis is actively applied to fire-modelling research at domestic and
international facilities and to establish firefighting design and evacuation parameters [1]. It is the most
important tool in fire engineering. Building upon the Field Model developed in the U.K., the National
Institute of Standard and Technology (NIST) and the Building and Fire Research Laboratory in the
United States have achieved continuous developments in this area since 2000 [1]. CFD analysis,
in particular, can be used to examine the thermal-fluid flow phenomenon on a large scale, for which
life-sized model experiments are impossible to conduct. It can also quantify the degree of damage,
such as the size of the fire, smoke generation, toxic gas generation, and amount of radiation heat [1].
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Furthermore, simulation is possible above the normal test-performance limits and can produce results
according to specific scenarios, which enables the quantitative assessment of fire risks.

3.1. Modelling

The Fire Dynamic Simulator (FDS, version 6.5.3) [10], which has been developed by the NIST in
the U.S., is the numerical analysis model used for the fire analysis in this study. The target space of the
analysis was 45 m × 8 m × 5.5 m (length × width × height), and the length of the tunnel was assumed
to be 45 m. It was believed that the length of the tunnel would not be affected by the temperature of
the fire. As shown in Figure 1, a box-type cross section was applied to mimic the cross-sectional shape
of the tunnel. The fire source was located between the center of the tunnel and its side. Tank lorries
of 27 m3 (27,000 L) volume were used with diesel as the fuel. The open-boundary condition was
applied at the tunnel entrance and exit. In addition, as in a real situation, the combustion rate method
was used to simulate the fire in tank lorries.

Figure 1. Dimension of tunnel and position of fire in tunnel modelling.

3.2. Analysis of Fire by Combustion Material Type

Comparative analyses were carried out on the changes in the fire characteristics according to
the duration of ignition sources that were used to simulate fires for different materials in the FDS.
The simulations were conducted by modelling for materials with different properties (e.g., combustion
heat, density, and ignition point). Based on the results, the appropriate duration of the ignition source
was determined and applied to the fire simulation.

Diesel and octane (C8H18), which are the commonly used gasoline types, as well as heptane
(C7H16) and ethanol (C2H6O), were the hazardous materials applied to the fire simulation analysis.
The values of the heat of combustion for these hazardous materials are 44.80 MJ/kg, 47.89 MJ/kg,
48.07 MJ/kg, and 29.65 MJ/kg, respectively. To analyze the changes in fire intensity with respect to the
types of hazardous materials, specific analysis conditions were set to verify the fire intensity inside the
tunnel when the fire occurred due to a hazardous material with a similar or lower heat of combustion.
Table 1 outlines the model and conditions used for the analysis. Table 2 lists the material properties of
the combustion materials.

Table 1. Analysis conditions by hazardous material type.

Parameters Input Data

Space size (m) 45 × 8 × 5.5
Grid size (m) 0.5 × 0.5 × 0.5

Conductivity of concrete (W/m·K) 1.28
Specific heat of concrete (KJ/kg·K) 0.75

Density of concrete (kg/m3) 2400

Vehicle location Middle of the tunnel
27,000 L capacity

Combustion material type Diesel, ethanol, octane, and heptane
Simulation time (s) 3600
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Table 2. Properties of combustion materials considered in this study.

Parameters Diesel Ethanol Octane Heptane

Density (kg/m3) 840 787 700 684
Specific heat (kJ/kg·K) 1.89 2.45 2.15 2.25

Thermal conductivity (W/m·K) 0.18 0.17 0.13 0.124
Emissivity 0.9 1.0 0.9 0.9

Heat of combustion (kJ/kg) 44,800 29,653 47,898 48,074
Boiling point (◦C) 250 76 125 98.5

Figure 2 shows the analysis results for different combustion materials. Except for ethanol,
whose heat of combustion is 29.65 MJ/kg, diesel, octane, and heptane have similar values for heat of
combustion, i.e., 44.80 MJ/kg, 48.07 MJ/kg, and 47.89 MJ/kg, respectively. These three fuels had a similar
fire intensity level of approximately 160 MW. However, the results for diesel showed a longer fire
duration by approximately 500 s. In comparison to these three fuels, the heat of combustion of ethanol
is approximately 60%, and this fuel also resulted in a lower fire intensity. However, the duration of its
fire was longer than 1 h, much longer than the fire durations of the other combustion materials.

Figure 2. Heat release rates of the tested combustion materials.

The above analysis revealed that different types of hazardous materials on a highway can cause
fires with different characteristics (i.e., the fire intensity and duration are likely to differ depending on
the material type). The analysis of the simulation results showed that a fire caused by dangerous-goods
vehicles carrying diesel results in the most serious conditions of fire intensity and fire duration.

3.3. Analysis of Vehicle Fire in a Tunnel

A simulation was conducted for a fire caused by dangerous-goods vehicles carrying diesel in
a tunnel. The tunnel model used for this simulation was the same as that in Figure 2. Table 3 lists the
analysis conditions used for this simulation.
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Table 3. Vehicle fire analysis conditions.

Parameters Input Data

Space size (m) 45 × 8 × 5.5
Grid size (m) 0.25 × 0.25 × 0.25

Conductivity of concrete (W/m·K) 1.28
Specific heat of concrete (KJ/kg·K) 0.75

Density of concrete (kg/m3) 2400

Vehicle location Middle of the tunnel
27,000 L

Measured depth of concrete wall (m) Surface: 20, 40, 60, and 100
Combustion material type Diesel

Simulation time (s) 3600

4. Fire Exposure Experiment on Reinforced-Concrete Member

In order to verify the analysis of the fire and heat-transfer characteristics of concrete in the event
of a fire in a tunnel structure using the CFD analysis program FDS [10], the heat-transfer characteristics
of a concrete member were examined through a fire experiment. The results were then compared with
those of the CFD analysis. The fire exposure experiment was conducted using the RABT fire curve,
which can simulate a tunnel fire for reinforced-concrete members.

4.1. RABT Fire Curve

The RABT fire curve was developed by the Road Construction Department of the German Ministry
of Transportation under the Eureka Project [11]. In a simulated scenario, the temperature sharply rises
to 1200 ◦C within 5 min after the beginning of the fire. The durations of fires involving trains and cars
at a temperature of 1200 ◦C are 55 min and 25 min, respectively. The fire then cools down for 110 min.
The RABT fire curve is known to have a shape similar to that of a real tunnel fire [11]. Figure 3 shows
the RABT fire curves for railways and highways.

Figure 3. Richtlinien für die Ausstattung und den Betrieb von Straßentunneln (RABT) fire curves of
highways and railways [11].

4.2. Dimensions of the Specimen and Experimental Method

The arrangement of reinforcement bars used in the RABT fire curve fire exposure experiment is
the same as the arrangement in real road tunnels. Furthermore, Figure 4 shows the horizontal heating
furnace for the high-temperature test used in the fire exposure experiment. Only the bottom surface
of the specimen was exposed in this experiment. Ceramic fibers that can endure temperatures of up
to approximately 1400 ◦C were installed to provide insulation between the top of the furnace and
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the specimen. The horizontal heating furnace was designed to allow installation of a rectangular
specimen with size of 1400 mm (length) × 1000 mm (width). The actual heating area was 1100 mm
(length) × 700 mm (width). The design standard compressive strength of the concrete specimen that
was used in this experiment was 27 MPa. Figure 5 shows the experimental setup for the fire exposure
test using the RABT fire curve.

Figure 4. Horizontal heating furnace for the high-temperature test.

Figure 5. Experimental setup for the fire exposure test using the RABT fire curve.

To examine the heat-transfer characteristics using the RABT fire exposure experiment,
thermocouples were installed at the center at 0, 20, 40, 60, 80, and 100 mm from the heating surface.
Table 4 lists the positions of the thermocouples.

Table 4. Positions of the thermocouples.

Thermocouples
Depth (mm)

Left Centre Right

- TC(C)-7 - 0
TC(L)-1 - TC(R)-1 20
TC(L)-2 - TC(R)-2 40
TC(L)-3 TC(C)-8 TC(R)-3 60
TC(L)-4 - TC(R)-4 80
TC(L)-5 - TC(R)-5 100
TC(L)-6 - TC(R)-6 120
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5. Experimental Results and Analysis

5.1. Analysis of Vehicle Fire in the Tunnel

When a fire source corresponding to 27,000 L of diesel was located at the center of the tunnel,
the fire intensity was approximately 150 MW, as shown in Figure 6. Figure 7 shows the results of
the temperature measurements on the concrete surface and at depths of 20, 40, 60, and 100 mm.
The analysis results for the concrete hydrothermal temperatures at each depth showed that for a fire of
such a scale (27,000 L), the surface temperature rose to approximately 1000 ◦C at approximately 300 s
after the occurrence of the fire. This high temperature was maintained for approximately 1800 s.

Figure 6. Fire intensity based on vehicle fire analysis.

Figure 7. Temperature distribution by depth based on vehicle fire analysis.

The peak temperature of the concrete surface was approximately 1380 ◦C. The corresponding
temperatures at depths of 20, 40, 60, and 100 mm were 1005 ◦C, 750 ◦C, 405 ◦C, and 110 ◦C, respectively.
The International Tunneling Association (ITA) [12] specifies that the maximum critical temperatures for
concrete and reinforcement bars should be 380 ◦C and 250 ◦C, respectively. On the basis of these results,
the maximum critical temperature standard could not be met at concrete depths higher than 60 mm.

Figure 8 shows the temperature distribution inside the tunnel. Furthermore, the fire exposure
experiment was conducted for real concrete members by applying the RABT fire curve where the
temperature rose sharply to 1200 ◦C within 5 min. The result was similar to the that of the empirical
verification of the tunnel structures’ characteristics after exposure to high temperatures [12].
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Figure 8. Temperature distribution inside the tunnel.

5.2. Fire Exposure Experiment of Reinforced-Concrete Member

Figures 9 and 10 compare the specimen surface before and after the fire test based on RABT-ZTV
(highways) 30 min fire curves and RABT-ZTV (railways) 60 min fire curves. Spalling is a complex
process, which occurred in the concrete specimen due to the rapid temperature increase in the furnace.
On the basis of the temperature changes in Figures 11 and 12, the result for the left thermocouple
shows an abnormal pattern of temperature change with depth. On the basis of the right thermocouple,
section loss appeared from the heating surface to 60 mm, and no section loss occurred above 80 mm.
The temperature inside the concrete increased sharply depending on the generation of spalling.
The temperature measured at approximately 60 mm, where the spalling occurred, was similar to that
inside the furnace. At a depth of 80 mm, the temperature was approximately 420 ◦C during the rising
period and approximately 540 ◦C during the descending period. However, some differences were
evident because the spalling by heat varied depending on the condition of the concrete heating surface.
The range of section loss can also be seen in Figures 9 and 10, which show the heating surface after
the fire test was completed. Considering the arrangement depth of the reinforcement bars inside the
specimen, the section loss was found to be 60–80 mm.

Figure 9. Specimen surface before and after the RABT-ZTV (highways) fire experiment.
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Figure 10. Specimen surface before and after the RABT-ZTV (railways) fire experiment.

Figure 11. Temperature measurement results for the RABT-ZTV (highways) fire experiment.

Figure 12. Temperature measurement results for the RABT-ZTV (railways) fire experiment.

On the basis of the results of the fire experiments, the appropriate coating thickness of the tunnel
structure should be at least 80 mm in order to protect the concrete and internal reinforcement bars
from fire. This contradicts the the simulation result that assumed that there had been no spalling in
real concrete.
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6. Conclusions

This study analyzed the effects of fire in a tunnel due to an accident involving dangerous-goods
vehicles using fire simulation. Furthermore, a fire exposure test of a reinforced-concrete member was
conducted using the RABT fire curve, which is employed to simulate a tunnel fire. The conclusions of
this study are as follows:

(1) The results of the FDS tunnel fire analysis for each combustion material showed that diesel
had a longer fire duration at the same fire intensity in comparison to the other tested fuels.
As diesel is also the most commonly used fuel, it was selected as the fire source in the fire analysis
that followed.

(2) The results of the fire analysis showed that the peak temperature on the concrete surface was
approximately 1380 ◦C and that at a depth of 60 mm, the temperature was approximately 405 ◦C.
These values do not satisfy the maximum critical temperatures for concrete and reinforcement
bars that have been suggested by the ITA. These maximum temperatures are 380 ◦C and
250 ◦C, respectively. When a fire corresponding to 27,000 L of diesel occurs, the desirable coating
thickness of the tunnel structure is 80 mm, which is greater than 60 mm.

(3) The analysis results for fire caused by dangerous-goods vehicles in the tunnel showed that
at approximately 300 s after the beginning of the fire, the surface temperature of the concrete
increased to approximately 1000 ◦C. This high temperature was maintained for approximately
1800 s. Therefore, on the basis of the empirical verification of the high-temperature exposure
characteristics of concrete structures, the RABT fire curve was applied, in which the temperature
rapidly increased to 1200 ◦C within 5 min. These results were similar to those of the analysis.
Furthermore, since the maximum temperatures for concrete and reinforcement bars are specified
as 380 ◦C and 250 ◦C, respectively, by the ITA, it is desirable to determine the fire damage that has
been caused to the specimen on the basis of the suggested standards when an RABT fire curve
with a significant temperature rise is used.

(4) The results of the RABT fire experiment showed serious spalling to a depth of 60 mm, or,
in other words, the point at which reinforcement bars are located in concrete. The temperature
inside the concrete rose rapidly depending on the spalling. The temperature measured at
a depth of approximately 60 mm, where spalling occurred, was similar to that inside the furnace.
The temperature at a depth of 80 mm was approximately 420 ◦C during the rising period and
540 ◦C during the descending period.

(5) On the basis of the results of the RABT fire curve experiments, 80 mm is the desirable minimum
coating thickness of a tunnel concrete member in order to secure the safety of such structures
during serious fires.
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Featured Application: This research has proven that the ratio of vertical to horizontal peak

ground acceleration (RVH) has a significant influence on dynamic soil-structure interaction. It is

believed that under extreme earthquake loading, such as near fault zones, RVH is a parameter

of paramount importance and should be accounted for in the seismic analyses and seismic

performance assessment of underground structures, especially for those with zero or near-zero

buried depth, such as an atrium-style metro station. The conclusions of this research are expected

to contribute to the revision of codes for seismic design of underground structures.

Abstract: This paper presents experimental assessment of the effect of the ratio of vertical to horizontal
peak ground acceleration (RVH) on underground metro station. An atrium-style metro station
embedded in artificial soil subjected to earthquake loading is examined through shaking table tests.
The experimental results for three different RVH, including soil acceleration, soil-structure acceleration
difference, dynamic soil normal stress (DSNS), and structural dynamic strain, are presented and the
results are compared with the case of horizontal-only excitation. It is found that for an atrium-style
metro station, the differences in horizontal acceleration amplitude between the structure and the
adjacent soil rise with increasing RVH, which are different at different depths. The most significant
differences occur at the depth of the ceiling slab. It is also observed that both the amplitude and
distribution of peak DSNS have obvious differences between the left and right side walls at all levels.
It is therefore concluded that the RVH has a significant influence on dynamic soil-structure interaction.
It is believed that under extreme earthquake loading, such as near fault zones, RVH is a parameter of
paramount importance and should be accounted for in the seismic analyses and seismic performance
assessments of underground structures, especially for those with zero or near-zero buried depth,
such as atrium-style metro stations.

Keywords: vertical earthquake motion; seismic response; atrium-style metro station; shaking table test

1. Introduction

The three-dimensional behavior of underground structures during earthquakes is a matter of
interest for improving the seismic analysis and design in civil engineering under extreme loads.
Although extensive studies were carried out on the effects of the horizontal component of the ground
shaking, only limited work has been done in the analysis of the effect of the vertical component.
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This topic deserves attention since some field evidence and investigations on the near-field ground
motions have demonstrated that vertical components caused destructive consequences, even possible
collapse, for some existing structures [1–4]. The latest developments in the underground vibration or
deformation monitoring techniques such as the fiber-optic sensors [5,6] are expected to facilitate both
the acquisition of the field evidence and the research work concerning the vertical earthquake motion.

In view of the fact that the ratio of vertical to horizontal peak ground acceleration (RVH) is
extremely high in the vicinity of the active faults, it seems essential to study the influence of the RVH
on the seismic responses of the underground structures, such as metro stations in the seismic active
regions. Through numerical analyses based on the finite element-finite difference method, Uenishi and
Sakurai [7] discussed the effect of the vertical oscillations and overburden on the damage-concentration
mechanism of the columns at several specific underground station sections in the 1995 Hyogo-ken
Nanbu (Kobe) earthquake. On the other hand, An et al. [8] discussed the effect of the vertical motion
on the failure mode and dynamic response of the metro station, and concluded that in this case the
vertical ground motion was not the primary cause of the collapse.

Research had also been carried out to investigate the influencing factor of RVH. Moore and
Guan [9] investigated numerically the dynamic interaction of the twin tunnels subjected to the incident
seismic waves. They have shown how the dynamic response of the twin tunnels depended on the
incident angle of the earthquake wave, together with the spacing between two adjacent tunnels
and the modulus ratio of the tunnel to the surrounding soil. Stamos and Beskos [10,11] provided
insights into the dynamic responses of the underground infinitely long lined tunnels buried into
an elastic or viscoelastic half-space subjected to the obliquely incident waves using the boundary
element method (BEM), and proved the influence of the incident directions of the seismic waves on the
dynamic responses of the tunnels. Lee and Trifunac [12] proved that the amplitudes of the stresses
and deformations near the tunnel were dependent upon the angle of incidence, which determined
the overall trends of the amplitudes. Lee and Manoogian [13,14] adopted the weighted residual
method to study the scattering and diffraction of the plane SH-waves by an underground cavity of
the arbitrary shape in a two-dimensional elastic half-space, and demonstrated same observations as
for circular cavities that ground amplifications depended on the orientation of the incident waves.
Wong et al. [15] studied the dynamic response of a cylindrical pipe embedded in an elastic semi-infinite
medium using hybrid finite element and eigenfunction expansion techniques. They found that dynamic
amplification was significantly dependent on the angle of incidence and the depth of embedment.
Huang et al. [16] investigated the impact of the incident angles of earthquake shear waves (SV and
SH-waves) on the seismic responses of a long lined tunnel, and numerical results indicated that
non-linear seismic responses of the long lined tunnels were highly affected by the incident angles of
the S-waves, which should be taken into consideration in mapping the seismic risk of the tunnels.
Sun and Wang [17] investigated numerically the seismic responses of the underground rectangular
tunnel under the vertical seismic excitation. Numerical results show that under vertical seismic
excitation the tunnel experienced greater vertical stress from time to time and vertical compressive
deformation, and sometimes it completely separated from the above soil layer.

The effect of the vertical shaking during an earthquake has been experimentally investigated
previously through just a few shaking table tests. In terms of the experimental study on the tunnels,
Xu et al. [18] investigated the mechanism and effect of the seismic measures of the mountain tunnel
through the three-dimensional shaking table tests, where the peak ground acceleration (PGA) of
the vertical input motion was taken to be 2/3 of the value corresponding to the horizontal input
motion. Experimental results show that with 63% probability of exceedance in 50 years, including
vertical components of the earthquakes increased the peak dynamic soil pressures on the tunnel
sidewall, while the opposite was true for 1% probability of exceedance in 50 years. In both cases
there was no significant change in the peak dynamic strain of the inverted arch on two sides of the
flexible joints. Wang et al. [19] also adopted the above-mentioned definition of the horizontal and
vertical strategies and investigated experimentally two shallow-bias tunnels with a small clear distance
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subjected to the horizontal–vertical earthquake excitations with different levels. Results show that
the acceleration amplification factors of the vertical-direction were generally larger (1.02–3.94 times)
that that of the horizontal-direction and the earthquake intensity presented different influence on the
acceleration responses in the horizontal and vertical directions. In addition, Zhao et al. [20] investigated
experimentally the dynamic responses of a tunnel subjected to near-fault pulse-like earthquake motions,
where both vertical excitations and transverse-longitudinal-vertical excitations were included.

With respect to the underground metro stations, for example, Zhao et al. [21] studied the vibration
behavior of a framed metro station under horizontal and horizontal–vertical seismic excitation
using a shaking table. Experimental results show that for the lower shaking intensity the structural
relative displacements under the horizontal seismic excitation were lower than those under the
horizontal–vertical seismic excitation, while the opposite was true for the greater shaking intensity.
It is believed that in the latter case, the vertical seismic excitation increased soil densification and
ground subsidence, which in turn imposed greater constraints on the station. Chen et al. [22]
investigated the effect of the vertical ground motion on the dynamic response characteristics of the
central columns in a six-story metro station and the test results revealed that with the increasing
ratio of the vertical/horizontal acceleration amplitude, the central columns would undertake much
more vertical dynamic axial forces compared to side walls. Che et al. [23] experimentally investigated
the dynamic behaviors of a single-story subway station embedded in the dry sand excited by the
vertical sinusoidal and vertical random waves, respectively. They found that in both cases there was
difference in the acceleration amplitude of the ground between the free-field model and soil-station
model. Some attempts were also made to explore the relationship between seismic soil pressures and
shear strains of the surrounding ground based on the regression analysis of the experimental data.

Numerical and analytical studies of the effect of RVH on underground tunnels dominate most of
the previous work. Extremely limited studies have been dedicated to study the influence of the RVH
or incident angle of earthquake waves on the seismic responses of the underground metro station,
especially for the experimental studies. In terms of the underground metro station, the existing several
experimental studies only focus on the effect of the RVH on certain kinds of structural responses, such
as structural relative displacement and dynamic internal force. Experimental studies of the effect of
RVH on more comprehensive seismic responses also including the acceleration response and dynamic
interaction of soil-station system, dynamic soil normal stress (DSNS) along the side wall of station,
and structural dynamic tensile strain (DTS), are not available in the literature. Due to the limited
number of the existing experiments, further experimental studies of the seismic behavior of the soil and
metro station under different vertical earthquake actions are needed to draw more general conclusion.
Therefore, in this study the effect of RVH on the seismic responses of an atrium-style metro station
including the acceleration, dynamic soil normal stress DSNS, and DTS are the primary foci. Through
series of 1 g shaking table tests, this paper presents the key experimental findings, and an attempt is
made to evaluate the effect of the RVH both qualitatively and quantitatively. In addition, this paper
also provides insights into the seismic behavior of the atrium-style underground structures, which will
help researchers and practitioners to better understand the seismic aspects of these kind of structures
to improve their seismic design and construction.

2. Shaking Table Tests

2.1. Experimental Facility

The series of shaking table tests were conducted using the MTS Company shaking table facility at
the State Key Laboratory for Disaster Reduction in Civil Engineering, Tongji University. The shaking
table (Figure 1) has six degrees of freedom: two horizontal (X and Y), one vertical (Z), and three
rotational, and the main technical parameters are listed in Table 1. The operating frequency range,
maximum input accelerations, and maximum loading capacity all satisfy the experimental demands.
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Figure 1. Photos of the shaking table and flexible-wall container.

Table 1. Main technical parameters of the shaking table system.

Table Size/(m ×m) 4 × 4

Maximum specimen mass/ton 25
Operating frequency range/Hz 0.1~50

X direction ±100
Maximum displacement/mm Y direction ±50

Z direction ±50
X direction ±1000

Maximum velocity/(mm/s) Y direction ±600
Z direction ±600
X direction ±4.0

Maximum acceleration (empty table)/g Y direction ±2.0
Z direction ±4.0
X direction ±1.2

Maximum acceleration (with mass 15 ton)/g Y
direction ±0.8

Z direction ±0.7

A cylindrical flexible-wall container (Figure 1) with diameter 3.0 m and height 1.8 m was adopted.
It was made of 5 mm thick rubber membrane. Reinforced bars with a diameter of 4 mm and a spacing
of 60 mm were arrayed circumferentially around the exterior of the rubber membrane. The top-ring,
base-ring, and four columns were all manufactured from H-shaped steel members. The top-ring was
supported by four columns with universal joints, providing the container with full translational and
rotational freedom. Furthermore, the rubber membrane was designed to have similar shear stiffness
with model soil, in order to minimize any soil-container interactions. The container had been proven
to present good lateral shear-type deformations and to be reliable in terms of the negligible influence
of the vertical boundary on the specified experiment [24,25].

2.2. Model

In view that the similitude ratio placed a severe limitation on the choice of suitable model materials,
the similitude ratio design would be conducted before choosing the model materials. Based on the
capability of the existing facility and equipment, the similitude ratio design of the experiment was
accomplished on the basis of the dimensional analysis, which was adopted extensively in the design of
the shaking table tests by other researchers. Meymand [26] designed and performed a series of scale
model shaking table testing of the piles in clay in a 1 g scale model environment [27], in which he
summarized that the method of the governing equations involved the differential equation describing
the process and the formation of the similarity variables that related the model to the prototype.
The similitude ratio design for this research herein closely follows the aforementioned method.
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With respect to dynamics problems, the differential equation of motion expressed through
displacement can be stated as (take the equation of x-direction as an example)

(λ+ G)
∂ε
∂x

+ G∇2u + X = ρ
∂2u
∂t2 (1)

where u, t, ρ, and ε are displacement, time, density, and strain, respectively. x and X refer to the
coordinate position and the force per unit volume in the x direction, respectively. λ and G are the
Lamé constant and shear modulus, respectively. Hence, Equation (1) is also called the Lamé equation.
The problem-solving process of general dynamics problems is reduced to solve the Lamé equation
under the given boundary conditions. Then, Equation (1) can be expressed as

G =
ρ∂

2u
∂t2 − λ∂ε∂x −X

∇2u + ∂ε
∂x

(2)

The most common sets of basic quantities are those of mass M, length L, and time T [28].
In Equation (2), ε is a dimensionless quantity and thus the dimension of ∂ε∂x is L−1. The dimension

of ρ is ML−3. The dimension of ∂
2u
∂t2 , which represents acceleration, a, is LT−2. The three items in

the numerator have the same dimensions. The two items in the denominator also have the same
dimensions. Since ε is a dimensionless quantity for both prototype and model soil, the similitude
ratio for ε must equal unity (1). The similitude ratios for ∇2u + ∂ε

∂x and ρ∂
2u
∂t2 − λ∂ε∂x −X are S−1

l and
SρSa, respectively. The similitude ratio for G is SGd , where the subscript Gd represents dynamic shear
modulus. Then, the similitude relations between the model soil and the prototype soil can be deduced
from Equation (2) as:

Gm
d

Gp
d

= SGd = SρSaSl (3)

where Gm
d and Gp

d are dynamic shear modulus of model and prototype, respectively. S with the
subscripts refers to the similitude ratio of the quantities corresponding to those subscripts, i.e., SGd , Sρ,
Sa, and Sl represent the similitude ratios for soil dynamic shear modulus, soil density, soil acceleration,
and soil geometry size, respectively.

The similitude ratios corresponding to other quantities can also be obtained in a similar way.
The similitude ratio of the length is set to 1/30 for both the model soil and model station. Table 2 shows
the main parameters adopted in defining the similitude relations in this study.

Table 2. Similitude relations.

Types Properties Similarity Relations
Similitude Ratios

Model Structure Model Soil

Geometry Length l Sl 1/30 1/30
Linear

displacement r Sr = Sl 1/30 1/30

Material Elastic modulus E SE 0.42 0.033
Equivalent density

ρ
Sρ = SES−1

l S−1
a 12.6 0.52

Shear modulus G SG — 0.033
Dynamic Mass m Sm = SρS3

l 4.4 × 10−4 1.2 × 10−6

Acceleration a Sa 1 1
Duration t St = S

− 1
2

E SlS
1
2
ρ

0.1826 0.1826
Frequency ω Sω = 1/St 5.48 5.48

Dynamic stress σ Sσ = SlSaSρ 0.42 0.033
Dynamic strain ε Sε 1 1
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To satisfy the aforementioned similitude relations, an artificial model soil made of sand mixed
with sawdust was selected, which had been studied and used by other researchers [29]. By targeting
the curves of both the shear modulus and damping ratio decaying with the shear strain for the artificial
model soil and prototype soil [30], the optimum mass ratio of sawdust to sand was determined to be
1:2.5 through a series of cyclic triaxial tests performed in the laboratory. The comparison of the curves
between artificial model soil and prototype soil can be found in [24].

The prototype of the atrium-style metro station had the dimension of 21.3 × 17.7 m (width ×
height) and had two stories, including the station hall floor and platform floor. No columns on the
station hall floor and thin-walled columns with spacing 7.6 m on the platform floor were adopted.
Both the ceiling and middle slabs were mostly replaced with the flat-beams, directly resulting in
about 50% opening area of the floorage for both slabs. The prototype station was a cast-in-place
reinforced concrete structure and the strength grades of concrete and steel rebar were C35 and HRB400,
respectively. Galvanized steel wire and micro-concrete were adopted in the model station to represent
two practical materials mentioned above. To satisfy the similitude relations, an optimum mass ratio
of micro-concrete was determined to be as cement:sand:lime powder:water = 1:5:0.64:1.18 through a
series of material tests, and the compressive yield strength and elastic modulus were measured to be
10.68 MPa and 1.32 × 104 MPa, respectively. Figure 2 shows the details of the model station, including
three observation planes. The observation plane-1 was located within the central symmetrical plane of
the whole container-soil-structure system, while observation plane-2 and plane-3 were both 50 mm
away from it.

 
 

(a) (b) 

 
(c) 

Figure 2. Dimensions of the model station: (a) perspective view; (b) cross-section; (c) locations of three
observation planes (unit: mm).
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For the whole soil-structure system, various real-time data were collected, including the
acceleration and displacement in soil and on structure, the dynamic soil normal stress on both
the left and right side walls, and the strain produced on the surface of the structural members.

2.3. Instrumentation

The locations of these instruments were all based on numerous prior numerical analyses using
finite element method [31,32], which are shown in Figure 3.

 

 

(a) (b) 

  
(c) (d) 

   
 

(e) 

Figure 3. Layouts of sensors for soil-station model: (a) accelerometers of side wall and soil across
the whole depth in observation plane-1; (b) accelerometers of soil adjacent to station in observation
plane-2; (c) soil pressure cells in observation plane-3; (d) strain gauges; (e) photos of strain gauge,
accelerometers, and soil pressure cells (all dimensions in mm).
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Five accelerometers (AM-1, AM-2, AM-3, AM-4, and AM-5), as shown in Figure 3a, were placed
in the middle between the center of the model soil and the wall of the flexible-wall container to capture
the acceleration responses with soil depth. In considering the symmetry, Figure 3a only shows one-half
of the whole container-soil-structure system while the accelerometers are completely displayed.

As displayed in Figure 3a,b three accelerometers (AN-1, AN-2, and AN-3) were arrayed in the
model soil adjacent to the side wall, which are set to investigate the effects of the underground metro
station on the soil acceleration.

Three more accelerometers (AW-1, AW-2, and AW-3) were installed near the previous ones on
the side wall to record its acceleration. The depths of the accelerometers AW-1, AW-2, and AW-3
correspond to the depths of the base slab, middle slab, and ceiling slab, respectively. The comparison
of the acceleration responses between the two groups of accelerometers is expected to investigate the
effect of RVH on the dynamic interaction, which is a most interesting topic for the soil-structure system.

Soil pressure cells PL1–PL11 on the left side wall and PR1–PR11 on the right side wall were
arrayed to investigate the amplitude and distribution of the dynamic soil normal stress on the two
walls, Figure 3c. The interval between any two adjacent cells was 48 mm, which allowed to capture the
essential data and to represent the complex stress distribution along the side wall as stated by the early
finite element analyses.

Strain gauges, plotted in Figure 3d, were arrayed to investigate the values and spatial distribution
of the structural strain, especially focusing near the joints between different structural components
as the ends of the beam, column, side wall, and slab. In Figure 3d the strain gauges S23 and S24
were located on the top of the column (Z1 in Figure 2b), which was just below the longitudinal beam
(ZL2 in Figure 2b).

Figure 3e shows the selected photos of various sensors. The experimental procedure is shown
in Figure 4.

 

Figure 4. Photos of the experimental procedure.

2.4. RHV Inputs

The shaking table was accelerated incrementally and the earthquake motion in the horizontal and
vertical directions were applied synchronously. The acceleration amplitude of all the horizontal input
motions was adjusted to 0.1 g and corresponding vertical acceleration amplitudes were adjusted to 0 g,
0.05 g, 0.1 g, and 0.15 g, respectively. Hence, different RVH that equals to 0, 0.5, 1, and 1.5 are obtained to
investigate their influence on the seismic behavior of the soil and buried metro station. For convenience,
a strong-motion record of the Loma Prieta, California, earthquake of 18 October 1989 from the PEER
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Strong Motion Database [33] was selected as the input motion for both types of the loading mentioned
above, whose acceleration time history and corresponding Fourier amplitude spectra, together with
target design spectrum of prototype ground concerning the experiment, are shown in Figure 5. It is
seen that the acceleration response spectra of the selected 1989 Loma Prieta earthquake matched the
target design spectrum well. Table 3 shows the test cases in this study.

  
(a) (b) 

Figure 5. The details of Loma Prieta ground motion: (a) accelerogram; (b) spectral acceleration
compared with target design spectrum [34].

Table 3. Test cases for the shaking table tests.

No Cases Waveform Peak Acceleration (g)

Horizontal Vertical

1 LP-x0.1 Loma Prieta 0.1 0
2 LP-x0.1-z0.05 Loma Prieta 0.1 0.05
3 LP-x0.1-z0.1 Loma Prieta 0.1 0.1
4 LP-x0.1-z0.15 Loma Prieta 0.1 0.15

The targeted base motions were converted from prototype to model scale units. The base
accelerations recorded on the shaking table were refered to as achieved motions. Figure 6 shows the
comparison between targeted base motions and achieved base motions both in horizontal and vertical
components, including all test cases in Table 3. For any test case, the whole acceleration time history
was consistent and minor differences in amplitude were observed between achieved and targeted base
motions. These minor differences were acceptable, in view of shaking table performance and such
large model specimens.

  

Figure 6. Cont.
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Figure 6. Comparison between targeted base motions and achieved base motions both in the horizontal
and vertical components for all test cases.

It is worth mentioning that some details of the experimental program, verification of the free-field
test, and interpretation of some preliminary results can be found in prior papers [24,25].

3. Test Results and Discussion

3.1. Influence of RVH on Soil Acceleration

To investigate the influence of the RVH on the vertical propagation of the waves in the ground,
as an example, Figure 7 compares the horizontal acceleration time histories of the soil at different
measuring points (AM-1, AM-2, AM-3, AM-4, and AM-5) between RVH = 0 and RVH = 1. It is seen that
at any measuring point their horizontal acceleration always behaves consistently in the trend, and the
differences mainly lie in the amplitude. For both RVH = 0 and RVH = 1, the horizontal acceleration of
the soil increases with decreasing depth.
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Figure 7. Comparison of horizontal acceleration time histories of soil between RVH = 0 and RVH = 1.
RVH: ratio of vertical to horizontal peak ground acceleration.

To better evaluate the trend of the horizontal acceleration amplitude, the acceleration amplification
factor (AAF) is obtained by dividing the peak horizontal acceleration at each measuring point by the
peak horizontal acceleration of input motion. Therefore, the AAF at the base of the model (at soil
depth of 1.6 m in Figure 3a) is equal to unity (1). This definition also applies to the following parts.
Figure 8 shows the AAF of the ground along the depth under different RVH. The horizontal acceleration
amplitude of the soil tends to increase from the bottom to the ground surface. Under the four conditions
the AAFs on the ground surface are about 2.3–3.1 and the soil presents significant amplification. This is
reasonable since the amplitude of all the input motions are relatively low.
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Figure 8. Acceleration amplification factor of ground under different RVH.

In terms of the acceleration levels in this study, with increasing RVH, soil horizontal acceleration
increases and the increase in the amplitude grows significantly with increasing RVH on the
whole. It demonstrates that soil horizontal acceleration is more sensitive to higher RVH or higher
vertical acceleration.

3.2. Acceleration Difference between the Side Wall and Adjacent Soil

To investigate the influence of the RVH on the acceleration response difference between the side
wall and adjacent soil, Figure 9 illustrates the comparison of the acceleration time histories between
side wall and adjacent soil at three different depths, which are ceiling slab (Figure 9a), middle slab
(Figure 9b), and base slab (Figure 9c), respectively.

  
Figure 9. Cont.
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(a) 

  

  
(b) 

  

Figure 9. Cont.
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(c) 

Figure 9. Comparison of the acceleration time histories between side wall and adjacent soil. at three
different depths: (a) comparison at depth of ceiling slab; (b) comparison at depth of middle slab; (c)
comparison at depth of base slab.

As can be seen from Figure 9, the phases of the side wall and adjacent soil are always consistent at
three depths. The acceleration difference between the side wall and the adjacent soil mainly lies on
the amplitude. For the side wall and the adjacent soil, the amplitude of them is almost the same at
the depth of the middle slab, where the amplitude differences are about 0–0.025 g at the peak-strain
moment. The amplitude of them has minor differences at depth of base slab, where the amplitude
differences are about 0.023–0.035 g at the peak-strain moment. It is worth mentioning that some
larger differences between the side wall and adjacent soil can be observed at the depth of the ceiling
slab, where the amplitude differences reach about 0.045–0.084 g at the peak-strain moment. Under
RVH = 1.5 and horizontal input acceleration of 0.1 g, the aforementioned amplitude difference even
reaches 0.084 g. It reveals larger differences in the horizontal acceleration between the side wall and
the adjacent soil at the depth of the ceiling slab. The differences can be attributed to that the ceiling slab
lies too close to the ground surface and there is a significant amplification of the acceleration responses
since fewer soil constraints exist there. It reveals that for the underground structures with zero or
near-zero buried depth, such as atrium-style metro stations, special attention should be paid to the
acceleration response difference between the structure and adjacent soil.

In order to investigate the differences of the horizontal acceleration amplitude between the side
wall and the adjacent soil with increasing RVH, the results at three different depths are depicted in
Figure 10. It is found that at any depth, the acceleration differences between side wall and adjacent soil
appear a linear increase in the amplitude as RVH increases from 0 to 1.5. With regard to the amplitude,
the acceleration differences at the depth of the ceiling slab are larger than those at the depth of the base
slab. The acceleration differences at the depth of the middle slab are the smallest ones among the three
depths. With regard to the increasing rates, the increasing rate at the depth of the ceiling slab is about
2.56%, which is larger than that of 1.65% at the depth of the middle slab. The smallest one is 0.82% at
the depth of the base slab.

In conclusion, for an atrium-style metro station, the differences in the horizontal acceleration
amplitude between the structure and the adjacent soil rise with increasing RVH, which are different at
different depths. The most significant differences occur at the depth of the ceiling slab. The RVH has a
significant influence on the dynamic soil-structure interaction, especially for higher RVH.
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Figure 10. The difference of horizontal acceleration amplitude with increasing RVH between side wall
and adjacent soil at three different depths.

3.3. Influence of RVH on Dynamic Soil Normal Stress

Dynamic soil normal stress (DSNS) is defined as the difference between the total stress and initial
static stress along the side wall of the model station. As an example, Figure 11 compares the two
time histories of the DSNS between RVH = 0 and RVH = 1. It is found that the time histories of the
DSNS resemble that of the input motion. The essence of this phenomenon is also revealed by Kramer,
who points out that the input seismic excitation in the form of an acceleration can be converted into
a stress wave [35]. With different RVH their phases are basically consistent at all measuring points,
though the amplitudes of the DSNS behave differently at different depths of the side wall. For example,
the amplitudes are almost the same near the bottom of the side wall (e.g., PR1 and PR2) while the
amplitudes under RVH = 1 are always larger than those under RVH = 0 at other depths of the side
wall (e.g., PR3~PR11).

  
Figure 11. Cont.
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Figure 11. Cont.
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Figure 11. Comparison of time histories of dynamic soil normal stress (DSNS) along right side wall
between RVH = 0 and RVH = 1.

To figure out the influence of the RVH on the DSNS along the side wall, Figure 12 displays the
peak DSNS along the left and right side walls under different RVH.

  
(a) (b) 

Figure 12. Distribution of peak DSNS under different RVH along (a) left side wall, and (b) right
side wall.

As can be seen from Figure 12a, under the input motion of Loma Prieta, peak DSNS along the left
side wall follows an approximate L–shaped distribution. With increasing RVH, on the whole, there is
no significant change in the amplitude of the peak DSNS. Compared to other RVH, a relatively large
increase at the depth of the platform floor can be observed when RVH equals to 1.5.

With respect to the peak DSNS along the right wall, as shown in Figure 12b, at the depth between
the top of the right side wall and the middle of the station hall floor, they all follow an approximately
linear distribution. At the depth between the middle of the station hall floor and the bottom of the right
side wall, they all follow an approximately

∑
–shaped distribution. It is worth mentioning that the

maximum stress occurs at the bottom of the side wall basically. With increasing RVH, peak DSNS along
the right wall increase on the whole, except for the bottom of the side wall (base slab level). Compared
to the results under only horizontal input motion (RVH = 0), the maximum increase in peak DSNS
under RVH = 0.5, 1, and 1.5 reach about 148%, 159%, and 199%, respectively. For the bottom of the side
wall (base slab level), with increasing RVH, the peak DSNS has no significant change, which is different
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from the situation at other position of the side wall and has also been concluded above from Figure 11.
It might be attributed to the sharp transition in the corner and a possible stress concentration there.

When comparing the distribution of the peak DSNS between the left and right side walls,
some obvious differences between them can be found. A similar finding was also drawn from a
numerical study of a shallow buried rectangular underground structure under earthquake loading
with both the horizontal and vertical components [36]. The differences in stress distribution of the
peak DSNS between the left and right side walls can be explained by the shadow effect, which is
caused by the entrapment of the waves between the ground and the underground structure [37].
With increasing RVH, the above-mentioned differences between the left and right side walls also
increase. From the perspective of dynamic soil normal stress, the experimental results have proven
that RVH has significant influence on the dynamic soil-structure interaction.

3.4. Influence of RVH on Structural Dynamic Strain

The dynamic strain is defined as the difference between the total strain during shaking and initial
static strain before shaking. As an example, Figure 13 compares the time histories of the dynamic
strain between RVH = 0 and RVH = 1 from one side of every cross section (Figure 3d). Just as the
characteristics of the DSNS mentioned earlier, the time histories of the dynamic strain also resemble
that of the input motion. In terms of the two different RVH, their phases are extremely consistent for all
the measuring points and their amplitudes have minor differences for most of the measuring points.

Figure 14 shows the variation of the peak dynamic tensile strain (DTS) with different RVH for
different measuring points of the model station. To easily observe the rate of change in the dynamic
strain over different RVH, the value of the y–coordinate in Figure 14 represents the ratio of the peak
DTS under RVH = i (i = 0, 0.5, 1, and 1.5) to that under RVH = 0. Since two strain gauges are arranged
for every cross section (Figure 3d), the strain results on one side are displayed in Figure 14a and the
opposite ones are shown in Figure 14b, where the layouts of corresponding strain gauges are plotted
again. As can be seen from Figure 14a, with increasing RVH, the DTS will change in an undulating
fashion (decrease, increase, and decrease again), which is different from the response characteristics of
the soil, in that the soil acceleration at any depth increases rapidly with increasing RVH. It means the
influence of the RVH on the structural DTS is rather complex.

 

 
Figure 13. Cont.
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Figure 13. Comparison of time histories of dynamic strain on one side of structural components
between RVH = 0 and RVH = 1.

 

  
(a) 

 

  
(b) 

Figure 14. Peak dynamic tensile strain (DTS) of model station under different RVH: (a) strains on one
side; and (b) strains on another side.

241



Appl. Sci. 2019, 9, 5182

The soil and structure behave differently in the seismic responses with increasing RVH. It can
also be seen from Figure 14a that the DTS with bidirectional input motion may be less than those
with only horizontal input motion (the value of the y–coordinate is less than 1). This conclusion is
verified by the numerical simulation conducted on a prototype atrium-style metro station [31], and can
also be found in [38]. This phenomenon can be explained as follows: the presence of a cavity can
cause, under certain conditions, intense and selective de-amplification of the free-filed motion, which is
referred to as “shadow zone” [37]. When comparing the results of the DTS in Figure 14a,b, for every
cross section, the DTS on one side is not equal to the opposite one. It reveals that the stresses in the
cross section of every structural element are uneven under bidirectional input motion.

4. Conclusions

An atrium-style metro station is a favorite choice owing to its excellence in providing a larger and
clearer space for the passengers and commercial clients at the station hall floor. However, concern for
the seismic safety of such a station is growing since its hall slabs are replaced with the flat-beams.
Tests are needed for the evaluation of its seismic safety. A series of 1 g shaking table tests were
conducted to investigate the seismic responses of an atrium-style metro station.

In this study, extensive experimental results were presented to investigate the influence of the
RVH (ratio of vertical to horizontal peak ground acceleration) on the seismic responses of both the
soil and the underground metro station. Results show that the acceleration amplification factors
(AAFs) on the ground surface are about 2.3–3.1, and that the soil presents significant amplification
under several considered conditions. Soil horizontal acceleration is more sensitive to the higher RVH
or higher vertical acceleration. Significant differences in horizontal acceleration amplitude between
the side wall and the adjacent soil at the depth of the ceiling slab are found, and attention should
be paid to these kind of differences for the underground structures with zero or near-zero buried
depth, such as atrium-style metro stations. With increasing RVH, the differences in the horizontal
acceleration amplitude between the side wall and the adjacent soil also rise. The RVH has a significant
influence on the dynamic interaction, especially for higher RVH. Under the input motion of Loma
Prieta, the distribution of the peak DSNS (dynamic soil normal stress) along the left and right side
walls represents significant difference. The peak DSNS along the left side wall follows an approximate
L-shaped distribution, while it is different for the right side wall. With increasing RVH, there is no
significant change in the amplitude of the peak DSNS along the left side wall on the whole, while it
increases a lot (the maximum increase reach about 148%, 159%, and 199% under RVH = 0.5, 1, and 1.5
when comparing with that under RVH = 0) for the right side wall. The soil and structure behave
differently in the seismic responses with increasing RVH. The stresses in the cross-section of every
structural element are uneven under horizontal–vertical earthquake excitation.

In conclusion, from the perspective of the soil acceleration, structural acceleration, and dynamic
soil normal stresses along the side wall of station, experimental results have proven that ratio of vertical
to horizontal peak ground acceleration (RVH) has significant influence on the dynamic soil-structure
interaction. It is believed that under extreme earthquake loading, such as near fault zones, RVH is a
parameter of paramount importance and should be accounted for in the seismic analyses and seismic
performance assessments of the underground structures, especially for those with zero or near-zero
buried depth, such as atrium-style metro stations.

It is worth mentioning that further investigation of the effect of the vertical earthquake motion is
essential through a series of numerical analyses using a minimum number of the earthquake records
specified by a certain code. In this way, a cross-check of the findings from the multiple records could
be expected to accomplished and this is a work in progress.
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Abstract: Wind characteristics (e.g., mean wind speed, gust factor, turbulence intensity and integral
scale, etc.) are quite scattered in different measurement conditions, especially during typhoon and/or
hurricane processes, which results in the structural engineer ambiguously determining the wind
parameters in wind-resistant design of buildings and structures in cyclone-prone regions. In tropical
cyclones (including typhoons and hurricanes), the inconsistent wind characteristics may be in part
ascribed to the complex flow structure with the coexistence of both mechanical and convective
turbulence in the boundary layer of tropical cyclones. Another significant contribution to the
scattered wind characteristics is due to various measurement conditions (e.g., terrain exposure and
height) and data processing schemes (e.g., averaging time). The removal of the inconsistency in the
field-measurement system may offer a more rational comparison of measured wind data from various
observation platforms, and hence facilitates a better identification scheme of the wind characteristics
to guide the urban planning design and wind-resistant design of buildings and structures. In this
study, an analytical framework was firstly proposed to eliminate the potential observation-related
effects in wind characteristics and then the wind characteristics of seven field measured tropical
cyclones (four typhoons and three hurricanes) were comparatively investigated. Specifically, field
measurements of wind characteristics were converted to a standard reference station with a roughness
length of 0.03 m, observation duration of 10 min for mean wind and averaging time of 3 s for gusty
wind at a 10 m height. The differences of the measured wind characteristics between the typhoons and
hurricanes were highlighted. The standardized turbulent wind characteristics under the analytical
framework for typhoons and hurricanes were compared with the corresponding recommendations in
standard of American Society of Civil Engineers (ASCE 7-10) and Architectural Institute of Japan
Recommendations for Loads on Buildings (AIJ-RLB-2004).

Keywords: wind characteristics; boundary layer; typhoon; hurricane; field measurement

1. Introduction

Wind characteristics (e.g., mean wind speed, gust factor, turbulence intensity and integral
scale, etc.) are the critical factors for wind-resistant design of the wind-sensitive infrastructures and
urban planning. Resisting wind effects and reducing wind-induced damage in tropical cyclones
is the challenge for the wind sensitive buildings and structures in cyclone-prone regions, as these
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regions are normally in the economically developed areas with crowded populations and large-scale
landmark buildings and structures. Therefore, a rational analytical framework for investigating wind
characteristics in tropical cyclones is essential to understand the nature of winds, calibrate codes of
practice for wind-resistant design of the large-scale structures and enhance wind tunnel simulations
and numerical modeling [1]. Oncoming winds of buildings and bridges are usually simplified as the
steady flow part featured by mean wind speed and corresponding vertical profile, and the fluctuating
flow part characterized by turbulence intensity, integral scale, gust factor, peak factor, probability
distribution, and power spectrum.

Tropical cyclones are characterized by the asymmetric helical flow structure and complex
turbulence driven mechanism (both convective and mechanical turbulence). The spatial distribution
of the flow structure also varies significantly in the footprint of tropical cyclones. Due to the limited
measurements in the lower boundary layer of tropical cyclones, a basic premise of the existing codes
and standards is that the turbulent wind characteristics in tropical cyclones are similar to those
observed in the boundary layer winds of extratropical storms. However, it is well known that the
downward transport of convective cells generated at higher levels together with the boundary layer
rolls could modulate the wind structure and turbulence in the lower tropical cyclone boundary
layer. These thermodynamics-related activities may lead to the turbulent wind characteristics of the
hurricanes/typhoons different from those of the extratropical winds [2–4].

A direct and reliable approach to examine the turbulent wind characteristics is based on the
field observations in the paths of landfalling tropical cyclones. Thus, a number of field measurement
programs were initiated in the tropical cyclone-prone regions to monitor the hurricane/typhoon
winds [5–14]. The field-measured wind characteristics from different observation stations for various
tropical cyclones are quite scattered and hard-to-reach unified conclusions to guide the wind-resistance
design of buildings and structures in the cyclone-prone regions. The inconsistent wind characteristics
of tropical cyclones may be attributed in part to the complexity of turbulence driven mechanisms, e.g.,
shear (namely roll and streak structures near the surface), convection, rotation, blocking and sheltering
effects at the boundary layer, and also the interactive motions of multi-scale eddies in the flow fields of
tropical cyclones [15,16]. On the other hand, the underlying surface and the employed schemes to obtain
the turbulence parameters may also significantly influence on the variability of wind characteristics.
Since the tracks of tropical cyclones are random, most of the field observations were conducted by
installing anemometers and accelerometers on structures or observation towers, which were built in
the regions frequently attacked by tropical cyclones. The measured turbulent wind characteristics from
these observation stations are quite different from one another because of the underlying surrounding
terrain conditions and the lack of well-established guidelines for an appropriate documentation of the
near surface wind filed in tropical cyclones. In the China wind codes, wind characteristics are specified
over standard terrain with roughness length of 0.03 m, averaging time of 10 min for mean wind and
duration time of 3 s for gusty wind at 10 m height. Accordingly, it is essential to convert the turbulence
characteristics obtained from various stations to the standard terrain and investigate the wind nature
in a unified analytical framework. The “standardized” wind characteristics due to their universality
could be useful in instructing the structural design in cyclone-prone regions.

This study first presented an analytical framework in which the mean wind speed, turbulence
intensity, integral scale, gust factor, and peak factor measured at various terrains, heights and averaging
times were properly standardized. Then, the typhoon and hurricane wind data analyzed here were
briefly described. Finally, field-observed turbulent wind characteristics of four typhoons and three
hurricanes were converted to the standard condition and comparatively investigated. The standardized
results were also compared with the corresponding recommendations in ASCE7-10 [17] and
AIJ-RLB-2004 [18]. The difference of the wind characteristics in hurricanes and typhoons were
also highlighted.
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2. Analytical Framework

In this section, an analytical framework will be proposed in which the turbulent characteristics
measured in various terrain conditions, heights and averaging times could be converted to a standard
station. The standardization of the wind characteristics is based on the assumption of the equilibrium
boundary-layer theory [19]. The atmosphere stratification in the boundary layer of tropical cyclones
is assumed to be neutrally stable, which implies that the turbulent structure within this region is
driven mainly by the local surface roughness effects [20]. In the non-equilibrium boundary-layer, this
analytical framework may need further investigations subjecting to specific terrain conditions.

2.1. Mean Wind Speed

To analyze the wind characteristics, an essential step is to convert the wind speeds measured
at different station conditions (i.e., various exposures, heights, and averaging times) to the standard
condition. The standardization of the mean wind speed in this study follows the three steps: (1)
determine the exposure type of the observation station; (2) calculate the gradient wind speeds over the
observation exposure; and (3) calculate the mean wind speed at the reference height (10 m high) over
standard exposure (open flat terrain) by assuming the gradient wind speeds are equal at the gradient
height over different exposures.

2.1.1. Logarithmic Law Wind Profile

Normally, the observations by Global Position System (GPS) dropsonde and Doppler radar show
that the variation of mean wind speed with height follows the logarithmic law in the lower part of
tropical cyclone boundary layer [21–25]. Thus, the logarithmic law can be used to describe lower
boundary layer and the outer-vortex regions of a tropical cyclone:

Us(zs) =
u∗s
k

ln
(

zs

z0s

)
, (1)

where Us(zs) represents the mean wind speed at height zs over the standard exposure. Specifically, the
standard exposure in this study corresponds to the roughness length z0s = 0.03 m, the reference height
is 10 m, and the time scale for the average value is 10 min. u∗s denotes the friction velocity over the
standard exposure, and k ≈ 0.40 is the von Kármán constant.

According to Equation (1), the key procedure to standardize the mean wind speed is to determine
the relationship of the friction velocities in various terrains. As all anemometers used in this study are
set between 10–60 m height, it is reasonable to assume that the friction velocity in the lower tropical
cyclone boundary layer is a height-independent constant [25–27]. Based on the assumption of local
equilibrium conditions, the transition model in Engineering Sciences Data Unit (ESDU) [28], which has
been applied to convert the 3 s peak speed over open-terrain and the 1-min mean wind speed above
open water in hurricane by Simiu et al. [29], is employed:

u∗s
u∗m

=
ln
(

105

z0s

)
ln
(

105

z0m

) , (2)

where u∗m is the friction velocity over the field measured exposure with roughness length of z0m.
Then the relation of mean wind speeds with different terrains can be accordingly expressed as:

Us(zs)

Um(zm)
=

ln
(

105

z0s

)
ln
(

105

z0m

) ln
(

zs
z0s

)
ln
(

zm
z0m

) , (3)

where Um(zm) is the mean wind speed measured at experiment station with height zm and roughness
z0m. In this model, the gradient balance assumption, which has been demonstrated to be valid at a
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sufficiently high altitude [30], is adopted. The super-gradient flows were observed in the boundary
layer of some tropical cyclones, however, it is not systematic in tropical cyclones, especially in overland
conditions [31,32]. The case of super-gradient flows in tropical cyclones will discussed in next section.

The relation among mean wind speeds of various averaging times can be expressed as [33]:

Uτ(z) = U3600(z)

⎡⎢⎢⎢⎢⎢⎢⎣1 + β0.5c(τ)

2.5 ln
(

z
z0

) ⎤⎥⎥⎥⎥⎥⎥⎦, (4)

where τ denotes the averaging time; Uτ(z) and U3600(z) are respectively τ-s mean and 1-h mean wind
speeds; β represents the ratio of the fluctuating wind speed variance to the square of friction velocity;
c(τ) is an averaging time-related parameter that determined by statistical characteristics of wind
speed measurements.

2.1.2. Super-Gradient Wind Profile

The field measurements show the existence of super-gradient wind over ocean surface and the
sea land transition regions in tropical cyclones, and the variation of mean wind with height following
a logarithmic-quadratic profile [34]. Based on the field measurements in hurricanes over land and
ocean surface, Snaiki and Wu [35] proposed a semi-empirical model to depict the mean wind profile.
As the empirical model is convenient and accurate, it is adopted here to convert the mean wind speed
in landfalling typhoons. The power law-based wind profile is used as follows:

Us(zs) = U10s

[( zs

10

)αs
+ η1 sin

( zs

δs

)
exp

(
− zs

δs

)]
, (5)

where Us(zs) and U10s are the mean wind speed at height zs and 10 m over the standard exposure; αs is
the power law exponent over the standard exposure; δs is the height of the wind maximum over the
standard exposure; η1s is derived to be:

η1s =

(
δs
10

)αs
αse

sin 1− cos 1
,

Analogously, the field measured mean wind over the experiment exposure is:

Um(zm) = U10m

[(zm

10

)αm
+ η1m sin

( zm

δm

)
exp

(
− zm

δm

)]
, (6)

where Um(zm) and U10m are the mean wind speed at height zm and 10 m over the measured exposure;
αm is the power law exponent over the measured exposure; δm is the height of the wind maximum
over the measured exposure; η1s is:

η1m =

(
δm
10

)αm
αme

sin 1− cos 1
,

By adopting the assumption that the wind speeds at the wind maximum height ( δs and δm) are
equal, the following expression can be deduced:

Us(z)
Um(z)

=

(
δm
10

)αm[( zs
10

)αs
+ η1s sin

(
zs
δs

)
exp

(
− zs
δs

)]
(
δs
10

)αs[( zm
10

)αm
+ η1m sin

(
zm
δm

)
exp

(
− zm
δm

)] , (7)

Equation (7) could be used to convert the field wind speeds to the standard exposures in the
tropical cyclones with super-gradient flow. Actually when the wind speed measured in the lower
regions following the logarithmic law, the Equation (7) will merge into the logarithmic law or power law.
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2.2. Turbulence Intensity

It is conventional to treat the turbulence ratio (the ratio of the standard deviation of longitudinal
wind velocity component σu to the friction velocity u∗) as terrain-independent in the equilibrium
boundary layer [36,37]. On the other hand, Harris and Deaves [38] proposed an empirical model to
consider the variation of turbulence ratio with height as:

σu

u∗
= 2.63η

[
0.538 + 0.090 ln

(
z
z0

)]η16

, (8)

where η = 1− z/h; h = u∗/(6 f ); f = 1.458× 10−4 sinφ is the Coriolis parameter; and φ denotes the
latitude of the observation site. Due to the fact that the derivation of Equation (8) was partly based on
non-equilibrium-condition data, the estimation of maximum turbulence ratio, [σu/u∗]max obtained from
Equation (8) is dependent on the terrain roughness length, which is in contradiction to the equilibrium
assumption. To correct this issue, the empirical variation of σu/u∗ with respect to terrain roughness is
introduced in ESDU [39] to obtain approximately a constant [σu/u∗]max for various terrain roughness
lengths: [

σu

u∗

]
(z0) = 1 + 0.156 ln

(
u∗
f z0

)
, (9)

Since the field measurements give [σu/u∗]max = 2.85 for the terrain with a roughness length of 0.03
m, Equation (8) can be corrected by factoring 2.85/

{
1 + 0.156 ln[u∗/( f z0)]

}
, resulting in an improved

model to calculate turbulence ratio as in ESDU [39]:

σu

u∗
=

7.496η
[
0.538 + 0.090 ln

(
z
z0

)]η16

1 + 0.156 ln
(

u∗
f z0

) . (10)

As expected, Equation (9) gives a maximum turbulence ratio [σu/u∗]max of approximately 2.85
for various roughness lengths. However, field measurements show that turbulence ratios in tropical
cyclones are usually greater than the values in extratropical storms [12,24,40], making the selection of
[σu/u∗]max = 2.85 inapplicable to tropical cyclones. On the other hand, a height-independent relation
between turbulence ratio σu/u∗ and underlying surface roughness length z0 was proposed by Li et
al. [13] based on the analysis of field measurements in typhoons. In this study, this height-independent
relation proposed by Li et al. [13] is adopted as:[

σu

u∗

]
max

= 2.72− 0.25 log z0. (11)

As a result, the turbulence ratio in tropical cyclone will be corrected by multiplying Equation (8)
by the following factor:

2.72− 0.25 log z0

1 + 0.156 ln[u∗/( f z0)]
. (12)

Then the turbulence ratio could be expressed as:

σu

u∗
=

2.63η
[
0.538 + 0.009 ln

(
z
z0

)]η16

[2.72− 0.25 log(z0)]

1 + 0.156 ln
(

u∗
f z0

) . (13)

For a standard terrain condition (z = 10 m; z0 = 0.03 m; assuming u∗ = 1 m/s and φ = 25◦),
the turbulence ratios estimated by Equations (9) and (11) are 2.55 and 2.78, respectively. In this
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study, Equation (13) is utilized to convert the measured turbulence ratio to the standard condition.
Accordingly, the longitudinal turbulence intensity in a standard exposure can be calculated as:

[Iu]s =
2.63ηs

[
0.538 + 0.090 ln

(
z
z0

)]ηs
16

[2.72− 0.25 ln(z0s)][u∗]s[
1 + 0.156 ln

(
u∗
f z0

)]
[U]s

. (14)

2.3. Integral Scale

The approach of integrating correlation function by invoking Taylor’s hypothesis is frequently
used to estimate the integral scale as it has a clear physical meaning [24,33]:

Lx
u =

U
σ2

u

∫ Ruu=0.05σu

0
Ruu(τ)dτ, (15)

where Ruu is the autocorrelation function of the longitudinal fluctuating component.
The integration of autocorrelation function, however, usually overestimates the value of integral

scale and will result in a deviation of inertial sub-range in the estimated von Kármán-type spectrum [41]
compared to that in the field-measured spectra. To improve the accuracy, Harris and Deaves [38]
suggested the following model to estimate the longitudinal integral scale:

Lx
u =

A
3
2
(
σu
u∗

)3
z

2.5Kz
3
2
(
1− z

h

)2(
1 + 5.75 z

h

) , (16)

where z is the height from the ground.

A = 0.115
(
1 + 0.315η6

) 2
3 (17)

and

Kz = 0.19− (0.19−K0) exp
[
−B

( z
h

)N
]

(18)

in which
K0 =

0.39
Ro0.11

, (19)

B = 24Ro
0.155, (20)

N = 1.24Ro
0.008, (21)

Ro =
u∗
f z0

. (22)

The longitudinal integral scale over standard exposure [Lx
u]s can be estimated according to Equation

(16) by introducing the corresponding values of [u∗]s and [z0]s.

2.4. Peak Factor

Peak factor gu is defined as the ratio of maximum wind speed fluctuation in a duration τ to the
standard deviation of the fluctuating wind speed within an observation period of T:

gu(τ, T) =
max[u(τ, T)]
σu(τ, T)

σu(τ, T)
σu

. (23)
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For a stationary stochastic process following Gaussian distribution, the peak factor with τ→ 0
and T ≥ 3600 s could be calculated as [42]:

gu(τ, T) =
√

2 ln[υ(τ, T)T] +
0.5772√

2 ln[υ(τ, T)T]
, (24)

where υ(τ, T) is the zero up-crossing rate. It can be calculated by [42,43]:

υ2(τ, T) =

∫ ∞
0 n2Su(n)χ2(n, τ, T)dn∫ ∞

0 Su(n)χ2(n, τ, T)dn
, (25)

in which Su(n) represents the wind velocity spectrum; n denotes the frequency in Hertz, and χ2(n, τ, T)
is a filter function used to consider the influence of sampling frequency, averaging time and response
characteristics of the anemometer. In this study, the von Kármán-type spectrum is employed as:

nSu(n)
σ2

u
=

4
(

nLx
u

U

)
[
1 + 70.8

(
nLx

u
U

)2
] 5

6

, (26)

The filter function is chosen as following for sonic anemometers [44]:

χ2(n, τ, T) =
[

sin(πnτ)
πnτ

]2
−
[

sin(πnT)
πnT

]2
, (27)

For propeller anemometers, the following filter function, which takes the mechanical features of
propeller anemometers into consideration, is adopted [43]:

χ2(n, τ, T) =

⎧⎪⎪⎨⎪⎪⎩
[

sin(πnτ)
πnτ

]2
−
[

sin(πnT)
πnT

]2⎫⎪⎪⎬⎪⎪⎭ 1

1 +
(

2πnλ
U

)2 , (28)

where λ is the distance constant of the propeller anemometer.
Equation (24) is valid for calculating the average of instantaneous peak factor ( τ→ 0) from a

long enough wind speed record (e.g., T ≥ 1 h). With a finite averaging time, τ, and a finite observation
period, T, the estimation of standard deviation in Equation (26) could be biased since the measured
spectrum is truncated in both high-frequency and low-frequency regions, and might eventually lead
to an inaccurate estimation of the peak factor. In the case that these conditions are not satisfied, the
following relation is necessary to be introduced to consider the effects of the variance reduction due to
the truncation of the velocity spectrum:

σu(τ, T)
σu

=

∫ ∞
0 Su(n)χ2(n, τ, T)dn∫ ∞

0 Su(n)dn
, (29)

The 3-s peak factor, [gu]s, in time scale [T]s = 600 s in the standard terrain can be estimated by
introducing Us and Lx

us, which were respectively calculated through Equations (3) or (7) and (16).

2.5. Gust Factor

Gust factor, Gu(τ, T), herein is defined as the ratio of gust speed with gust duration τ to the mean
wind speed U(T) with an observation period of T:

Gu(τ, T) = 1 +
max[u(τ, T)]
σu(τ, T)

σu(τ, T)
σu(Δt, T)

σu(Δt, T)
U(T)

, (30)
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where Δt is the sampling interval.
Substituting the peak factor and turbulence intensity into the corresponding terms of Equation

(30), the gust factor can be re-expressed as:

Gu(τ, T) = 1 + gu(τ, T)Iu
σu(τ, T)
σu(Δt, T)

, (31)

where σu(τ, T)/σu(Δt, T) can be calculated by:

σu(τ, T)
σu(Δt, T)

=

∫ ∞
0 Su(n)χ2(n, τ, T)dn∫ ∞

0 Su(n)χ2(n, Δt, T)dn
, (32)

As a result, the gust factor in the standard exposure, [Gu(τ, T)]s, can be estimated by:

[Gu(τ, T)]s = 1 + [gu(τ, T)]s[Iu]s

[
σu(τ, T)
σu(Δt, T)

]
s
, (33)

3. Data Sources

3.1. Tropical Cyclones and Instruments

In this study, the data of four typhoons (0601 typhoon Chanchu, 0606 typhoon Prapiroon,
0812 typhoon Nuri, and 0814 typhoon Hagupit) and three hurricanes (0504 hurricane Katrina, 0510
hurricane Rita, and 0512 hurricane Wilma) were comparatively analyzed. The detailed descriptions
of the observation site exposures and the observation tower configurations for the four typhoons
and three hurricanes were presented in Li et al. [16] and Masters et al. [12], respectively. The GPS
coordinates of the observation stations were listed in Table 1. As the latitudes of all observation stations
are around 25◦, the latitude of the standard condition is set to be 25◦ for the convenient of calculation.

Table 1. The GPS coordinates of observation towers. Reproduced with permission from [16],
Elsevier, 2019.

Tropical Cyclones Tower Latitude Longitude

Chanchu
RBT 22.7337◦ 115.5734◦
OT 23.5510◦ 117.0020◦

Prapiroon BT 21.4519◦ 111.3149◦

Nuri
MFB 22.1810◦ 113.5630◦
DIT 22.1413◦ 113.7096◦

Hagupit ZT 21.4509◦ 111.3745◦
ST 21.2538◦ 110.6541◦

Katrina
T1 29.8253◦ −90.0319◦
T2 29.4441◦ −90.2628◦
T3 30.4720◦ −88.5308◦

Rita
T0 29.9512◦ −94.0220◦
T3 29.9548◦ −93.9542◦
T5 30.0797◦ −93.7841◦

Wilma

T0 25.9008◦ −81.3114◦
T1 26.1458◦ −80.5067◦
T2 25.8681◦ −80.8997◦
T3 25.7516◦ −80.3780◦

It is noted that the distance constant λ of the propeller anemometer is an important factor to
calculate the peak factor and gust factor as this type of anemometer mechanically filters the amplitudes
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of gusts with wavelengths less than 2πλ due to the mechanical limitations [10]. In this study, the
propeller anemometers of models R.M. Young 05103L and R.M. Young 27106R were respectively used
to measure typhoons and hurricanes. The specifications of these two propeller anemometers are listed
in Table 2. Based on the parameters in Table 2, the data measured by propeller anemometers were
corrected according to Equation (24). In addition to propeller anemometers, the sonic anemometers
were also utilized in the field measurement of typhoons. Specifically, two 3-D ultrasonic anemometers
(WindMaster™ Pro., Gill Instruments Ltd., Lymington, UK) were installed on tower RBT and one 3-D
ultrasonic anemometer (HD2003, Delta Ohm Srl, Selvazzano Dentro, Italy) were setup on tower OT
for the measurements of Typhoon Chanchu; one HD2003 anemometer were installed on tower BT to
acquire data from Typhoon Prapiroon, and towers DIT and ST were equipped with Gill WindMasterTM

Pro. anemometers. The specifications of the utilized sonic anemometers are also listed in Table 2.
For the data obtained from sonic anemometers, the filter function presented by Equation (23) were
used for the correction.

Table 2. Specifications of anemometers.

Anemometers Specifications

05103L

Wind speed
Range 0~100 m/s

Threshold Sensitivity 1 m/s
Distance constant 2.7 m for 63% recovery

Wind
direction

Ranges 0 ~ 360◦
Threshold Sensitivity 1.1 m/s at 10◦ displacement

Delay Distance 1.3 m for 50% recovery
Damped Natural Wavelength 7.4 m

27106R Wind speed

Range 0~25 m/s
Threshold Sensitivity 0.3 m/s

Distance constant 2.7 m for 63% recovery
Damped Natural Wavelength 7.4 m

WindMasterTM Pro

Wind speed
Range 0~ 65 m/s

Resolution 0.01 m/s

Wind
direction

Ranges 0~359◦
Resolution 0.1◦

HD2003

Wind speed
Range 0~60 m/s

Resolution 0.01 m/s

Wind
direction

Ranges 0~359◦
Resolution 0.1◦

3.2. Data Quality Control and Data Source

Tropical cyclones are characterized by strong winds accompanied by torrential rain, ocean waves,
and storm surge. The representative wind records are usually located in the eyewall regions of tropical
cyclones. In the field measurements of tropical cyclones, however, the anemometers in heavy rain
bands usually present some spikes and errors. Therefore, the data quality-control procedure is a
necessary step before the analysis of the wind characteristics. In this study, the data quality-control
schemes and the criteria for the selection of samples were referred to Li et al. [13]. Specifically, the
spikes and errors in the data were first identified and replaced by the five-point weighted averages.
Then, the reverse arrangement test [45] and run test [46] with a 95% significance level were employed to
test the stationarity of the recorded winds. The datasets that failed to pass both two types of stationary
tests were removed from the analysis. The stationarity test ensured that the analyzed data could satisfy
the local equilibrium boundary-layer assumption, where the friction velocity is independent of the
location in the along-wind direction and the Reynolds number [37].
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Table 3 briefly summarized the datasets utilized in this study, together with the observation
heights, types of the anemometers used, number of the runs in each group (sample size) and average
of the 10 min mean wind speeds. The detailed analysis of the turbulent wind characteristics of the
original datasets both in typhoons and hurricanes were presented in Li et al. [16].

Table 3. Datasets analyzed in this study. Reproduced with permission from [16], Elsevier, 2019.

Tropical
Cyclones

Sites Height (m)
Anemometer

Types
Number of

Runs

Average of the
10 min Mean Wind

Speed (m/s)

Chanchu
RBT

10
Sonic 26 19.19

Propeller 15 18.87
30 Sonic 37 21.96
60 Propeller 58 22.19

OT
5 Sonic 21 24.69

10 Sonic 45 24.28

Prapiroon BT 10
Sonic 18 20.13

Propeller 4 22.69

Nuri
MFB 30 Sonic 8 18.25

DIT
10 Sonic 83 24.26
60 Sonic 100 25.11

Hagupit

ZT 60 Sonic 38 28.53

ST
5

Sonic 18 20.34
Propeller 27 20.34

10
Sonic 61 21.30

Propeller 58 20.93

Katrina

T1
5 Propeller 16 21.98

10 Propeller 43 22.45

T2
5 Propeller 34 21.50

10 Propeller 40 24.42

T3
5 Propeller 5 23.02

10 Propeller 14 22.46

Rita

T0
5 Propeller 46 21.05

10 Propeller 60 22.17

T3 10 Propeller 15 18.85

T5
5 Propeller 19 18.86

10 Propeller 32 19.55

Wilma

T0
5 Propeller 13 21.08

10 Propeller 19 22.41

T1
5 Propeller 23 23.65

10 Propeller 37 26.17

T2
5 Propeller 16 21.34

10 Propeller 18 23.66

T3
5 Propeller 9 21.36

10 Propeller 14 22.63

4. Results and Discussions

The selected datasets from the four typhoons and the three hurricanes summarized in the preceding
section were investigated in the analytical framework presented in Section 2. Specifically, both the
datasets in typhoons and hurricanes were converted to the standard exposure with a roughness length
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of 0.03 m at 10 m height and an observation time scale of 10 min. The latitude of the standard terrain is
assumed to be 25◦.

4.1. Turbulence Intensity

The turbulence intensities were extracted based on the analytical framework and shown in Figures
1a and 2a respectively for investigated typhoons and hurricanes. The corresponding probability density
functions (PDFs) are shown in Figures 1b and 2b. For typhoons, the average value of longitudinal
turbulence intensities is 0.1952 and the standard deviation is 0.0032. For hurricanes, the average value
of longitudinal turbulence intensities is 0.1906 and the standard deviation is 0.0022. The longitudinal
turbulence intensity of these four typhoons presents slightly higher values in terms of both mean and
standard deviation compared to those three hurricanes. This observation can be further demonstrated
by comparing Figures 1b and 2b, where the probability distribution of the longitudinal turbulence
intensities in both typhoons and hurricanes follows the normal distribution quite well. One can easily
conclude that in these four typhoons the turbulence intensity has a larger value than that in those three
hurricanes under the same probability of exceedance.

In ASCE7-10, the longitudinal turbulence intensity is given by:

Iu = c
(10

z

) 1
6
, (34)

where c equals to 0.30, 0.20, and 0.15 for category B, C (corresponding to the standard terrain in this
study), and D exposures, respectively. In AIJ-RLB-2004 code, the longitudinal turbulence intensity
over flat terrain categories is given by:

Iu = 0.1
(

z
zG

)−α−0.05

, (35)

in which α and zG are parameters reflecting the category of exposures. In category II exposure, which is
the closest to the standard terrain in this study, α and zG are respectively 0.15 and 350. The longitudinal
turbulence intensities obtained from ASCE7-10 and AIJ-RLB-2004 are 0.2000 and 0.2036, respectively,
for the standard exposure. As depicted in Figures 1a and 2a, both ASCE7-10 and AIJ-RLB-2004 present
a slightly higher estimation of longitudinal turbulence intensity for hurricanes and typhoons. Generally,
the estimation of ASCE7-10 is relatively better compared to that of AIJ-RLB-2004.

Figure 1. Turbulence intensities and their probability density functions (PDF) for typhoons.
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Figure 2. Turbulence intensities and their PDF for hurricanes.

4.2. Integral Scale

The integral scales and the corresponding probability distributions obtained are presented in
Figures 3 and 4 for typhoons and hurricanes, respectively. The longitudinal integral scale in typhoons
has an average value of 146.4482 and a standard deviation of 9.2143. The length scales extracted
from hurricane measurements have a slightly higher average value of 157.5796 and a significantly
lower standard deviation of 3.8106 compared to those of typhoons. As shown in Figures 3a and 4a,
the range of integral scales extracted from typhoon measurements is significantly larger than that of
hurricanes, which can be better illustrated by the probability distributions of longitudinal integral scales
in typhoons and hurricanes. The probability distribution of typhoons follows the Weibull distribution
with scale parameter of 150.368 and shape parameter of 20.0454, while the probability distribution of
longitudinal integral scales for hurricanes follows the generalized extreme value distribution with
scale parameter of −0.3259, shape parameter of 3.8960 and location factor of 156.311. Compared with
Figure 4b, where the observed hurricane length scale shows a narrow distribution, the probability
distribution of the observed typhoon integral scale of Figure 3b has a significantly wider range. This
phenomenon may be in part attributed to the exposures of the observation station for the original
datasets. The observation station in those three hurricanes are located in homogeneous open flat terrain
as stated in Masters et al. [12]. However, in the observation of those four typhoons, the exposures
of the measured stations are a little bit inhomogeneous. Another influence could be ascribed to the
differences of turbulent structures of those typhoons and hurricanes. As noted in Li et al. [16], at the
same roughness regime, the field measured integral scales in these four typhoons were greater than
that in those three hurricanes. The different distributions of the observed hurricane and typhoon
length scales might indicate that energy-containing eddies in the observed typhoons have various
representative length-scales while those of the observed hurricanes are concentrated around the mean
value. The multiple-scale eddy interactions in typhoons and hurricanes need further investigations
before fully understanding the observed difference.

In ASCE7-10, the longitudinal integral scale is computed by:

Lx
u = l

( z
10

)ε
, (36)

where l and ε are respectively 152.4 m and 0.2 for category C exposure (standard exposure in this
study). In AIJ-RLB-2004 code, the turbulence integral scale is defined independently of the terrain
categories and is given by:

Lx
u =

⎧⎪⎪⎨⎪⎪⎩ 100
(

z
30

)0.5
30 m < z < zG

100 z ≤ 30 m
, (37)
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where zG equals to 350 m for category II exposure, corresponding to the standard exposure in this
study. Accordingly, the longitudinal integral scales obtained from ASCE7-10 and AIJ-RLB-2004 are
respectively, 152.4 m and 100 m, for the standard exposure. It is noted that ASCE7-10 presents a
reasonable estimation of the longitudinal integral scales for both typhoons and hurricanes. However,
AIJ-RLB-2004 underestimates the longitudinal integral scales for both typhoons and hurricanes,
suggesting that the usage of AIJ-RLB-2004 may lead to an inaccurate estimation of the power spectrum.

Figure 3. Longitudinal integral scales and their PDF for typhoons.

Figure 4. Longitudinal integral scales and their PDF for hurricanes.

4.3. Peak Factor

The peak factor is usually utilized for the estimation of gust factor, which plays an important
role in determining the wind load on structures [43]. The estimated peak factors of typhoons and
hurricanes are respectively presented in Figures 5 and 6, together with the corresponding probability
distributions. For typhoons, the average value of the peak factor is 2.5211 and the standard deviation
is 0.0198. The fitted PDF is shown in Figure 5b. For hurricanes, the average value of peak factor is
2.5123, slightly smaller than that of typhoons, and the standard deviation of peak factor is 0.0102,
significantly smaller than that of typhoons. The probability distribution of peak factors in hurricanes
follows t location-scale distribution with location parameter of 2.5174, scale parameter of 0.0022 and
shape parameter of 0.9845.

Neither the expression nor the value of peak factor is explicitly prescribed in ASCE7-10.
By matching the gust factor over open terrain ( Gu = 1.53) and the turbulence intensity Iu of
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0.2 in Equation (34), a peak factor of 2.65 could be obtained. It should be noted that this calculation is
based on an averaging time of 1 h. For a duration of tg , the gust wind speed can be expressed as:

Û
(
tg, T

)
= U(T) + gu

(
tg, T

)
σu. (38)

Suppose the turbulent wind fluctuations follow the Gaussian distribution, the peak factor will be
associated with the exceedance probability of the standard normal distribution. The probability of
exceedance of wind gust with a duration of tg within an observation period of T could be calculated
as [47,48]:

P
[
U > Û

(
tg, T

)]
=

tg

T
. (39)

Thus, the peak factor should satisfy:

gu
(
tg, T

)
= Φ−1

(
1− tg

T

)
. (40)

With the gust duration of 3 s and the averaging time of 10 min, the peak factor is around 2.575,
which is slightly higher than the measured values in typhoons and hurricanes. AIJ-RLB-2004 carries
out a performance-based wind resistant design procedure. Accordingly, the peak factor is included
in the required performance of wind load level and the return period of wind speed. Hence, the
comparison of the measurement results with AIJ-RLB-2004 is not discussed here.

Figure 5. Peak factors and their PDF for typhoons.

Figure 6. Peak factors and their PDF for hurricanes.

4.4. Gust Factor

The gust factor in steady wind conditions depends on several wind characteristics, such as the
intensity and integral scale, hence, it is a basic representation of the dynamic properties of wind
loads [49]. Figure 7 depicts the gust factors and the corresponding probability distribution of typhoon
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winds obtained based on the unified analysis framework. For typhoons, the average value of gust
factors is 1.4919 and the standard deviation is 0.0069. The gust factors of hurricanes are presented in
Figure 8a, where the gust factors have a mean of 1.4787 and a standard deviation of 0.0071. The mean
of gust factors for typhoons are slightly higher than that for hurricanes, while the standard deviations
of gust factors for typhoons and hurricanes are almost identical with similar probability distribution
shapes. The probability distribution of gust factors for typhoons follows the extreme value distribution
with a location parameter of 1.4948 and a scale parameter of 0.0051, while the probability distribution
of gust factors for hurricanes follows the generalized extreme value distribution with shape parameter
of −0.5535, location parameter of 1.4771, and scale parameter of 0.0076.

In ASCE7-10, the calculation of gust factor is referenced to the gust factor curve proposed by
Durst [50]. The averaging time of the mean wind speed is 1 h in the Durst gust factor curve, while the
gust factor is calculated based on an averaging time of 10 min in this study. Therefore, the conversion
scheme for the gust factors with different averaging times presented in Vickery and Skerlj [20] was
utilized here. Gust factor with a duration of 3 s and an averaging time of 10 min can be expressed as:

Gu = 1 + (SU)[SD(600, 3)], (41)

where SU is the value of the standard normal deviation associated with the exceedance probability of
0.5% and equals to 2.575. The SD(600, 3) could be estimated by the following formula:

SD(600, 3) =
[
SD2(3600, 3) − SD2(3600, 600)

]1/2
, (42)

where SD(3600, 3) and SD(3600, 600) can be interpolated as indicated in Vickery and Skerlj [20] and
equal to 0.1617 and 0.0650, respectively. The gust factor with duration of 3 s and averaging time of
10 min based on Equations (37) and (38) is around 1.3814, which indicates that the gust factors for both
typhoons and hurricanes are greater than those for extratropical storms.

Figure 7. Gust factors for typhoons.

Figure 8. Gust factors for hurricanes.

259



Appl. Sci. 2019, 9, 5385

5. Concluding Remarks

An analytical framework was introduced in this study to standardize the turbulent wind
characteristics, namely turbulence intensity, integral scale, peak factor and gust factor for various
terrain conditions, heights, and averaging times in tropical cyclones. This analytical framework is
based on the equilibrium boundary-layer theory and the assumption that the lower tropical cyclone
boundary layer is neutrally stable. Field-measured data of the four typhoons and three hurricanes
were standardized to the reference exposure with roughness length of 0.03 m, height of 10 m, and
averaging time of 10 min, and then utilized for the extraction of wind characteristics under standard
exposure. The differences of obtained wind characteristics between typhoons and hurricanes were
highlighted, which may be attributed to the basins and latitudes of the genesis of hurricanes and
typhoons, the influence of local topography and sea-land transition zone and the differences in turbulent
flow structures of typhoons and hurricanes that need further investigations. More specifically, the
wind characteristics of these observed typhoons typically present larger values compared to those
of observed hurricanes, except for the turbulence integral scale. The turbulence integral lengths of
typhoons have a wider distribution compared with those of hurricanes. The obtained turbulent wind
characteristics based on the unified analysis framework were comparatively investigated together
with the recommendations in ASCE7-10 and AIJ-RLB-2004. The difference between the standardized
turbulent characteristics and the corresponding suggested values in the standards (ASCE7-10 and
AIJ-RLB-2004) indicates that the tropical cyclone-induced wind loads need be taken into consideration
in standards for tropical cyclone-prone regions. It is noted that the ASCE7-10 presents good estimations
of the longitudinal turbulence intensity and integral scale for both typhoons and hurricanes, while the
peak factor was slightly overestimated and the gust factor was underestimated. The AIJ-RLB-2004
makes a slightly higher estimation of the longitudinal turbulence intensity and a lower estimation of
the longitudinal integral scale for both typhoons and hurricanes. The potential reason may be ascribed
to the limitation of datasets which used to specify the wind characteristics, although it includes both
tropical and extratropical winds. As noted in the AIJ-RLB-2004, the integral scale was treated to be
terrain independent. However, the scales of wind eddies are strongly affected by the local roughness.
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Abstract: In this study, a full-scale train bogie derailment test was conducted. For this,
test methodologies to describe the wheel-climbing derailment of the train bogie and to obtain
accurate test data were proposed. The derailment test was performed with the casting bogie for
a freight train and a Rheda 2000 concrete track. Two different derailment velocities (28.08 km/h
and 55.05 km/h) were considered. From the test, it was found that humps in the concrete track
affected the post-derailment behavior of the bogie when the derailment velocity was 28.08 km/h.
For a higher derailment velocity (55.05 km/h), significant lateral movement of the derailed bogie was
observed. This lateral movement was first controlled by wheel–rail contact, followed by contact with
the containment wall. Finally, the train was returned to the track center.

Keywords: train derailment; derailment containment provisions; collision testing; post-derailment
behavior

1. Introduction

In Korea, there were 33 train accident cases in total during the five-year period 2012–2016.
Among these, derailment accidents accounted for 78.8% (26 cases) [1], and derailment occurred more
often than other types of train accidents. Derailment accidents can cause catastrophic damage to a
community. It is hard to prevent 100% of derailment accidents since there are always unexpected
factors that can cause derailment, such as human error and natural disasters. Thus, it is necessary
to develop technology to reduce damage due to derailment. This technology can be categorized as
derailment protection [2–4].

To reduce the damage from derailment accidents, protection facilities can be installed in the railway
track. In Korea, guard rails to prevent derailment are used at sharp curves, bridges, and switches,
as shown in Figure 1a. Containment walls are also installed on bridges for high-speed railways (where
the minimum speed of the line is 200 km/h), as shown in Figure 1b [5–7].

In European countries, three different types of derailment containment provisions (DCPs) are
used (DCP types I, II, and III), as shown in Figure 2 [8]. The guard rail is one example of a DCP type
I facility, where the DCP is installed inside the track gauge. The wheel of the derailed train comes
into direct contact with the facility. DCP type II is similar to DCP type I, but is installed outside
of the track gauge. DCP type III facilities are installed outside of the track, similar to DCP type II.
However, they are different from DCP type II since the axis of the wheel or bogie of the derailed train
impacts this type of DCP.

Appl. Sci. 2020, 10, 59; doi:10.3390/app10010059 www.mdpi.com/journal/applsci263
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Figure 1. Examples of derailment protection facilities: (a) guard rail and (b) containment wall.

Figure 2. Concept of derailment containment provisions (DCPs).

To verify the performance of such derailment protection facilities, tests and simulations must be
conducted, including investigation of the post-derailment behavior of the train. Some researchers have
conducted derailment and post-derailment simulations by using 3D finite element analysis. Researchers
in Sweden [9,10] analyzed the post-derailment behavior of the wheel of a derailed train colliding with a
concrete railroad sleeper. Some researchers in China [11–13] investigated the post-derailment dynamic
behavior of a railway vehicle under earthquake excitations. Also, there have been studies simulating
collision with a protective facility after the derailment of a high-speed train [2–4].
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Full-scale derailment testing is the most reliable method to evaluate the post-derailment behavior
of a train and the performance of derailment protection facilities. However, it is very difficult, and only
a few such studies can be found in the literature. Wu et al. [14] performed derailment testing, but it was
lab-scale testing and the speed was limited to 16 km/h. The test methods relating to train derailment,
such as the derailing method and data filtering, are not well established and must be investigated.

In this study, full-scale train derailment testing was conducted. For realistic simulation of the
derailment situation and reliable data acquisition from the test, a derailment device and data acquisition
system were proposed. Then, from the test, the post-derailment behavior of the train was analyzed.

2. Experimental Methodologies

2.1. Test Site and Track

Full-scale train derailment testing requires a large test site. The test site consisted of acceleration,
test, and braking regions, as shown in Figure 3. To increase the speed of the train at the point of
derailment, a sufficient acceleration region is needed. Also, adequate test and braking regions should
be provided to investigate the post-derailment behavior and to ensure safety, respectively. The lengths
of the acceleration, test, and braking regions were 1200 m, 400 m, and 400 m, respectively. In the
400 m test region, a region of 100 m was used to construct a concrete track. The total length of the
test line was about 2000 m. Once the target speed of the bogie is reached, a test bogie is released at
the end of the acceleration region. The test bogie is derailed at the start of the test region and the
post-derailment behavior is observed in the test region. A braking region is provided at the end of
the test region. This is a margin region to provide safety after the unexpected behavior of derailed
bogie or train. The derailment test site was constructed using a closed railway line to save on costs and
replicate actual railway operating conditions.

Figure 3. Overview of the test site.

In this study, the focus was on the post-derailment behavior on a concrete track. A Rheda
2000 concrete track, shown in Figure 4, was constructed in the test region where the post-derailment
behavior was observed. The Rheda 2000 concrete (ballastless) track was used for the first time in
Germany in 2000 as a pilot project on the new rail line between Erfurt and Halle-Leipzig. It was also
installed on the high-speed railway in Korea in 2004. Apart for this 100-m concrete track, ballast tracks
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were used. It should be noted that the derailment containment wall was installed on the left side of the
track, as shown in Figure 4. The distance between the wall and the center of the track was 2700 m,
considering the geometric condition of the axle of the test vehicle after the derailment.

Figure 4. The concrete track used in the test region.

2.2. Test Bogie and Acceleration Method

In this study, a bogie-level test was conducted. The bogie used in this study was a casting bogie
for a freight train, as shown in Figure 5. The total weight of the test bogie was 40.91 kN and the
specifications of the test bogie are listed in Table 1. The frame structure was made of three pieces of cast
steel. The fixed wheel base and wheel diameter were 1676 mm and 860 mm, respectively. A suspension
system with coil springs was used between the bolster and side frame.

Figure 5. Test bogie (casting bogie for a freight train).
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Table 1. Specifications of the test bogie.

Classification Specification

Frame structure 3-piece cast steel
Fixed wheel base 1676 mm
Wheel diameter 860 mm

Suspension system Coil spring between bolster and side frame
Friction device Friction wedge between bolster and side frame

Bearing AAR D class tapered roller bearings
Test weight 40.91 kN (4.17 tonf)

In order to accelerate the test bogie, several methods can be used, such as a reverse towing system,
push system, or remote-controlled system. In this study, the push system shown in Figure 6 was used.
The power car was linked to the test bogie with a connector. The test car was accelerated by the power
car. Then, the test car was released after reaching the target speed. For this, the releasing system of
the connector and braking system of the power car were designed to be controlled by air pressure
and a remote controller, as shown in Figure 7. The power car used in this study is shown in Figure 8.
The power car had a traction power of 147 kN.

Figure 6. Concept of the push system to accelerate the test bogie.

Figure 7. Release and braking system for the test.
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Figure 8. Power car to accelerate the test bogie.

2.3. Derailment Device

A device to induce derailment was needed for the test. Wheel-climbing derailment is one of the
most frequent types of derailment. In this study, a derailment device that can induce wheel-climbing
derailment was developed and installed at the derailment point, as shown in Figure 9 [15]. The device
consisted of a wheel entrance part and a derailment part. In the wheel entrance part, there is an upward
slope, and the entered wheel flange reaches the same height as the surface of a rail head. Then, the wheel
climbs the surface of a rail head in the derailment part, shown in Figure 9c. Thus, the train or bogie is
derailed due to wheel-climbing derailment.

Figure 9. Derailment device: (a) overview, (b) wheel entrance part, and (c) derailment part.
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2.4. Data Acquisition System

The position of the derailed train bogie and related data have to be accurately measured during
the test. The acceleration and angular velocity of the bogie were measured. For this, an accelerometer
and an angular velocity sensor were installed on the geometrical bogie center as shown in Figure 10b,
where the capacities of the accelerometer and angular velocity sensor were 2000 g and ±1500 deg/s
full-scale range, respectively. Large impact forces are expected after derailment. Thus, the sensors
must be securely fixed to the test bogie. To measure the impact force, special accelerometers such
as MEMS accelerometers [16] can be used. However, it is hard to determine the exact impact point
after derailment. Thus, the impact force to the rail was estimated from the acceleration data of the test
bogie. A data logger was installed on the test bogie, as shown in Figure 10c. The data logger used
was a shock-resistance data logger (high shock rating of 500 g) for collision testing and it has high
sampling capabilities (max. sampling rate of 100 k samples/s/channel). The sampling rate of the data
was 1/10,000 s (10,000 Hz) in this test.

Figure 10. Data acquisition system for the bogie: (a) layout, (b) accelerometer and angular velocity
sensor, and (c) a shock-resistance data logger for collision testing.

The velocity of the test bogie at the derailment point is important information for the analysis
of post-derailment behavior. Since the test bogie was released before the derailment point, it was
necessary to set up an additional velocity measurement system at the derailment point, as shown in
Figure 11. In this study, a photoelectric tube speedometer was used. Two lights and two receiver
sensors were installed at a specific distance. As the test bogie passes, the passing time between the two
lights can be obtained. Then, the initial derailment velocity of the test bogie can be calculated.
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Figure 11. Speed measuring system: (a) system conceptual diagram; (b) photoelectric tube speedometer.

In this study, a high-speed camera was also used to investigate the post-derailment behavior of
the test bogie in depth. Image data are very useful to evaluate the trace of the bogie after derailment.
The high-speed camera used in this study is shown in Figure 12. According to its specifications, it can
store 3.6 s at 1000 fps (frame/s) when the image format is 1024 × 1024. In total, three high-speed
cameras were used. One camera was used to take the top view with a crane, as shown in Figure 12.
The others were used to take the side views. For each second, 500 frames were obtained (500 fps).
Also, some ordinary digital cameras were installed to obtain image data from various viewpoints.

Figure 12. High-speed cameras: (a) side view; (b) top view.

2.5. Simultaneous Trigger System

Trigger systems are used to synchronize several different pieces of measurement equipment.
By synchronizing the equipment, data analysis is convenient since the initial time of data recording
is the same for all equipment. In this study, the three high-speed cameras and data logger were
synchronized by a trigger system with a tape switch, as shown in

The tape switch method is simple and free from spurious operation. The trigger for the high-speed
cameras was set up on the test track at the derailment point, as shown in Figure 13a. The trigger
for the data logger, shown in Figure 13b, was installed on the test bogie. When the test bogie passes
the derailment point, the trigger on the test bogie contacts the trigger for the high-speed camera.
Then, data recoding is started. It should be noted that the trigger on the bogie was made of flexible
materials since the post-derailment behavior could be affected by high stiffness and contact force
between the triggers. Figure 13.
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Figure 13. Simultaneous trigger system by a tape switch: (a) trigger for the high-speed cameras;
(b) trigger for the data logger.

2.6. Running Diagram of the Power Car and Test Bogie

It was necessary to determine the running diagram of the power car and test bogie to achieve
the target speed of the test bogie and to ensure the safety of the power car after releasing the test
bogie. Figure 14 shows a schematic view of the running diagram of the power car and test bogie.
The blue solid line and red dashed line represent the running diagrams of the power car and the test
bogie, respectively. Before releasing the test bogie, the power car and the test bogie move together.
The velocity at the release time is larger than the target speed. After releasing the test bogie, the power
car reduces its speed and stops before the derailment point. The test bogie reaches the target velocity
at the derailment point and is derailed.

Figure 14. A schematic view of the running diagram of the power car and test bogie.

The distance to the release point depends on the target speed and acceleration capacity of the
power car. The running diagram was constructed from the results of several preliminary tests. In this
study, the target speeds of the test bogie were 30 km/h and 55 km/h. Figure 15 shows a representative
running diagram of the power car through the preliminary tests. An acceleration distance of about
480 m was required for the stationary power car to accelerate to about 56 km/h, and a braking distance
of about 150 m was required for subsequent stops. The deceleration to the derailment point after the
release of the test bogie was approximately 1–2 km/h. Therefore, the running distance of the power
car to ensure safety during the experiment with a target speed of 50 to 55 km/h was determined to
be 650 m. In addition, an acceleration distance of about 140 m was required for the power car to
accelerate to about 32 km/h, and a braking distance of about 90 m was required for subsequent stops.
The deceleration to the derailment point after the release of the test bogie was approximately 2–3 km/h.
Thus, the running distance of the power car to ensure safety with a target speed of 25 to 30 km/h was
determined to be 250 m.
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Figure 15. Examples of running diagrams of the power car.

2.7. Post-Processing of Data

It is necessary to conduct a filtering process on raw data since raw data may contain unexpected
noise, especially in the case of impact or collision testing. In the case of car collision testing, the data are
analyzed after filtering the raw data obtained at a 1000 Hz or 10,000 Hz frequency. Usually, the moving
average method is used for the filtering [17,18]. The moving average method is used not only for the
smoothing of the data, but also for the evaluation of equivalent static design force. A previous study
reported that the moving average method gave a reasonable estimation of the equivalent static design
load [19]. Thus, the 50 ms moving average method was applied with 10,000 Hz data sampling in
this study.

3. Experimental Results

3.1. Test Cases

After derailment, wheel–rail interaction disappears, and the train runs along the top surface
of the track. In this case, various contact and impact conditions, such as gear box–rail, wheel–rail
fastener, and wheel–sleeper, arise. These various conditions affect the post-derailment behavior.
The post-derailment behavior is an important consideration for the design of derailment protection
facilities. In this study, full-scale train bogie derailment tests were conducted. The test bogie and test
methodologies are detailed in Section 2. The main test parameter of this study was the derailment
velocity. Two different derailment velocities were considered. For Cases #1 and #2, the derailment
speeds were 28.08 km/h and 55.05 km/h, respectively.

3.2. Case #1 (Derailment Velocity of 28.08 km/h)

For Case #1, the target speed range was 25–30 km/h. The measured derailment velocity was 28.08
km/h. Figure 16 shows a front view of the post-derailment behavior in Case #1. It can be seen that the
bogie ran in the right lateral direction after derailment (0.410–1.810 s), and the left wheel continuously
contacted the hump of the concrete track (1.810–3.570 s). Then, the bogie moved to the left direction
without contact between the right rail and left wheel (3.570–5.630 s). The direction was changed due to
the effect of the hump in this case. In this study, the Rheda 2000 type concrete track was used, and the
hump in this track affected the post-derailment behavior.

The acceleration data were analyzed to calculate the velocity and traveling distance of the test
bogie. The analysis results were compared with the results obtained in the image data from the
high-speed cameras for cross-validation of the data. It is known that the image analysis offers a certain
potential for the dynamic investigation [20]. The velocity and traveling distance of the test bogie were
also calculated by target mark tracking from the image data, as shown in Figure 17. The results are
shown in Figure 18 as a solid line. It can be seen that the velocity obtained from the high-speed camera
showed initial fluctuation. However, the overall trend of the velocity was similar to that from the
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accelerometer. The velocity decreased almost linearly, as shown in Figure 18a. The slope of Figure 18a
represents the deceleration, and it was approximately −0.97 m/s2. By integrating the acceleration data
twice, the traveling distance could be calculated, as shown in Figure 18b. The traveling distances
obtained from the accelerometer and high-speed cameras were similar to each other. The discrepancy
may come from accumulated error during the integration or distortion of the image by the use of a
wide-angle lens.

Figure 16. Post-derailment behavior of the bogie for Case #1, front view.
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Figure 17. Example of image analysis by target mark tracking.

Figure 18. Data analysis results, Case #1: (a) velocity, (b) traveling distance.

The longitudinal, lateral, and vertical acceleration data of the test bogie were analyzed with
the video images together. The first impact was observed at 0.410 s after derailment, as shown in
Figure 19. It can be seen that there were sudden changes in acceleration at the time of the first impact,
as shown in Figure 19a. The maximum acceleration was found in the vertical direction, and it was
5.07 g (49.78 m/s2). If the total mass of the bogie is included in the calculation of the impact force, it is
equivalent to approximately 207 kN of impact force. The first impact occurred between the left wheel
and hump, as shown in Figure 19b. Figure 19c shows the damage to the hump and rail fastener due to
the first impact.

Figure 19. First impact, Case #1: (a) acceleration vs. time (0.3–0.6 s); (b) test bogie at first impact;
(c) damage to the hump and rail fastener due to the first impact.
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Similar to Figure 19, information about the second and third impacts is presented in Figure 20.
The second and third impacts were observed at 0.750 s and 0.810 s, respectively. In the second impact,
the right and left rear wheels impacted the fourth hump, as shown in Figure 20b,c. The maximum
vertical acceleration was approximately 5.57 g—larger than that from the first impact. This may be
attributed to the pitching moment of the bogie after the first impact. In the case of the third impact,
the front right wheel contacted the sixth and seventh humps in succession. At the third impact, the peak
of the vertical acceleration was markedly decreased.

Figure 20. Second and third impacts, Case #1: (a) acceleration vs. time (0.65–0.95 s); (b) test bogie at the
second and third impacts; (c) damage to the hump and rail fastener due to the second and third impacts.

After the third impact, the test bogie ran the track without any further significant impact with
track components. However, considerable lateral displacement was observed. For example, at 1.170 s,
the front left wheel was located at almost the center of the track, as shown in Figure 21a. The lateral
displacement continuously increased at 1.170–1.810 s, and the front left wheels contacted the humps in
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the left rail at 1.810 s. Then, the test bogie returned to the center of the track at 3.750–5.630 s, as shown
in Figure 21b.

  

(a) 

 

(b) 

Figure 21. Position of the test bogie: (a) 1.170–1.810 s, (b) 2.150–5.630 s.

In summary, for Case #1, where the derailment velocity was 28.08 km/h, the derailed test bogie ran
the track with considerable lateral movement. The lateral movement was restrained by contact with
the humps in the concrete track. Then, the test bogie returned to the center of the track. The whole
trace of the test bogie is shown in Figure 22. The maximum vertical acceleration was approximately
5.57 g at the second impact with the humps. The maximum lateral acceleration was approximately
2.62 g at the first impact with the humps. From the results, it can be seen that the effect of the humps
on the post-derailment behavior was significant when the Rheda 2000 track system was used. Thus,
the type of track must be considered when evaluating the post-derailment behavior of a derailed train.

Figure 22. Trace of the left and right wheels for Case #1.
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3.3. Case #2 (Derailment Velocity of 55.05 km/h)

In Case #1, the derailed wheel was not guided by the rail or containment wall. However, it was
guided by the humps on the track. To identify the effects of the rail and containment wall, the derailment
velocity was increased for Case #2. The target derailment velocity range was 50–55 km/h. The measured
derailment speed was 55.05 km/h. Figure 23 presents the variation in the velocity and longitudinal
traveling distance after derailment for Case #2. The data were obtained by the accelerometer as well as
the high-speed cameras. However, the data from the high-speed cameras cannot be interpreted well after
2 s since the test bogie left the camera range due to the increased speed of the test bogie. The deceleration
of the test bogie was approximately −1.48 m/s2. The traveling length was approximately 38 m at 3 s.

Figure 23. Data analysis results, Case #2: (a) velocity, (b) traveling distance.

Figure 24 shows the test bogie at derailment. It was found that the test bogie seemed to jump,
bypassing the derailment device as shown in Figure 24a. Then, the front left wheel contacted with
the third hump and rail fastener at 0.240 s due to the roll of the test bogie, as shown in Figure 24b.
When the test bogie passed through the derailment device, the vertical acceleration in Case #2 was
much greater than that in Case #1 before the first wheel contact with the track (0.242 s), as shown in
Figure 24c. If higher-speed experiments are carried out, the derailment device should be improved
because excessive jumping is expected.

  

(a) (b) 

 

(c) 

Figure 24. Test bogie at derailment for Case #2: (a) 0.124 s; (b) 0.242 s (first impact); (c) vertical
acceleration when derailed (0–0.20 s).
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The main impact to the track was observed around from 0.4 s to 0.7 s, as shown in Figure 25.
At 0.460 s, the front right wheel came into contact with the eighth rail fastener. Then, the front
right wheel impacted the ninth hump and the rear right wheel immediately came into contact with
the seventh rail fastener. The maximum vertical acceleration was found at this time, and it was
approximately 3.53 g. The maximum acceleration in Case #2 was smaller than that in Case #1. This is
because increased velocity is related with the longitudinal direction and vertical impact force is mainly
a function of the velocity in the vertical direction.

Figure 25. Impact of the test bogie after derailment for Case #2: (a) acceleration vs. time (0.4–0.7 s),
(b) 0.460 s; (c) 0.534 s.

After 0.7 s, the test bogie ran the track with considerable lateral movement, similar to Case #1.
However, for Case #2, the wheel flange was in contact with the rail as shown in Figure 26b. Then, the test
bogie impacted the containment wall at 1.910 s, as shown in Figure 26c. The lateral acceleration was
increased due to the impact with the rail and containment wall, as shown in Figure 26a. The lateral
acceleration values were approximately 1.17 g (11.51 m/s2) and 0.75 g (7.36 m/s2) for the rail and
containment wall impact, respectively. Thus, it was expected that the impact force on the containment
wall would be reduced approximately 36% by the first guide by the rail for Case #2. Finally, the test
bogie returned to the track center direction after containment wall impact, as shown in Figure 27.
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Figure 26. Impact of the test bogie after derailment for Case #2: (a) acceleration vs. time (1.7–2 s),
(b) 1.780 s; (c) 1.910 s.

Figure 27. Trace of the left and right wheels for Case #2.
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As mentioned in the introduction, the basic concept of DCP type III is that the derailed train is
first guided by the rail and the containment wall, preventing excessive lateral movement [8,21,22].
The containment wall installed in this test is DCP type III, and it was seen that the derailed train was
effectively guided by DCP type III in test Case #2.

4. Conclusions

This study presented full-scale train bogie derailment test methodologies and post-derailment
behavior based on the test results. The derailment tests were conducted at the bogie level, and the test
speeds were 28.08 km/h and 55.05 km/h. The major findings of this study are as follows:

1. Train bogie derailment tests can be successfully conducted by using the methodologies proposed
in this study. A push system and automatic release device for the test bogie were proposed. Also,
a derailment device to induce wheel-climbing derailment and a simultaneous trigger system to
synchronize different pieces of equipment were suggested. The proposed methodologies may be
applicable to other types of full-scale derailment tests.

2. For the test in Case #1 (derailment velocity of 28.08 km/h), the derailed bogie ran the track with
significant right (direction of derailment) lateral movement, and the left (opposite direction to
derailment) wheel continuously came into contact with the hump of the concrete track. Then,
the bogie moved to the left without contact between the right rail and left wheel. This indicates
that the lateral movement for Case #1 was controlled by the humps, and the humps in this track
significantly affected the post-derailment behavior of the derailed bogie. In Case #1, the maximum
vertical acceleration was approximately 5.57 g at the second impact with the hump. The maximum
lateral acceleration was approximately 2.62 g at the first impact with the hump.

3. For the test in Case #2 (derailment velocity of 55.05 km/h), the maximum vertical impact to the
track was observed at 0.460–0.560 s, and the maximum vertical acceleration was approximately
3.53 g. The test bogie ran the track with considerable lateral movement, similar to Case #1.
However, in Case #2, the wheel flange came into contact with the rail, and then the test bogie
impacted the containment wall. The lateral acceleration values were approximately 1.17 g and
0.75 g for the rail and containment wall impacts, respectively. Thus, it was found that the impact
force on the containment wall was reduced by approximately 36% by the first guide by the rail.
Finally, the test bogie returned to the track center direction after containment wall impact.
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Featured Application: The new approach established in this paper can provide accuracy prediction

of friction resistance for slurry pipe jacking with various soil conditions, which lays a good

foundation for better future design and less construction costs.

Abstract: Friction resistance usually constitutes one of the two main components for the calculation
of required jacking force. This paper provides a new approach to predict the friction resistance of
slurry pipe jacking. First, the existing prediction equations and their establishment methods and
essential hypotheses used were carefully summarized and compared, providing good foundations
for the establishment of the new model. It was found that the friction resistance can be uniformly
calculated by multiplying an effective friction coefficient and the normal force acting on the external
surface of the pipe. This effective friction coefficient is introduced to reflect the effect of contact state
of pipe-soil-slurry, highly affected by the effect of lubrication and the interaction of pipe-soil-slurry.
The critical quantity of pipe-soil contact angle (or width) involved may be calculated by Persson’s
contact model. Then, the equation of normal force was rederived and determined, in which the
vertical soil stress should be calculated by Terzaghi’s silo model with parameters proposed by the
UK Pipe Jacking Association. Different from the existing prediction models, this new approach
has taken into full consideration the effect of lubrication, soil properties (such as internal friction
angle, cohesion, and void ratio), and design parameters (such as buried depth, overcut, and pipe
diameter). In addition, four field cases and a numerical simulation case with various soils and design
parameters were carefully selected to check out the capability of the new model. There was greater
satisfaction with the measured data as compared to the existing models and the numerical simulation
approach, indicating that the new approach not only has higher accuracy but is also more flexible and
has a wider applicability. Finally, the influence of buried depth, overcut, and pipe diameter on the
friction resistance and lubrication efficiency were analyzed, and the results can be helpful for the
future design.

Keywords: slurry pipe jacking; friction resistance; effective friction coefficient; pipe-soil-slurry
interaction; lubrication efficiency

1. Introduction

In many parts of the world, the numerous constructions of municipal tunnels are creating
unforeseen problems, such as blocking of roads, existing pipelines failure, and buildings subsidence.
This has motivated attempts at the development of trenchless construction technology, such as pipe
jacking, especially in metropolitan cities [1,2]. Pipe jacking is defined as a trenchless excavation
technique, which employs hydraulic jacks to thrust specially made pipes through the ground behind
a jacking machine, from a drive shaft to a reception shaft, as illustrated in Figure 1. It has many
technical merits, such as a short time limit, high security, low environmental effect, and little traffic

Appl. Sci. 2020, 10, 207; doi:10.3390/app10010207 www.mdpi.com/journal/applsci283



Appl. Sci. 2020, 10, 207

disturbance [3–6]. Because of that, pipe jacking has been widely used in the construction of infrastructure
for traffic and transportation systems in cities [7,8].

In pipe jacking, the jacking force is a critical factor that determines the thickness of pipe and
reaction wall, selection or design of jacking machine and lubricant requirements [9]. The accuracy of
prediction of jacking force is directly related to the structural safety and construction cost.

The main component of the jacking force is due to frictional resistance. Application of a lubricant
such as bentonite slurry in pipe jacking (so-called ‘slurry pipe jacking’) is essential to reduce the friction
resistance and, therefore, the jacking force [3,10–13]. However, the use of slurry makes it more complex
to calculate or predict the friction resistance because of the change in contact conditions between the
pipe and soil and lubricant slurry. The new contact state, which is due to the pipe-soil-slurry interaction,
is affected by factors such as pipe diameter, soil properties, overcut [3,9], lubrication efficiency [9],
pipeline misalignments [10,14–16], and stoppages [9,14,17–19]. The existing prediction models have
not fully taken these factors into consideration, leading to an overestimation or underestimation of
the friction resistance [9,20–23]. It is therefore obvious that a new prediction approach or model is
imperatively needed to be established to solve the problem in slurry pipe jacking [24].

Figure 1. Schematic of slurry pipe jacking.

2. Overview of the Existing Prediction Models of Friction Resistance

Numerous models that calculate the friction resistance of pipe jacking have been proposed by
authors from all over the world. The superposition principle is usually used, which holds that the
comprehensive outcome of two or more linear factors of a system is equal to the accumulation of the
effect of each factor. In pipe jacking, the linear factors to generate friction resistance are due to the
weight of pipe (fW), soil pressure (fs), slurry pressure (fm), pipe-soil cohesion (fsc), and pipe-slurry
cohesion (fmc). Their equations can be expressed as [5,6,9,10,14,19,21,22,25,26].

fW = μsW (1)

fs = μsN (2)

fm = μmN (3)

fsc = csBs (4)

fmc = cmBm (5)

where μs and μm are the kinematic friction coefficient of pipe-soil and pipe-slurry, respectively; W is
the weight of pipe per unit length, kN/m; N is the total normal force acting on the pipe, kN/m; cs and
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cm are the pipe-soil cohesion resistance and pipe-slurry cohesion resistance, respectively, kPa; Bs and
Bm are the pipe-soil contact width and pipe-slurry contact width, respectively, m.

Some hypotheses have been made to establish the prediction models, by which one or some of the
items listed above should be considered. Typical hypotheses are:

Hypothesis 1. The excavated tunnel is self-stable, the pipeline simply slides along the bottom of the tunnel due
to its own weight (see Figure 2a) [9,10,14].

Hypothesis 2. The angular space due to overcut is completely filled with lubricant slurry, and the excavated
tunnel is stable under the slurry pressure (see Figure 2b) [22,25].

Hypothesis 3. The excavated tunnel is unstable, the surrounding soil collapses and is in full contact with the
whole area of the jacking pipes (see Figure 2c) [5,6,9,21,26].

Hypothesis 4. The excavated tunnel is stable under the pressure of slurry, and part of the pipe comes in contact
with the surrounding soil (see in Figure 2d) [3].

    

(a) (b) (c) (d) 

Bs

W

Pm

v

aa

v

v

a

v

P
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Figure 2. The models to calculate friction resistance according to different hypotheses: (a) Hypothesis
1; (b) Hypothesis 2; (c) Hypothesis 3; (d) Hypothesis 4.

According to Hypothesis 1, there are two kinds of prediction models, in which the item of fw has
to be taken into consideration. The first one assumes that the friction resistance is only due to the
weight of pipe [9,21]. It is given as

f = μsW (6)

μs = tan(ϕ/2) (7)

The second one also takes the pipe-soil cohesion resistance (item of fsc) into account [10,14,21],
which is given by

f = μsW + csBs (8)

where the pipe-soil contact width Bs is calculated by Hertzian contact model, as [10,14,21]

Bs = 1.6(PkdCe)
1/2 (9)

kd =
DcDp

Dc −Dp
, Ce =

1− v2
p

Ep
+

1− v2
s

Es
(10)

where Dc and Dp are the internal diameter of cavity and external diameter of pipe, respectively, m;
νp and νs are the Poisson’s ratio for pipe and soil material, respectively; Ep and Es are the elasticity
modulus of the pipe and soil, respectively, kPa; and P is the effective external force acting on the center
of the pipe, kN/m, usually it is considered as equal to the weight of pipe per unit length W.
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According to Hypothesis 2, the friction resistance is related only to the properties of lubricant
slurry, and the only model found was one that takes both the items of fm and fmc into account [22,25].

f = μmN + cmBm (11)

N = πDpPm (12)

Bm = πDp (13)

where Pm is the mud slurry pressure.
It is noted that most of the studies completed to date have focused exclusively on the prediction

models established by Hypothesis 3. This may be attributed to the assumption of full contact of the pipe
and soil that leads to a large prediction value of friction resistance, or in other words, Hypothesis 3 is
conservative. Because of that, this kind of model is widely accepted by authorities and standards from
all over the world, such as Japan Sewage Association (JSA) [22], UK Pipe Jacking Association (PJA) [27],
Chinese Trenchless Technology Association (CTTA) [28], and Germany Standard (AVT A-161) [29].
This kind of model can be summarized and divided into the following four categories.

f = μsN (14)

f = μsN + μsW (15)

f = μsN + μsW + csBs (16)

f = βμsN + μsW + csBs (17)

The fourth kind of model (Equation (17)) introduces an empirical constant β (smaller than 1) on
the basis of the third model (Equation (16)) to reflect the effect of lubrication.

For the models summarized above, the item of fs (=μsN) has to be taken into consideration.
Thus, the key problem for this kind of model is exactly focused on the calculation of soil pressure N.
CTTA suggests N to be calculated by Rankine’s formula, which gives that [28]

N = 2(1 + K)Dpσv (18)

σv = γh (19)

K = tan2(π/4−φ/2) (20)

where σv is the vertical soil stress; K is the coefficient of soil pressure above the pipe; γ is the unit
weight of soil; h is the overburden depth of the pipeline; and ϕ is the internal friction angle of soil.

However, JSA suggests using Terzaghi’s silo model, the expression of N is then expressed as [22]

N = πDpσv (21)

σv =
bγ− 2cs

2K tan(δ)

(
1− e−2K tan(δ)h/b

)
(22)

where cs is the cohesion of soil; δ is the friction angle between the pipe and soil; b is the influencing silo
width of soil above the pipe, and the other symbols have the same meanings as before.

Although a lot of prediction equations of friction resistance have been proposed and even some of
them have been applied to engineering practice, it is obvious that their hypotheses are quite different,
and even for the same hypothesis, models and parameters can be different too. Thus, it is bound to
make the prediction friction resistances vary greatly. Furthermore, apart from Equations (11) and
(17), the other models completely ignore the effect of lubrication, which is very important to slurry
pipe jacking.
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In the design philosophy of slurry pipe jacking, the angular space due to overcut is expected to
be completely filled with lubricant slurry, to reduce the friction resistance with maximum efficiency,
creating a ‘filter cake’ layer around the cavity and is then pressurized to the support pressure required
for the soil (see Figure 2b) [3,10]. In this case, the friction resistance should be only related to the
slurry pressure and the friction coefficient between slurry and the pipe. From this point of view,
the expression Equation (11) seems a convincing explanation here.

However, the more general case is that the excavated tunnel is stable under pressure of slurry
and part of the pipe inevitably comes in contact with the soil (see Figure 2d) [3]. The reasons for the
occurrence of pipe-soil contact can be complex, such as insufficient design and control of grouting
amount of slurry, the pipeline deviates from the intended line and level, irregular deformation of the
surrounding soil, and interpenetration between the soil and slurry. Thereby, the state of contact can
change from ‘pipe-slurry’ into ‘pipe-soil-slurry’ (Figure 2b,d). In such a case, a simple form of Equation
(17) seems more suitable to reflect the effect of lubricant slurry. However, it is logical that the greater the
contact width between the pipe and the soil, the smaller the effect of lubrication will be, and, therefore,
the greater the friction resistance will be. Thus, the value of β should be highly affected by the pipe-soil
contact width. For different soils, grouting amount of slurry and design parameters (such as buried
depth and overcut) is bound to lead to completely different contact widths of pipe-soil. Thus, β should
be in a large range, and it would be rather difficult to pick out a value to use in application.

In fact, a successful prediction model of friction resistance should not only consider the effect of
lubrication but also needs to be able to reflect the effect of pipe-soil-slurry interaction. It is based on
this understanding that the following model comes into being.

3. Calculation of Friction Resistance for Slurry Pipe Jacking

The general contact state of pipe-soil-slurry due to the interaction of the pipe, surrounding soil,
and lubricant slurry is shown in Figure 3. In the picture, the position of pipe-soil contact is arbitrary,
with a contact width of Bs and the corresponding contact angle of 2ε.

 

Rp

Rc

RP

OcOp

Bs

S

Figure 3. The general contact state of pipe-soil-slurry.

From Figure 3, it is obvious that to calculate friction resistance f, both of the items of fs and fm have
to be taken into account, which can be expressed as

f = μN = fs + fm = μsNs + μmNm (23)
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where μ is an effective friction coefficient introduced to reflect the effect of lubrication and the influence
of pipe-soil contact width. It is generally accepted that μs = tan(ϕ/2) for the coefficient of kinematic
friction between soil and the pipe [21,22]; μm for the coefficient of kinematic friction between mud
slurry and the pipe can be taken as 0.01, according to the test result reported by Guo [30]. Ns and Nm

are the total normal force of pipe-soil and pipe-slurry in contact, respectively.
To calculate Ns and Nm precisely, the location of pipe-soil contact and the magnitude of contact

angle (or contact width) and the contact force have to be determined. For various reasons leading to
the occurrence of pipe-soil contact, it seems impossible to calculate these quantities in a target section
of the pipeline. However, if taking the whole pipeline into consideration, and assuming that the
pipe-soil contact can occur at any position of a section of the pipeline with a same probability and the
contact force is approximately equal to the soil pressure in the contact area, this problem can be greatly
simplified. In this case, we have the following equations:

P = Ns =
Bs

C
N =

ε
π

N (24)

Nm =
Bm

C
N (25)

where C (=πDp) is the external circumference of pipe and ε is the semi-angle of contact (Figure 3).
By substituting Equations (24) and (25) in Equation (23), after some algebra, giving that

μ = μsλs + μmλm

λs =
Bs
C = ε

π , λm = Bm
C

(26)

Bm = C− Bs

1 + e
(27)

where e is the void ratio of soil.
By substituting Equation (27) in Equation (26), the expression of μ can be further rewritten as

μ = μs
ε
π
+ μm

(
1− ε

π(1 + e)

)
(28)

According to Equation (28), the calculation of ε is essential to calculate μ. Hertzian model provides
a simple way for the calculation of the width of contact (or contact angle) as we have mentioned before
(see Equations (8) and (10)); however, the Hertzian contact problem is approached only when the
applied force is small, or the large radial clearance is large, and the limited angle of contact is smaller
than about 30◦ [31]. Due to the technical limitations, most of the pipe jacking projects encounter clay or
sandy soils and with a small overcut, it is therefore important that the applicability of the Hertzian
contact model should be extremely limited here. Actually, the Hertzian contact model is just a special
case of the Persson’s contact model with a small contact width (or angle) [31]. If a large contact angle
(larger than 30◦) occurs, the more general contact model proposed by Persson should be taken as the
first choice. The following singular integro-differential governing equation of contact angle is derived
by Persson, as [31,32]

B = 4(1− β) − 2(1− α)
+ξ∫
−ξ

q(t)
dt

1 + t2 −
π
2
(1 + α)

EpΔR

(1− v2
p)P

(29)

or

π(1 + α)EpΔR

(1− v2
p)P

= 4(1− β) − 2(1− α)
+ξ∫
−ξ

q(t)
dt

1 + t2 − B (30)
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The involved auxiliary variables are defined as [31]

ΔR =
Dc−Dp

2 , ξ = tan
(
ε
2

)
,

α =
1−η
1+η , β = λ

2(1+η) ,

η =
Ep
Es

1−v2
s

1−v2
p

, λ =
1−2vp
1−vp

− η 1−2vs
1−vs

(31)

After some approximate treatments, the key terms of Equation (30) have been solved by
Michele [32], as follows:

+ξ∫
−ξ

q(t)
dt

1 + t2 =
1

2π
Ib

ξ2(ξ2 + 1)
+
ξ2

ξ2 + 1
(32)

Ib = π log(ξ2 + 1) (33)

B =
2ξ4 + 2ξ2 − 1
ξ2(ξ2 + 1)

(34)

By substituting these equations into Equation (29), Michele obtained an approximate form of
general contact angle relation.

π(α+ 1)EpΔR

(1− v2
p)P

=
(α− 1)[ln(ξ2 + 1) + 2ξ4] + 2

(ξ2 + 1)ξ2 − 4β (35)

As compared with Equation (9), Equation (35) is a far more complex nonlinear equation. It can be
further simplified with respect to that the elastic modulus of soil Es is generally much smaller than that
of pipe Ep (the difference between the two can be three orders of magnitude). Thus, from Equation (30),
the magnitude of auxiliary variable η should be very large, and, therefore, the following approximate
relations can be obtained:

π(α+1)Ep

(1−v2
p)
≈ 2πEs

(1−v2
s )

,

α ≈ −1,
β ≈ 1−2vs

2(1−vs)

(36)

Using Equation (36), Equation (35) can be then simplified as

πEsΔR
(1− v2

s )P
+

1− 2vs

1− vs
=

1− [ln(ξ2 + 1) + 2ξ4]

(ξ2 + 1)ξ2 (37)

From Equation (37), it is essential to calculate P, which requires one to calculate the total normal
force N. It can be gained by integrating the normal stress σn on an element of the pipe surface and is
determined on the basis of vertical and horizontal soil stresses.

σn = σv sinθ+ σa cosθ (38)

N = 4
∫ π/2

0
σn

Dp

2
dθ (39)

where θ is defined as the angle between the corresponding radius line and the horizontal line at each
point of the pipe (Figure 4).

By substituting Equation (38) in Equation (39), it is easy to obtain the equation of N, which has the
same form as Equation (18).

To calculate Equation (18), the vertical soil stress σv has to be first determined. It is noted that at
the present time, by far the most commonly used model for soil pressure calculation is Terzaghi’s silo
model (Equation (22)) [5,6,9,19,21,26]. According to Equation (22), the calculation of the vertical soil

289



Appl. Sci. 2020, 10, 207

stress requires some physical parameters that may be determined with some accuracy, such as the
height of cover h, the cohesion cs, and the unit weight of soil γ, but also some empirical parameters,
such as b, δ, and K. The definition of these empirical parameters varies from one author to another.
Here, typical approaches of Terzaghi, Germany Standard ATV-A 161 E-90 [29], Chinese Standard GB
50332-2002 [33], UK Standard BS EN 1594-09 [34], US Standard ASTM F 1962-11 [35], UK PJA [27],
Japan JMTA [36], and Japan JSA [22] would be discussed and compared.

For the calculation of silo width b, three kinds of boundary planes of wedge failure assumed by
different authors and the corresponding equations are clearly illustrated in Figure 5. The width of the
boundary plane is related to the ‘vault’ effect of soil. Generally, a smaller b means a lower ‘vault’ effect
of soil, leading to a larger vertical soil stress.
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Figure 4. The earth pressure and the normal stress acting on the pipe.
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Figure 5. Boundary planes of wedge failure assumed by different authors. JSA: Japan Sewage
Association; PJA: UK Pipe Jacking Association.

290



Appl. Sci. 2020, 10, 207

For the determination of δ, most of the guidelines, such as PJA, JSA, JMTA, BS EN 1594-90, and GB
50332-2002 assume shear planes as perfectly rough and take an angle of friction in the shear planes δ
equal to the soil internal friction angle ϕ. However, ATV-A 161 E-90 and ASTM F 1962-11 make a more
cautious assumption and only takes into account half the internal friction angle ϕ/2.

For the lateral pressure coefficient K above the tunnel, Terzaghi assumes K coefficient is equal to 1,
which corresponds to the range of values encountered in clayey soils. PJA, ASTM F 1962-11, and GB
50332-2002 suggest K = Ka (calculated by Rankine’s formula of active soil pressure coefficient), while
BS EN 1594 and ATV-A 161 assume K = K0 (calculated by Rankine’s formula of soil pressure coefficient
at rest). Moreover, according to ATV-A 161, this K coefficient is equal to 0.5, which corresponds to an
internal soil friction angle of 30◦, a typical value for sandy soils.

Parameters of b, δ, and K chosen by the different authors have been summarized in Table 1.

Table 1. Definition of the empirical parameters in Terzaghi’s silo model by different authors [37].

Parameters b δ K c

Terzaghi (Japan) Dp(1 + 2tan α) ϕ 1 c
JMTA (Japan) (Dp + 0.08)tan β ϕ 1 c
JSA (Japan) (Dp + 0.1)tan β ϕ 1 c
PJA (UK) Dptan β ϕ Ka = tan2 α c

BS EN 1594 (UK) Dp(1 + 2tan α) ϕ K0 = 1 − sin ϕ c
AVT A-161 (Germany) 1.732Dp ϕ/2 K0 = 0.5 None
ASTM F 1962-11 (US) 1.5Dp ϕ/2 Ka = tan2 α None

GB 50332-2002 (China) Dp(1 + tan α) ϕ Ka = tan2 α None

Note: α = π/4 − ϕ/2; β = π/4 + α/2.

It is noted that none of the approaches use the same parameters. Consequently, the vertical soil
stress calculated by these approaches would be quite different. Thus, it is not convincing to pick out an
approach to use without checking the field data. This work will be carried out in the next section.

Thus far, all the equations needed to calculate friction resistance have been determined. If the
parameters needed for the prediction equations are quantified, by using Equations (18) and (22) the
total normal force N can be determined, then together with Equations (23), (24), (27), (31), and (37),
the contact angle 2ε, the effective friction coefficient μ, and the friction force f now can be uniquely
identified. The flow chart is shown in Figure 6.

Figure 6. Flow chart of friction resistance prediction.

Apparently, the effective friction coefficient here is not just related to the interfriction angle of soil
ϕ but also the state of pipe-soil contact and the effect of lubrication.
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4. The Verification of the Effectiveness of the Proposed New Approach

4.1. Comparison between the Predicted Friction Resistances and the Field Data

Before comparison analysis, the existing prediction equations were numbered from M 1 to M 13
(Table 2). For M 7~M 13, the Equations (7), (14), (18), and (22) should be used and the parameters
(b, δ, and K) of Terzaghi’s silo model (Equation (22)) in the calculation of earth pressure should be
determined by their approaches that are shown in Table 1.

Table 2. The numbering of the existing friction resistance prediction equations.

Number of Models Equations Approaches

M 1 Equations (6) and (7)
M 2 Equations (7)–(10)
M 3 Equations (7), (11) and (12)
M 4 Equations (7), (15), (18) and (19) CTTA (China)
M 5 Equations (7), (16), (21) and (22) JSA 1 (Japan)
M 6 Equations (7), (17), (21) and (22) JSA 2 (Japan)
M 7 Equations (7), (14), (18) and (22) JMTA (Japan)
M 8 Equations (7), (14), (18) and (22) Terzaghi (Japan)
M 9 Equations (7), (14), (18) and (22) PJA (UK)
M 10 Equations (7), (14), (18) and (22) BS EN 1594-09 (UK)
M 11 Equations (7), (14), (18) and (22) ATV A 161 E-90 (Germany)
M 12 Equations (7), (14), (18) and (22) ASTM F 1962-11 (US)
M 13 Equations (7), (14), (18) and (22) GB 50332-2002 (China)

As has been mentioned before, the new approach of this paper introduces an effective friction
coefficient μ (Equation (28)) to replace the original pipe-soil friction coefficient μs (Equation (7)).
The calculation of μ (Equation (28)) should follow the flow chart shown in Figure 2. Equations (18) and
(22) are also used to calculate the normal force N and vertical earth pressure σv, respectively. The new
prediction equations were numbered from M 7 * to M 13 * (Table 3).

Table 3. The numbering of the new friction resistance prediction equations.

Number of Models Equations Approaches

M 7 * Equations (14), (18), (22) and (28) JMTA (Japan)
M 8 * Equations (14), (18), (22) and (28) Terzaghi (Japan)
M 9 * Equations (14), (18), (22) and (28) PJA (UK)

M 10 * Equations (14), (18), (22) and (28) BS EN 1594-09 (UK)
M 11 * Equations (14), (18), (22) and (28) ATV A 161 E-90 (Germany)
M 12 * Equations (14), (18), (22) and (28) ASTM F 1962-11 (US)
M 13 * Equations (14), (18), (22) and (28) GB 50332-2002 (China)

The superscript “*” is used to distinguish from the number of models in Table 2.

Some parameters required by the predicted equations (such as μs, Pm, and W) might not be given
in the literature. In principle, during the calculation, the parameters given in the field case should be
used, and the missing parameters can be evaluated by the following rules:

1. The pipe-soil friction coefficient μs is uniformly calculated by μs = tan (ϕ/2).
2. The slurry pressure Pm is usually set as equal to the vertical soil stress σv plus 30 kPa [28],

so Pm = σv + 30 kPa is adopted.
3. The weight of pipe W is evaluated by W = γpS, where γp = 24 kN/m3 is for reinforced concrete [38],

S is the area of pipe cross section.
4. When the overcut ΔR (usually between 0~50 mm) is missed, ΔR = 10 mm is taken.
5. The cohesion of pipe-slurry cm is usually less than 0.1 kPa [39], cm = 0.1 kPa is used.
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6. The average values of soil parameters (such as γs, cs, ϕ, and e) can be obtained from the Geological
Engineering Handbook.

Parameters in each of the four cases were finally determined, which are given in Table 4 [2,9,22].
These cases encountered some representative soils, such as silt, clay, sand, and gravels. Furthermore,
they have different overburden depths of 2.72~8.5 m, overcut of 0~20 mm, and pipe diameters of
0.66~4.06 m. All of these characteristics provide good foundations for identifying the capability of the
prediction models.

Table 4. Parameters that are needed to calculate the prediction equations in each case.

Cases C 1 (H City) C 2 (Shanghai) C 3 (F City) C 4 (Neuilly)

Geotechnical Description Organic Silt Silty Clay Fine Sand Sand and Gravels

Parameters

h (m) 8.15 8.5 2.72 5
Dp (m) 0.96 4.06 1.2 0.66
ΔR (mm) 10 20 10 0
γ (kN/m3) 18 19.5 20.5 21
cs (kPa) 10 30 0 0
ϕ (◦) 10 25 30 40
Es (MPa) 12 25 30 35
vs 0.35 0.3 0.25 0.2
e 2 1.5 1 0.4
cm (kPa) 0.1 0.1 0.1 0.1
β 0.6 0.5 0.85 0.5
W (kN/m) 5.5 90.2 8.5 2.2
μm 0.01 0.01 0.01 0.01
Pm (kPa) 89.97 110.54 62.28 45.94

In Table 5, for each of the drives, measured frictional force values are presented and compared
to values calculated by the approaches of the existing models. One can see that, for most cases,
the prediction results of the models (M 1 and M 2) established based on Hypothesis 1 are generally too
small. This is because it is correct only when the overcut is stable and the pipeline slides on its base
inside the annular gap remaining open. The same problem is encountered in M3 (established based on
Hypothesis 2), which is probably more due to ignoring the occurrence of pipe-soil contact decreasing
the magnitude of the effective friction coefficient. Obviously, for slurry pipe jacking, the prediction
friction based on these two assumptions may be insufficient and unsafe.

Table 5. Comparison of friction resistances calculated by the existing models and the measured data.

Cases C 1 C 2 C 3 C 4

Ratio Ratio Ratio Ratio

f mea. (kN/m) 1.5 36.16 3.78 9.75

f cal. (kN/m)

M 1 0.48 32% 20.00 55% 2.28 60% 0.80 8%
M 2 2.68 179% 76.10 210% 2.28 60% 0.80 8%
M 3 3.02 201% 15.37 43% 2.72 72% 1.16 12%
M 4 42.47 2832% 439.47 1215% 50.09 1325% 62.22 638%
M 5 39.72 2648% 575.39 1591% 32.65 864% 12.06 124%
M 6 38.36 2557% 489.02 1352% 20.50 542% 6.43 66%
M 7 11.14 743% 218.77 605% 38.35 1014% 13.96 143%
M 8 14.28 952% 267.04 738% 41.52 1098% 15.32 157%
M 9 9.42 628% 198.74 550% 37.56 994% 28.88 296%

M 10 16.68 1112% 247.43 684% 40.31 1066% 26.36 270%
M 11 30.06 2004% 392.61 1086% 45.37 1200% 37.86 388%
M 12 30.24 2016% 370.94 1026% 41.90 1108% 42.29 434%
M 13 24.99 1666% 332.53 920% 36.72 972% 27.63 283%

Note: f mea. is the measured friction resistance; f cal. is the calculated friction resistance.
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The calculated results of M4 are much larger than the measured data, which presumably result
from ignoring the ‘vault effect’ of soil, so that the soil pressure has been overestimated. Apart from
M4, the other models established based on Hypothesis 3 (M5~13) have shown some applicability in
case 4, in which the overcut of C4 is equal to zero, which is exactly in line with the assumption of the
full contact of pipe-soil of Hypothesis 3. Except for C4, the prediction results of other cases are much
larger, and the amplitude may be up to 30 times the measured data. Therefore, for slurry pipe jacking,
Hypothesis 3 is generally over-conservative. Although it can ensure the structural safety of the design,
it may also cause a much higher construction cost.

From what we have analyzed above, the existing models have good prediction results only when
the field case is consistent with the basic hypothesis of each model. However, it is also these hypotheses
that determine their limited applicability.

Table 6 presents the friction resistances calculated by the approach of this paper, by using the
parameters of Terzaghi silo model chosen from different authors (Table 1). Better agreements with
the field data in each of these cases were obtained, which indicate that compared with the existing
prediction models, the approach of this paper that considers the effect of lubrication and interaction of
pipe-soil-slurry not only has higher accuracy but is also more flexible and has wider applicability.

Table 6. Comparison of the friction resistances calculated by the new approach and the measured data.

Cases C 1 C 2 C 3 C 4

Ratio Ratio Ratio Ratio

f mea. (kN/m) 1.5 36.16 3.78 9.75

f cal. (kN/m)

M 7 * 2.44 163% 43.37 120% 3.55 94% 5.19 53%
M 8 * 3.46 231% 58.53 162% 4.02 106% 5.69 58%
M 9 * 1.93 129% 41.19 114% 3.43 91% 10.74 110%
M 10 * 4.30 287% 56.99 158% 3.84 101% 9.80 101%
M 11 * 2.09 140% 48.22 133% 4.62 122% 14.08 144%
M 12 * 1.26 84% 36.51 101% 4.08 108% 15.72 161%
M 13 * 1.89 126% 35.02 97% 3.31 88% 10.27 105%

The superscript “*” is used to distinguish from the number of models in Table 2.

Moreover, the approaches of PJA (M9), ATV A 161 E-90 (M11), ASTM F 1962-11 (M12), and GB
50332-2002 (M13) provide higher prediction accuracy than the other ones (Table 6). However, it is noted
that ATV A 161 E-90, ASTM F 1962-11, and GB 50332-2002 suggest the effect of soil cohesion c should be
neglected (Table 1), but it is because the cohesion of soil has been considered in the calculation that the
good prediction results can be obtained, as shown in Table 6. From this point of view, UK PJA (consider
the cohesion of soil) provides the best choice of parameters of Terzaghi’ silo model in the calculation of
earth pressure. Therefore, the UK PJA approach is supposed to be used in the next analyses.

4.2. Comparison between the Predicted Friction Resistances and the Numerical Simulation Result

Some excellent work of numerical simulation has been conducted for the estimation of the jacking
force (or friction resistance) of pipe jacking. For example, Ji et al. [5,40] and Barla and Camusso [41]
presented a novel discrete 2D numerical model to evaluate the normal force acting on the pipe. Then,
the friction resistance is determined by multiplying the interface friction coefficient by the normal force.
Three different drives in a pipe jacking projects were analyzed, where the calculated pattern of jacking
force was compared with the measured data, which demonstrated the effectiveness of the proposed
approach. Yen and Shou [25] used a model coupling finite element method and a displacement control
method to estimate the required jacking force in pipe jacking. The displacement control option in the
numerical analysis software ABAQUS (Abaqus Inc., (Palo Alto, CA, USA) 2012) was used to designate
the displacement at the end cross section of the pipe in the launch shaft. Accounting for the contact
property and the contact range between the pipes and the soil during the jacking process, the stresses
exerted on the pipes were used to back-calculate the jacking forces [25].
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The numerical simulation strategy of Yen and Shou [25] is quite consistent with the analytical
approach of this paper. Therefore, the numerical simulation approach of Yen and Shou will be described
in the next section and its estimated result of friction resistance will be discussed and compared with
that calculated by the analytical approach of this paper.

One of the analyses focused on a case of slurry pipe jacking in the Taichung Science Park, the basic
parameters of this case were summarized in Table 7. In the numerical simulation, the lateral boundaries
were fixed by roller, and hinges were used to constrain the bottom boundary. The three dimensional
hexahedron element (C3D8R) with eight nodes was used in the simulation. To verify the jacking force
obtained from the displacement control simulation, overcut and lubrication were included in the model
by setting the contact range (1/3, 1/2, and 1 pipe-soil contact) and the frictional coefficient (Figure 7a–c).
The results suggested the 1/3 contact case can estimate the jacking force with a better accuracy towards
the middle and the final stage of the pipe jacking process (Figure 8).

Table 7. The details of the slurry pipe jacking in Taichung Science Park.

Geology h (m) Dp (m) ΔR (mm) γ (kN/m3) c (kPa) ϕ (◦) Es (MPa) vs e

Gravel 13.0 2.85 10 21 15 37 33 0.20 1

   

(a) (b) (c) 

m

s s

m

s

Figure 7. The setting of pipe-soil contact range and frictional coefficient in the numerical simulation.
(a) 1/3 of the pipe-soil contact; (b) 1/2 of the pipe-soil contact; (c) 1 of the pipe-soil contact.

In Figure 8, the slope of the linear regression for the scattered points represents frictional resistance,
and the intercept represents face resistance. For the calculated result of this paper, the measured face
resistance is used, and the frictional resistance (f cal. = 57.7 kN/m) is calculated by the new approach
(Section 3) using parameters of UK PJA in Terzaghi’s silo model (Table 1). For the result of numerical
simulation, the decrease of jacking force in the initial stage of drives (before 62.5 m) is explained
by authors that the weight of the pipe jacking machine (the material of which is steel, featuring a
larger unit weight) directly pressing on the soil, causing a larger face resistance. After the drives of
62.5 m, the influence exerted by the machine weight decreased gradually and the increase of jacking
force is caused by the accumulation of friction resistance [25]. In other words, the slope of regression
from drives of 62.5 to 100 m represents the friction resistance estimated by numerical simulation
(f num. = 64.4 kN/m).

It is obvious that both the predicted friction resistances of the analytical equations (f cal. = 57.7 kN/m)
and the numerical simulation (f num. = 64.4 kN/m) are acceptable as compared to the measured data
(f mea. = 41.5 kN/m). However, better accuracy (especially towards the first 80 m of drives) is obtained
by the approach of this paper.
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Figure 8. The comparison of jacking forces from monitoring, the numerical simulation, and the
predicted equations of this paper.

The predicted accuracy of friction resistance by the numerical simulation approach is highly
affected by the setting of pipe-soil contact angle. The pipe-soil contact angle of 71 degrees is that
calculated by the analytical equations for this field case. Thus, it seems that the pipe-soil contact
angle of 120 degrees (1/3 contact) in the simulation is set too large, resulting in the calculated result
slightly larger than the measured data. From this point of view, the numerical simulation approach can
accurately predict the friction resistance, but the contact angle of pipe-soil in the simulation needs to be
set reasonably to obtain good prediction results. Conversely, in the approach of this paper, the pipe-soil
contact angle is theoretically calculated with respect to soil property, overcut, pipe diameter, etc., while
human factors or empirical factors can be eliminated as far as possible.

5. Influence of Design Factors on Lubrication Efficiency and Friction Resistance

For a better design of slurry pipe jacking in the future, it is meaningful to study the influence
of design parameters (such as buried depth h, pipe diameter Dp, and the overcut ΔR) on lubrication
efficiency and friction resistance. To achieve this objective, a set of reference parameters is used,
and then, by changing a target parameter according to the design rules, the effect of that parameter
on friction resistance and lubrication efficiency can be obtained. The designed cases were shown
in Table 8.

Table 8. The reference parameters and cases designed to study the influence of factors on friction resistance.

Reference Parameters
h = 10 m, Dp = 2 m, ΔR = 20 mm, γ = 20 kN/m3, cs = 15 kPa, ϕ = 25◦,
Es = 25 Mpa, vs = 0.25, e = 1, μm = 0.01

Designed cases
h (m) 5→8→10→15→20→25→30
Dp (m) 1→1.5→2→2.5→3→3.5→4
ΔR (m) 0→5→10→20→30→40→50
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5.1. Influence of Design Factors on Friction Resistance

The influences of design factors (h, Dp, and ΔR) on the critical quantities of effective friction
coefficient μ, normal force acting on the pipe N, and friction resistance f are respectively shown in
Figure 9a–c, Figure 9d–f, Figure 9g–i.

   

(a) (b) (c) 

   
(d) (e) (f) 
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Figure 9. The influence of factors of h, Dp, and ΔR on the quantities of μ (a–c), N (d–f), and f (g–i).

It is evident that increasing buried depth and pipe diameter led to a double action for the increasing
of friction resistance. Firstly, this increase then increased the possibility of contact between the pipe and
soil, and, therefore, increase the effective friction coefficient μ on the interface. Secondly, the increasing
of buried depth increases the vertical soil stress, while the increasing of pipe diameter increases the
contact area, both effects of them increase normal force N acting on the pipes. The main difference
between the two is that buried depth causes both of the effective friction coefficient and normal force
to slightly increase and then gradually stabilize, while they approximately linearly increase with pipe
diameter. Especially for the normal force induced by pipe diameter, which is strongly increased from
29.83 to 991.34 kN, this leads to a notable increase of friction resistance from 0.34 to 48.16 kN/m. Thus,
the additional friction is strongly affected by the pipe diameter but appears not to be greatly affected
by the buried depth.

Different from the buried depth and pipe diameter, the overcut with small values has no effect
on the normal force (Figure 9h). However, it has a strongly negative effect on the effective friction
coefficient on the interface (Figure 9g). In fact, it does determine the volume of injected lubricant
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slurry, which has a significant influence on the occurrence of the pipe-soil contact, and, therefore,
determine the magnitude of the effective friction coefficient. Thus, it has a strongly negative effect on
the friction resistance.

5.2. Influence of Design Factors on Lubrication Efficiency

Except for friction resistance, engineers are also concerned about the lubrication efficiency [9,42,43].
According to Equation (27), the magnitude of μ is between the pipe-slurry friction coefficient μm and
the pipe-soil friction coefficient μs. If there is no contact between the pipe and the soil, the angular
space due to overcut is completely filled with lubricant slurry, the effective friction coefficient is equal to
μm; and if the soil is in full contact with the external surface of the pipe, the effective friction coefficient
mainly depends on the pipe-soil nature and approximately equals to μs. Thus, the lubrication efficiency
can be defined as

χ =

(
1− μ− μm

μs

)
× 100% (40)

By substituting Equation (28) in Equation (31), and considering that μm is far smaller than μs,
the χ can approximately be expressed by Equation (41).

χ =
(
1− ε
π

)
× 100% (41)

If pipe-soil contact angle ε = 0, χ = 100% for maximum lubrication efficiency, and if ε = π, χ = 0%
for minimum lubrication efficiency. It is noted that χ = 0% is not going to happen. According to the
Passon model (Equation (37)), the result calculated by the left terms of Equation (37) should be not less
than zero, while the right term of Equation (37) is a monotonically decreasing function of pipe-soil
contact angle. In other words, when the right term of Equation (37) is equal to zero, the pipe-soil
contact angle reaches its maximum value, which is solved by ε = εmax = 72◦ = 0.4π, corresponding to
the minimum lubrication efficiency of 60% (i.e., χ is theoretically between 60% and 100% on the basis
of Passon contact model). Although it is not theoretically correct as compared to that counted by Pellet
and Kastner as between 45% and 90% [9] and tested by Zhou as between 47.8% and 78.6% [5], it seems
practical to estimate the efficiency of lubrication by the approach of this paper.

The pipe-soil contact angle and the corresponding lubrication efficiency calculated by Equation
(41) has been shown in Figure 10a–c, Figure 10d–f, respectively. It is found that, as compared to the
low effect of overburden depth, special attention should be paid to the effect of pipe diameter and
the overcut.

Figure 10f shows that the lubrication efficiency strongly increases from 64% to 91%, while the
overcut increases only from 0 to 15 mm, and after that, the effect of overcut is significantly reduced.
This observation confirms the importance of overcut, which has to be sufficiently wide so that the
decrease of tunnel diameter induced by the elastic ground unloading does not lead to the closure of the
annular space. Moreover, Figure 10e shows that the increasing of pipe diameter from 1 to 4 m causes
obvious efficiency losses of lubrication from 99% to 82%. Thus, one can conclude that the larger the
pipe diameter, the lager the overcut is needed.

The buried depth h is determined by the intended line and level of the tunnel, which is often
limited by geological conditions and distributions of the existing buildings and structures, while the
pipe diameter Dp highly depends on the practical use or traffic requirements. It seems that there are not
many options for the buried depth h and pipe diameter Dp in the design. From this point of view, both
for lubrication efficiency and friction reaction, more attention should be paid to the design of overcut.

Parts of the conclusions analytically discussed above have been verified by authors from field
observations [9,20], which in turn again confirm the feasibility of the approach of this paper.
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Figure 10. The influences of factors of h, Dp, and ΔR on the pipe-soil contact angle 2ε (a–c) and
lubrication efficiency χ (d–f).

6. Conclusions

Some typical prediction models of friction resistance have been presented and detailed comparisons
and analyses have also been made. Then, a new approach considering both the effect of lubrication and
the interaction of pipe-soil-slurry, by introducing an effective friction coefficient, has been established.
Values of friction resistance calculated using them have been compared with values measured in
four field cases and a numerical simulation case with various soils and design parameters. Better
agreements are obtained, which indicate a more flexible and wider applicability of the approach in this
paper as compared to the existing prediction models and numerical simulation approach. Explanations
have also been sought for limited use of the existing models that may be attributed to their hypotheses
not that suitable for slurry pipe jacking. The numerical simulation approach can accurately predict the
friction resistance, but it is hard to determine the contact angle of pipe-soil reasonably with respect to
various soils, overcut, and other conditions to obtain good prediction results.

Using the approach of this paper, for higher prediction accuracy, the cohesion of soil has to be
taken into account in the calculation for drives in clayey soils. The Terzaghi’s silo model together with
parameters determined by the approach of UK PJA is verified as the most well-considered to calculate
earth pressure.

For better design in the future, the influences of design factors (buried depth, pipe diameter,
and overcut) on friction resistance and lubrication efficiency have been analyzed too. The increase
of pipe diameter has a strong influence on the increase of friction resistance; however, the friction
amplitude appears not to be greatly affected by the buried depth. As the selection of pipe diameter
and buried depth are limited by various objective conditions, special attention should be paid on the
design of overcut. The overcut has to be sufficiently wide. When the overcut is small (for example
smaller than 15 mm), the decrease of overcut strongly affects the decrease of lubrication efficiency, and,
therefore, leads to a notable increase in friction resistance. Moreover, pipe diameter has an obvious
influence on the effect of overcut on lubrication efficiency, the larger the pipe diameter the larger the
overcut needed.
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Abbreviations

f friction force per meter length drive
μ effective friction coefficient for slurry pipe jacking
μs soil-pipe friction coefficient
μm slurry-pipe friction coefficient
δ pipe-soil friction angle
N normal force due to soil pressure acting on pipe
P effective external load applied at the center of the pipes
σn normal soil stress acting on any point of pipes
σv vertical soil stress
σa horizontal soil stress
h overburden depth
Dc internal diameter of cavity
Dp external diameter of pipe
Rc internal radius of cavity
Rp external radius of pipe
ΔR radial clearance (or overcut)
Bs width of contact between the pipe and soil
Bm width of contact between the pipe and mud slurry
b influencing width of soil above the pipe
ε semi-angle of contact area
c soil cohesion
ϕ inner friction angle of soil
γ unit weight of soil
e void ratio of soil
K lateral coefficient of soil pressure above the pipe
Ep elasticity modulus of pipe
Es elasticity modulus of soil
vp Poisson’s ratio of pipe
vs Poisson’s ratio of soil

References

1. Ji, X.; Zhao, W.; Jia, P.; Qiao, L.; Barla, M.; Ni, P.; Wang, L. Pipe Jacking in Sandy Soil under a River in
Shenyang, China. Indian Geotech. J. 2017, 47, 246–260. [CrossRef]

2. Wang, J.F.; Wang, K.; Zhang, T.; Wang, S. Key aspects of a DN4000 steel pipe jacking project in China: A case
study of a water pipeline in the Shanghai Huangpu River. Tunn. Undergr. Space Technol. 2018, 72, 323–332.
[CrossRef]

3. Khazaei, S.; Shimada, H.; Kawai, T.; Yotsumoto, J.; Matsui, K. Monitoring of over cutting area and lubrication
distribution in a large slurry pipe jacking operation. Geotech. Geol. Eng. 2006, 24, 735–755. [CrossRef]

4. Ji, X.; Ni, P.; Barla, M.; Zhao, W.; Mei, G.X. Earth pressure on shield excavation face for pipe jacking
considering arching effect. Tunn. Undergr. Space Technol. 2018, 72, 17–27. [CrossRef]

5. Ji, X.; Zhao, W.; Ni, P.; Barla, M.; Han, J.; Jia, P.; Chen, Y.; Zhang, C. A method to estimate the jacking force for
pipe jacking in sandy soils. Tunn. Undergr. Space Technol. 2019, 90, 119–130. [CrossRef]

6. Ong, D.E.L.; Choo, C.S. Assessment of non-linear rock strength parameters for the estimation of pipe-jacking
forces. Part 1. Direct shear testing and backanalysis. Eng. Geol. 2019, 244, 159–172. [CrossRef]

300



Appl. Sci. 2020, 10, 207

7. Ren, D.J.; Xu, Y.S.; Shen, J.S.; Zhou, A.; Arulrajah, A. Prediction of ground deformation during pipe-jacking
considering multiple factors. Appl. Sci. 2018, 8, 1051. [CrossRef]

8. Zhang, Y.; Yan, Z.G.; Zhu, H.H. A full-scale experimental study on the performance of jacking prestressed
concrete cylinder pipe with misalignment angle. In Proceedings of Geo. Shanghai 2018 International Conference:
Multi-physics Processes in Soil Mechanics and Advances in Geotechnical Testing; Springer: Singapore, 2018;
pp. 345–354.

9. Pellet-Beaucour, A.L.; Kastner, R. Experimental and analytical study of friction forces during microtunneling
operations. Tunn. Undergr. Space Technol. 2002, 17, 83–97. [CrossRef]

10. Milligan, G.W.E.; Norris, P. Pipe-soil interaction during pipe jacking. Proc. Inst. Civ. Eng. Geotech. Eng. 1999,
137, 27–44. [CrossRef]

11. Shou, K.J.; Yen, J.; Liu, M. On the frictional property of lubricants and its impact on jacking force and soil-pipe
interaction of pipe-jacking. Tunn. Undergr. Space Technol. 2010, 25, 469–477. [CrossRef]

12. Yang, X.; Liu, Y.; Yang, C. Research on the slurry for long-distance large-diameter pipe jacking in expansive
soil. Adv. Civ. Eng. 2018, 2018, 9040471. [CrossRef]

13. Sterling, R.L. Developments and research directions in pipe jacking and microtunneling. Undergr. Space 2018,
in press. [CrossRef]

14. Milligan, G.W.E.; Norris, P. Site-based research in pipe jacking-objectives, procedures and a case history.
Tunn. Undergr. Space Technol. 1996, 11, 3–24. [CrossRef]

15. Cui, Q.L.; Xu, Y.S.; Shen, S.L.; Yin, Z.-Y.; Horpibulsuk, S. Field performance of concrete pipes during jacking
in cemented sandy silt. Tunn. Undergr. Space Technol. 2015, 49, 336–344. [CrossRef]

16. Cheng, W.C.; Ni, J.C.; Arulrajah, A.; Huang, H.W. A simple approach for characterising tunnel bore conditions
based upon pipe-jacking data. Tunn. Undergr. Space Technol. 2018, 71, 494–504. [CrossRef]

17. Cheng, W.C.; Ni, J.C.; Shen, S.L.; Huang, H.W. Investigation into factors affecting jacking force: A case study.
Proc. Inst. Civ. Eng. Geotech. Eng. 2017, 170, 322–334. [CrossRef]

18. Zhang, P.; Behbahani, S.S.; Ma, B.; Iseley, T.; Tan, L. A jacking force study of curved steel pipe roof in Gongbei
tunnel: Calculation review and monitoring data analysis. Tunn. Undergr. Space Technol. 2018, 72, 305–322.
[CrossRef]

19. O’Dwyer, K.G.; McCabe, B.A.; Sheil, B.B. Interpretation of pipe-jacking and lubrication records for drives in
silty soil. Undergr. Space 2019, in press.

20. Chapman, D.N.; Ichioka, Y. Prediction of jacking forces for microtunnelling operations. Trenchless Technol. Res.
1999, 14, 31–41. [CrossRef]

21. Sofianos, A.I.; Loukas, P.; Chantzakos, C. Pipe jacking a sewer under Athens. Tunn. Undergr. Space Technol.
2004, 19, 193–203. [CrossRef]

22. Shimada, H.; Khazaei, S.; Matsui, K. Small diameter tunnel excavation method using slurry pipe-jacking.
Geotech. Geol. Eng. 2004, 22, 161–186. [CrossRef]

23. Barla, M.; Camusso, M.; Aiassa, S. Analysis of jacking forces during microtunnelling in limestone. Tunn. Undergr.
Space Technol. 2006, 21, 668–683. [CrossRef]

24. Chapman, D.N.; Rogers, C.D.F.; Burd, H.J. Research needs for new construction using trenchless technologies.
Tunn. Undergr. Space Technol. 2007, 22, 491–502. [CrossRef]

25. Yen, J.; Shou, K. Numerical simulation for the estimation the jacking force of pipe jacking. Tunn. Undergr.
Space Technol. 2015, 49, 218–229. [CrossRef]

26. Zhang, H.; Zhang, P.; Zhou, W.; Dong, S.; Ma, B. A new model to predict soil pressure acting on deep burial
jacked pipes. Tunn. Undergr. Space Technol. 2016, 60, 183–196. [CrossRef]

27. PJA. Guide to Best Practice for the Installation of Pipe Jacks and Microtunnels; Pipe Jacking Association: London,
UK, 1995.

28. CTTA. Specifications for Construction and Acceptance of Pipe Jacking; China Trenchless Technology Association
(CTTA): Wuhan, China, 2006; pp. 38–39.

29. ATV-A 161 E-90. Structural Calculation of Driven Pipes; German ATV Rules and Standards: Hennef, Germany,
1990; pp. 18–20.

30. Guo, W.; Xie, H.; Wu, R.; Zhou, B. Experimental study on bentonite lubrication during pipe jacking
construction. J. Henan Sci. Technol. 2015, 555, 115–118. (In Chinese)

31. Michele, C.; Paolo, D. The state of stress induced by the plane frictionless cylindrical contact. I. The case of
elastic similarity. Int. J. Solids Struct. 2001, 38, 4507–4523.

301



Appl. Sci. 2020, 10, 207

32. Michele, C.; Paolo, D. The state of stress induced by the plane frictionless cylindrical contact. II. The general
case (elastic dissimilarity). Int. J. Solids Struct. 2001, 38, 4523–4533.

33. GB 50332-2002. Structural Design Code for Pipeline of Water Supply and Waste Water Engineering; The Ministry
of Construction of China & General Administration of Quality Supervision, Inspection and Quarantine of
the People’s Republic of China: Beijing, China, 2002; pp. 23–24.

34. BS EN:1594-09. Gas Supply System-Pipelines for Maximum Operating Pressure over 16 Bar-Functional Requirements;
British Standards Institution: Brussels, UK, 2009; pp. 76–78.

35. ASTM F 1962-11. Standard Guide for Use of Maxi-Horizontal Directional Drilling for Placement of Polyethylene
Pipe or Conduit under Obstacles Including River Crossings; American Society for Testing and Materials:
West Conshohocken, PA, USA, 2011.

36. JMTA. Mictotunnelling Methods Serious II, Design, Construction Management and Rudiments; Japan Microtunnelling
Association (JMTA): Tokyo, Japan, 2013; pp. 69–72.

37. Cheng, W.C.; Wang, L.; Xue, Z.F.; Ni, J.C.; Rahman, M.M.; Arulraja, A. Lubrication performance of pipejacking
in soft alluvial deposits. Tunn. Undergr. Space Technol. 2019, 91, 102991. [CrossRef]

38. ASCE/CI 27-17. Standard Practice for Direct Design of Precast Concrete Pipe for Jacking in Trenchless Construction;
American Society of Civil Engineering: Reston, VA, USA, 2001; p. 22.

39. GB-50268-2008. Code for Construction and Acceptance of Water and Sewerage Pipeline Words; The Ministry of
Construction of China & General Administration of Quality Supervision, Inspection and Quarantine of the
People’s Republic of China: Beijing, China, 2008.

40. Ji, X. Estimation of Jacking Force during Jacking Pipes in Shenyang Sandy Stratum. Ph.D. Thesis, Northeastern
University, Shenyang, China, 2017.

41. Barla, M.; Camusso, M. A method to design microtunnelling installations in randomly cemented Torino
alluvial soil. Tunn. Undergr. Space Technol. 2013, 33, 73–81. [CrossRef]

42. Khazaei, S.; Wu, W.; Shimada, H.; Matsui, K. Effect of lubrication strength on efficiency of slurry pipe jacking.
In Underground Construction and Ground Movement, Proceedings of the Geo. Shanghai International Conference
2006, Shanghai, China, 6–8 June 2006; American Society of Civil Engineers: Reston, VA, USA, 2006.

43. Zhou, S.; Wang, Y.; Huang, X. Experimental study on the effect of injecting slurry inside a jacking pipe tunnel
in silt stratum. Tunn. Undergr. Space Technol. 2009, 24, 466–471. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

302



applied  
sciences

Article

Fragility Curves for RC Structure under Blast Load
Considering the Influence of Seismic Demand

Flavio Stochino *, Alessandro Attoli and Giovanna Concu

Department of Civil Environmental Engineering and Architecture, University of Cagliari, 09123 Cagliari,
Italy; ale-attoli@tiscali.it (A.A.); gconcu@unica.it (G.C.)
* Correspondence: fstochino@unica.it; Tel.: +39-070-675-5115

Received: 10 December 2019; Accepted: 4 January 2020; Published: 8 January 2020

Featured Application: The fragility curves can be useful for the early design of strategic RC

buildings under blast load.

Abstract: The complex characteristics of explosion load as well as its increasingly high frequency in
the civil environment highlight the need to develop models representing the behavior of structures
under blast load. This work presents a probabilistic study of the performance of framed reinforced
concrete buildings designed according to the current Italian NTC18 and European EC8 technical
standards. First, a simplified single degree of freedom model representing the structural system under
blast load has been developed. Then, a probabilistic approach based on Monte Carlo simulation
analysis highlighted the influence of seismic demand on the behavior of Reinforced Concrete RC
buildings subjected to blast load.

Keywords: concrete; blast load; Monte Carlo analysis; seismic demand; pushover

1. Introduction

In the last years, structural safety under blast load has become a dramatic problem. Extreme events,
such as impacts, explosions, etc., can occur in everyday life with unexpectedly high frequency [1,2].
In fact, the problem of terrorist attacks, important for strategic and military building design [2,3],
can be put side by side with civil building explosion accidents [4,5].

Recently, many studies were aimed at assessing the performance of new and advanced materials
under blast load: glass [6], fiber reinforced polymer [7,8], layered composite materials [9], and foam [10].
On the other hand, the structural design itself is evolving to a more general framework in which
structural elements are designed and assembled to obtain general properties like robustness. The latter
is the ability of a structure to withstand extreme loads without being damaged to an extent
disproportionate to the cause. When an extreme load is concerned, structural damages are common
and robustness is of paramount relevance. See [11] for a current state of the art review and [12] for
a detailed analysis of the problem and of the available quantitative indexes.

RC structures designed and built in seismic zones should be robust in order to withstand the
extreme earthquake load and many studies on this topic have been developed in the last years: [13–17].
Fewer studies deal with the interaction between earthquake and blast load. Abdollahzadeh and
Faghihmaleki [18] evaluated the robustness of a seismic designed RC structure under blast load with
deterministic, probabilistic and risk-based methods but did not investigated the influence of seismic
demand. The latter risk-based approach has been developed in [19] considering a multi-hazard analysis
for seismic and blast critical events.

The uncertainties due to blast load imply the need of a probabilistic approach in order to have
an accurate estimation of the structural behavior and integrity [20,21]. Performance based fragility
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estimates have been adopted to assess the reliability of structures under impact in [22] showing how it
is possible to formulate a Bayesian physical model for these kinds of problems.

This paper reports on a probabilistic analysis of the effect of a seismic demand on the structural
fragility in case of blast load. Starting from the capacity curves of framed structures designed for
different seismic loads in the Italian territory, an equivalent single degree of freedom model is developed
in order to perform a probabilistic analysis based on Monte Carlo approach. Fragility curves and
performance analysis are obtained with a general methodology that can be extended to many other
structures. After this introduction, in Section 2 the blast load model is presented, while Section 3
describes the selected structure. Section 4 depicts the structural model while Section 5 presents the
probabilistic framework. Results are in Section 6, while some concluding remarks and prospective
developments are stated in Section 7.

2. Load Model

In this work, the case of hemispheric explosion load was considered. The stand-off pressure Pso in
MPa was estimated using the Mills’ approach [23]:

PsO = 1.772
( 1

Z3

)
− 0.114

( 1
Z2

)
+ 0.108

( 1
Z

)
(1)

where z is the scaled distance representing the ratio between the distance from the explosive charge to
the building and the cubic root of the explosive charge, it is expressed by:

z =
R

W
1
3

(2)

where R is the stand-off distance and W is the mass of explosive in kg of equivalent TNT [24,25].
The incident impulse is represented by Held’s [24] equation:

IsO = B
W2/3

R
(3)

where B is a numerical coefficient that has been considered equal to 4.5 × 105 for R > 10 m and 3.5 × 105

for R ≤ 10 m following the indications reported in [24,25]. Instead, the reflected pressure peak can be
expressed as [21]:

Pr = 2·PsO

(
7Patm + 4PsO
7Patm + PsO

)
(4)

where Patm = 0.1 MPa. The positive phase duration td can be expressed assuming a triangular impulse:

td =
2 IsO
PsO

(5)

The blast load time history is usually expressed with an exponential function of time t as proposed
by Friedlander [26] considering β = 1.8:

Pr(t) = Pr

(
1− t

td

)−βt
td

(6)

In this work, in order to reduce the computational cost, the nonlinear Equation (6) can be simplified
with an equivalent triangular time-history, as shown in Figure 1:

Pr(t) = Pr

(
1− t

td

)
(7)
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Figure 1. Blast load time-histories: exponential and triangular.

In this linear case, the positive phase duration is obtained by equating the area underneath the
two curves in order to have an equivalent impulse for the two models.

3. Case Study

A framed RC structure with squared cross section has been considered as a case study, see Figure 2a
for the geometrical sizes. Beam and column characteristics are detailed in Figure 2b. This kind of
structure can serve as watchtower in a military environment.

(a) 

(b) 

Figure 2. Structure lateral view and cross section (a), beam and column cross section (b).
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In order to study the influence of the seismic demand in the structural design, the same structure
has been designed considering four different locations in Italy: L’Aquila, Catania, Bari and Cagliari
characterized by different seismic load, from the highest to the lower, see Table 1 and Figure 3.
In this way, the reinforcements distributions will be different for each construction site. Clearly, the city
with the highest seismic demand is L’Aquila and the highest reinforcement ratio is obtained when
the structure is located in this city. At the same time, the lowest reinforcement ratio is obtained for
Cagliari, that is the location with the lowest seismic demand.

Table 1. Location of the considered construction sites for the structure.

Location Seismic Zone Max PGA

L’Aquila 1 PGA > 0.25 g
Catania 2 0.15 g < PGA < 0.25 g

Bari 3 0.05 g < PGA < 0.15 g
Cagliari 4 PGA < 0.05 g

 
Figure 3. Italian map of seismic PGA (peak ground acceleration), taken from [27] and geographical
locations of the four design sites.

For the sake of synthesis, the same structure was designed in order to fulfill four different seismic
demands corresponding to different Italian locations, see Tables 1 and 2. Consequently, four different
structural models are considered in the next sections in order to investigate how the seismic demand
can influence also the blast resistance.

Table 2. Materials characteristics.

fck (MPa) εc3%� εcu%� fyd (MPa) εsy%�

28 1.75 3.5 450 2.9
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4. Structural Model

In case of blast load the structural behaviour of a mechanical system can be represented by
a single degree of freedom (SDOF) model characterized by a spring denoting the stiffness and a mass
expressing the inertia, see Figure 4. Indeed, in this kind of problem damping can be disregarded
because the maximum displacement is obtained in the first cycle of loading, see [28]. In fact, the aim of
this structural model is to evaluate the maximum displacement of the structure at collapse.

Figure 4. Hemispherical aboveground blast (left) and structural model (right).

If the mechanical non-linearities are taken into account the SDOF constitutive law can be simplified
with load-displacement bilinear diagram, as shown in Figure 5.

Figure 5. SDOF constitutive law, Py and uEy respectively are the yielding load and displacement,
while Pu and uEu are the corresponding ultimate ones. KE,el represents the elastic stiffness while KE,pl

the plastic one.

For simple structures like beams or columns, it is possible to obtain the bilinear force-displacement
diagram quite easily, just by identifying the collapse mechanism and, consequently, yielding and
ultimate displacement values. In the case of a complex structure, this process becomes difficult, and in
general cases it is not always possible to represent the structural behavior with an equivalent SDOF
system. However, in the present case, the framed structure is quite slender and a simple modal analysis
(the modal analysis was performed with the numerical model presented in Section 4.2) showed that the
first eigenmode is characterized by the 85% of participant mass. For this reason, it is possible to assume
that the dynamic behavior of the structure under a uniform blast load pressure can be represented by
an equivalent SDOF system. Push-over analysis [29–32] can produce the force-displacement diagram
known as a capacity curve. From this capacity curve it is possible to obtain an equivalent bilinear
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force–displacement diagram that represents the SDOF constitutive behavior [33–35] as shown in
Section 4.2.

4.1. Materials and Strain Rate Effects

The materials constitutive laws and characteristics are shown in Figure 6 and Table 2.

  

Figure 6. Materials constitutive law: (a) concrete, (b) steel.

The time dependency of the mechanical characteristics of concrete and steel on strain rate is
already known. Indeed, in case of blast or impulsive load the characteristics of materials can be
strongly influenced by strain rate, see [36–39]. In the literature, it is possible to find quite advanced
analytical models for the strain rate effects [40], but obviously they would increase the computational
cost and the complexity of the model. In order to simplify the problem and reduce the computational
cost in this paper the approach proposed in [25] has been applied. A set of Dynamic Increase Factors
(DIF) equal to the ratio between a dynamic mechanical characteristic fd and the equivalent static one f
has been defined as reported in Table 3.

Table 3. Dynamic increase factor (DIF) for RC elements, extracted from [25].

Type of Stress Reinforcing Bars Concrete

fdy/fy fdu/fu fdc/fc
Bending 1.17 1.05 1.19

Diagonal Tension 1.00 - 1.00
Direct Shear 1.10 1.00 1.10

Bond 1.17 1.05 1.00
Compression 1.10 - 1.12

Thus, given the critical internal force for each structural component, the appropriate DIF has been
chosen from Table 3 in order to modify the mechanical characteristics of the structural model.

4.2. Capacity Curves

The structure presented in Section 3 has been designed for permanent, service and earthquake
load following the Italian [41] and European Standard [42] in each location, see Table 4. Then a finite
element (FE) model of the framed structure has been developed using the commercial software JASP
6.5 [43]. This FE model was used to perform a static non-linear analysis with a uniform horizontal load.
The lumped plastic hinge behavior has been modelled by standard approach [42–44], as illustrated in
Figure 7.
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Table 4. Reinforcements details for columns in each structure, Ac represents the concrete area, As the
tensile reinforcement, A’s the compressive reinforcement, r is the reinforcement ratio (r = As/Ac) while
the letter x or y denotes the reinforcements for the bending moment around x axis or y axis respectively,
see Figure 2.

Ac As,x As,y r,x r,y A’s,x A’s,y r’,x r’,y

Location [mm2] [mm2] [mm2] [-] [-] [mm2] [mm2] [-] [-]

L’Aquila 90,000 770 770 0.0086 0.0086 770 770 0.0086 0.0086
Catania 90,000 616 616 0.0068 0.0068 616 616 0.0068 0.0068

Bari 90,000 462 616 0.0051 0.0068 462 616 0.0051 0.0068
Cagliari 90,000 308 462 0.0034 0.0051 308 462 0.0034 0.0051

Figure 7. Moment-rotation constitutive behavior for a frame member-end considered in JASP 6.5,
where Mu is the ultimate bending moment, Mcr is the first cracking moment, θy’ is the yielding rotation
and θu’ is the ultimate rotation.

The results in terms of horizontal force and top horizontal displacement (capacity curves) are
reported in Figure 8 for the structures designed in the selected locations. The equivalent bilinear SDOF
constitutive curves have been calculated equating the area underneath bilinear and capacity curves
assuming that the ending point and the first elastic slope should be the same for the two curves.

 
L’Aquila Catania 

 
Bari Cagliari 

Figure 8. Capacity curves and SDOF constitutive law for each structure location. The total horizontal
load Vb is plotted versus the horizontal displacement of the top floor.
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4.3. Analytical Model

The equations of motion of the equivalent SDOF oscillator in the elastic and plastic regimes have
the following forms:

ME,el
d2vE(t)

dt2 + KE,eluE(t) = PE(t) f or 0 ≤ uE ≤ uEy (8a)

ME,pl
d2vE(t)

dt2 + KE,pluE(t) +
[
KE,el −KE,pl

]
uEy = PE(t) f or uEy < uE ≤ uEu (8b)

where uE(t) is the model displacement, PE(t) is the total load on the structure. ME,el and ME,pl
denote the equivalent mass of the oscillator respectively for the elastic and plastic field. In general:
ME = KLMM where M is the structural mass and KLM is a coefficient which accounts for the boundary
conditions of the structural element, the type of load and the regime considered (elastic or plastic).
The structure presented in Section 3 can be considered similar to a vertical cantilever fixed in the
bottom part. Thus, in case of a uniformly distributed load for a cantilever structure ME,el = 0.65·M
and ME,pl = 0.66·M, see [45]. vEy and vEu are the equivalent yieding and ultimate model displacement,
while KE,el and KE,pl respectively are the equivalent stiffnesses in the elastic and plastic range.

Given the analytical expression of the load time history it is possible to find the close form solution
of Equation (8), see [46]. In this work, PE(t) is approximated by the linear expression presented in
Equation (7).

4.4. Load Scenario

In this paper, only external explosion produced by a terrorist attack has been taken into account.
Stewart et al. [47] described some of the possible scenarios that can generate an external hemispheric
explosion. It is interesting to distinguish theme by the ways in which a mass of explosives could
be transported near the object of the attack: 5 kg body explosive; 25 kg suitcase explosive; 200 kg
car explosive.

In this work the load scenario obtained with 200, 300, 400, and 500 kg of TNT has been
considered. These situations can be easily obtained considering a car or a truck containing the
explosives. Various stand-off distances have been investigated studying the effects of the explosives
for the structure described in Section 3.

4.5. Damage Thresolds

In order to measure the structural performance under blast load the drift values proposed by [48]
have been adopted, see Table 5. It is important to point out that this approach considers the whole
structural response given that the stand-off distance is sufficiently large to obtain a planar blast wave
acting on the building, see Figure 4. Thus, for the sake of simplicity, localized column or beam collapse
has not been considered, in addition, also the harmful damages on secondary elements which can
lead to a loss of life are neglected. Instead, the top floor maximum displacement uMAX related to the
building height h=12 m has been considered to define the relative drift:

X =
uMAX

h
(9)

Table 5. Assumed drift x0 thresolds for performance levels, extracted from [48].

Slight Damage Moderate Damage Severe Damage

0.0012 0.0080 0.011
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This simplified approach is clearly limited to its assumptions but can be useful in case of
preliminary or early design because it can easily provide a synthetic parameter describing the damage
condition of a building after the blast load.

5. Probabilistic Analysis

Fragility curves describe the conditional probability of exceedance (P(X > x0|Z)) of the response
parameter X (drift in this case) given a demand intensity measure (scaled distance Z in this case).
Thus, the structural fragility can be expressed as the cumulative distribution of the probability that
a damage threshold x0 is exceeded [21,49]:

P(X > x0) =

∫ +∞

−∞
P(X > x0|Z) p(Z)dz �

∞∑
i=0

P(X > x0|Z)i p(Z)iΔZi (10)

where the discretization of the integral calculation is represented by a discrete sum of conditions in
which the scaled distance is varied with a given step ΔZ.

In this paper, the structural characteristics have been considered deterministic while the
uncertainties of the load have been modelled considering the explosive mass and stand-off distance
as stochastic variables characterized by lognormal distributions whose characteristics are shown in
Table 6.

Table 6. Probabilistic Analysis Input Data.

Symbol Description COV Distribution

R Stand-off distance 0.05 Lognormal
W Explosive mass 0.15 Lognormal

A Monte Carlo analysis has been developed with the above described SDOF model in order to
obtain fragility curves presented in Section 6.2 and the probability of thresholds exceedance shown
in Section 6.3. The coefficient of variation (COV) of the maximum drift has been checked in order to
define the convergence condition of the analysis.

6. Results and Discussion

6.1. Maximum Drift

In the first load scenario, a 500 kg TNT bomb was blown up at various distance from the structure.
The maximum drift values have been plotted as a function of the scaled distance in Figure 9. In the
same picture the above-mentioned damage thresholds have been plotted in order to easily find the
safety scaled distance for each structure. As expected, the structure designed in L’Aquila with the
highest seismic load produced the best performance reaching the damage thresholds with smallest
scaled distance in comparison with the other structures. This can be explained given the higher
reinforcement ratio (see Table 4) and robustness of this structure in comparison with the others. At the
same time, it is clear that 500 kg of TNT represents a huge amount and it is necessary to reach very
high scaled distance (higher than 10 /kg1/3) to avoid any damage.
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Figure 9. Maximum drift for the structure under blast load for each location, 500 kg TNT.

6.2. Fragility Curves

The fragility curves for the structures designed in the four locations are presented in Figures 10–12.
In this case the TNT mass has been varied considering a Lognormal distribution with different mean
values: 200, 300, 400, and 500 kg. The three damage thresholds have been considered: slight (Figure 10),
moderate (Figure 11) and severe (Figure 12). Instead, the stand-off distance has been varied in
a deterministic way in order to analyze all the scaled distance values.

 
L’Aquila Catania 

 
Bari Cagliari 

Figure 10. Fragility curves for slight damage condition for each structure location.
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L’Aquila Catania 

 
Bari Cagliari 

Figure 11. Fragility curves for moderate damage condition for each structure location.

 
L’Aquila Catania 

 
Bari Cagliari 

Figure 12. Fragility curves for severe damage condition for each structure location.
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As a representative case, the COV of the maximum displacement for the severe damage threshold
in case of 500 kg bomb for each structure location has been shown in Figure 13. Also, the other cases
present similar trends.

  
L’Aquila Catania 

 
Bari Cagliari 

Figure 13. Maximum drift COV variation for severe damage condition in case of 500 kg bomb for each
structure location.

In Figures 10–13, the curves corresponding to 500 kg are the ones placed on the far right of each
figure highlighting that this is the most severe condition in each case. Instead, if the structure designed
in the site with less seismic demand (Cagliari) is compared to the one with the highest (L’Aquila) it is
possible to note how the curves are shifted to the left in the latter case and to the right in the former
one. This is another proof of the better structural performance of the structure designed in L’Aquila.

6.3. Probability of Thresholds Exceedance

The Monte Carlo analysis has been developed considering both stand-off distance R and mass
weight W as stochastic variables following a Lognormal probability distribution as described in
Section 5. Tables 7–10 present the probability of exceedance for each different threshold and for each
structure designed in the different location.

Also in this case, it is possible to highlight the better structural performance of the structure
designed in L’Aquila in comparison with the others. In addition, it is possible to note how, as the
stand-off distance increases, the probability of exceedance for each threshold is reduced. In most cases
the safe stand-off distance for a 500 kg TNT bomb is about 40–45 m. Instead, in the case of 200 kg, it is
25 m for L’Aquila, 30 m for Catania and Bari, and 35 m for Cagliari.
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Table 7. Percentage probability of thresholds exceedance for L’Aquila location.

200 Kg 300 Kg 400 Kg 500 Kg

R = 20 m

slight 100 100 100 100
moderate 93.88 100 100 100

severe 64.92 99.8 100 100

R = 25 m

slight 100 100 100 100
moderate 10.72 98.68 100 100

severe 0.02 42.96 98.78 100

R = 30 m

slight 100 100 100 100
moderate 0.02 41.82 96.52 100

severe 0 0.76 48.38 96.78

R = 35 m

slight 100 100 100 100
moderate 0 0.42 37.62 94.18

severe 0 0 2.9 44.6

R = 40 m

slight 100 100 100 100
moderate 0 0 1.88 44.42

severe 0 0 0 1.82

R = 45 m

slight 100 100 100 100
moderate 0 0 0.06 4.74

severe 0 0 0 0.02

Table 8. Percentage probability of thresholds exceedance for Catania location.

200 Kg 300 Kg 400 Kg 500 Kg

R = 20 m

slight 100 100 100 100
moderate 98.54 100 100 100

severe 65.48 99.96 100 100

R = 25 m

slight 100 100 100 100
moderate 25.68 99.74 100 100

severe 0.14 66.32 99.74 100

R = 30 m

slight 100 100 100 100
moderate 0.14 52.68 98.58 100

severe 0 2.48 69.86 99.4

R = 35 m

slight 100 100 100 100
moderate 0 1.48 59.22 98.5

severe 0 0 7.62 61.02

R = 40 m

slight 100 100 100 100
moderate 0 0 6.82 66.26

severe 0 0 0.1 3.86

R = 45 m

slight 100 100 100 100
moderate 0 0 0.18 13.7

severe 0 0 0 0.08
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Table 9. Percentage probability of thresholds exceedance for Bari location.

200 Kg 300 Kg 400 Kg 500 Kg

R = 20 m

slight 100 100 100 100
moderate 99.7 100 100 100

severe 68.18 99.98 100 100

R = 25

slight 100 100 100 100
moderate 42.04 99.92 100 100

severe 0.46 81.68 99.96 100

R = 30 m

slight 100 100 100 100
moderate 0.38 62.24 99.62 100

severe 0 7.36 83.88 99.92

R = 35 m

slight 100 100 100 100
moderate 0 4.14 76.38 99.48

severe 0 0.06 14.02 66.04

R = 40 m

slight 100 100 100 100
moderate 0 0.02 16.48 81.3

severe 0 0 0.02 7.5

R = 45 m

slight 100 100 100 100
moderate 0 0 0.46 23.44

severe 0 0 0 0.16

Table 10. Percentage probability of thresholds exceedance for Cagliari location.

200 Kg 300 Kg 400 Kg 500 Kg

R = 20 m

slight 100 100 100 100
moderate 99.96 100 100 100

severe 89.54 100 100 100

R = 25 m

slight 100 100 100 100
moderate 78.12 100 100 100

severe 5.86 97.1 100 100

R = 30 m

slight 100 100 100 100
moderate 2.14 91.96 100 100

severe 0 32.28 95.5 99.86

R = 35 m

slight 100 100 100 100
moderate 0 28 96.18 100

severe 0 0.48 25.64 88.8

R = 40 m

slight 100 100 100 100
moderate 0 1.08 52.24 95.58

severe 0 0 0.92 31.92

R = 45 m

slight 100 100 100 100
moderate 0 0 4.32 55.14

severe 0 0 0 2.02
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7. Conclusions

This paper presented a simplified procedure to evaluate the safety of a framed RC structure under
blast load highlighting the seismic design influence. The considered framed building has been designed
considering four different seismic demand corresponding to specific locations in Italy characterized by
different PGA. Then, a simplified SDOF system has been obtained from a pushover analysis in order to
perform several Monte Carlo analyses aimed at highlighting what is the performance of the considered
building under blast load in both a deterministic and probabilistic framework.

The structure designed to withstand the highest seismic load (L’Aquila) has been proven to have
better performance also in the case of blast load. Thus, the influence of the seismic demand in the
building design is evident. Indeed, the structure designed with the lowest seismic demand (Cagliari)
presents the worst structural behavior under the blast load. This can be clearly seen from the fragility
curves Figures 10–12, probability Tables 7–10, and also from the deterministic maximum drift presented
in Figure 9.

The obtained results can be useful for safety evaluation in the case of a terrorist attack.
Indeed, the fragility curves and the probability of threshold exceedance can help the designer in
evaluating what should be a “safe” distance for the given structure that can be obtained with fence
system or bollards.

Further development of this work is expected, applying this method to existing structures,
like those described in [50,51]. It is also interesting to merge the proposed method with other
assessment approaches and retrofitting techniques considering other kind of structures [52–54].
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48. Akkar, S.; Sucuoğlu, H.; Yakut, A. Displacement-based fragility functions for low-and mid-rise ordinary

concrete buildings. Earthq. Spectra 2005, 21, 901–927. [CrossRef]
49. Giresini, L.; Casapulla, C.; Denysiuk, R.; Matos, J.; Sassu, M. Fragility curves for free and restrained rocking

masonry façades in one-sided motion. Eng. Struct. 2018, 164, 195–213. [CrossRef]
50. Mistretta, F.; Piras, M.V.; Fadda, M.L. A reliable visual inspection method for the assessment of RC structures

through fuzzy logic analysis. In Proceedings of the International Symposium on Life-Cycle Civil Engineering
(IALCCE2014), Tokyo, Japan, 16–19 November 2014; pp. 1154–1160.

51. Fadda, M.L.; Mistretta, F.; Piras, M.V. Vulnerability assessment of concrete bridges using different methods
of visual inspection. Civ. Comp Proc. 2014, 105, 13.

52. Mistretta, F.; Sanna, G.; Stochino, F.; Vacca, G. Structure from Motion Point Clouds for Structural Monitoring.
Remote Sens. 2019, 11, 1940. [CrossRef]

53. Mistretta, F.; Stochino, F.; Sassu, M. Structural and thermal retrofitting of masonry walls: An integrated
cost-analysis approach for the Italian context. Build. Environ. 2019, 155, 127–136. [CrossRef]

54. Sassu, M.; Stochino, F.; Mistretta, F. Assessment method for combined structural and energy retrofitting in
masonry buildings. Buildings 2017, 7, 71. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

319





applied  
sciences

Article

The Seepage and Soil Plug Formation in Suction
Caissons in Sand Using Visual Tests

Liquan Xie, Shili Ma * and Tiantian Lin

College of Civil Engineering, Tongji University, Shanghai 200092, China; xie_liquan@tongji.edu.cn (L.X.);
gotobest8@163.com (T.L.)
* Correspondence: ma_shili@163.com; Tel.: +86-191-2176-3067

Received: 4 December 2019; Accepted: 8 January 2020; Published: 13 January 2020

Abstract: The rapid development of offshore wind energy in China is becoming increasingly relevant
for movement toward green development. This paper presents the results of visual tests of a suction
caisson used as foundation for offshore wind turbines. The distribution of hydraulic gradients of
sand at the mudline in the caisson was obtained to find out the relationship with the heights of soil
plugs. The relationship equation was proposed and obtained by using quadratic regression, guiding
project designs, and construction. It was found that there was no soil plug in the caisson when small
suction was applied during the suction penetration. The relationship between the heights of the soil
plugs and the hydraulic gradient of the soil was proposed and obtained by using quadratic regression
to predict (roughly) the height of soil plugs in suction caissons in sand during suction penetration.
The influence of settlement outside caissons on the soil plug was found to decrease as the buried
depth rose.

Keywords: suction caisson; suction penetration; soil plug; hydraulic gradient; visual tests

1. Introduction

In the past few decades, it has become increasingly important to rapidly develop the offshore wind
industry, which provides practical sources of energy with a low carbon footprint [1,2]. Foundations
play an important role in guaranteeing the safe operation of offshore wind turbines [3]. The suction
caisson, being installed economically and efficiently into soil deposits, has been increasingly used as a
competitive foundation for offshore wind turbines in deep water [4,5]. A suction caisson is a large
cylindrical structure that is typically made of steel, open at the bottom and closed at the top [6]. To set
up a perfect offshore wind turbine, two aspects need to be considered for the engineering design of this
foundation: suction installation and in-service performance [7]. The capacity of suction caissons as the
foundation for offshore wind turbines is enhanced by means of peripheral embedded thin walls, which
confine the internal soil [8]. A caisson is installed by penetrating the seabed under its own weight,
and then by pumping water out of the caisson to create suction that forces the foundation into the
seabed [9].

During suction penetration, the induced seepage flow through highly permeable sand into the
caisson interior can create some negative effects. To investigate these effects, a number of studies have
been completed, and they show that the seepage facilitates the installation process at the caisson tip
and along the inner wall [10–13]. Erbrich and Tjelta [14] presented a series of finite element analyses
and found that the suction forced water to migrate through the soil from outside to the inner caisson.
Previous research [15,16] still has certain issues, in that the seepage around the suction was assumed to
follow Darcy’s law, which requires that we carry on further discussion. Experimental investigations in
sand have revealed that soil plugs are likely to occur during suction-assisted installation [15,17,18].
A series of centrifuge tests on the installation of suction caissons were carried out by Tran et al. [19,20],
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who found that the soil plugs heave up to 20% of the caisson penetration as excessive suction, and they
developed a void ratio–permeability relationship to check the sand heave against the plugs. There is
no previous study on the relationship between soil plugs and the seepage velocity of sand around
suction caissons.

This paper presents the results of visual tests of a suction caisson used as a foundation for offshore
wind turbines. The process of suction installation of the caisson foundations with axisymmetric
geometry is simplified to a plane problem. In order to study their composition, the heights of the final
soil plugs in the caisson were measured. The distribution of the hydraulic gradient of sand at the
mudline in the caisson was obtained to find out its relationship with the heights of the soil plugs. The
relationship between the heights of soil plugs and the hydraulic gradient of soil was proposed and
obtained by using quadratic regression, guiding project designs, and construction.

2. Experimental Program

The process of suction installation of the caisson foundations (shown in Figure 1a) with
axisymmetric geometry is simplified to a plane problem in this paper. Due to the fact that the
soil was replaced by the walls of the soil tank in tests, it is assumed that the forces of water adhesion to
the walls are equal to that of the sand around the suction caissons. A soil tank (shown in Figure 1),
as used in tests, has dimensions of 20 × 0.5 cm in its plan view, and a depth of 28 cm. Transparent
fiberglass was used to make the soil tank, with a thickness of 1.0 cm. The two pumping outlets in the
soil tank were connected to the suction loading system by a thin pipe and a drainpipe, respectively.
Figure 1b shows the diagram of the test device, with a constant suction S in the caisson caused by the
suction loading system creating the different head H. The value of the applied constant suction can be
expressed as S = γwH, where γw is the unit weight of water (10 kN/m3).

 
 

(a) Suction caisson. (b) Diagram of test devices. 

Figure 1. Test devices.

The suction caisson with an external diameter D of 12 cm had a height of 17.5 cm L and a thickness
T of 0.5 cm. In order to create an enclosed compartment between the soil tank, the suction caisson, and
the soil, UV glue was used to stick the soil tank and the suction caisson together. The suction caisson
model was located at a distance 7.5 cm from the bottom of the soil tank.

The siliceous sand shown in Figure 2 was used in tests because it is commercially available and
shows a deep contrast with the carmine stain. The void ratio e of the soil was determined according to
the standard soil testing methods, and can be written as e= ρwGs/ρd-1, where ρd is the dry density of the
sand and Gs is the specific gravity of the sand. Table 1 shows the properties of the siliceous sand in tests.
The siliceous sand particles had an average radius of 0.748 mm, and they obeyed uniform distribution,
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with a ratio of maximum to minimum radii of 2.0. The pluviation method and the compaction method
were used to prepare uniform sand specimens in layers in the soil tank. The permeability coefficient
of the siliceous sand was obtained by using an empirical equation, k = 2d10

2e2 [21], where d10 is the
effective size of the sand. Due to the uniform particle size of the sand, it is suggested that d10 is equal
to the average particle size (0.718 mm). Before carrying out every test, the sand specimen was left to
stand for 24 h.

 
Figure 2. The siliceous sand in tests.

Table 1. Properties of siliceous sand.

Property
Specific
Gravity

Gs

Void
Ratio

e

Saturated
Weight

γsat (kN/m3)

Permeability
Coefficient

k (cm/s)

Cohesion
c (kPa)

Angle of Internal
Friction
ϕ (◦)

Value 2.66 0.75 19.5 0.28 0 31

The seepage field around the suction caisson model was visualized by the tracer titration system,
which consisted of an infusion system and carmine stain. The infusion system was made of a medical
syringe with a thin pipe (radius of 2 mm), shown in Figure 1b. Three holes were drilled in the soil tank
at points A, B, and C, connecting to the infusion system with the thin pipes. At points A, B, and C,
the carmine stain was released with pinpoint accuracy by the infusion system. To reduce the effect of
turbulence, the carmine stain was injected into the soil used in tests as slowly as possible.

The suction caisson model had a buried depth h (5, 10, and 15 cm) before each test, to simulate
the process of suction installation. The influence of the temperatures of the environment and the
water were not considered in the tests. A video camera was used to collect images of the experimental
phenomena of seepage and the soil plug in the suction caisson. At the end of the trial, the height of
the soil plug did not seem to change. The testing programs are listed in Table 2 in tests. The pre-test
results show that seepage failure took place in the sand when the suction in the caisson with buried
depths of 5, 10, and 15 cm were greater than 2.0, 3.5, and 4.0 kPa, respectively.

Table 2. List of visual tests on suction caissons.

Buried Depth h (cm) Suction S (kPa)

5 0.5 1.0 1.5 - - - -
10 0.5 1.0 1.5 2.0 2.5 3.0 -
15 0.5 1.0 1.5 2.0 2.5 3.0 3.5
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3. Test Results and Discussion

3.1. Visual Seepage Paths

The seepage field can be visualized where the carmine stain flows along streamlines in the soil
around the suction caisson. Figure 3 shows the visualization of the seepage flow at point B as h = 15 cm
and S = 0.5 kPa. It was observed that the visual tests achieved good results to study the seepage of
sand around a suction caisson during suction penetration. It took 500 s for the carmine stain to move
from point B to the mudline, and the length of the seepage path was 3.21 cm. Tests revealed that
the seepage paths of soil with different S in suction caissons had the same motion path. The results
indicated that the seepage path of soil is unrelated to the S applied in the caisson and is affected by the
penetration depth during the installation of the foundation. The seepage paths of the carmine stain in
sand are plotted with a plane coordinate system, shown in Figure 4. It can be seen that there is an
obvious trend: the streamline dyed by carmine stain moves toward the wall of the caisson model.
Additionally, the larger the penetration depth, the more obvious was the streamline–adherent trend.
It was observed that the seepage path lengths were 1.95 and 1.34 h when the penetration depths were
equal to 5 and 15 cm, respectively. The distance between the carmine stain in the mudline and the
inner wall of the caisson model was 0.375 times the diameter of the suction caisson, for h = 0.42, 0.83,
and 1.25 L, respectively.

   
(a) t1 = 0 s. (b) t2 = 100 s. (c) t3 = 200 s. 

   

(d) t4 = 300 s. (e) t5 = 400 s. (f) t6 = 500 s. 

Figure 3. The visualization of seepage flow at point B with h = 15 cm and S = 0.5 kPa.
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(a) h = 5 cm. (b) h = 10 cm. (c) h = 15 cm. 

Figure 4. The seepage path of the carmine stain in sand.

3.2. Hydraulic Gradient Analysis

In this paper, the test results prove that Darcy’s law is not applicable, and this phenomenon was
also observed from the large test pressure difference found in the literature [22]. For the seepage
velocity v, it was assumed that the streamlines around the caissons were stable and not affected by
each other. The path lengths of the carmine stain were measured from test images. All results are
presented in terms of dimensionless forms. The seepage velocity v of the sand was assumed to be
affected by x/D and S/γ’h. The hydraulic gradient v/k of the sand in tests at the mudline was proposed
by using the regression function, and can be expressed as follows:

v
k

= 0.163
[

0.94DS
(0 .5D− x)γ′h

]0.76

(1)

where x is the abscissa value in Figure 1 and γ’ is the effective unit weight of soil.
The comparison of actual values and calculated values is shown in Figure 5. It can be seen that

the fitted values agree well with the actual values. Compared with v/k obtained from tests, the fitted
values have a residual sum of squares of about 1.467.
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Figure 5. The comparison of actual values and fitted values for v/k.

Figure 6 shows the hydraulic gradient of sand around a suction caisson with different x/D when
the suction in the caisson is equal to 1.5 kPa. It can be seen that the hydraulic gradient v/k increases
with the increase of x/D. The results indicated that the seepage velocity is larger as the streamline
moves toward the wall of the suction caissons. The hydraulic gradient v/k, with x/D = 0.2675 and
h/D = 1.25, is shown in Figure 7. It can be observed that the v/k increases with the increase of S/γ’h
and the fitted values of the v/k agree well with the test results. The v/k when S/γ’h = 2.451 is 5.85 times
greater than when S/γ’h = 0.351 in tests. The minimum relative error is 5.05% for Equation (1) when
S/γ’h = 5.478. When h/D = 0.42, the streamline around the suction becomes disordered as a result of the
larger applied suction (S = 1.5 kPa). Due to the assumption that the streamlines are stable and not
affected by each other, the seepage velocity obtained is smaller than the actual situation, leading to
large deviations as compared with Equation (1).

Figure 6. The hydraulic gradient with S = 1.5 kPa.
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Figure 7. The hydraulic gradient with x/D = 0.2675 and h/D = 1.25.

3.3. Soil Plug and Settlement Formation

During suction penetration, a part of the soil in the caissons gets into the open-ended hollow
caisson cavity, forming a soil plug [23]. The final soil plugs in the caisson at the buried depth of 5 cm
(caused by the caisson) are shown in Figure 8. The test results show that there is no soil plug in the
caissons with small suction applied during suction penetration. The maximum heights of soil plugs in
the suction caisson models with buried depths of 5, 10, and 15 cm are 0.169, 0.085, and 0.087 times the
buried depths, respectively. It was observed that the suction caused settlement of the surrounding
soils outside the caisson. The maximum soil settlement appeared a certain distance from the outer wall
of a suction caisson due to caisson–soil friction.

   

(a) S = 0.5 kPa. (b) S = 1.0 kPa. (c) S = 1.5 kPa. 

Figure 8. The soil plug in the caisson.

Figure 9 shows the curves of the heights of soil plug hsp and of soil settlement hsettlement outside
the caisson. Other test conditions not drawn in Figure 9 did not have the obvious soil plug and soil
settlement around the suction caisson model. There is no obvious soil settlement outside the suction
caisson with a buried depth of 15 cm. The height of soil plug hsp increases with the increase of x
as a result of the distribution of seepage velocity, which is greater as it moves toward the wall of
suction caissons.
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Figure 9. The height of soil plug and soil settlement outside the caisson.

The volume of soil plug Vsp and that of soil settlement Vsettlement were measured by using the
volume formula after obtaining the size of the soil plug and settlement from the images. The comparison
between the volume of soil plug Vsp and that of soil settlement Vsettlement in tests is shown in Table 3.
The soil plug consists of the soil heaved by seepage force into the caisson, and the soil from outside
into the caisson, leading to soil settlement around the foundation. It can be seen that the influence
of settlement outside the caisson on the soil plug decreases as the buried depth rises. The soil plug
is mainly influenced by the soil from outside into the caisson, and Vsettlement/Vsp = 1.581 due to the
decrease in the void ratio of soil around the caisson caused by the seepage force during suction
penetration when h = 5 cm and S = 1.0 kPa. The influence of the soil heaved by the soil plug increases
with the increase of h. The volume of soil heaved begins to rise as the velocity of seepage reaches a
certain value.

Table 3. The volume of soil plug and soil settlement in tests.

h = 5 cm h = 10 cm h = 15 cm

S = 0.1 kPa S = 1.5 kPa S = 2.5 kPa S = 3.0 kPa S = 3.5 kPa S = 4.0 kPa

Vsettlement (cm3) 0.544 0.970 0.020 0.473 0.000 0.000
Vsp (cm3) 0.344 1.520 0.519 1.954 0.849 2.827

Vsettlement/Vsp 1.581 0.638 0.039 0.242 0.000 0.000

3.4. Prediction of Soil Plug Height

The relationship between the height of the soil plug hsp and the hydraulic gradient v/k was
proposed by using quadratic regression, and can be expressed as follows:

hsp

h
= A + B

S
γ′h + C

(
S
γ′h

)2

+ D
v
k
+ E

(v
k

)2
+ F

Sv
γ′hk

, (2)

where A–F are constant coefficients (given in Table 4). Figure 10 shows the comparison of actual values
and fitted values for the dimensionless soil plug hsp/h. Fitted values are evenly distributed around the
actual values. Compared with the actual values, the fitted values have an average relative error of
about 28.74%.

Table 4. Optimal value of constant coefficients for hsp/h.

A B C D E F

0.57495 −0.49370 0.09759 0.05075 −0.02168 0.02252
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Figure 10. The comparison of actual values and fitted values for the dimensionless soil plug hsp/h.

Figure 11 shows the relationship between hsp/h and v/k when h = 15 cm. It is shown that the
dimensionless soil plug hsp/h first increases and then decreases with the increase of v/k. The reason
behind the decreased trend is that the soil plug is subjected to downward friction applied by the inner
wall of the suction caisson. The combination of Equations (1) and (2) is used to predict roughly the
height of soil plugs in suction caissons in sand during suction penetration, guiding project designs,
and construction.

Figure 11. The relationship between hsp/h and v/k when h = 15 cm.

4. Conclusions

A series of model tests were conducted in this study to investigate the visualization of suction
caisson penetration in sand. The following conclusions can be drawn:

(1) The seepage field can be visualized while the carmine stain flows along a streamline in the soil
around the suction caisson. The seepage velocity is larger as the streamline moves toward the
wall of the suction caissons. The pre-test results show that the seepage failure took place in the
sand when the suction in the caisson with buried depths of 5, 10, and 15 cm was greater than 2.0,
3.5, and 4.0 kPa, respectively. The results indicated that the seepage path of the soil is unrelated
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to S applied in the caisson and is affected by the penetration depth during the installation of
the foundation.

(2) The hydraulic gradient v/k of the sand in tests at the mudline was proposed by using the regression
function. It can be seen that the fitted values agree well with the actual values. Darcy’s law is not
applicable, and the hydraulic gradient v/k increases with the increase of x/D. The results indicated
that the seepage velocity is larger as the streamline moves toward the wall of the suction caissons.
The v/k when S/γ’h = 2.451 is 5.85 times greater than when S/γ’h = 0.351 in tests. The minimum
relative error is 5.05% for Equation (1) when S/γ’h = 5.478.

(3) There is no soil plug in the caissons with small suction applied during suction penetration.
The maximum heights of the soil plugs in the suction caisson models with buried depths of 5, 10,
and 15 cm are 0.169, 0.085, and 0.087 times the buried depths, respectively. The height of soil
plug hsp increases with the increase of x as a result of the distribution of seepage velocity, which
is greater as it moves toward the wall of suction caissons. The influence of the soil heaved by
the soil plug increases with the increase of h. The volume of the soil heaved begins to rise as the
velocity of the seepage reaches a certain value. The dimensionless soil plug hsp/h first increases
and then decreases with the increase of v/k.
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Notation

S Applied suction in the caisson
H Water head
γw Unit weight of water (10 kN/m3)
D External diameter of the suction caisson
L Height of the suction caisson
T Thickness of the wall of the suction caisson
ρd Dry density of the sand
Gs Specific gravity of the sand
d10 Effective size of the sand
e Void ratio of the sand
γsat Saturated weight of the sand
k Permeability coefficient
h Buried depth of the suction caisson
x Abscissa value in Figure 1
γ’ Effective unit weight of soil
c Cohesion of soil
ϕ Angle of internal friction
hsp Height of soil plug
hsettlement Soil settlement outside the caisson
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Featured Application: The results of research in this paper can provide a certain design basis for

the correction of an inlet boundary for both wind tunnel test and CFD simulation over complex

terrain. By adopting the improved transition sections recommended in this work, engineers will

have access to more precise assessment of wind characteristics over mountainous terrain, which

contributes to wind-related issues such as wind actions of long-span bridges, transmission lines,

wind farm site selection, and the prediction of pollutant dispersion.

Abstract: To study wind characteristics over mountainous terrain, the Xiangjiang Bridge site was
employed in this paper. The improved boundary transition sections (BTS) were adopted to reduce
the influence of “artificial cliffs” of the terrain model on the wind characteristics at the bridge site
over the mountainous terrain. Numerical simulation and experimental investigations on wind
characteristics over mountainous terrain with/without BTS were conducted for different cases,
respectively. The research results show that the cross-bridge wind speed ratios and wind attack
angles at the main deck level vary greatly along the bridge axis, which can be roughly divided into
three parts, namely the mountain (I, III) and central canyon areas (II). The cross-bridge wind speed
ratios at the main deck level with BTS is generally larger than that without BTS in the central canyon
area (II) for most cases, while the opposite trend can be found in wind attack angles. The longitudinal
wind speed ratios of the terrain model with BTS at L/4, L/2, and 3L/4 of the bridge length are larger
than that of the terrain model without BTS for most cases. In general, the maximum relative error
between numerical results and experimental results is about 30% for most cases.

Keywords: mountainous valley; bridge site; boundary transition section (BTS); wind characteristics;
numerical simulation; wind tunnel test

1. Introduction

Wind characteristics over mountainous valleys are critical to many wind-related issues, such
as wind actions of long-span bridges and transmission lines, wind farm site selection, prediction of
pollutant dispersion, and so on. In particular, wind characteristics at mountainous valley bridge sites
such as design wind speed, wind yaw angles, wind attack angles, and turbulence spectra play a critical
role in wind-resistant design of long-span bridges. The wind characteristics over complex mountainous
terrain are significantly different from those of open areas. Therefore, reasonable determination of
wind parameters at the bridge sites over mountainous terrain is important to the balance between
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wind-resistance safety and the economy of long-span bridges. However, the current wind-resistant
design codes for bridges generally make simple corrections for mountain wind fields based on wind
characteristics of flat terrain (Chock et al., [1]). Therefore, it is especially necessary to investigate wind
characteristics over complex mountainous terrain precisely.

The main methods for studying the wind characteristics over complex mountainous terrain
bridge sites include theoretical study, field measurement, experimental study, and numerical study.
Theoretical studies were used to predict the wind speed-up effects over simple topographic features
with slopes low enough to avoid flow separation (Jackson and Hunt [2]; Hunt et al. [3]), which cannot
be adopted to study the wind characteristics over complex mountainous terrains. Field measurement
is regarded as the most reliable approach to investigate the wind characteristics in the ABL (Li, et
al. [4]), which can accurately measure the wind speed and direction data at different measurement
points. During the past two decades, numerous field measurements of wind characteristics over
mountainous valley were conducted (Harstveit [5]; Hannesen et al. [6]; Lubitz et al. [7]; Sharples et
al. [8]; Abiven et al. [9]; Risan et al. [10]; Lystad et al. [11]; Peng et al. [12]; Zhang et al. [13]; Yu et
al. [14]; Jing et al. [15]). However, field measurements of wind characteristics over mountainous bridge
site are usually expensive, time-consuming, and can only provide wind data at a limited number of
measurement points, which are easily affected by the terrain.

Experimental studies of wind characteristics over complex mountainous terrain were conducted
by many researchers over the last three decades (Cermak [16], Chock et al. [1], and Xu et al. [17]; Kozmar
et al. [18]; Yan et al. [19]; Mattuella et al. [20]; Muhammad et al. [21]; Kozmar et al. [22]; Chen et al. [23];
Flay et al. [24]). Bowen [25] pointed out that the geometric scales of complex terrain model should not
be less than 1:2500~5000, and the Reynolds number should be larger than Reh = 105 (h is the model hill
height) for wind tunnel tests. However, for engineering structures located at complex mountainous
terrain, such as long-span bridges, power transmission towers, and wind turbines, it is especially
important, and an urgent matter, to carry out numerical simulation of wind characteristics since
complex terrain makes it difficult for scholars to propose a common wind characteristic model. When
the wind tunnel test model or numerical simulation model are adopted to study wind characteristics of
mountainous terrain, it is inevitable to take a certain range of areas from mountainous terrain, causing
“artificial cliffs” (shown in Figure 1) on the edge of terrain models. These artificial cliffs can deviate
practical wind characteristics at the inlet boundary from these of theoretical ones, such as wind speed,
wind attack angles, and turbulence characteristics. To cope with the negative influence of an artificial
cliff on wind tunnel tests, some scholars have put forward with different solutions. Maurizi et al. [26]
and Pang et al. [27] used an inclined boundary transition section (BTS) to connect the ground and the
top of the terrain model. Hu et al. [28] proposed a curved transition section for complex terrain and
concluded that this kind of transition section has a better flow transition performance compared with
the traditional inclined one. Li et al. [29] combined a terrain model with three-dimensional transition
sections in the wind tunnel. Huang et al. [30] evaluated speed-up ratios, mean vertical attack angles,
and mean exceeding turbulence intensities of different transition curves to determine the optimal
transition section for terrain models. Hu et al. [31] established two different BTS in the computational
domain for comparison purposes and the results show that the updated curved BTS has a better flow
transition efficiency than those reported previously. Liu et al. [32] proposed an improved BTS to modify
the inlet boundary by combining the Witozinsky curve and straight line.

With the development of computational fluid dynamics (CFD), many scholars (Uchida and
Ohya [33]; Tong et al. [34]; Deleon et al. [35]; Risan et al. [10]; Tamura et al. [36] and Cassiani et
al. [37]) investigated wind characteristics over complex terrain with CFD method. Maurizi et al. [26],
Kim et al. [38] and Castellani et al. [39] confirmed the availability of the k − εmodel and RNG k − ε
model. Although there is some research focusing on wind characteristics over complex terrain by CFD
simulation, few studies on transition sections on the edge of terrain models have been found recently.
Due to diversity and complexity of complex terrain, it is necessary to conduct further research on the
BTS of mountainous terrain models.
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Figure 1. Schematic diagram of Artificial Cliffs.

The Xiangjiang Bridge in Guizhou, China, was employed as an engineering example to study the
wind characteristics at bridge site over complex terrain and effects of the improved BTS. The mid-span of
the cable-stayed bridge was regarded as the origin. The terrain model with a geometric scale of 1:1500
(as suggested by Bowen [25]) was fabricated to simulate a region with a diameter of 8 km. Wind tunnel
tests were conducted with and without the proposed BTS in order to investigate the BTS effects on
wind characteristics (Liu et al. [32]). To verify the feasibility of the improved BTS numerically, wind
characteristics over the scaled mountainous terrain model with and without the proposed BTS were
predicted by CFD simulation. The wind characteristics, such as mean cross-bridge wind speed and wind
attack angles at the main deck level, longitudinal wind speed profiles at L/4, L/2 and 3L/4 of the bridge
length were studied in detail to verify the accuracy of CFD simulation and effects of improved BTS.

This paper is organized as follows: Section 2 introduces the numerical method, including
governing equations of fluids, turbulence model, optimization of terrain model with BTS, the and
numerical model. Section 3 describes the details of wind tunnel test setup. Section 4 investigates
the cross-bridge wind speed ratios and wind attack angles at main deck level, longitudinal wind
speed ratios profiles at L/4, L/2 and 3L/4 of bridge length of the terrain model with/without BTS under
different cases. Section 5 presents conclusions of the study.

2. Numerical Method

2.1. Governing Equations of Fluids

Air flow passing through mountainous terrain can be approximately considered to be
incompressible viscous fluid, which can be expressed based on the Reynolds-averaged Navier-Stokes
(RANS) equations as follows:

∂ui
∂xi

= 0 (1)

∂ui
∂t

+ uj
∂ui
∂xj

= − 1
ρ

∂p
∂xi

+
∂
∂xj

[
υ

(
∂ui
∂xj

+
∂uj

∂xi

)
− ui′uj′

]
(2)

where t and xi are time and Cartesian coordinates, respectively; ui and ui
′ are the time-averaged and

fluctuating flow velocity components, respectively; p is the time-averaged pressure; ρ and v are the
fluid density and kinematic viscosity; ui′uj′ is the Reynolds stress tensor.

2.2. Turbulence Model

The Large eddy simulation (LES) has inherent advantages over the steady-state and unsteady
RANS turbulence models in physical simulation, and is well suited for the simulation of turbulence and
nonlinear features of complex terrain wind. The use of LES for complex mountainous terrain requires
large computing resources. However, for wind field modeling over complex terrain, RANS remains the
main turbulence model adopted in CFD simulation up to present, where it is often being applied with
a satisfactory degree of success. Many researchers (Bitsuamlak et al. [40]; Kim et al. [38]; Mohamed et
al. [21]; Yassin, et al. [41] and Yan et al. [42]) found that results obtained by RNG k− ε agree well with
these of experiments. Therefore, the RNG k− εmodel is adopted to numerical simulation in this paper.
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The transport equations for RNG k− εmodel are given as follows,
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where Gk is the turbulent kinetic energy caused by mean speed gradient whose definition is Gk =

−ρu′i u
′
j∂uj/∂xi and the equation is Gk = μiS2 using Boussinesq hypothesis where S is the strain rate

tensor of mean speed, i.e., S =
√

2SijSij. αk and αε are reciprocals of turbulent kinetic energy, k and
dissipation rate, ε respectively. Sk and Sε are source terms defined by users. Rε is the addition item of
RNG k− εmodel compared with k− εmodel and its expression is

Rε =
Cμρη3(1− η/η0)

1 + βη3
ε2

k
(5)

where η = Sk/ε is the ratio of turbulence and mean flow time scale. η0 is the typical value of η in
uniform shear flow. Cμ and β are constants of the turbulence model. ρ is the air density.

2.3. Optimization of Terrain Model BTS

2.3.1. Form of Boundary Transition Section Curve

The Witozinsky curve was obtained in the case of an ideal axis of uncompressed axisymmetric
flow. Wind tunnel operation results show that this kind of contraction curve can achieve good flow
quality in test sections. Many low-speed wind tunnels constructed in 1960s by Chinese scholars
were designed based on the Witozinsky formula (Wang et al. [43]). Evaluating the results of different
contraction curves in terms of average wind speed reduction factors, vertical wind attack angles, and
turbulence intensity, Huang et al. [44] drew a conclusion that the performance of the Witozinsky curve
is the best and proposed an optimal curve expression of the Witozinsky curve at the same time. In his
research, the terrain model boundary is directly connected to the BTS as shown in Figure 2a, which
may lead to insufficient development of the inflow. In order to make the inflow develop fully, BTS in
the present paper is improved by combining the Witozinsky curve with a horizontal line as shown in
Figure 2b. The formula of the Witozinsky curve is shown as follows:

y = H

⎧⎪⎪⎨⎪⎪⎩1− [1− (x/L)2]
2

[1 + A(x/L)2]
3

⎫⎪⎪⎬⎪⎪⎭ (6)

where A = 1/3, H is the vertical distance from the highest point of the curve to the ground, L is the
horizontal projection length of the whole curve and the corresponding coordinates of any point on the
curve is (x, y).

 
 

(a) (b) 

Figure 2. Terrain model BTS with/without horizontal straight line (Liu, et al., 2019). (a) BTS without
horizontal straight line; (b) BTS with horizontal straight line.
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2.3.2. Weight Allocation of Evaluation Indexes

Because the evaluation of BTS at the entrance of the terrain model mainly focuses on speed-up
effect, the equivalent wind attack angle and the increase ratio of turbulence intensity, the specific
evaluation indexes of effects of the terrain model BTS are defined as follows:

Vx =
N∑

k=1

vk − v0k
v0k

· Δhk
Hw

(7)

Ax =
N∑

k=1

ak · Δhk
Hw

(8)

Ix =
N∑

k=1

Ik − I0k
I0k

· Δhk
Hw

(9)

where N is the total amount of monitoring points. vk is the downward wind speed of the kth monitoring
point from the ground and v0k is the wind speed at the kth monitoring point of the wind speed entrance.
Δhk is the vertical distance between the kth monitoring point and the (k− 1)th monitoring point. Hw is
the total height of the monitoring points. ak is the wind attack angle of the kth monitoring point from
the ground. Ik is the turbulence intensity at the kth monitoring point and I0k is the turbulent intensity at
the kth monitoring point from the ground at the wind speed entrance.

The two-dimensional CFD simulation was used to optimize the parameters of the Witozinsky
curve and horizontal line. For the indexes such as the speed-up ratio of wind speed, equivalent wind
attack angle, and turbulence intensity increase ratio at the boundary of the terrain model, the weight
allocation based on the correlation degree proposed by Tang (Tang et al. [45]) was adopted to determine
the BTS curve parameters for a given total length of the transition section (Liu, et al. [32]).

There are m = 13 schemes and n = 4 indexes that have an influence on the comprehensive
evaluation of each scheme. They can compose the matrix X = (xij)m×n. In this paper, the evaluation
indexes are all cost indexes, which means that the smaller the index is, the better the result is. Standardize
values in each column of X = (xij)m×n using min-max standardization (shown in formula (10) to map
each index of the matrix into [0,1]. After conversion, the dimensionless matrix is X′ = (xij)m×n. Then,
select the maximum in each column of X′ = (xij)8×6 to obtain the optimal objects S+

0 and select the
minimum in each column to get the worst object S−0 . The correlation coefficient of each scheme with
the optimal object and the worst object in each index can be calculated by Equations (11) and (12),

x′ = x−min
max−min

(10)

ζ0+i( j) =
1

2Δ0+i j + 1
(11)

ζ0−i( j) =
1

2Δ0−i j + 1
(12)

where Δ0+i j =
∣∣∣x0+ j − xij

∣∣∣ and Δ0−i j =
∣∣∣x0− j − xij

∣∣∣. The larger ζ0+i( j) is, the larger the correlation
coefficient between scheme to be evaluated and the optimal scheme is in terms of index j. On the other
hand, the performance of ζ0−i( j) is absolutely opposite.

Assume the weight vectors of n indexes are ω = (ω1,ω2, . . . . . . ,ωn−1,ωn) respectively and

f (ω) =
n∑

j=1
ω2

j [1− ζ0+i( j)]2 +
n∑

j=1
ω2

jζ0−i( j)2 represents the square sum of the weighted distance between
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the optimal solution and the worst one. Therefore, the smaller f (ω) is, the better scheme i is. Establish
the multi-objective programming model as follows:

min f (ω) = ( f1(ω), f2(ω), . . . . . . , fm−1(ω), fm(ω))
T

s.t.

⎧⎪⎪⎪⎨⎪⎪⎪⎩
n∑

i=1
ω j = 1

ω j ≥ 0, j = 1, 2, . . . n− 1, n
s.t.

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
min

m∑
i=1

fi(ω)
n∑

i=1
ω j = 1

ω j ≥ 0, j = 1, 2, . . . , n− 1, n

(13)

Since fi(ω) ≥ 0(i = 1, 2, . . . , m− 1, m), the multi-objective programming model is transformed into
single-objective programming model. Establish Lagrange Function,

F(ω,λ) =
m∑

i=1

n∑
j=1

ω2
j

{
[1− ζ0+i( j)]2 + ζ0−i( j)2

}
− λ(

n∑
j=1

ω j − 1) (14)

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∂F
∂ω j

= 2ω j
m∑

i=1

{
[1− ζ0+i( j)]2 + ζ0−i( j)2

}
− λ = 0

∂F
∂λ =

n∑
j=1
ω j − 1 = 0

(15)

Solve Equation (15), the weight of n indexes can be calculated by

ω j =
1

uj
n∑

i=1

1
uj

(16)

where uj is an intermediate variable and can be calculated by the following equation,

uj =
m∑

i=1

{
[1− ζ0+i( j)]2 + ζ2

0−i( j)
}

(17)

The final calculation results of all the wind profile positions are shown in Table 1. The virtual
angle is defined as the angle between the horizontal line and the line connecting the ground and the
end of the Witozinsky curve. The horizontal length refers to the horizontal straight line length after
the Witozinsky curve. Since the improved BTS proposed in this paper aims to provide an effective
corrections for terrain models of wind tunnel test and CFD simulation, the total length of the improved
BTS need to be sufficiently short to reduce blockage ratio while ensuring the accuracy of the wind
characteristics over complex terrain; therefore, the total length of the improved BTS is regarded as the
major consideration. If the total length of the horizontal projection is smaller than 1.0 m, the minimal
final result is obtained at the combination of a virtual angle of 57◦ and a horizontal length of 0.8 m.
Different optimal solutions can be obtained by changing the total horizontal projection length.

Table 1. Final results concerning weights at different wind profiles.

Horizontal
Length (m)

Virtual Angle of BTS

27◦ 30◦ 33◦ 36◦ 39◦ 42◦ 45◦ 48◦ 51◦ 54◦ 57◦ 60◦ 63◦

0.0 1.06 0.89 1.46 1.51 1.56 1.62 1.98 1.7 1.75 1.79 1.89 1.98 2.17
0.2 0.88 0.92 0.96 0.99 1.01 1.05 1.74 1.1 1.12 1.15 1.22 1.3 1.51
0.4 0.6 0.64 0.66 0.68 0.7 0.73 1.14 0.76 0.78 0.8 0.83 0.88 1.03
0.6 0.36 0.38 0.4 0.41 0.43 0.45 0.7 0.46 0.47 0.49 0.51 0.53 0.6
0.8 0.2 0.22 0.23 0.24 0.25 0.26 0.44 0.27 0.28 0.29 0.3 0.31 0.34
1.0 −0.3 0.05 0.06 0.07 0.08 0.09 0.21 0.1 0.1 0.11 0.11 0.11 0.12
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2.4. Numerical Terrain Model

2.4.1. Survey of the Xiangjiang Bridge

The Xiangjiang Bridge is a four-span three-pylon cable-stayed bridge with span of 120 m + 235
m + 235 m + 120 m = 710 m. The main deck is 252.2 m above the bottom of the valley, as shown
in Figure 3a. The balanced cantilever construction method are adopted to build the bridge, and the
wind loads of the bridge with maximum double cantilever is the focus of wind-resistant design. Note
that the bridge site is located in the mountainous terrain, as shown in Figure 3b. It can be seen from
Figure 3b that the river approximately runs southwest to northeast, and the bridge is located in the
center of the terrain. In order to determine the wind characteristics parameters for wind-resistant
design of the bridge, numerical simulations and wind tunnel tests on wind characteristics over the
mountainous terrain with/without BTS were carried out, respectively.

 
(a) (b) 

Figure 3. Elevation of the Xiangjiang Bridge and the mountainous terrain (Unit: cm). (a) Elevation of
the Xiangjiang Bridge; (b) Complex terrain at the bridge site.

2.4.2. Terrain Model Construction

With reference to the existing literatures on mountainous terrain wind characteristics, as shown in
Table 2, the bridge site is taken as the center, and an area with a diameter of 8.0 km was selected to
establish the mountainous terrain model. The computational domain with 32.34 m long, 8.0 m wide, 2.0
m high, and the geometry scale of 1:1500 were adopted according to the value of blockage ratio of the
terrain model. The lowest elevation of the terrain model was taken as the bottom of the computational
domain. The left side of the computational domain is defined as velocity-inlet boundary condition. The
right side of the computational domain is defined as pressure-outlet boundary condition. The front,
back, and top sides of the computational domain are defined as symmetry boundary conditions. The
bottom of the computational domain is defined as non-slip wall boundary condition. The boundary
conditions and computational domain of the terrain model without BTS are given in Figure 4. As can
be seen in Figure 4, the distance between the center of the terrain model and the front and back walls
of the computational domain is 4.0 m, respectively. The center of the terrain model is 9.67 m and 22.67
m away from the left and right sides of the computational domain.
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Table 2. Summary of main parameters of mountainous terrain models.

Number Terrain Region
Geometry

Scale Ratio
Methods and Domain Authors

1 9.5 km × 7.3 km - CFD Risan A., et al. [10]

2 D = 15 km 1:1000 Wind tunnel test: 36 m (L) ×
22.5 m (B) × 4.5 m (H) Li Y. et al. [29]

3 D = 12 km 1:1000 Wind tunnel test: 25 m(L) ×
12.0 m(B) × 16.0 m (H) Xu H. et al. [17]

4 D = 5.0 km 1:1500 Wind tunnel test Pang J. et al. [27]

5 D = 9.0 km 1:1000 CFD: 15 m (L) × 15 m (B) ×
4.5 m (H) Hu P., et al. [31]

6 15 km × 14 km - CFD Maurizi A., et al. [26]

7 D = 27.2 km 1:4000 Wind tunnel test: 14 m (L) ×
15 m (B) ×2.0 m (H) Chen F., et al. [23]

 
 

Figure 4. Computational domain, boundary conditions, and grid of terrain model without BTS.

The Power Law Profile Model is currently the only model of boundary layer wind profile [46].
The wind speed at the velocity inlet boundary after scaling of the computational domain are defined
as follows:

V(z) = V0.007
(

z
0.007

)a
, 0 ≤ z ≤ 0.233m

V(z) = Vre f , z > 0.233m
(18)

where z is the distance between the monitoring point and the ground; a is the wind profile index
and a = 0.16 when the ground surface belongs to class-B wind field; V(z) is the wind velocity of
the monitoring point which is z away from the ground; V0.007 is the basic wind speed at the level of
z0 = 0.007m in the power law profile. Vre f = V0.233 is the wind velocity when z = 0.233m.

In order to investigate the effects of the improved BTS on wind characteristics over mountainous
terrain model, numerical simulation of the terrain model with/without BTS were conducted, respectively.
With reference to the results of two-dimensional numerical simulation of the terrain model BTS, it
is determined that the virtual inclination of the transition section is θ = 57◦ and the length of the
horizontal line is L = 0.80m (Liu et al. [32]).

2.4.3. Grids of the Terrain Model

To ensure the numerical simulation accuracy of the terrain model grid, the grid independence
checking was performed firstly. The mesh is divided into different parts. Unstructured prism was
used to find grids near the ground, and the tetrahedral grid was adopted to reflect the undulating
changes of the terrain. The near-wall grids of the terrain model are given in Figure 4. The detailed
parameters of the three grids for independence checking are shown in Table 3. The computational
domain and grid arrangement of the terrain model with BTS are shown in Figure 5.
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Table 3. Detailed setups of three grids of terrain model without BTS.

Grid
Mesh Size
in Terrain

Surface (m)

Mesh Size in
Computation
Domain (m)

Thickness of
the First

Boundary Layer
Mesh (m)

Growth Rate of
the Boundary
Layer Mesh

Amount of
Boundary

Layer

Total Mesh
Amount

G1 0.08 0.25 5 1.1 20 1,546,916
G2 0.07 0.20 5 1.1 20 3,881,449
G3 0.05 0.18 5 1.1 20 10,509,942

Figure 5. Computational domain, boundary conditions and grid of terrain model with BTS.

The flow solver used in this paper to simulate the wind characteristics over complex terrain is based
on the finite-volume discretization in the space and the SIMPLEC (Semi implicit method for pressure
linked equation consistent) pressure-correlation algorithm on a non-staggered grid arrangement (Kim,
et al. [38]). The second-order cell-centered is adopted to deal with spatial discrete. The second-order
upwind is used for time discrete. The time step is 0.015 s and the total amount of time steps is 10,000.
According to the main parameters of wind-resistant design of the bridge, the mean cross-bridge wind
speed and wind attack angles at the main deck level, longitudinal wind speed profiles at L/4, L/2 and
3L/4 of the bridge length were monitored to evaluate the calculation accuracy of different grids. The
wind speed monitoring points are given in Figure 6.

(a) (b) 

Figure 6. Schematic diagram of monitoring points. (a) Monitoring points at the main deck level; (b)
Monitoring points profiles at L/4, L/2 and 3L/4 of the bridge length.

The grid sensibility was conducted by taking case 1 without BTS as an example. Numerical results
of mean cross-bridge wind speed and wind attack angles of grid G1, G2, and G3 at the main deck level
over the terrain model without BTS are given in Figure 7a,b, respectively. The longitudinal wind speed
profiles at L/4, L/2 and 3L/4 of the bridge length of grid G1, G2, and G3 over the terrain model without
BTS are shown in Figure 7c. It can be found in Figure 7a that the mean cross-bridge wind speed of
G2 agrees well with that of G3 with a relative error of 23% while the result of G1 departs from the
results of the other two grid generations to a great extent with relative error 116%. Note that the same
tendency can be found in Figure 7b (relative error 41% for terrain model with BTS while 160% without
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BTS) and (c), which means that relative sparse grid generation in the terrain model and computational
domain will cause significant discrepancies in terms of average wind characteristics at bridge site.
Therefore, the grid generation, G2, is considered to be the optimal grid since its amount of grids is less
compared to G3 and the calculation accuracy can be guaranteed.

(a) (b) 

(c) 

Figure 7. Comparisons for average wind characteristics with different grid generations. (a) Mean
cross-bridge wind speed at main deck level; (b) Wind attack angle at main deck level; (c) Longitudinal
wind speed profiles at L/4, L/2 and 3L/4 of the bridge length.

3. Wind Tunnel Test Set-Up

The wind tunnel tests were conducted in the third test section of HD-2 wind tunnel of Hunan
University, Changsha, Hunan, China. HD-2 wind tunnel of Hunan University is 53 m long and 18
m wide, including three test sections. The first test section is 17 m long, 3 m wide, and 2.5 m high,
and the wind speed of the test section was 0~58 m/s, which can be continuously adjusted. The second
test section is 15 m long, 5.5 m wide and 4.4 m high, and the maximum wind speed was 18 m/s. The
third test section was 15 m long, 8.5 m wide and 2 m high, and the maximum wind speed was 15
m/s. Considering the size of the third section of HD-2 wind tunnel, the terrain model centered on
the mid-span of the bridge with a geometric scale of 1:1500 was designed and fabricated to simulate
a region with a diameter of 8 km. The average height of the terrain model was roughly 0.2 m. The
blockage ratio is defined as the ratio of cross-sectional area of the terrain model and the wind tunnel
test section. If the blockage ratio of the terrain model is too large, the inflow cannot develop fully,
leading to inaccurate prediction of the wind field over complex terrain. The blockage ratio of the
terrain model is about 6.27%, which is within the range of 5.0% and 10% required in Design Rules for
Aerodynamic Effects on Bridges published by British.
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To investigate the BTS effects on wind characteristics over mountainous terrain model, the wind
tunnel tests of terrain model with/without BTS were conducted, respectively. The geometric parameters
of the BTS are consistent with these of the CFD simulation model. Figure 8 shows the terrain model
with/without BTS.

  
(a) (b) 

Figure 8. Mountainous terrain model with/without BTS in wind tunnel. (a) Terrain model without BTS;
(b) Terrain model with BTS.

Before the wind tunnel test of terrain model was carried out, the inflow wind speed and turbulence
intensity profiles in the empty wind tunnel section was conducted first. The total height of the
monitoring points was 0.6 m, and the interval between two adjacent monitoring points was 0.03 m.
The first monitoring point was 0.03 m away from the bottom of the wind tunnel section. The wind
speed was measured by Cobra probes from TFI (Turbulent Flow Instrumentation Pty Ltd., Victoria,
Australia). Figure 9 shows the comparison of the wind profile of the incoming wind speed in the empty
wind tunnel section and the wind profile of terrain category B suggested in wind-resistant design
specification for highway bridges (JTG/T 3360-01-2018). As shown in Figure 9a, the measured inflow
wind speed profile in the empty wind tunnel section was closed to the corresponding wind speed
profile of category B. The main reason is that the geometric scale of the terrain model is 1:1500, the
height of the boundary layer of the terrain category B was 0.233 m, which was approximately close to
the boundary layer height in the wind tunnel test section under a uniform inflow condition. It can be
seen from Figure 9b that the longitudinal turbulence intensity was about 3.0% when the height of the
monitoring points is larger than 0.2 m.

U  IUU

(a) (b) 

Figure 9. Wind speed and turbulence intensity profiles at different height. (a) Wind speed profile; (b)
Longitudinal turbulence intensity profile.
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To find out the influence of wind yaw angles on wind characteristics over mountainous terrain,
four cases of wind from the west, south, east, and north were investigated by numerical simulations
and wind tunnel tests, respectively. The wind yaw angle was 0◦ when the inflow enters the terrain
model along the west. Counterclockwise rotation was positive for the wind yaw angle and the detailed
test cases are shown in Figure 3b.

4. Verification of Improved BTS

Due to space limitations, only wind speed, turbulence kinetic energy, and wind attack angle of
case 1 as well as 2, without and with improved BTS are compared to verify its effect.

It can be seen from Figure 10 that when there is improved BTS, wind speed distribution is more
uniform and closer to that of the inflow wind speed profile. Besides, there is no flow separation near
the boundary of the terrain model.

  
(a) (b) 

  
(c) (d) 

Figure 10. Wind speed distribution along the inflow direction near the inlet of the terrain model
without or with improved BTS from CFD simulation (unit: m/s). (a) Case 1 without BTS; (b) Case 2
without BTS; (c) Case 1 with BTS; (d) Case 2 with BTS.

Turbulence kinetic energy (TKE) is a measure of the intensity of turbulence and determines the
ability of the flow to maintain turbulence or become turbulence, thus indicating flow stability. From
Figure 11, it can be concluded that at the inlet of the terrain model without improved BTS, the TKE
with BTS is smaller than that of the terrain model without BTS, which indicates that the improved BTS
is able to reduce turbulence intensity induced by artificial cliffs and uplift the inflow gradually.

  
(a) (b) 

  
(c) (d) 

Figure 11. Turbulence kinetic energy distribution along the inflow direction near the inlet of the terrain
model without or with improved BTS from CFD simulation (unit: m2s−2). (a) Case 1 without BTS; (b)
Case 2 without BTS; (c) Case 1 with BTS; (d) Case 2 with BTS.

Wind attack angles induced by artificial cliffs will have a significant influence on the wind attack
angle at the bridge site, thus reducing wind attack angles at the inlet boundary hold a decisive place in
wind characteristic prediction over complex terrain. As shown in Figure 12, the wind attack angle
at the inlet boundary with the improved BTS is much smaller than that without BTS and is closer to

344



Appl. Sci. 2020, 10, 751

zero, indicating that the improved BTS can reduce the wind attack angle caused by artificial cliffs to a
great extent.

  
(a) (b) 

  
(c) (d) 

Figure 12. Wind attack angle distribution along the inflow direction near the inlet of the terrain model
without or with improved BTS from CFD simulation (unit: ◦). (a) Case 1 without BTS; (b) Case 2
without BTS; (c) Case 1 with BTS; (d) Case 2 with BTS.

In conclusion, by comparing wind speed, turbulence kinetic energy, and wind attack angle near
the inlet of the terrain model without and with improved BTS, the BTS can effectively reduce the
impact of artificial cliffs on wind characteristics after the inlet boundary.

5. Numerical and Experimental Results

According to the wind-resistance design requirements of the bridge, the cross-bridge wind speed,
wind attack angles at main deck level, and longitudinal wind speed profiles at L/4, L/2, and 3L/4 of the
bridge length were analyzed for numerical and experimental cases. In this paper, the positive direction
of cross-bridge wind is from southwest to northeast, and the positive of attack angle is from underside
to upside of the main deck. Here, cross-bridge wind speeds are all normalized by the horizontal
component of the gradient wind speed of inflow wind, namely

VH =
VH

Vre f · cos β
(19)

where VH is the non-dimensional cross-bridge wind speed, VH is the cross-bridge wind speed, Vre f is
the gradient wind speed of inflow above which the wind speed remains unchanged with the increase
of altitude, Vre f = 3.70m/s, and β is the angle between inflow wind direction and perpendicular of the
bridge axis.

Wind attack angle at the main deck level is defined as follows:

α = arctan
(VV

VH

)
(20)

where α is the wind attack angle at main deck level, VV is the vertical wind speed at main deck level,
and VH is the cross-bridge wind speed at main deck level.

5.1. Cross-Bridge Wind Speed at Main Deck Level

The numerical and experimental results of the non-dimensional cross-bridge wind speed at main
deck level under different cases are given in Figure 13. Considering the span layout characteristics
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large-span bridges, it can be roughly divided into three parts along bridge axis; namely, mountain
areas (I, III) and the central canyon area (II).

 
(a) (b) 

(c) (d) 

Figure 13. Non-dimensional cross-bridge wind speed at main deck level under different cases. (a) Case
1; (b) Case 2; (c) Case 3; (d) Case 4.

From Figure 13a, it can be seen that for case 1 (wind blows from the west), the non-dimensional
cross-bridge wind speed at the main deck level varies greatly along the bridge axis. The non-dimensional
cross-bridge wind speed in part III was relatively large, while that in part I was relative small. For
experimental results, the cross-bridge wind speed of the terrain model with BTS was generally larger
than that of the terrain model without BTS. For case 1, due to the topographic effects, there was a
certain deviation between the numerical simulation results of the cross-bridge wind speed at the main
deck level and the experimental results.

From Figure 13b, it can be seen that for case 2 (wind blows from the south), the non-dimensional
cross-bridge wind speed at the main deck level varies along the bridge axis. The non-dimensional
cross-bridge wind speed in part III is relatively large, while the cross-bridge wind speed in part I was
relative small. For experimental results, the cross-bridge wind speed of the terrain model with BTS
was generally larger than that of the terrain model without BTS. The numerical simulation results also
show the same trend.

From Figure 13c, it can be seen that for case 3 (wind blows from the east), the non-dimensional
cross-bridge wind speed at the main deck level varies little along the bridge axis. The non-dimensional
cross-bridge wind speed in part III was relatively large, while the non-dimensional cross-bridge
wind speed in part I is relatively small. For both the experimental results and numerical results,
the cross-bridge wind speed of the terrain model with BTS was generally larger than that of the
terrain model without BTS. Besides, it can be seen from Figure 13c that little difference of the wind
characteristics with and without improved BTS was found, which indicated that the effect of improved
BTS depends on the inflow direction. The altitude in the east over the complex terrain was high. When
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the height difference between the inlet boundary and the bridge site is large, the flow separation is
severe and the effect of the improved BTS on flow separation is limited. Thus, the relation between the
height difference and the improved BTS can be evaluated in future research.

From Figure 13d, it can be seen that for case 4 (wind blows from the north), the non-dimensional
cross-bridge wind speed at the main deck level varies little along the bridge axis. For experimental
results, the cross-bridge wind speed of the terrain model with BTS is generally smaller than that of the
terrain model without BTS in part II. For numerical simulation results, the cross-bridge wind speed of
the terrain model with BTS was generally larger than that of the terrain model without BTS in part II.

In conclusion, in cases 1 to 3, the wind tunnel test results of the terrain model show that the
cross-bridge wind speed ratio at the main deck level of the terrain model with the improved BTS was
relatively larger than that of the terrain model without BTS. A similar tendency can be found from
numerical results of the terrain model with/without BTS. Thus, if the there is no improved BTS in front
of the terrain model, the cross-bridge design wind speed of the bridge deck may be underestimated. It
is recommended to use the improved BTS for terrain model boundary correction.

The statistical values of numerical results and experimental results of non-dimensional cross-bridge
wind speed at main deck level under different cases are shown in Figure 14. It can be seen from
Figure 14 that though there are some discrepancies between the wind tunnel tests results and numerical
simulation results, the majority of the data is located within relative errors of 30%. This kind of error is
indeed unavoidable because the scale of terrain model was small which made it a challenge to place
the model in the exact center of the test section and find the accurate monitoring point positions as
CFD simulation did. Thus, the wind tunnel test results can be regarded as accurate ones, and the
results from CFD simulations can be used for qualitative analysis.

 
(a) (b) 

Figure 14. Numerical results vs. experimental results of non-dimensional cross-bridge wind speed at
main deck level under different cases. (a) Case 1 and 2; (b) Case 3 and 4.

5.2. Wind Attack Angles at Main Deck Level

The numerical and experimental results of the wind attack angle at main deck level of the bridge
for different cases are given in Figure 15. From Figure 15a, it can be seen that for case 1 (wind blows
from the west), the wind attack angle at the main deck level of the bridge varied greatly along the
bridge axis, which can be roughly divided into three parts; namely, mountain areas (I, III) and the
central canyon area (II). For experimental results, the wind attack angles at the main deck level of the
terrain model with BTS is about −15◦~−10◦ in part II, while the wind attack angles at the main deck
level of the terrain model without BTS is −20◦~−5◦ in part II. For numerical results, the wind attack
angles at the main deck level of the terrain model with BTS was about −10◦~0◦, while the wind attack
angles at the main deck level of the terrain model without BTS was −7.5◦~5◦.
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(a) (b) 

 
(c) (d) 

Figure 15. Wind attack angle at main deck level of wind tunnel tests and CFD simulation. (a) Case 1;
(b) Case 2; (c) Case 3; (d) Case 4.

From Figure 15b, it can be seen that for case 2 (wind blows from the south), the wind attack angle
at the main deck level of the bridge changes along the bridge axis. For experimental results, the wind
attack angles at the main deck level of the terrain model with BTS was about −5◦~0◦ in part II, while
the wind attack angles at the main deck level of the terrain model without BTS was −5◦~10◦ in part II.
For numerical results, the wind attack angles at the main deck level of the terrain model with BTS was
about −12◦~2◦, while the wind attack angles at the main deck level of the terrain model without BTS
was about 0◦~10◦.

From Figure 15c, it can be seen that for case 3 (wind blows from the east), for experimental results,
the wind attack angles at the main deck level of the terrain model with BTS were about 5◦~12◦in part
II, while the wind attack angles at the main deck level of the terrain model without BTS were 1◦~12◦ in
part II. For numerical results, the wind attack angles at the main deck level of the terrain model with
BTS are about 0◦~3◦, while the wind attack angles at the main deck level of the terrain model without
BTS were about −7◦~−2◦.

From Figure 15d, it can be seen that for case 4 (wind blows from the north), the experimental
results of the wind attack angles at the main deck level of the terrain model with BTS were about
−10◦~7◦, while the wind attack angles at the main deck level of the terrain model without BTS were
about 3◦~ 5◦. For numerical simulation results, the wind attack angles at the main deck level of the
terrain model with BTS were about −0.5◦~7.5◦, while the wind attack angles at the main deck level of
the terrain model without BTS were about −0.5◦~10◦.

In general, both numerical simulation and experimental results under different cases show that
the range of the wind attack angles at the main deck level in part II with BTS is smaller than that of the
terrain model without BTS. The reason is that the existence of the BTS effectively reduces the influence
of artificial cliffs. Thus, the turbulence development of wind field with BTS is more sufficient than that
without BTS; the wind attack angles with BTS are smaller than that without BTS.

The statistical values of numerical and experimental results of the wind attack angles at main
deck level under different cases are shown in Figure 16. It can be seen from the Figure 16 that though
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there are some discrepancies between the wind tunnel tests and numerical simulation, the majority of
the deviation is located within relative errors of 30%.

(a) (b) 

Figure 16. Numerical results vs. experimental results of wind attack angles at main deck level under
different cases. (a) Case 1 and 2; (b) Case 3 and 4.

5.3. Wind Profiles at L/4, L/2 and 3L/4 of Bridge Length

The longitudinal wind speed ratio is defined as the measured longitudinal wind speed above the
terrain model divided by longitudinal wind speed of the corresponding inflow boundary layer. The
numerical and experimental results of longitudinal wind speed ratio profiles at L/4, L/2 and 3L/4 of the
bridge length are given in Figures 17–19. As shown in Figures 17–19, the longitudinal wind speed ratio
at different positions, namely L/4, L/2 and 3L/4 of the bridge length, generally increase with height.

As shown in Figure 17, the experimental results of longitudinal wind speed ratio were larger than
the numerical results at L/4 of bridge length for case 1 (wind blows from the west) and case 4 (wind
blows from the north), respectively. The experimental results of longitudinal wind speed ratio were
slightly larger than the numerical results at L/4 of bridge length for case 2 (wind blows from the south)
and case 3 (wind blows from the east), respectively. The experimental results of the longitudinal wind
speed ratio at L/4 of the bridge length shows that the longitudinal wind speed ratio of terrain model
with BTS were larger than that of the terrain model without BTS for different cases. The numerical
results at L/4 of the bridge length shows that the longitudinal wind speed ratio of terrain model with
BTS were slightly larger than that of terrain model without BTS under cases 2 to 4, except for case 1.

As shown in Figure 15, the experimental results of longitudinal wind speed ratio at L/2 of bridge
length were larger than the numerical results for case 1 (wind blows from the west) and case 2 (wind
blows from the north), respectively. The experimental results of longitudinal wind speed ratio were
close to the numerical results for case 3 (wind blows from the east) and case 4 (wind blows from
the north), respectively. The experimental results of the longitudinal wind speed ratio at L/2 of the
bridge length shows that the longitudinal wind speed ratio of terrain model with BTS were larger than
that of the terrain model without BTS for cases 1 to 3, except for case 4. The numerical results of the
longitudinal wind speed ratio at L/2 of the bridge length shows that the longitudinal wind speed ratio
of terrain model with BTS were slightly larger than that of terrain model without BTS under cases 1, 2,
and 4, except for case 3.
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Figure 17. Numerical and experimental results of longitudinal wind speed ratio profiles at L/4.

Figure 18. Numerical and experimental results of longitudinal wind speed ratio profiles at L/2.

Figure 19. Numerical and experimental results of longitudinal wind speed ratio profiles at 3L/4.

As shown in Figure 16, the experimental results of longitudinal wind speed ratio at 3L/4 of bridge
length are close to the numerical results for cases 2 to 4. The experimental results of longitudinal wind
speed ratio at 3L/4 of bridge length were smaller than the numerical results for case 1. The experimental
results shows that the longitudinal wind speed ratio of terrain model with BTS were slightly smaller
than that of the terrain model without BTS for case 1 while the longitudinal wind speed ratios of the
terrain model with BTS were slightly larger than that of the terrain model without BTS for cases 2 to 4.

The statistical values of the numerical and experimental results of longitudinal wind speed ratio at
L/4, L/2 and 3L/4 under different cases are given in Figures 20–22. From Figure 20a, it can be seen that
the relative error between numerical and experimental results of longitudinal wind speed ratios at L/4
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of the bridge length under case 1 with/without BTS were about 50%, while the relative error between
numerical and experimental results of longitudinal wind speed ratios at L/4 of the bridge length under
case 2 with/without BTS were about 30%. From Figure 20b, it can be seen that the relative error between
numerical and experimental results of longitudinal wind speed ratio at L/4 of the bridge length under
case 3 and 4 with/without BTS were about 30%. As shown in Figure 18, the relative error between
numerical and experimental results of longitudinal wind speed ratios at L/2 of the bridge length under
different cases with/without BTS were less about 30% except for case 3 with BTS. From Figure 22, the
relative error between numerical and experimental results of longitudinal wind speed ratios at 3L/4 of
the bridge length under different cases with/without BTS were less than 30%. In general, it can be seen
from the Figures 20–22 that though there were some discrepancies between the wind tunnel tests and
numerical simulation, the majority of the data are located within relative errors of 30%.

 
(a) (b) 

Figure 20. Numerical results vs. experimental results of longitudinal wind speed ratio at L/4 under
different cases. (a) Case 1 and 2; (b) Case 3 and 4.

 
(a) (b) 

Figure 21. Numerical results vs. experimental results of longitudinal wind speed ratio at L/2 under
different cases. (a) Case 1 and 2; (b) Case 3 and 4.
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(a) (b) 

Figure 22. Numerical results vs. experimental results of longitudinal wind speed ratio at 3L/4 under
different cases. (a) Case 1 and 2; (b) Case 3 and 4.

6. Conclusions

To study the wind characteristics over mountainous terrain, the Xiangjiang Bridge site was
employed in this paper. The improved boundary transition sections were adopted to reduce the
influence of the artificial cliffs on the edge of the terrain model on the wind characteristics at the bridge
site over the mountainous terrain. The mean cross-bridge wind speed and wind attack angles at
the main deck level, longitudinal wind speed profiles at L/4, L/2, and 3L/4 of the bridge length were
investigated in detail with the assistance of numerical simulations and wind tunnel tests. The main
conclusions are summarized as follows:

1. The cross-bridge wind speeds and wind attack angles at the main deck level of the bridge
at mountainous terrain site vary greatly along the bridge axis. Considering the span layout
characteristics large-span bridges, it can be roughly divided into three parts along bridge axis,
namely, mountain areas (I, III) and central canyon area (II). The changes in wind characteristics
near the mountain areas (I, III) were relatively large, while the changes in wind speed and wind
attack angles in the central canyon area (III) were relatively small.

2. Experimental and numerical results show that the cross-bridge wind speed at the main deck level
of the mountainous terrain model with BTS was generally larger than that of the mountainous
terrain model without BTS in the central canyon area (II) for most cases, which needs to be paid
special attention in wind-resistance design of the bridge. If there is no improved BTS in front of
the terrain model, the cross-bridge design wind speed of the bridge deck may be underestimated.

3. In general, the range of wind attack angles at the main deck level of the mountainous terrain
model with BTS within 1/4 to 3/4 of the bridge length; namely, in the central canyon area (II), are
smaller than the range of wind attack angles of the mountainous terrain model without BTS. It is
recommended to use the improved BTS for terrain model boundary correction.

4. The longitudinal wind speed ratio at different positions; namely, L/4, L/2 and 3L/4 of the bridge
length, generally increase with height. The longitudinal wind speed ratio of the terrain model
with BTS at L/4, L/2 and 3L/4 of the bridge length are larger than that of the terrain model without
BTS for most cases.

5. In general, there are some discrepancies between the numerical results and wind tunnel tests
results of wind characteristics, namely cross-bridge wind speed ratios, wind attack angles, and
longitudinal wind speed ratios at L/4, L/2, and 3L/4 of the bridge length, but the maximum relative
error between numerical and experimental results for most cases is about 30%.
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Abstract: During the construction stage of the small radius TBM (tunnel boring machine) interval,
the improper control of the boring parameters and the boring posture can cause the horizontal axis
deviation of the shield tunnel. In order to address this issue, the TBM segments lining structure of the
small radius interval is simplified as the continuous circular curved beam based on the longitudinal
equivalent continuous model and Winkler elastic foundation beam theory. The theoretical model is
solved through the transfer matrix method, and its applicability is verified by comparing it with the
field monitoring data. It is found that the horizontal axis deviation of the completed tunnel increases
with the total jack thrust, and the lateral displacement tends to be stable when the distance between
the ring and the tail is far. The horizontal axis deviation has a negative relationship with the thrust
difference or path difference when the jack thrust in the outside of the shield curve is larger than that
of inside the shield curve. The horizontal axis deviation has a positive relationship with the thrust
difference or path difference when the jack thrust in the outside of the shield curve is smaller than
that of inside the shield curve.

Keywords: small radius TBM interval; equivalent continuous model; Winkler elastic foundation
beam theory; transfer matrix method; horizontal axis deviation

1. Introduction

Tunnel boring machine (TBM) technology has been widely used for the construction of the urban
subway tunnel. The longitudinal performance research of the TBM tunnel based on the equivalent
continuous model and elastic foundation theory is a hotspot. The longitudinal affects the safe operation
of the subway, which has also been widely studied through field monitoring, numerical analysis
and analytical solution [1–5]. The research on the tunnel longitudinal performance focuses on the
longitudinal settlement and horizontal axis deviation, which are caused by the coupling effects of
multi-load [6–9].

Koizumi et al. [10] and Shiba et al. [11] were the pioneers developing the analytical solution for
calculating the longitudinal settlement based on longitudinal bending stiffness. Elastic foundation
models such as the Winkler model [12], the Pasternak model [13], and the Kerr model [14] are the
most widely used theoretical calculation models in the longitudinal deformation research of tunnels.
After that, the generalized longitudinal equivalent continuous model was proposed by Zhang et al. [15].
Li et al. [16] proposed the model considering the mechanical behavior of blots. Shiba et al. [17] and
Talmon and Bezuijen [18] used the continuous elastic beam to simulate the longitudinal structure model
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of the shield tunnel, which can analyze the longitudinal property of the shield tunnel. Yu et al. [19]
derived an analytical solution for the longitudinal bending stiffness of a segmental liner, which was
mainly utilized in the shield tunnels. This method is verified by the simulation results from the finite
element program.

The longitudinal settlement mechanism of the tunnel can also be analyzed by the two-dimensional
and three-dimensional numerical simulation methods [20–22]. Huang et al. [23] developed a
finite element method for analyzing the longitudinal performance of shield tunnels considering
the longitudinal variation of geotechnical parameters. Yuan et al. [9] analyzed the deformation of
the shield tunnel and the surrounding soil by building a three-dimensional model of shield tunnel.
A numerical model was established to simulate the earth pressure balance (EPB) in excavation
processes—the simulation results were compared with those obtained by the field measurement [24,25].

Also, field monitoring is an important method to analyze the longitudinal settlement of the shield
tunnel. Ocak [26] studied the relationship between shield parameters and the shield surface settlement
through field surface settlement measurements. Fargnoli et al. [27] collected the measurements of
tunneling-induced settlements during the construction of the new Milan underground line 5, which
were back analyzed with the method of the classical Gaussian empirical expression. Then, the detailed
description of the EPB tunneling performance in the transverse and longitudinal directions could
be achieved.

The research on the longitudinal performance of shield tunnels is mainly focused on the
longitudinal settlement of tunnels. Limited research has been conducted on the problem of horizontal
axis deviation of the small radius TBM interval construction.

In the design of urban subway lines, the sharp curve of the shield tunnel with a small curvature
radius is usually adopted to avoid the adverse geological conditions and surrounding existing
buildings [28,29]. When the curvature radius is less than 40 times of the TBM’s diameter, the construction
difficulty and quality risk will be increased significantly. The damage caused by the horizontal axis
deviation of the constructed tunnel is particularly prominent, which can easily affect the assembly
quality of the segments. The horizontal axis deviation can result in tunnel mud leakage and local
structural damage, which pose a severe threat to the safety of metro operation. Therefore, it is of great
significance to study the effect of the construction load on the horizontal axis deviation of a small
radius TBM interval tunnel.

The objective of this paper is to propose a solution of the tunnel horizontal axis deviation of small
radius TBM interval with the transfer-matrix method, which is based on generalized longitudinal
equivalent continuum model and Winkler elastic foundation beam theory. The applicability of the
calculation model is verified through the monitored data in the field. The factors such as the jack thrust
and shield posture affecting the tunnel horizontal axis deviation are analyzed.

2. Generalized Longitudinal Equivalent Continuous Model

2.1. Model Description

The prefabricated segment lining structure used in the TBM tunnel has a large number of
longitudinal joints, which makes the deformation mechanism of the lining structure complicated.
Various theoretical models for longitudinal deformation calculation have simplified the joint structures.
Among these models, the longitudinal equivalent continuous model proposed by Shiba et al. [17]
has the most extensive application. The tunnel cross-section is assumed as a homogeneous ring,
and the tunnel longitudinal integral rigidity is also reduced when considering the joints. The tunnel is
simplified as a uniform continuous beam with the equivalent stiffness on the elastic foundation.

Traditional models ignore the impacts of deformation of the tunnel cross-section and the limitation
of the influential region of the longitudinal joints, which leads to the lower longitudinal effective
rigidity ratio compared with the measured value. The generalized longitudinal equivalent continuous
model [15] is adopted to calculate the longitudinal equivalent bending rigidity of the TBM tunnel

358



Appl. Sci. 2020, 10, 784

segment lining structure in this paper. This model takes account of the influential region of the joints
and lateral stiffness.

2.2. Basic Assumptions

Some assumptions are proposed in the generalized longitudinal equivalent continuous model:

(a) The initial cross-section is uniform circular and develops into ellipse under the pressure of
surrounding rock.

(b) The cross-section before and after deformation is always plane under the longitudinal bending.
(c) The stress distribution along the tunnel axial keeps unchanged on the neutral axis and inside the

lining ring. One side of the neutral axis is under tension while the other side is under compression.
The variation of the stress of lining structure along the thickness is ignored.

(d) The bolts discretely distributed along the ring are transformed into continuously distributed
bolt-ring, which can connect the annular gap. The stiffness of bolt-ring is uniformly distributed
along the longitudinal length and radial thickness of the joints. The equivalent stiffness of bolt
rings kj is as follows [30].

kj =
nkji

2πRt
=

nEjAj

2πRtl
, (1)

where kji is the elastic stiffness coefficient of a single bolt, n is the number of bolts inside the ring,
R is the average of the internal and external diameter of the segment, t is the thickness of the
segment, Ej is the elastic modulus of the bolt, Aj is the cross-section area of the bolt, and l is the
interaction length of the bolt.

(e) The influence coefficient of the annular gap λ is introduced, and the influence scope of the annular
gap is λl. When λ < 1, the interaction length of ring direction joints within the influence scope
of the annular gap is λl; when λ ≥ 1, the interaction length of ring direction joints within the
influence scope of the annular gap is l.

(f) Within the influence scope of the annular gap, the lining ring undertakes all the compressive
stress caused by bending, and the tensile stress is jointly undertaken by equivalent bolt-ring and
segment lining ring. Outside the influence scope of the annular gap, the tensile and compressive
stresses caused by bending are both undertaken by the segment lining ring.

2.3. Longitudinal Equivalent Bending Stiffness

Under the longitudinal bending, when the tensions of the bolts are all smaller than the elastic
limit Py, the whole segment is in the elastic state. Figures 1 and 2 show the longitudinal deformation
and stress distribution of the segment inside and outside the influence scope of annular gaps. a and b
are the long half axis and short half axis of the ellipse respectively, the ellipse is the cross-section of
the segment under surrounding rock pressure, φ shows the position of neutral axis, c is the distance
between neutral axis and y-axis, ds is the length of the micro-segmentation, dβ is the corresponding
angle and x is the distance between neutral axis and the micro-segmentation, εt is the tension strain of
the segment and εc is the compressive strain of the segment, M is the bending moment, Ec is the elastic
modulus of tunnel reinforced concrete segment and δ is the displacement; ls is the segment length
between the centerline of the two-segment rings and θ is the rotation angle.
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Figure 1. Diagram of stress and deformation of the lining within the influence range of annular
gaps [16].

Figure 2. Diagram of stress and deformation of the lining outside the influence range of annular
gaps [16].

Based on the basic assumptions, the equilibrium equation, the deformation compatibility equation,
and the tunnel equivalent bending stiffness (EI)eq can be obtained [31].

(EI)eq =
Mls
θ

=
Mls

M
EcZ1
λl +

EckjZ2
λEc+λkjl

+
M(ls−λl)

EcIc

= EcIc
ls

EcIc
EcZ1
λl +

EckjZ2

λ(Ec+kjl)

+ (ls − λl)
. (2)

The longitudinal stiffness effective rate η is [32],

η =
(EI)eq

EcIc
, (3)

where [16],

Z1 =
(a+b)b2t( π2 −ϕ)

2 +
(a+b)3t sin2 ϕ( π2 −ϕ)

4 +
(a+b)b2t sin 2ϕ

4 − (a+b)2bt sin 2ϕ
2

Z2 =
(a+b)b2t( π2 +ϕ)

2 +
(a+b)3t sin2 ϕ( π2 +ϕ)

4 − (a+b)b2t sin 2ϕ
4 +

(a+b)2bt sin 2ϕ
2

Ic is the inertia moment of tunnel segment cross-section; t is the thickness of lining ring.
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3. Elastic Foundation Beam Model Used in the Small Radius TBM Interval

3.1. Model Description

The elastic foundation model is the most widely used theoretical model in the study of
tunnel longitudinal deformation, mainly it has three categories: (a) Winkler foundation model [12],
the foundation is regarded as a series of independent springs. The soil properties are manifested
by the stiffness of the spring. (b) Pasternak model [13], an incompressible shear layer, only having
horizontal shear deformation, is added in the Winkler foundation model. The shearing between
springs is considered in the Pasternak model. (c) Kerr model [14], the spring layer, is added based on
the Pasternak model. In contrast, the parameters in the Winkler foundation model are straightforward.
When the compressible strata are thin and a hard layer exists, the calculation results based on the
Winkler foundation model agree well with the real present situation. Therefore, the Winkler foundation
model is selected to calculate the horizontal axis deviation of a small radius TBM tunnel subjected to
construction loading. The lining structure of TBM segments in the small radius interval is simplified
as the continuous circular curved beam on the Winkler foundation based on the equivalent elastic
foundation beam theory (Figure 3). qr is the radial linear load on the curved beam; qt is the tangential
linear load on the curved beam. Φ is the arbitrary angle on the circular curved beam; p is the
concentrated force.

Figure 3. Schematic diagram of the circular curved beam on the Winkler elastic foundation [33].

3.2. Basic Assumptions

Some basic assumptions are:

(a) The small radius internal segment is regarded as the Euler-Bernoulli circular curved beam on the
Winkler foundation.

(b) The material of the curved beam is the linearly elastic body and conforms to the Hook’s law.
(c) The curvature radius of the curved beam neutral axis keeps unchanged after deformation.
(d) One end of the segment, away from shield tail and anchored in the surrounding rocks by grouting,

is simplified as the fixed support.
(e) The modified longitudinal equivalent continuous model is used to solve the longitudinal

equivalent stiffness of the segment lining.

3.3. Model Solution

The uniform cross-section circular curved beam on the Winkler elastic foundation is depicted
in Figure 4. The microelement body of the circular curved beam on the Winkler elastic foundation
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is shown in Figure 5. The equivalent equation of the microelement body, ignoring the high order,
is shown below [32].

dQ
dx

= p−N
R
− qr, (4)

dN
dx

=
Q
R
− qt, (5)

dM
dx

= Q, (6)

where Q is the shear force; N is the axial force.
For simplification, the effect of axial force on the deformation is neglected. Then, the deflection

differential equation of the circular curved beam is obtained [34],(
d2y
dx2 +

y
R2

)
+

M
EI

= 0, (7)

Combining Equations from (4) to (7), we can get deflection differential equation of the circular
curved beam, which ignores the tangential deformation [34],

d5y

dΦ5 + 2
d3y

dΦ3 + μ2 dy
dΦ

=
R4

EI

(
dqr

dΦ
+ qt

)
, (8)

where EI is the bending stiffness of the tunnel, μ2 is the coefficient, μ2 = 1 + R4DK/EI, K is the coefficient
of foundation bedding, D is the width of the curved beam cross-section, R is the curvature radius of
the curved beam.

When there is no load on the beam span, the Equation (8) can be changed into,

d5y

dΦ5 + 2
d3y

dΦ3 + μ2 dy
dΦ

= 0. (9)

This is the homogenous fifth-order differential equation with constant coefficients, whose general
solution is as below [34],

y(Φ) = C1 + (C2chαΦ + C3shαΦ) cos βΦ + (C4chαΦ + C5shαΦ)sinβΦ, (10)

where,

α =

√
(μ− 1)

2
, β =

√
(μ+ 1)

2
;

C1–C5 are undetermined coefficients, obtained by loading and boundary conditions.
With the successive derivation of Equation (10), we can obtain analytical expressions of the

rotation angle θ, the bending moment M, the shear force Q, the axial force N. With the initial condition
of the beam, we can get the solutions of undetermined coefficients C1–C5, the general solution of the
defection differential equation can be converted into the below equation [34],

y(Φ) = y0Fy1(Φ) + θ0Fy2(Φ) + M0Fy3(Φ) + Q0Fy4(Φ) + N0Fy5(Φ), (11)
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where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Fy1(Φ) =
2αβ

1+2αβ +
1

1+2αβW1(Φ) + R4kD
EI(1+2αβ)W2(Φ)

Fy2(Φ) = α
α2+β2 W2(Φ) +

β
α2+β2 W3(Φ)

Fy3(Φ) = R2

(1+2αβ)EI W1(Φ) − R6kD
2αβ(1+2αβ)(EI)2 W4(Φ)

Fy4(Φ) = R3

2EIa(α2+β2)
W2(Φ) − R3

2EIβ(α2+β2)
W3(Φ)

Fy5(Φ) = − R3

2αβEI W4(Φ)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
W1(Φ) = ch(αΦ) cos(βΦ)

W2(Φ)= sh(αΦ) cos(βΦ)

W3(Φ) = ch(αΦ) sin(βΦ)

W4(Φ) = sh(αΦ) sin(βΦ)

When the arbitrary point on the curved span has the concentrated moment Mi, the concentrated
force Pi, the radial distribution load qri, the tangential distribution load qti, the external load on the
beam span can be regarded as the partial initial parameters. Therefore, additional deflection caused by
the concentrated moment Mi is as below [34],

y(Φ)Mi
= MiFy3

(
Φ −ΦMi

)(
Φ ≥ ΦMi

)
, (12)

The additional defection caused by the concentrated force Pi when Φ ≥ ΦPi is shown below [34],

y(Φ)Pi
= −PiFy4

(
Φ −ΦPi

)(
Φ ≥ ΦPi

)
, (13)

The additional defection caused by the radial distribution load qri whenΦ≥Φai can be obtained [34],

y(Φ)qti
= −D

∫ Φ

Φci

qt(δ)Fy5(Φ − δ)dδ(Φ ≥ Φci), (14)

When Φ ≥ Φbi, the integral upper limit Φ = Φbi is selected.
The additional defection caused by the tangential distribution load qti when Φ ≥ Φci can also be

obtained [34],

y(Φ)qt
= −D

∫ Φ

Φc

qt(δ)Fy5(Φ − δ)dδ(Φ ≥ Φc), (15)

When Φ > Φdi, the integral upper limit Φ = Φdi is selected.
With the initial conditions while Φ = 0 and the above external load, the deflection of the curved

beam at any points can be achieved [34],

y(Φ) = y0Fy1(Φ) + θ0Fy2(Φ) + M0Fy3(Φ) + Q0Fy4(Φ) + N0Fy5(Φ) +
nM∑
i=1

MiFy3
(
Φ −ΦMi

)
−

nP∑
i=1

PiFy4
(
Φ −ΦPi

)
−

nqr∑
i=1

D
∫ Φ

Φai
qri(δ)Fy4(Φ − δ)dδ−

nqt∑
i=1

D
∫ Φ

Φci
qti(δ)Fy5(Φ − δ)dδ

(16)

With the same procedure, we can obtain the analytical expressions of rotation angle θ, bending
moment M, shear force Q, and axial force N when some loads are acting on the beam span.

The TBM tunnel segment experiences leaving the shield tail, pea gravel backfilling, and grouting
in turn. There are differences in the stiffness of the medium near the segment and the deformation of
segment cross-section with loading. Therefore, the bending of the limited length variable cross-section
circular curved beam on the inhomogeneous Winkler foundation needs further discussion.
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Figure 4. Uniform cross-section circular curved beam on the Winkler elastic foundation [35].

Figure 5. Diagram of force analysis on the microelement body [35].

Figure 6 shows the equal section circular curved beam subjected to the distributed load on the
homogeneous Winkler foundation. The analytical expressions of the displacement and the internal
force can be expressed in the following matrix form [34].

A(Φ)5×1= B(Φ)5×5A(0)5×1 + C(Φ)5×1 + D(Φ)5×1, (17)

where,
A(Φ)5×1 = [y(Φ),θ(Φ), M(Φ), Q(Φ), N(Φ)]T;

B(Φ)5×5 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Fy1(Φ) Fy2(Φ) Fy3(Φ) Fy4(Φ) Fy5(Φ)

Fθ1(Φ) Fθ2(Φ) Fθ3(Φ) Fθ4(Φ) Fθ5(Φ)

FM1(Φ) FM2(Φ) FM3(Φ) FM4(Φ) FM5(Φ)

FQ1(Φ) FQ2(Φ) FQ3(Φ) FQ4(Φ) FQ5(Φ)

FN1(Φ) FN2(Φ) FN3(Φ) FN4(Φ) FN5(Φ)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;

A(0)5×1 = [y0,θ0, M0, Q0, N0]
T;

C(Φ)5×1 =
[
Cy(Φ), Cθ(Φ), CM(Φ), CQ(Φ), CN(Φ)

]T
;

D(Φ)5×1 =
[
Dy(Φ), Dθ(Φ), DM(Φ), DQ(Φ), DN(Φ)

]T
;
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The elements in the matrix C(Φ)5×1 are as follows [34],⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Cy(Φ) = −D
∫ Φ

Φa
qr(δ)Fy4(Φ − δ)dδ

Cθ(Φ) = −D
∫ Φ

Φa
qr(δ)Fθ4(Φ − δ)dδ

CM(Φ) = −D
∫ Φ

Φa
qr(δ)FM4(Φ − δ)dδ

CQ(Φ) = −D
∫ Φ

Φa
qr(δ)FQ4(Φ − δ)dδ

CN(Φ) = −D
∫ Φ

Φa
qr(δ)FN4(Φ − δ)dδ

;

The elements in the matrix D(Φ)5×1 are as follows [34],⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Dy(Φ) = −D
∫ Φ

Φa
qt(δ)Fy5(Φ − δ)dδ

Dθ(Φ) = −D
∫ Φ

Φa
qt(δ)Fθ5(Φ − δ)dδ

DM(Φ) = −D
∫ Φ

Φa
qt(δ)FM5(Φ − δ)dδ

DQ(Φ) = −D
∫ Φ

Φa
qt(δ)FQ4(Φ − δ)dδ

DN(Φ) = −D
∫ Φ

Φa
qt(δ)FN4(Φ − δ)dδ

;

The curved beam is divided into n sections into the abruptly changed sections of bending stiffness
and foundation bedding coefficient, in the action points of the concentrated force and moment, and the
starting action points of the distributed loading. There are concentrated moments Mi and concentrated
forces Pi at the junctures Φ = Φi (i = 0, 1, 2, . . . , n) of the adjacent curved beams. Each curved beam
section has radial distributed load qri(Φ) and tangential distributed load qti(Φ).

For curved beam i, in the interval Φi−1
+ ≤ Φ < Φi

−,

Ai(Φ−)5×1 = Bi(Φ −Φi−1)5×5Ai
(
Φ+

i−1

)
5×1

+ Ci(Φ −Φi−1)5×1

+Di(Φ −Φi−1)5×1(i = 1, 2, . . . , n− 1, n)
, (18)

where the α, β, K, EI in the factor expression should be corresponding to the αi, βi, Ki, and (EIeq)i in
section i.

The interface between section i−1 and section i, the cross-section Φi−1, the Equation based on the
deformation consistency and force equilibrium is as follows,

Ai
(
Φ+

i−1

)
5×1

= Ai−1
(
Φ−i−1

)
5×1

+ Ei−1(i = 2, 3, . . . , n− 1, n), (19)

where,
Ei−1 = [0, 0, Mi−1, Pi−1, 0]T(i = 2, 3, . . . , n− 1, n);

The calculation results at the end of curved beam i−1 can be regarded as the initial condition of
the curved beam i (2 ≤ i ≤ n), then we can obtain,

Ai(Φ−)5×1 = B̃(Φ−)5×5A1
(
Φ+

0

)
5×1

+ C̃(Φ−) + D̃(Φ−)(i = 2, 3, . . . , n− 1, n), (20)

where,
B̃(Φ) = Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2) . . .B1(Φ1 −Φ0);

C̃(Φ) = Ci(Φ −Φi−1) + Bi(Φ −Φi−1)[Ci−1(Φi−1 −Φi−2) + Ei−1]

+Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2)[Ci−2(Φi−2 −Φi−3) + Ei−2]

+ . . .
+Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2) . . .B3(Φ3 −Φ2) × [C2(Φ2 −Φ1) + E2]

+Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2) . . .B3(Φ3 −Φ2)B2(Φ2 −Φ1)
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D̃(Φ) = Di(Φ −Φi−1)

+Bi(Φ −Φi−1)[Di−1(Φi−1 −Φi−2) + Ei−1]

+Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2)[Ci−2(Φi−2 −Φi−3) + Ei−2]

+ . . .
+Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2) . . .B3(Φ3 −Φ2) × [D2(Φ2 −Φ1) + E2]

+Bi(Φ −Φi−1)Bi−1(Φi−1 −Φi−2) . . .B3(Φ3 −Φ2)B2(Φ2 −Φ1)

When i = n and Φ0
+ = 0, Φn− = Φmax, the following equation can be achieved based on

Equation (20),
A(Φmax)5×1 = B̃(Φmax)5×5A(0)5×1 + C̃(Φmax) + D̃(Φmax). (21)

The unknown initial parameters in matrix A(0)5×1 can be solved with Equation (21) based on
the boundary conditions of the two ends of the curved beam. Putting all the initial parameters at the
initial section into the Equation (20), we can obtain the deflection, rotation angle, moment, shear force
and axial force at the arbitrary angle Φ of the circular curved beam when the foundation bedding
coefficient and bending stiffness stepped change.

Figure 6. Sectional schematic diagram of the circular curved beam.

4. Analysis of Engineering Example

4.1. Engineering Description

The entrance/exit tunnel MRDK0+457.8~688.2 of Min-Le parking lot belongs to the Shenzhen rail
transit line 6 phase II, which is a small radius TBM internal with the curvature radius R = 300 m (as
illustrated in Figure 7).

Figure 7. TBM construction interval with the small radius tunnel.

The reinforced concrete (C50) universal wedge-shaped segments with a ring width of 1.2 m
are utilized for the tunnel lining structure. The outer and inner diameters are 6200 mm and 5400
mm, respectively, and the thickness is 400 mm. The rings are connected by ten longitudinal bending
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bolts (M24). There are a total of 192 rings in the interval. The No. 1 and 2 segments are wrapped
by the shield tail brush and sealing materials, the elastic resistance coefficient of foundation at the
shield tail k1 = 100 kPa/m; The No. 3 to 5 segments have finished the backfilling of the bottom part
by pea gravel, then the elastic resistance coefficient of foundation k2 = 292 MPa/m; The No. 6 to 10
segments have already finished the backfilling of the sidewall by pea gravel, then the elastic resistance
coefficient of foundation k3 = 1701 MPa/m; The No. 11 to 96 segments are in the slightly weathered
cataclasite formation, then the elastic resistance coefficient of foundation k4 = 1993 MPa/m; The No. 97
to 120 segments are in the slighted weathered granite formation, the elastic resistance coefficient of
foundation k5 = 4770 MPa/m; The No. 121 to 192 segments are in the section where the grout is not
solidified, the elastic resistance coefficient of foundation k6 is linearly changed, and finally reaching to
10,309 MPa/m. The tangential resistance in the model is provided by the friction between the segments
and the surrounding medium. The frictional coefficient between the shield tail brush and the segment
is 0.3, and the frictional coefficient between the pea gravel and the segment is 0.5. The action sphere of
the tangential resistance can be solved through condition N(Φqt) = 0.

The influence range coefficient of the annular gap λ is set as 0.2 in this paper, and the generalized
longitudinal equivalent continuous model is utilized to calculate the longitudinal equivalent bending
stiffness (EI)eq in the tunnel. The grouting pea gravels haven’t formed the ring in the wall back of No. 1
to 10 segments, and the segments haven’t undertaken the surrounding rock pressure, then the bending
stiffness (EI)eq1 = 162.7 GPa·m4; The vertical uniform pressure of No. 11 to 96 segments is 107.7 kPa,
the base uniform reaction is 110.8 kPa, the horizontal uniform pressure is 32.3 kPa, and the bending
stiffness (EI)eq2 = 163.1 GPa·m4; The vertical uniform pressure of No. 97 to 192 segments is 54.9 kPa,
the base uniform reaction is 58.0 kPa, the horizontal uniform pressure is 8.2 kPa, and the bending
stiffness (EI)eq3 = 162.8 GPa·m4.

The signs of the force and moment are stipulated for the convenience of further study. When the
horizontal jack thrust on the outside of the shield curve is larger than that on the inside of the shield
curve, the horizontal force couple is positive; when the path of the shield on the outside of the shield
curve is larger than that on the inside of the shield curve, the jack thrust deviation angle is positive
When the segment’s lateral displacement points to the circle center of the circular curve, this direction
is positive, and vice versa. Through the monitoring data, the average of the total auxiliary cylinder
jack thrust is 5931.33 kN, the average of the jack thrust on the outside of the shield curve is larger than
that on the inside of the shield curve. The average of the force couple caused by the difference of the
jack thrust in the horizontal direction is 1708.20 kN·m. The average of the lateral component caused by
the path difference of the auxiliary cylinder jack is 40.36 kN.

4.2. The Accumulative Value of the Segments’ Lateral Displacements

The calculated lateral displacements of the ring segments and the monitored lateral displacements
of the ring segments from the field are shown in Figure 8, the parameters used in this calculation are
shown in Table 1. From Figure 8, we understand the following.

(a) When the segment is in the shield tail, there is a big difference between (2.267 mm) the simulated
displacements and the field monitoring results. This is probably due to the simplification of the
wrapping influence of the shield tail brush and sealing grease on the shield tail segments during
the theoretical simulation.

(b) In the process of segments leaving the shield tail around 1 to 4 rings, the simulated accumulated
lateral displacement agrees well with the lateral displacement from the field. Compared with
the monitored data, the simulated results are a little underestimated. The curvature radius in
this project has already reached the turning limitation of the TBM. The poorly controlled shield
posture and the improper selection of assembly position can cause the squeezing action of the
second ring in the shield tail from the shield shell or the tail brush. The squeezing action also
causes the increase of lateral offset of some rings, which just leaving the tail and are backfilled.
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The first ring leaving the tail is most influenced by this effect. From the field data, we can know
that the lateral displacement increases rapidly when the ring leaves the tail.

(c) In the process of segments leaving the shield tail around 5 to 8 rings, the simulated displacements
coincide quite well with the monitored data. When the backfilling finishes, the accumulated
displacements from the field tend to be stable. However, the simulated displacements still increase
with low speed.

(d) When the segments leaving the tail around nine rings, there is a big difference between theoretical
results and field data. When the pea gravels form the ring, the lateral accumulated displacement
declines slowly under the pressure difference of surrounding rocks and tends to be stable from
the 17th ring. For the theoretical simulation, the pressure difference of surrounding rocks from
both sides of the shield line is ignored as the 3D tunnel is simplified as the 2D circular curved
beam in the model. The simulated accumulated displacement increases slowly from the 11th ring
and tends to be stable from the 15th ring.

Figure 8. Comparison of horizontal accumulated displacements of the segments.

Table 1. Initial parameters for calculation model.

Total Thrust
F/(kN)

Lateral Force
Couple M/(kN·m)

Deviation
Angle α/(◦)

Monitoring Data

N0/(kN) M0/(kN·m) Q0/(kN)

5931.47 −1708.20 −0.390 5931.33 −1708.20 −40.36

Finally, the simulated displacements agree well with the field data; the simulated results are
more conservative. Therefore, this model is applicable in the prediction of the horizontal accumulated
displacement of the shield segments in the small radius interval.

5. Single-Factor Influence Analysis of the Segments’ Horizontal Displacements Based on
the Model

5.1. The Effect of the Jack Total Thrust

The total jack thrust is set as N = 6000 kN, 7000 kN, 8000 kN, 9000 kN, and 10,000 kN, respectively,
during the calculation in the model while other parameters are kept the same. The parameters in the
theoretical model are summarized in Table 2. Then, the evolution law of the total thrust on the lateral
accumulated displacements of a single ring is analyzed.
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Table 2. The initial parameters under different total jack thrust.

Total Thrust
F/(kN)

Lateral Force
Couple M/(kN·m)

Deviation
Angle α/(◦) N0/(kN) M0/(kN·m) Q0/(kN)

6000

−1000 −1

5999.09

−1000

−104.71
7000 6998.93 −122.17
8000 7998.78 −139.62
9000 8998.63 −157.07

10,000 9998.48 −174.52

Figure 9 shows that the lateral accumulated displacement increases with the increasing distance
between the ring and the shield tail. With the increase of the leaving distance (completed rings),
the lateral accumulated displacements tend to be stable. The segment results in the deformation along
the axis under the jack thrust. When the outside of the segment contacts with the surrounding medium,
the friction is produced to resist the jack thrust. When the frictional resistance of the first ring inside
the shield tail cannot resist the jack thrust, the remaining thrust can be delivered to the next rings.
The transverse component of the remaining thrust can cause a horizontal axis deviation. Therefore,
with the increase of the total jack thrust, the remaining thrust acting on the segments increase, and the
horizontal axis deviation also increases.

Figure 9. Lateral accumulated displacement curves of the first 20 assembled rings under different
total thrusts.

Based on the stable criteria that the displacement difference of the adjacent ring is no more than
0.1 mm, the stable ring number that was leaving the tail increase from the 12th to the 17th when the
total thrust increases from 6000 kN to 10,000 kN. In the stable state, the minimum lateral accumulated
displacement is −15.347 mm, while the maximum lateral accumulated displacement is −28.321 mm,
increasing by 84.54%.

5.2. The Effect of the Jack Thrust Misalignment

The lateral force couple M (2000 kN·m, 1000 kN·m, 0 kN·m, −1000 kN·m, and −2000 kN·m) caused
by the thrust difference of the right and left jacks is selected as the variable parameters. The parameters
for calculated are summarized in Table 3. The lateral accumulated displacement of a single ring is
simulated based on the model.
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Table 3. The initial parameters under different jack thrust misalignments.

Total Thrust
F/(kN)

Lateral Force
Couple M/(kN·m)

Deviation
Angle α/(◦) N0/(kN) M0/(kN·m) Q0/(kN)

6000

−2000

−1 5999.09

−2000

−104.71
−1000 −1000

0 0
1000 1000
2000 2000

Figure 10 illustrates that the lateral accumulated displacement increases with the distance of the
shield tail, and tends to be stable when leaving the rail around 12 rings. The effect of the jack thrust on
the shield ring will decay with the increasing distance, causing the decreasing lateral accumulated
displacement. The direction of displacements is leaving the circular center; the displacement when
the inside force > the outside force is larger than that when the outside force > the inside force.
When the force couple is positive, the increasing force couple will prevent the lateral deviation of the
shield efficiently.

Figure 10. Lateral accumulated displacement curves of the first 20 assembled rings under different
thrust misalignments.

5.3. The Effect of the Jack Thrust Deviation Angle

The deviation angle α caused by the path difference of lateral jacks is set as control variables.
The lateral accumulated displacements of a single ring with different deviation angles (3◦, 2◦, 1◦, 0◦,
−1◦, −2◦, and −3◦) are simulated with the model, and the parameters used in the calculation are
summarized in Table 4.

Table 4. The initial parameters under different jack thrust deviation angles.

Total Thrust
F/(kN)

Lateral Force
Couple M/(kN·m)

Deviation
Angle α/(◦) N0/(kN) M0/(kN·m) Q0/(kN)

6000 −1000

−3 5991.78

−1000

−314.02
−2 5996.34 −209.40
−1 5999.09 −104.71
0 6000.00 0.00
1 5999.09 104.71
2 5996.34 209.40
3 5991.78 314.02
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As depicted in Figure 11, the lateral accumulated displacement increases with the distance between
the ring and the tail and tends to be stable when the tail leaves the 12th ring. In the construction of
the small radius TBM tunnel, the path of the external jack is always larger than that of the internal
jack, which causes the deviation angle is negative. Therefore, the axial of the ring will have an external
deviation unavoidably. The situation that the external path is larger than the internal path should be
avoided in construction, especially in the process of a regripping cycle.

Figure 11. Lateral accumulated displacement curves of the first 20 assembled rings under different
thrust deviation angles.

6. Conclusions

(a) Based on the generalized longitudinal equivalent continuous model and the elastic foundation
beam theory, the horizontal axis deviation of a small radius TBM tunnel is simplified as the
deflection of the circular curved beam on the Winkler foundation.

(b) The model has been solved by the transfer-matrix method, which can solve the deformation and
internal force with high accuracy at any cross-section conveniently and fast. When the foundation
bedding coefficient and bending stiffness stepped change, the exact solutions of the model can be
achieved. When the foundation bedding coefficient and bending stiffness change continuously,
the numerical solutions meeting accuracy requirements can be obtained by increasing the number
of the order.

(c) In a setting of Shenzhen rail transit line 6 phase II, the calculation model of segment axial
horizontal deviation for the small radius TBM tunnel construction is established. The applicability
of this model is verified by the field data.

(d) The effect of the jack thrust on the lateral deviation of the tunnel segments decreases with the
increase of the distance between the shield tail and the ring. The influence range depends on the
total thrust and increases with the total thrust.

(e) When the lateral thrust in the external side of the curved line is larger than that in the internal side
of the curved line, the horizontal axis of the segments moves to the external side, and the offset
has a positive relationship with the thrust difference (or path difference). When the lateral thrust
in the external side of the curved line is smaller than that in the internal side of the curved line,
the horizontal axis of the segments still moves to the external side. However, the offset decreases
with the increase of thrust difference (or path difference).

371



Appl. Sci. 2020, 10, 784

Author Contributions: Conceptualization, S.Q.; methodology, S.Q. and R.L.; data curation, R.L. and G.W.; formal
analysis, R.L. and G.W.; validation, R.L.; investigation, P.X. and G.W.; writing—original draft preparation, G.W.
and P.X.; resources, S.Q. and P.X.; writing—review and editing, G.W. and P.X.; supervision, S.Q. and G.W.; funding
acquisition, S.Q. All authors have read and agreed to the published version of the manuscript.

Funding: This research was funded by China Railway No.5 Engineering Croup Co. Ltd.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Li, Q. Long-Term Settlement Mechanisms of Shield Tunnels in Shanghai Soft Clay. Ph.D. Thesis, Hong Kong
University of Science and Technology, Hong Kong, China, 2013.

2. Wu, H.N.; Huang, R.Q.; Sun, W.J.; Shen, S.L.; Xu, Y.S.; Liu, Y.B.; Du, S.J. Leaking behavior of shield tunnels
under the Huangpu River of Shanghai with induced hazards. Nat. Hazard. 2014, 70, 1115–1132. [CrossRef]

3. Shen, S.L.; Wu, H.N.; Cui, Y.J.; Yin, Z.Y. Long-term settlement behaviour of metro tunnels in the soft deposits
of Shanghai. Tunn. Undergr. Space Technol. 2014, 40, 309–323. [CrossRef]

4. Cui, Z.D.; Tan, J. Analysis of long-term settlements of Shanghai Subway Line 1 based on the in-situ monitoring
data. Nat. Hazard. 2015, 75, 465–472. [CrossRef]

5. Tan, J.; Cui, Z.D.; Yuan, L. Study on the long-term settlement of subway tunnel in soft soil area.
Mar. Georesources Geotech. 2016, 34, 486–492. [CrossRef]

6. Gonzalez, C.; Sagaseta, C. Patterns of soil deformations around tunnels. Application to the extension of
Madrid Metro. Comput. Geotech. 2001, 28, 445–468. [CrossRef]

7. Meguid, M.A.; Saada, O.; Nunes, M.A.; Mattar, J. Physical modeling of tunnels in soft ground: A review.
Tunn. Undergr. Space Technol. 2008, 23, 185–198. [CrossRef]

8. Yang, W.; Hussein, M.F.M.; Marshall, A.M. Centrifuge and numerical modelling of ground-borne vibration
from an underground tunnel. Soil Dyn. Earthq. Eng. 2013, 51, 23–34. [CrossRef]

9. Yuan, L.; Cui, Z.D.; Tan, J. Numerical simulation of longitudinal settlement of shield tunnel in the coastal city
Shanghai. Mar. Georesources Geotech. 2017, 35, 365–370. [CrossRef]

10. Koizumi, J.; Murakami, H.; Saino, K. Modelling of longitudinal structure of shield tunnel. J. Jpn. Soc. Civ.
Eng. 1988, 394, 79–88. (In Japanese)

11. Shiba, Y.; Kawashima, K.; Ohikata, M.; Kana, M. Evaluation of longitudinal structural stiffness of shield
tunnel under earthquake loading. J. Jpn. Soc. Civ. Eng. 1988, 385–394. (In Japanese) [CrossRef]

12. Winkler, E. Die Lehre von Elastizitat und Festigkeit (on Elasticity and Fixity); Dominicus: Prague, Czech
Republic, 1867.

13. Pasternak, P.L. On A New Method of Analysis of An Elastic Foundation by Means of Two-Constants. Dissertation;
Gosudarstvennoe Izdatelstvo Literaturi po Stroitelstvu I Arkhitecture: Moscow, Russia, 1954. (In Russian)

14. Kerr, A.D. A study of a new foundation model. Acta Mech. 1965, 1, 135–147. [CrossRef]
15. Zhang, W.J.; Xu, X.U.; LI, X.; Shen, Y.; Zhang, M. Research on generalized longitudinal equivalent continuous

model of shield tunnels. Chin. J. Rock Mech. Eng. 2009, 28, 3938–3944. (In Chinese)
16. Li, X.Y.; Liu, G.B.; Yang, X.; Han, C.L. Deformation and stress of tunnel structures based on modified

longitudinal equivalent continuous model. Chin. J. Geotech. Eng. 2014, 36, 662–670. (In Chinese) [CrossRef]
17. Shiba, Y.; Kkawa Shima, K.S. Evaluation procedure for seismic stress developed in shield tunnel seismic

deformation method. J Struct. Mech. Earthq. Eng. 1986, 28, 45–50. (In Japanese) [CrossRef]
18. Talmon, A.M.; Bezuijen, A. Calculation of longitudinal bending moment and shear force for Shanghai

Yangtze River Tunnel: Application of lessons from Dutch research. Tunn. Undergr. Space Technol. 2013, 35,
161–171. [CrossRef]

19. Yu, H.T.; Cai, C.; Bobet, A.; Zhao, X.; Yuan, Y. Analytical solution for longitudinal bending stiffness of shield
tunnels. Tunn. Undergr. Space Technol. 2019, 83, 27–34. [CrossRef]

20. Verma, A.K.; Singh, T.N. Assessment of tunnel instability-a numerical approach. Arab. J. Geosci. 2010, 3,
181–192. [CrossRef]

21. Zhao, K.; Janutolo, M.; Barla, G. A completely 3D model for the simulation of mechanized tunnel excavation.
Rock Mech. Rock Eng. 2012, 45, 475–497. [CrossRef]

22. Mollon, G.; Dias, D.; Soubra, A.H. Probabilistic analyses of tunneling-induced ground movements.
Acta Geotech. 2013, 8, 181–199. [CrossRef]

372



Appl. Sci. 2020, 10, 784

23. Huang, H.; Gong, W.; Khoshnevisan, S.; Juang, C.H.; Zhang, D.; Wang, L. Simplified procedure for finite
element analysis of the longitudinal performance of shield tunnels considering spatial soil variability in
longitudinal direction. Comput. Geotech. 2015, 64, 132–145. [CrossRef]

24. Maynar, M.M.; Rodriguez, L.M. Predicted versus measured soil movements induced by shield tunnelling in
the Madrid Metro extension. Can. Geotech. J. 2005, 42, 1160–1172. [CrossRef]

25. Mirhabibi, A.; Soroush, A. Effects of building three-dimensional modeling type on twin tunneling-induced
ground settlement. Tunn. Undergr. Space Technol. 2013, 38, 224–234. [CrossRef]

26. Ocak, I. Interaction of longitudinal surface settlements for twin tunnels in shallow and soft soils: The case of
Istanbul Metro. Environ. Earth Sci. 2013, 69, 1673–1683. [CrossRef]

27. Fargnoli, V.; Boldini, D.; Amorosi, A. TBM tunnelling-induced settlements in coarse-grained soils: The case
of the new Milan underground line 5. Tunn. Undergr. Space Technol. 2013, 38, 336–347. [CrossRef]

28. Sugimoto, M.; Sramoon, A.; Konishi, S.; Sato, Y. Simulation of shield tunneling behavior along a curved
alignment in a multilayered ground. J. Geotech. Geoenviron. Eng. 2007, 133, 684–694. [CrossRef]

29. Li, S.; Gu, G.; Li, P.; Zhang, M.; Wang, G. Numerical Simulation of Mechanical Properties of the Segments
for a Curved Shield Tunnel during Construction Stage: A Case Study. In Proceedings of the International
Conference on Geotechnical and Earthquake Engineering 2018 (IACGE 2018) International Association of
Chinese Geotechnical Engineers (IACGE), Chongqing, China, 20–21 October 2018; pp. 61–69.

30. Yang, C.S.; Mo, H.H.; Wei, L.X. Correction calculation for circumferential equivalent bolt stiffness of shield
tunnel and the analysis of its influencing factors. J. Railw. Sci. Eng. 2017, 14, 1497–1504. (In Chinese)
[CrossRef]

31. Geng, P.; Chen, P.L.; Zhang, J.; He, C.; Yan, Q.X. Nonlinear longitudinal equivalent bending stiffness of shield
tunnel under the combined effect of axial force and bending moment. Chin. J. Rock Mech. Eng. 2017, 36,
2522–2534. (In Chinese) [CrossRef]

32. Wu, H.N.; Shen, S.L.; Yang, J.; Zhou, A.N. Soil-tunnel interaction modelling for shield tunnels considering
shearing dislocation in longitudinal joints. Tunn. Undergr. Space Technol. 2018, 78, 168–177. [CrossRef]

33. Issa, M.S. Natural frequencies of continuous curved beams on Winkler-type foundation. J. Sound VIB. 1988,
127, 291–301. [CrossRef]

34. Jin, K.N. Analysis of circularly curved beam in elastical ground. J. Civil Eng. Manag. 1986, 2, 35–42.
35. Cai, W.Y.; Zhang, M.X. Longitudinal equivalent continuous model of a shield tunnel based on the ellipse

form. Mod. Tunn. Technol. 2017, 54, 42–49. (In Chinese) [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

373





applied  
sciences

Review

Seismic Design of Timber Buildings: Highlighted
Challenges and Future Trends

Mislav Stepinac 1,*, Iztok Šušteršič 2, Igor Gavrić 2 and Vlatka Rajčić 1
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Abstract: Use of timber as a construction material has entered a period of renaissance since the
development of high-performance engineered wood products, enabling larger and taller buildings
to be built. In addition, due to substantial contribution of the building sector to global energy use,
greenhouse gas emissions and waste production, sustainable solutions are needed, for which timber
has shown a great potential as a sustainable, resilient and renewable building alternative, not only
for single family homes but also for mid-rise and high-rise buildings. Both recent technological
developments in timber engineering and exponentially increased use of engineered wood products
and wood composites reflect in deficiency of current timber codes and standards. This paper presents
an overview of some of the current challenges and emerging trends in the field of seismic design
of timber buildings. Currently existing building codes and the development of new generation
of European building codes are presented. Ongoing studies on a variety topics within seismic
timber engineering are presented, including tall timber and hybrid buildings, composites with timber
and seismic retrofitting with timber. Crucial challenges, key research needs and opportunities are
addressed and critically discussed.

Keywords: seismic design; tall timber buildings; timber composites; seismic retrofitting; Eurocode 8

1. Introduction

In the past century, extensive demand for steel, concrete and masonry as construction materials
pushed the development and significant advancement of building codes, standards and guidelines
for structural systems based on these materials [1–3]. In seismically-prone areas around the globe
special attention had to be paid to ensuring seismic resistance of structures as well. Seismic design
of structures differs from “regular” structural design in several aspects; structural response to strong
earthquakes is dynamic, nonlinear and random, whilst almost all the rest actions and responses are
static, linear and deterministic. Due to globalization, seismic design of structures has recently become
part of the regular structural engineering curriculum and practice, even in the areas where earthquakes
are not so relevant. Past, present and future trends in analyses in seismic provisions for buildings are
very well explained by Fajfar [4].

On the other hand, although serious studies on earthquakes and seismic activity began about a
century ago, intense research in the field of seismic design of timber structures started only a couple
of decades ago, with the advancement of engineered wood products (EWP), which enabled more
complex and ambitious timber construction. Global tendency towards more sustainable, energy
efficient and environmentally-friendly building solutions has further popularized timber as principle
structural material.
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Wood in its nature differs significantly from concrete, masonry and steel, as it is considerably
lighter compared to them and it is an anisotropic natural material, while the other ones are isotropic
man-made materials. These material characteristics influence significantly the overall structural and
seismic performance of timber buildings. Recent technological developments and exponentially
increased use of engineered wood products and wood composites reflected in deficiency of current
timber norms and standards. This paper focuses on some open questions and recent developments
in timber engineering regarding the use of timber in seismically active regions, on seismic design
of timber structures and normative acts in Europe, and especially on the lack of information in the
Eurocode 8.

Recently completed COST Action FP1402 has contributed to a better understanding and overview
of broadly available scientific results and the specific information needed by the code-writers, authorities,
designers and end-users in the safe, durable and efficient use of timber in structures and, consequently,
increase its acceptance and use in the design of buildings. Significant progress has been made with
respect to the cross-laminated timber (CLT) structures [5–9], timber–concrete composites [10–12]
and understanding of the connections in timber structures [13–16]. As a result, input data for the
improvement and future development of EN 1995 are given [17]. However, several topics on seismic
design of timber structures still need further investigation [18].

Future trends in timber construction will require major development and research on topics of:
Tall timber and hybrid buildings, new engineered wood products and connection systems related
to the new technologies, modular construction with timber, composites with wood, assessment of
existing timber buildings and retrofitting of historical buildings with timber (Figure 1). Due to rapid
development of new timber technologies, and especially due to taller and taller timber buildings,
precisely defined impact of earthquakes on these structures needs to be investigated.

 

Figure 1. Future need for a research in timber engineering.

2. European Seismic Design Norms, Standards and Guidelines

Recent developments in timber engineering and exponential intense of timber in construction
required the evolution of currently existing standards. Materials like cross-laminated timber (CLT)
proved that timber can be an excellent material for mid- and high-rise buildings even in seismic
areas [19,20]. Cross-laminated timber (CLT) is used for floors and walls and can be considered as
floor diaphragms and shear walls in seismic design [21–23]. Significant development has also been
achieved at the connection level. Self-tapping screws [24,25], glued-in rods [26–28] and a lot of
different innovative systems [29–32] show improved behavior in seismic applications than traditional
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dowel-type connections. At the system level, hybrid systems with concrete [33], EWPs [34,35],
steel [36,37], polymers [38] and glass [39–41] are in development and are intensely researched.

Current seismic design approaches in building codes around the world (e.g., Eurocode (EC8) [42],
NBCC [43], ASCE-7 [44]) follow force-based design methods. At the moment there are only a few
norms on seismic assessment of existing structures [45–48] and future development in research shall be
focused in this direction as well. Nevertheless, timber as a structural material is poorly represented in
the current norms (i.e., EC8 has only four pages related to seismic design of timber structures). In the
current Eurocode 8—Section 8: “Specific rules for timber buildings”, no information is provided for
seismic design of widely used structural systems such as cross-laminated timber structures. In addition,
no provisions are given regarding capacity design methods for different types of timber structural
systems, which proved to be crucial in seismic design of timber buildings [49–51], as well as provisions
and rules for transfer zones for continuity of shear walls along the building’s height in multi-story
timber buildings. The revision process of the Eurocodes began in 2015 and the final updated version
is expected to be released sometime after 2020. The new proposal of timber part, prepared by Work
Group 3 of CEN Technical Committee 250 (CEN/TC 250/SC 8/WG 3), is explained by Follesa et al. [18]
and is based on following modifications and recommendations:

• Changes in the general definitions and design concepts,
• Update of the list of wood-based materials,
• Definition of dissipative and non-dissipative zones,
• Update of the list of timber based structural types with addition of new structural systems

(modification of the description of the existing structural types including graphic presentations of
structural systems)

• Modification of behavior factors values for different ductility classes,
• Introduction of capacity design rules for each structural type and of overstrength factors to be

used in the design of the brittle components,
• Modification of the current equations for safety verifications
• A new provision for application of non-linear static (pushover) analysis.

Above-mentioned new provisions and concepts of timber structures seismic design will demand
additional information on mechanical properties of timber connection systems such as connection
ductility under cyclic loading, overstrength factors, elastic and plastic stiffness, strength degradation
properties under cyclic loading, energy dissipation properties, etc. Therefore, in the near future
European technical assessment documents (ETA) for timber connections shall include more information
on mechanical properties of connections under cycling loading, defined in EN 12512 standard [52].

Current trend of exponential growth of new timber buildings, larger, taller and more complex
projects not only requires higher volume of engineered wood products production, but also higher
demand for skilled carpenters and tradespeople with proper education and training on timber
construction. Thus, in addition to the updates of the current building codes, also regulation and
guidelines in the area of execution and construction supervision of timber buildings shall be improved,
where contracting companies shall obtain certifications as a proof of being competent to execute
such buildings. Further, regulation on periodic monitoring of structural health of timber buildings,
especially tall timber buildings, shall also be addressed.

3. Timber Buildings—Future Trends and Challenges in Seismic Design

In this section, current and emerging challenges in seismic-related topics in the field of timber
engineering are presented, compared and critically discussed. Due to the rapid advancement in the
development of engineered wood products (EWP) and structural connections, presented earlier in
this paper, more and more new applications of EWPs in timber engineering and other engineering
fields have emerged. These applications extend from possibilities of building taller timber buildings,
to combining timber structural systems with structural systems based on other materials such as
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concrete and steel, forming so called hybrid timber buildings, exhibiting even higher potential for
high-rise construction but also additional challenges to overcome. Further, a combination of advanced
EWPs and structural connections can also serve for new composite load-bearing assemblies, such as
timber–glass composite wall systems. Finally, advanced EWPs have also been proposed for seismic
retrofitting of existing buildings, not only for existing buildings with timber structure, but also existing
buildings with stone, masonry and concrete frame structure. Based on the current state-of-the art, key
future research and development needs and trends in these selected topics are identified and presented.

3.1. Tall Timber Buildings

European strategy for a sustainable growth and sustainable society acknowledges the importance
of EU research framework programs for increasing the offer of new high-quality products and
services [53,54]. Sustainable construction embraces a number of aspects, such as design and
management of buildings and constructed assets, choice of materials, building performance as
well as interaction with urban and economic development and management. Timber as a material and
as a structural system could be an ideal material for a new era of construction. Without compromising
architectural requirements, the transfer of part of the on-site construction activity to off-site production,
independent from weather conditions, will ensure a more continuous activity, a better quality of
the finished products and an improved control of their environmental characteristics, as discussed,
for example, by [55–58].

Building with timber, in recent years, has become a huge trend among the construction sector
around the world. With products like CLT, the possibilities are enormous. It is obvious that the
market is changing and wood as a structural material will become more relevant and more in use
in the following years. It is now well understood that the concrete and steel industries are highly
energy intensive and contribute to a significant portion of global carbon emissions, and wood is
becoming an obvious solution to reduce it. If sustainably sourced, timber is undoubtedly one of the
most environmentally-friendly materials currently available, being a natural carbon sink and truly
renewable [59].

Tall timber buildings are built almost on a monthly rate and more and more are planned in the
near future. Short overview of the existing tall timber building and buildings under construction are
given in the Figure 2 and one erected building is shown in Figure 3.

 

Figure 2. Tall timber buildings around the world—combined data [60–62].
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Figure 3. Tall hybrid timber building Brock Commons, Vancouver, Canada.

Although, timber has a good reputation in earthquake-prone regions, in the new era of timber
skyscrapers, seismic actions and detailing require additional attention in design and construction of
such structures. Tendency to build taller multi-residential and non-residential buildings with more
occupants will require additional precautions. In the previous chapter it was pointed out what should
change and how the design of such buildings should be done [18]. Holistic approach must be appointed
to a design of such structures. Namely, in addition to conventional actions such as permanent loads,
imposed loads, snow and wind, there are several additional actions which can significantly affect
structural behavior of timber buildings, such as thermal actions, moisture, mold, fire, etc. Therefore,
special attention has to be paid to detailing in tall timber buildings (architectural, structural and
seismic detailing, special acoustics details, etc.). To prevent any potential structural damage in tall
timber buildings due to aforementioned actions, continuous monitoring of buildings during their
lifetime could be beneficial (installation of moisture sensors in critical places, vibration monitoring,
etc.). Additional potential problems which should be addressed regarding the seismic provisions of
tall timber structures are:

• Acoustic insulation requirements (tendency towards physical separation of structural elements
in order to prevent sound transmission [63,64]) vs. seismic design principles requirements
(tendency towards connection of structural elements in order to achieve necessary strength and
stiffness) should be addressed, as some studies and technical documents show the reduction in
strength and stiffness of acoustically-isolated connections in timber structures [65,66]; in addition,
improved acoustic performance of timber wall and floor elements can also be achieved with
additional high-density layers [67,68], resulting in higher building mass and consequently higher
seismic forces;

• New types of connections and assembly tools are entering the market and their performance is
critical for seismic behavior of timber buildings [22,69,70];

• Higher seismic forces in taller buildings require new types of connection systems that can
accommodate strength, stiffness, ductility and energy dissipation needs [7,22,71];

• In addition to seismic actions, also wind-induced vibrations shall be furtherly addressed in tall
timber buildings [72–75];

• Numerical modeling of tall timber buildings—addressing problems such as determination
of vibration periods and damping [76], modeling ductility in the joints [77–79], selection of
appropriate seismic design assumptions and procedures [80], proper simplification assumptions
in FEM models of tall timber buildings and hybrid timber buildings [81], etc.
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3.2. Hybrid Systems with Timber

Combining timber with other materials, to achieve composite action, enables the strength of timber
to be enhanced and its shortcomings to be strengthened or eliminated. Timber is most commonly
combined with concrete and steel, but recently also with glass and polymers. Pre-stressed timber
buildings [82], timber–steel hybrid systems [83,84] and timber–concrete hybrid systems [33] are already
in use and are proven as earthquake-resistant structural systems. Nevertheless, due to tendency
towards taller and larger timber construction, and consequently higher structural performance demand,
these topics continue to be furtherly explored in terms of experimental, numerical and analytical
studies [36,85,86]. In this paper, hybrid systems with structural glass will be briefly addressed.
While timber–concrete and timber–steel hybrid structural systems are already widely applied to
mid-rise construction in practice, the timber–glass hybrid structural system is still emerging. In this
section, current state-of-the-art of this hybrid structural system is presented and key open questions
and challenges for its future possible launch to the construction market are discussed.

Timber and glass composite systems are lately intensely investigated due to extremely
high-aesthetic and -ecological value in addition to their cost-effectiveness and the possibility of
significant load transfer [40]. Nevertheless, design models and current European standards include the
usage of glass panels as the secondary elements [42], which means the positive impact of these elements
when transferring transverse loads caused by the earthquake have to be ignored [39]. According to
the EC8, it is necessary to calculate the primary structural elements within the allowed displacements
regarding the protection of the secondary elements. If the problem is approached as defined in
Eurocode 5 (EC5) [87], timber wall diaphragms shall be designed to resist both horizontal and vertical
actions imposed upon them, and shall be adequately restrained to avoid overturning and sliding.
Racking resistance is provided by in-plane plane stiffness of board materials, diagonal bracing or
moment connections. Method A from EC5 defines that shear diaphragms with windows and doors
do not contribute to stability of the structure. Method B is less restrictive and it proposes to regard
panel parts from each side of the opening as separate panels. Since the openings decrease the racking
resistance and significantly reduce the horizontal stiffness of precast elements, glass helps to enhance
these properties. In recent years several articles on quasi-static and dynamic tests of timber–structural
glass composite systems were published [39,40,88–94] (Figure 4). The researchers have concluded
that timber–structural glass load-bearing systems can be used in various construction applications,
depending on the required bearing or ductility levels. Žarnić et al. [95] investigated deformation
capacity, lateral strength, stiffness and strength deterioration and energy dissipation capacity in order
to provide data for the future development of computational models and design guidance for the new
codes. Nevertheless, it is possible to devise a combined system with timber and structural glass in
which each material could transfer load, and in mutual interaction of constitutive elements could be
resistant to earthquake. Several extensive tests of composite systems timber–structural glass have
been conducted with various types of bonding timber and glass. Bonding glass on timber proved as a
good example for accomplishing high-load-bearing of composites, but deficiencies are noticed in the
level of ductility along with possible problems with the durability of the structure. Further research
on timber–glass composites is needed to get the structural response in seismic actions. In addition,
factor q (force reduction factor) of structures constructed with hybrid laminated glass–CLT structural
panels need be derived. These results may contribute to future upgrading of EC 8 where glass-based
structures are not yet addressed [95]. Besides the load-bearing characteristics and development of
structural design tools the special attention need to be paid to energy efficiency of developed building
components [96].
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Figure 4. An example of a timber–glass composite system [39,40,88–94].

3.3. Seismic Retrofitting with Timber

Seismic retrofitting can be defined as the modification of existing structures to make them more
resistant to seismic activity, ground motion or soil failure due to earthquakes. Seismic retrofit strategies
have been developed in the past few decades following the introduction of new seismic provisions and
the availability of advanced materials. Different techniques and methods are applied for a seismic
retrofitting of different structures (e.g., concrete structures [97–99], timber structures [35,100,101],
historical and heritage structures [102–104] and especially masonry structures [3,105–107]).

In this chapter, retrofitting of existing structures with CLT is presented. Several researchers around
the world are investigating the possibility to seismically strengthen existing structures with engineered
wood products (EWPs), mostly CLT. Japanese researchers [108] proposed RC frames strengthening
with several narrow CLT elements bonded onto the RC frame with epoxy resin. In their strengthening
method, CLT panels are infilled in the RC frame and are acting as shear walls. An Italian group of
researchers [109] is developing a novel integrated retrofit solution based on the use of CLT shear walls
encased as infill in existing RC framed structures (Figure 5). The idea was to increase the overall
lateral stiffness of the concrete structure and to reduce the lateral drift values. The main conclusions
of preliminary experimental and numerical work are that the CLT infill allowed the RC frame to
reach a lower drift value and a higher peak load with respect to common masonry infills. Numerical
modeling and optimal seismic retrofit design with CLT was proposed by [110]. Bahmani et al. [111]
were retrofitting four-story-soft-story timber buildings with CLT. They concluded that a retrofit, in
accordance with the FEMA P-807 guidelines, using CLT panels is suitable for achieving life safety
performance levels during 50% MCE level earthquakes, when retrofit of all story levels is not possible
due to one or more constraints.

 

Figure 5. Retrofitting with CLT proposed by Sustersic [95].
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Extensive research on seismic strengthening of different types of existing buildings with CLT
panels was performed by Sustersic and Dujic [112]. The experimental work and numerical study were
focused on typical non-earthquake-resistant older masonry and concrete structures from Southern
European countries. A new outer shell is added onto existing buildings (Figure 5). It is made from
CLT plates that serve as the load-bearing layer and are attached to the existing buildings with special
connections. The basic idea of the proposed CLT outer envelope is that it is light (it does not contribute
much to seismic forces and is easier to install), strong (timber has one of the best strength:weight
ratios) and can be produced as a prefabricated system so little on-site work is necessary. Depending
on the building type (concrete or masonry), the elements are anchored into buildings on floor levels,
either into concrete slabs or masonry walls. The CLT is connected to the existing building with special
steel brackets that offer high strength and stiffness and have a “control fuse” that enables a brittle
yet predictable failure of the connection. For the unreinforced masonry walls, the most efficient
mechanically-attached strengthening panel resulted in a 33% increase of idealized strength and a
166% higher idealized ultimate displacement. A substitute frame model, with concentrated plasticity
for modeling URM and linear elastic shell elements combined with nonlinear springs for modeling
the CLT strengthening system, could satisfactorily describe the behavior of the tested wall specimen.
Finite element models of the tested RC frame, with or without masonry infill, showed that the damage
in both RC frame and masonry infill is lower at equal ground acceleration when the CLT strengthening
plates are installed on the structure.

The state-of-the-art research have; therefore, shown that a CLT seismic strengthening system has
the potential to be used in design practice, but currently there is still a lot of ‘’unknowns” and further
research is needed. A holistic approach should be applied—seismic and energy retrofitting—as both
are very important. In addition to the currently existing regulation on energy certificates of buildings,
which are informing the general public, owners and potential buyers as to which condition a building
is regarding the energy consumption, a similar concept shall be established for seismic evaluation of
buildings—“seismic certificates”. This will, on one hand raise awareness of current owners about
the seismic health of the buildings where they live, and on the other hand additionally define and
position a real estate worth on the market, and; therefore, influence the demand on the seismic retrofit
of existing buildings in order to be competitive on the market.

4. Conclusions

Due to rapid development of high-performance engineered wood products and new timber
technologies, resulting in taller and larger timber buildings with applications spanning through all
building types, current building codes and standards reflect a deficiency of provisions for contemporary
seismic design. State-of-the-art research in various fields of timber seismic design are presented in this
paper and crucial challenges, research needs and opportunities are discussed.

The new generation of Eurocode 8—timber part—will address many topics which are not present
in the current version. An updated list of timber-based structural systems with definitions of dissipative
and non-dissipative zones in structures, which are needed for newly-introduced capacity design
rules and overstrength factors for each type of structural system, will be included. Further, adapted
q-behavior factors values for different ductility classes will be defined and a new procedure for
application of non-linear static (pushover) analysis will be included.

Tall timber buildings with more than ten stories are already present in moderate- and high-seismic
zones around the world. Further, due to climate and economic reasons, more and more conceptual
architectural designs for taller timber buildings, including timber skyscrapers, are being proposed,
which poses several additional engineering challenges to overcome. A holistic design approach
including architectural, structural, durability, fire and acoustic designs as an integrated process is
crucial, as all these topics are interrelated. Challenges in terms of numerical modeling of timber and
hybrid structural systems, ensuring lateral stability due to wind and seismic actions, high-performing
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energy dissipating connections, acoustic insulation vs. seismic design philosophy, execution and
building monitoring need to be addressed more in depth.

In addition to traditional timber composites with steel and concrete, recent research and
developments have shown potential for timber–glass and timber–polymers composites as well.
A timber–glass seismic-resistant structural system consists of a timber frame and a structural glass
infill bonded together with adhesive, or based on friction contact forming a lateral-resisting wall
system. The main advantage of this structural system is increasing lateral stability of buildings with
high proportion of facades with glass surfaces by avoiding diagonal bracings or moment connections.
Experimental and numerical studies have shown encouraging results in terms of load-bearing and
stiffness, whereas the durability aspect needs further examination.

Cross-laminated timber (CLT) has proved to be a great solution for new mid- and high-rise timber
buildings. Recently, CLT has also been studied for seismic and energy retrofitting of existing older
masonry and concrete buildings, which do not meet current seismic design and energy efficiency criteria.
In terms of seismic performance, increased strength and stiffness were observed, yet the research is
still ongoing and needs additional investigation of connections between the CLT strengthening panels
and the existing structure, with its application to a wider range of existing buildings.

New technologies and knowledge in timber engineering opened many new possibilities in timber
application, not only for new timber buildings, but also in combination with other conventional
building materials forming hybrid and composite assemblies and structural systems, and also for
retrofitting of existing buildings. In this paper, in addition to an overview of some of the current
challenges and emerging trends of seismic behavior of timber structures, the focus was set on three
topics of advanced engineered wood products applications (tall timber buildings, composites with
timber and seismic retrofitting with timber), which are representing new trends of timber engineering
and push the boundaries of timber for the use in sustainable construction. All three discussed topics
have shown lots of potential for their application in seismic areas, yet there are still several research
challenges which need to be addressed in terms of seismic performance and seismic design.
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88. Antolinc, D.; Žarni, R.; Stepinać, M.; Rajčič, V.; Krstevska, L.; Tashkov, L. Simulation of earthquake load
imposed on timber-glass composite shear wall panel. In COST Action TU0905 Mid-Term Conference on
Structural Glass; CRC Press: Poreč, Croatia, 2013.
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Abstract: Masonry structures are notoriously vulnerable to horizontal actions caused by earthquakes.
Given the high seismicity of the European region, and that the European building stock comprises a lot
of masonry buildings, knowledge about their structural response to seismic excitation is particularly
important, but at the same time difficult to determine, due to the heterogenous nature of materials
and/or constructional techniques in use. An additional issue is represented by the current methods
for mechanical properties assessment, that do not provide a reliable framework for accurate structural
estimations of existing buildings characterized by different typological properties. Every structure,
in other words, should be separately inspected in regard to its mechanical behaviour, based on
dedicated approaches able to capture potential critical issues. In this review paper, an insight on the
Croatian ARES project is presented (Assessment and Rehabilitation of Existing Structures), including
a state-of-the-art of the actual building stock and giving evidence of major difficulties concerning
the assessment of existing structures. The most commonly used techniques and tools are compared,
with a focus on their basic features and field of application. A brief overview of prevailing structural
behaviours and Finite Element numerical modelling issues are also mentioned. As shown, the general
tendency is to ensure “sustainable” and energy-efficient building systems. The latter, however, seem
in disagreement with basic principles of structural maintenance and renovation. The aim of the
ongoing ARES project, in this context, is to improve the current knowledge regarding the assessment
and strengthening of structures, with a focus on a more reliable design and maintenance process for
existing masonry buildings.

Keywords: structural assessment; masonry buildings; earthquakes; seismic loads; existing structures;
reliability; rehabilitation; risk

1. Introduction

According to the literature and recent events, it is well established that masonry is one of the most
commonly used materials across the world, due to its simplicity and high quality characteristics.

Even though the use of masonry for construction in earthquake-prone regions gave evidence of its
intrinsic limitations (due especially to its limited tensile resistance, relevant mass and stiffness), extensive
research has been carried out in the last few decades, with a focus on the material characteristics and
structural behaviour, even under extreme loading conditions such as earthquake events. These efforts
enabled engineers to design masonry structures on sound and safety principles, with progressively
greater exactitude, economy and confidence. Accordingly, a huge number of existing buildings in the
European region are composed of masonry. Given that most of the so-called “strategic” buildings of
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cultural significance and high historical importance are built using masonry, such a condition is the
first motivation, suggesting that the assessment and rehabilitation of existing masonry structures must
be conducted on a very high level.

As is known, the main goal of seismic design is to protect property—and thus life in buildings and
infrastructure—in the case of earthquake events. However, an appropriate seismic design approach
must necessarily develop on knowledge and feedback from existing structures. Compared to other
constructional typologies and materials, past events showed that seismic loads usually cause significant
damage, especially in masonry buildings, due to their large mass and stiffness. This represents an
intrinsic risk for personnel, given that most people in several European countries (especially in the
urban areas) work and live in masonry buildings. In addition, a huge number of masonry structures
were built—over decades—before any seismic codes were developed, thus no confining elements or
reinforcement members exist.

Based on all the above motivations, it is thus clear that a concise strategy for masonry buildings
must be activated.

The seismic behaviour of buildings generally depends on several important factors, such as material
properties, the geometry of the structure, additional non-linear effects, conceptual design and stiffness
properties. The issue of seismic vulnerability assessment and rehabilitation of under-performing
existing buildings is hence a complex problem [1]. “Seismic vulnerability” can be conventionally
defined as a measure of the inadequacy of a given structure to resist to seismic actions [2]. In modern
assessment methods, the seismic vulnerability is represented by design curves which express the
physical vulnerability as a function of the intensity of the process and the degree of loss [3]. For
individual cases only, some structural characteristics of the affected buildings are considered [3].
Throughout the decades, various methods have been developed to evaluate the vulnerability of
buildings, and they can be divided into empirical and analytical (and thus hybrid) methods, and an
approach based on engineering judgment by experts. Methods for vulnerability assessments mainly
model damage to a discrete scale, where damage itself is commonly grouped using three to six
categories [4]. However, no unified approaches on a European level are available.

The seismic vulnerability of masonry buildings is particularly difficult to assess, and notoriously
requires a multitude of specialized technical skills [5]. But actually, how accurate are the methods in
use for the assessment of the seismic vulnerability of existing buildings?

Unfortunately, this question generally remains unanswered, given that more extended research
needs to be carried out on the topics of seismic risk and seismic vulnerability assessment. Focusing only
on “visible” structural/material parameters cannot solve such an open issue. Traditional assessment
methods, in most of the cases, are in fact well-known to allow the assessment of only the actual
condition of a given existing structure, once its stability has already been compromised. In this paper,
selected traditional assessment methods are thus discussed, pointing out some possibilities related to
the use of newer technologies.

The surge of buildings of higher consequence class (and the global goals towards sustainable
development) typically demands higher levels of reliability, and a more sustainable use of raw
materials. That is why it the aim is the modification or extension of existing buildings rather than the
demolition and substitution. There are several important aspects that have a fundamental role in the
assessment of existing masonry structures, namely assessment, deterioration and damage, inspection
and investigation, updating, verification, repair, rehabilitation and reinforcement and maintenance.
In this paper, assessment methods of critical properties (structural and material parameters) are
presented for masonry structures. A focus is set on the available methods able to provide crucial data
and feedback for preventing failure mechanisms and collapses under extreme design loads.

2. The Croatian Scenario

According to the results of systematic research of Statistical Yearbooks, Croatia’s national building
stock consists of approx. 800,000 residential and 125,000 non-residential buildings [6]. More than 75%
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of the building stock is older than 30 years, thus corresponding to a life-time requiring at least some
renovation or modification of primary structural components. More than 40% of the building stock
is then older than 50 years, meaning that the service life of a given structure is fully expired. In the
Croatian building sector, finally, it is recognized that up to 40% of the expenses are dedicated to the
rehabilitation, modification and demolition of existing structures (Figure 1a).

  
(a) (b) 

Figure 1. (a) Investment (values in HRK) for the renovation of Croatian national building stock (data
derived from [6]); (b) Typical masonry building in Zagreb, with a graffiti meaning “a mess” (photo by
M. Stepinac).

The main characteristic of Croatian buildings constructed in the period before the 1970s is
represented by the use of traditional constructional techniques and materials, such as masonry and
timber (Figure 1b). Buildings were built as full-brick masonry structures, with mostly wooden ceilings,
and 30–60 cm thick walls, thus resulting in statically satisfactory structural assemblies. In the 1960s,
reinforced concrete (in combination with timber and steel) started to progressively replace traditional
constructional materials. In fact, most of the residential structures are still built as a combination of
concrete, masonry and timber load-bearing components.

One of the most important HORIZON 2020 programme objectives is the acquisition of necessary
knowledge and skills by all stakeholders in the process of energy-efficient building renovation.
European Union directives clearly suggest the energy renovation of existing structures, but structural
aspects are somewhat ignored and/or disregarded. At the moment, a number of existing structures
are in fact under energy renovation and/or energy upgrading processes (Figure 2a). Besides such a
consideration for energy performances, however, structural assessment and/or structural upgrading is
mostly disregarded. According to an estimate of total investments in Europe, for the period between
2014 and 2049 (including initial investment expenditures, maintenance and replacement of worn-out
equipment), around 3 × 109 Euros will be dedicated to energy processes. In such an expected scenario,
it is thus clear that structural updating and retrofitting can (and must) represent an additional value for
the energy renovation of buildings. This is especially the case in existing masonry structures, which,
in most cases, need robust seismic strengthening interventions.

In the Croatian framework, it is in fact recognized that the majority of residential buildings older
than 50 years consists of masonry structures (i.e., Figure 2b) without appropriate bonding elements to
connect floors and walls [7].
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(a) (b) 

Figure 2. (a) Renovation of facades and energy upgrading of existing structures (b) Typical building
blocks in Zagreb (photos by M. Stepinac).

3. Existing Masonry Structures and Maintenance Issues

The need for maintaining the built environment is supported by the global policy of the Kyoto
protocol 1997 and all further World Climate Summits on existing buildings and engineering works.
Sustainable development is a long-term goal of the global policy which results in modifications,
substitutions or extensions of existing buildings.

In simple words, existing structures can be distinguished with regard to their value between
economical (monetary) values and cultural (non-material) value. Modern existing structures commonly
have a higher economical value, compared to heritage structures (with a dominating cultural value).

Accordingly, the assessment of an existing structure can be performed through different steps,
with increased precision. The degree of precision thereby depends on the amount and on the quality of
available information, as well as on the importance of the building being assessed. This can be reached
by breaking down the assessment into different phases. The number of required phases is dependent
on the remaining level of doubt, and the feasibility and simplicity of repair/strengthening, always in
combination with economic considerations [8].

Advances in technology and sustainability requirements, and requirements for preservation
of existing structures provoked an increased interest in scientific and professional community for
assessment methods. Regarding the masonry structures, a wide variety of methods exist’; however, their
frequency and scope, the decision-making approach concerning safety and the necessary interventions
are far from being agreed upon. The need for an assessment of an existing structure can be based upon
a multitude of reasons. The most typical are briefly explained in [8]. In situations where doubts may
be raised in regard to the design assumptions, a re-assessment of the structure may be also necessary,
such as [9,10]:

• extended service life;
• change in utilization;
• required increase in the level of reliability;
• lack of maintenance and inspection for an extended period;
• doubts regarding the reliability or malfunctioning of the structure (e.g., inadequate serviceability);
• exposure to accidental or unforeseen extreme loads (excessive loading, earthquake, fire, etc.);
• negative experience from other similar structures;
• availability of new knowledge and revised design codes;
• knowledge of errors in the planning or construction period.

With regard to economy and sustainability, finally, it is certainly of high interest for the building
owners (as well as society) to maintain existing structures, rather than demolish and rebuild them.
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4. European Standards, Norms and Guidelines

Most of the current design standards and guidelines are based on reliability-based design,
as specified in ISO 2394 [11] or JCSS [12] documents. The majority of them regulate the design of new
structures, such as the Eurocodes. Nevertheless, the intention is to make the Eurocodes applicable
also for existing structures. Work on new technical rules for the assessment and retrofitting of existing
structures is currently very intense, with special attention being given to heritage structures, aiming at
elaborating the new Eurocode part for existing structures.

One of the few international guidelines for the assessment of existing structures is the ISO 13822
document [13]. Although different guidelines for the maintenance of existing structures exist in
other European countries, only a few of them have issued standards for the assessment of existing
structures (e.g., Switzerland [14] and the Netherlands [15]). More in detail, SIA 462 [14] standard,
in combination with the SIA 469 [16] document, specify the general fundamentals for the assessment
of the load-carrying capacity of existing buildings, and regulate the professional and economical
maintenance of buildings according to their cultural value, respectively.

Nonetheless, the daily basis for the assessment and rehabilitation of existing structures is still
based on a rather rudimentary scheme, mainly replacing and reinforcing defective members. More
sophisticated procedures are needed, in addition to those available in seismic codes (such as Eurocodes).
Eurocode EN 1998-3 [17] provides some suggestions for the assessment of masonry structures, but
it is only informative and lacks of detailed practical suggestions. ISO 13822:2010 [13] gives general
recommendations for a rough assessment of existing structures, but does not take materials into
account. Similar to EN 1998-3 [17], it is mainly informative and lacks depth. Neither of these standards
are very practical. The American documents ASCE 41-13 [18,19] and ASTM [20–25], in this regard,
constitute a more comprehensive guide, including suggested equipment, procedures of assessment,
number of tests, as well as analysis and strength calculation methods. From the perspective of an
engineer, this standard is hence more practical and easily applicable.

5. Selected Assessment Methods

Numerous technical documents have been published by national and international authorities
and focus on systematic and scientific methods that can be used to accurately assess the residual
strength, durability and reliability of structural materials, assemblies and systems in existing buildings.
Nevertheless, especially in the scope of masonry structures, all these documents need to be continuously
revised, expanded and enhanced. Major issues are related to the increasing knowledge in the field of
material sciences, as well as to the technological advancement in the field of the structural assessment
and monitoring of structural systems, or to the practical experience and feedback derived from
professional engineering activities on existing structures. The key role and relevance of research, in this
context, lays in the preservation of existing building stock, restoration of objects, towards the support
and development of reliable and consistent guidelines/norms.

Masonry structures are composite systems, whose main components are masonry units and
mortar layers. Both can be made of various materials, with different mechanical characteristics. The
geometry of masonry units (length, width, height, amount and direction of holes), the thickness of
mortar and the area it covers can also strongly affect the overall mechanical behaviour. Recent research
studies have shown that the inclusion of masonry infills leads to a significant increase in structural
stiffness, thus affecting the overall probability of structural collapse under dynamic loads (such as
those induced during an earthquake). Specifications of compressive strength, a function of parameters
of brick and mortar, are often required. Assessing the variability of these properties and the uncertainty
in the modelling of the masonry compressive strength is hence a topic of great importance [26].

For the assessment of existing structures, the strength classes of used materials are often unknown.
Nevertheless, major advantage and benefit can derive from the fact that the reliability of structures
directly depends on the actual properties of the elements in use. Assessment methods should therefore
aim at identifying these properties to the highest degree of achievable certainty, in order to reduce the
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uncertainty with regard to the resistance of the structure as a whole. In contrast, for the design of new
structures, possible uncertainties on material properties are taken into account in the partial safety
factors for strength properties.

Parameters which are always measured when assessing masonry structures are thus represented
by (i) the compressive strength of masonry units, (ii) the compressive strength of masonry mortar,
(iii) the compressive strength of concrete infill (if any), (iv) the strength of reinforcing steel bars (if any),
(v) the compressive, shear and flexural strength of masonry, (vi) the Modulus of Elasticity (MoE) and the
geometry of the masonry structure (size and location of bearing walls, location and size of openings).

The most important Non Destructive Testing (NDT) methods for existing masonry structures are
summarized in Table 1 and Figures 3 and 4.

Table 1. Available Non Destructive Testing (NDT) assessment methods for existing masonry structures.

NDT Method Devices/Test What Is Measured? How Is It Measured? References

Visual
inspection /

Quality of masonry
(mechanical parameters,
dimension, shape),
mortar and wall
connections

Without a device, using a
base/set of rules (i.e., Masonry
quality index-MQI)

Borri et al. [27]

Measurement of
masonry unit
hardness

Rebound hammer
(Schmidt hammer)

Compressive strength of
masonry units, mortars
and built masonry

A predefined number of tests is
conducted in both horizontal
and vertical direction (with a
calibration needed)

Breysse and
Martínez-
Fernández [28],
Sýkora et al. [29]

Measurement of
reinforcement
location

Ground
Penetrating Radar
(GPR)

Location (depth) of
reinforcement

The device is placed on the
measured surface and moved
along a linear axis (with a
calibration needed),
transmitting radio wave signals
into a structure and detecting
echoes

Agred, Klysz
and Balayssac
[30]

Stress wave
transmission

Ultrasonic Pulse
Velocity test (UPV)
test/Resonant
frequency test
(RF)

Compressive strength of
concrete or masonry

UPV-two transducers are placed
on two sides of the specimen
after which the time of wave
travel is measured RF-a
piezometric sensor is used with
different attachment techniques
to obtain resonant frequency

Sajid et al. [31]

Ultrasonic
velocity testing

Impact hammer
and accelerometer

Characterization of
masonry wall
homogeneity and
variability

On opposite sides of the wall, an
impact hammer and an
accelerometer are placed. The
mechanical impulse is generated
by the hammer striking the
material and the signal is then
received by the accelerometer.

Mesquita et al.
[32]

Sonic velocity
testing

Impact hammer
and accelerometer

Location of
heterogeneities, voids or
inclusions of other
materials in masonry
elements

On opposite sides of the wall, an
impact hammer and an
accelerometer are placed, after
which the mechanical impulse is
generated by the hammer
striking the material and the
signal is then received by the
accelerometer

Martini et al.
[33]
Valluzzi et al.
[34]

Surface
penetrating
radar

Ground
Penetrating Radar
(GPR)

Location (depth) of
reinforcement, thickness
of elements, position of
voids and moisture
content

The device is placed on the
measured surface and moved
along a linear axis (with a
calibration needed) transmitting
radio wave signals into a
structure and detecting echoes

Martini et al.
[33]
Wai-Lok Lai,
Dérobert and
Annan [35]
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Table 1. Cont.

NDT Method Devices/Test What Is Measured? How Is It Measured? References

Infrared
thermography

Thermography
cameras
Visual IR
thermometers

Defects in the buildings
envelope, the monitoring
of reinforcing steel in
concrete, the detection of
moisture etc.

The specimen is under thermal
stimulation and its surface
temperature variation is
monitored during the heating or
cooling phase (the presence of
inhomogeneity in a material
causes local temperature
variations)

Meola [36]

Borescope and
mortar hardness
with pendulum
rebound
hammer

Borescope and
pendulum
rebound hammer

Borescope—anomalies
and internal wall
components, such as ties,
flashing and drainage
cavities
Pendulum rebound
hammer—mortar type
and strength

The borescope is inserted into
small holes drilled into mortar
joints (with fiber optics and
internal light source)
The pendulum rebound hammer
utilizes a low energy impact and
the resulting rebound from the
surface of a mortar joint is used
to measure surface hardness

Schuller [37]

Flat-jack tests Flat jacks

Deformability parameters
in compression,
compressive strength and
shear strength parameters

Two cuts are made with a
predefined distance between
them (horizontal cuts for
compression, vertical cuts for
shear), after which the jack is
inflated with a liquid that
transmits hydrostatic pressure

Parivallal et al.
[38], Simões et al.
[39], Łatka and
Matysek [40],
Croce et al. [41]

Acoustic
emission

The damage evolution in
masonry, evaluation of
the reliability of
reinforcing techniques,
analysis of residual
capacity of brick masonry

A group of transducers are set to
record signals, then locate the
precise area of their origin by
measuring the time for the
sound to reach different
transducers.

Invernizzi et al.
[42]

Although each method mentioned in Table 1 has both advantages and disadvantages, not all
of them are needed for adequate assessment. For an adequate assessment, further methods may be
applied (although other combinations are possible).

Visual inspection presents a basic tool for the assessment of existing buildings. It is a significant
method which should always be implemented to determine further actions. The type of masonry,
building location specifics and overall state of the structure can be determined and rough estimations
may be made. One of the negatives is that it requires an experienced person to determine the
important parameters.

A rebound hammer is a tool that may be used to indirectly determine the compressive strength of
masonry. Since this is one of the most important parameters and considering both its low cost and ease
of applicability, this method seems to be a valuable tool. Although some methods may be better at
determining compressive strength, they are either more expensive and complex, or not non-destructive.

Ground penetrating radar can detect the location of steel, thickness of the wall and possible voids
in it. It is a versatile tool with which the geometry of a wall can be determined precisely.

Flat-jack systems can be used to assess the stresses in existing walls, strength and deformability
parameters, as well as shear strength of a wall. These are all important values to obtain for a more
precise assessment. One of the downsides is the fact that slits need to be cut in a wall. Either rigid or
flexible flat-jacks can be used, depending on the type of wall that is being tested.

In addition to assessment, continuous Structural Health Monitoring (SHM) may assist engineers
for a better understanding of the actual structural behaviour of a given assembly. Together with
structural risk and reliability research and development, SHM specialists figure a comprehensive
research community. Accordingly, it is generally recognized that SHM represents an important field of
today’s infrastructure engineering. It is a goal to enhance the benefit of SHM by the novel utilization of
applied decision analysis on how to assess the value of SHM—even before it is implemented.
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Figure 3. Example of ultrasonic velocities distribution (values in m/s) for a portion of the “P1MF”
case-study building (box detail). Reproduced from [25] with permission from Elsevier® (Copyright©
Agreement license n. 4726430416591, December 2019).

    
(a) (b) 

 
(c) 

Figure 4. Example of NDT assessment of existing masonry: (a) GPR testing instruments and
results (reproduced from [27] with permission from Elsevier® (Copyright© Agreement license n.
4726440628105, December 2019)); (b) pendulum rebound hammer, to evaluate masonry hardness; with
(c) borescope investigation (figures (b,c) are reproduced from [31] with permission from John Wiley &
Sons® (Copyright© Agreement license n. 4726520295075, December 2019)).

Knowing the intrinsic value of SHM techniques, the decision basis for the design, operation and
life-cycle integrity management of structures can thus be improved and can finally facilitate more
cost-efficient, reliable and safe strategies for maintaining and developing the built environment to the
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benefit of society [43]. All of the above-mentioned methods (see also Figure 5) are in fact eligible to
offer support for better understanding the structural behaviour, risks and costs for the preservation of
existing masonry structures.

Figure 5. Graphical illustration of the typical assessment procedures for masonry structures.

Seismic Actions and Masonry Structures

In order to strengthen existing weak structures, assessment must be necessarily designed and
carried out. In the past, most of the initial work on seismic assessment was based only on the visual
inspection of buildings [27], NDT methods (see, for example, [32,41,44–46]), as well as the experience
of engineers. The last decade, however, has seen a growth in the technological development of various
tools which can greatly support the prediction of structural safety and seismic behaviour of existing
structures, i.e., thermography [36], photogrammetry [47], unmanned aerial vehicles [48], etc.

The first key step is visual inspection. A structure’s location, both in respect to seismic hazards [49]
and with respect to micro-location (e.g., hill, valley, etc.) matters. Neighbouring structures can also
influence structural behaviour. For example, different storey heights may lead to the collision of a slab
with a neighbouring structure, as can be seen in Figure 6a.

While newer buildings tend to have lower stories than old buildings, this is not uncommon when
a new structure is built inside a block of existing structures. Even if their storey height is the same,
neighbouring structures, according to Figure 6b, may also collide.

The layout of a building’s structural element defines its dynamic response, so it should be
adequately measured or characterized [50]. It is not uncommon that access to the inside of a building
is restricted. The time of construction can also represent another valuable piece of information, since
it gives insight into the most probable material characteristics (both masonry units and mortar),
used building technology and design codes. In terms of floor systems, the most commonly used
solutions are timber in older constructions and reinforced concrete in newer constructions. Timber
floors, as is known, are more flexible than stiff concrete slabs. This not only leads to a different
distribution of seismic actions, but also means that walls are more susceptible to potential out-of-plane
failure mechanisms. Concrete slabs are, in fact, recognized to ensure a box-type behaviour of walls.
In structures with timber floors, horizontal steel rods are usually added to connect the walls (when
they do not already exist) and overcome such an issue.

Besides the need of such a box-type behaviour and interlocking effect, the mortar and masonry
quality of load-bearing elements typically degrades with time. Since different materials were used in
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history, it is advantageous to know the time period of construction. In addition, visual inspection of
material degradation should be necessarily performed. From visual inspection, the position, direction
and width of cracks can be measured and can indicate weak spots in a given structure, as well as poor
soil conditions, or poor craftsmanship. In some cases, cracks may also be structurally negligible. The
geometry of a wall, as well as shape, size and position of openings, can significantly influence crack
formation and propagation. Cracks cause a reduction in stiffness, which in turn changes the dynamic
response of a structure. To adequately model stiffness, the MoE needs to be known, which can be done
with a flat-jack system or rebound hammer. Since stiffness distribution is also relevant, measurements
should be done on all walls. When stiffness is correctly assessed, seismic forces can be determined.
In order to check if a failure will occur, the strength of a material is needed. Compressive strength
can be appraised (with careful laboratory calibration) by using the rebound hammer, which measures
wall hardness. If reinforcement exists, its distribution and amount influence the crack width. Usually,
reinforcement cannot be detected by visual inspection, so additional tools like Ground Penetrating
Radar (GPR) are needed. Some of the reinforcement might be corroded or poorly anchored, and
such an issue should be properly checked. Other important parameters of a wall can be assessed
with GPR, such as the thickness of each wythe and a complete wall, or void location and size. Poor
connection between different wythes may cause the falling out of a part of wall, which can potentially
be dangerous for personnel. The dynamic response of a structure should be then properly checked
using a Finite Element (FE) model. In the latter, however, the previously measured material parameters
(or appraised on-site) should be carefully calibrated.

In addition to previously mentioned data, an important role is also that of soil, whose stiffness and
strength should be carefully taken into account. The variation of soil conditions under the building
should also be considered. Based on a structural model, stresses and strains may be calculated in
each point of a wall. The vulnerability of a structure under different earthquake records may also be
calculated and, in combination with hazard risk, can be defined. Based on risk, expected cost can be
estimated. When the expected risk is unacceptable, the structure should be properly strengthened.
This can be done by adding steel reinforcement or some sort of non-metallic material with high tensile
resistance, such as Fiber-Reinforced Polymers (FRP) or Textile Reinforced Mortar (TRM) solutions.
Based on the expected critical failure mechanisms, different configurations of reinforcement may be
adopted. Strengthening can also be effective if maximum deformations either cause the failure of
non-load-bearing elements or stability problems. Since stiffness changes with adding reinforcement,
however, additional changes in the reference models should be necessarily implemented.

 
 

(a) (b) 

Figure 6. (a) Reconstruction works in urban areas—building of new facilities which directly influence
the seismic safety of existing structures. (b) Typical street in the old city of Zagreb, where the majority
of buildings are made of masonry (photos by M. Stepinac).
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6. Open Challenges in the Framework of the ARES Project

The preservation of the building stock tackles societal challenges, environmental issues, and
resource efficiency and represents the complex process of engineering and technical work.

The broad range of available methods shows the extensive experience in the measurement
techniques gained in recent years. However, this experience, so far, has not led to a considerable
advance in the quality of assessment with regard to the evaluation of the reliability of structures. Most
methods only allow for the determination of the level of degradation and the localization of damages
or the determination of localized material properties that do not represent the overall properties and
load-carrying capacity of the entire structure. So far, it is often not possible to relate and interpret
these measurements with regard to strength and stiffness properties required for the design and
evaluation of reliability of the structure with sufficient certainty. Advanced methods for the assessment
and probabilistic evaluation of existing structures make use of updated information and are already
successfully applied in different other fields [51] but are still scarce in masonry engineering [29,52–56].

At the moment, there is a huge knowledge gap in the assessment methods and design checks
of existing structures. Without appropriate guidelines, it is difficult to approach the problem, and
this often leads to the wrong interpretation of collected data, and, thus, wrong decision scenarios
for the reinforcement and rehabilitation of existing structures. The development of investigation
techniques for the updating of material properties will help in reducing the uncertainty associated
with the prediction of the structural behaviour of existing structures.

The ARES project, in this context, currently tries to fill the mentioned gaps. The project is
financially supported by the Croatian Science Foundation and aims at delivering the basis for advanced
assessment and design of existing structures, allowing a more economic design and a more accurate
analysis of the consequences of failure. The ARES project aims to improve the way assessment is
actually carried out. Standard methods will be compared, and necessary procedures will be determined
to simplify assessment for practical use. General guidelines will also be developed, and safety factors
will be reviewed.

The research project will provide knowledge about the building stock in Croatia, assessment of
existing masonry structures and prediction of material properties from NDT. In addition, one of the
current project goals is to evaluate updating methods of properties for the application of the assessment
and verification methods for structures, including consideration of time-dependent behaviour and the
influence of environmental conditions.

Furthermore, it is expected that in the current revision of the Eurocodes the consideration
of existing structures will be more prominent, but, so far, no adequate international rules for the
assessment, reuse and rehabilitation of existing structures exist.

In the most developed societies, as they progress, the feeling grows that it is necessary to maintain
the existing building stock to preserve cultural identities. Preserving old buildings also benefits
businesses and the local economy of societies. Preservation reduces waste, demolition energy use and
new construction. Adaptive re-use concepts, renovations for less energy use, maintenance and type of
use also affect building sustainability.

The following main challenges for future research and development in the field of assessment of
existing structures can be identified:

• efficient determination of properties of structures
• precise prediction of material properties
• reliable prediction of the structural performance
• accounting for updated information in the assessment process
• optimization of verification and design procedures
• quantification of the impact of loading history and load duration on the load-carrying capacity in

the remaining service life
• development of low invasive measures for intervention and rehabilitation
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• enhancement of the communication with decision-makers.

Solving the above-mentioned issues can be of valuable use and precious help for consultants and
designers, as well as for researchers and scholars dealing with the assessment of masonry structures.

7. Conclusions

European building stock comprises a large number of masonry structures which are vulnerable to
seismic excitation. To reduce vulnerability, they usually need to be strengthened with either steel or
non-metallic reinforcement. Configuration and the amount or reinforcement need to be determined
after the assessment is done. Since sustainability is becoming a prevailing issue, the general aim
seems to be shifting from building new structures to the maintenance of existing ones. Thus, the
evaluation of structural behaviour and strengthening techniques is becoming more important than it
was before. Many questions regarding seismic vulnerability assessment of masonry structures remain
unanswered, although many tools and techniques for estimation of material properties exist. Most
of the historic structures and a lot of residential buildings are built with masonry, so both economic
and cultural aspects are at risk. In many cases, access to the interior of a structure is limited. At the
same time, energy efficiency is currently being improved in a lot of structures without any seismic or
even structural considerations. Some simple solutions may lead to a large improvement in seismic
behaviour, such as adding horizontal steel rods to ensure a box-type behaviour of a structure.

The majority of existing design standards regulate the design of new structures but provide poor
information for their maintenance and repair. Although some guidelines and technical documents
exist, they need to be improved and adapted to different solutions. Further research on material
properties (and also its variability), risk assessment and modelling is, hence, necessary. Although
there is a lot of experience regarding existing structures, no significant advancement in the quality
of assessment can actually be perceived. The interpretation of measurements and their relation to
calculation parameters still represents a weak aspect of the overall process. Currently, there is a
huge knowledge gap, especially in the assessment methods and design checks for existing structures,
in every aspect of the assessment process.

Firstly, it is important to clearly define which parameters must be tested, and which may be
calculated (i.e., is it necessary to measure mortar characteristics or are they similar for the Croatian
building stock? Is it necessary to measure shear strength or will the well-known expressions approximate
the values appropriately?). In this regard, the plan is to make case studies on existing structures to
develop the exact procedure.

Secondly, the focus should be spent on how to properly model such a series of structures,
considering economy. This is in contrast with the current practice for existing structures, which is
usually either overly complex or overly simplified. The plan is thus to model structures with different
input parameters, and afterwards try to assess them before testing. The values will be compared to the
ones provided by tests and models will be calibrated. The procedure will be repeated until a stable
system (i.e., where no further calibration is needed) will be obtained.

Thirdly, gaps exist in the way strengthening is ensured (which safety factors can be expected for a
specific strengthening technique, masonry and standard practice characteristic of Croatia? How does
strengthening influence the parameters for modelling? etc.).

The ARES project, in this context, tries to fill these gaps, allowing for a more economic design
and a more accurate analysis of the consequences of failure. In order to achieve sustainability, SHM
should be implemented to ensure continuous tracking of structural behaviour and provide owners
with information important for maintenance.
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Abstract: This research is aimed at investigating the dynamic behaviour of, and to analyse the
dynamic response and dynamic performance of steel frames strengthened with welded haunches
subjected to a typical hydrocarbon blast loading. The structural dynamic analysis was carried
out incorporating the selected blast load, the validated 3D model of the structures with different
welded haunch configurations, steel dynamic material properties, and non-linear dynamic analysis of
multiple degree of freedom (MDOF) structural systems. The dynamic responses and effectiveness of
the reinforced connections were examined using ABAQUS finite element software. Results showed
that the presence of the welded haunch reinforcement decreased the maximum frame ductility ratio.
Based on the evaluation of the results, the haunch reinforcements strengthened the selected steel
frame and improved the dynamic performance compared to the frame with unreinforced connections
under blast loading, and the biggest haunch configuration is the “best” type.

Keywords: blast loading; welded haunch connection; steel frame structures; non-linear dynamic
analysis; ABAQUS; multiple degree of freedom (MDOF); frame ductility ratio

1. Introduction

The record of oil and gas industry accidental events shows that the historical offshore disasters
have generally caused very significant losses in term of human lives, economy, and environmental
pollution. Steel frames, as shown in Figure 1, are typical structures used in the offshore industry.
The main functions of these frames is to support mechanical equipment, electrical and instrument
cables, and hydrocarbon pipelines. Its function as a pipe rack is one of the reasons for selecting
the frame because a ruptured pipeline which contains hydrocarbon liquid or gases may escalate the
damage in a blast accident by intensifying the fire from the explosion. Therefore, this frame type was
considered in our research.

Appl. Sci. 2020, 10, 1815; doi:10.3390/app10051815 www.mdpi.com/journal/applsci405
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(a) (b) 

Figure 1. Typical steel frames used in offshore structures. (a) Pipe rack; (b) Mechanical Equipment
Support.

During the period from 1993–2013, the worldwide petroleum and chemical insurance market
reported that about 1100 insurance claims on major incidents were made [1]. Among these accidents,
hydrocarbon explosions are the most hazardous events. Although a hydrocarbon explosion is a
very rare accidental event, totally eliminating such incidents is difficult. Therefore, efforts should be
made to keep the risk as low as possible and reduce the amount of structural damage if an explosion
incident occurs. One of the approaches to minimize the risk to people and the facility is to utilize a
blast resistant design or structural strengthening. The frames must have adequate stiffness, strength,
and ductility capacity to resist blast loading. The connections of the structural component need to
provide a significant contribution to maintain the integrity of the structural system. In many cases,
connection strengthening can be implemented to enhance the structural dynamic performance.

In recent years, a few studies [2–7] were conducted on the investigation of the steel connection
performance subjected to blast loading. Several steel joint reinforcement methods which strengthen
and provide a better performance were proposed. An additional plate attached to beam flanges can
improve the connection performance under blast loading [3]. Blast events are dynamic phenomena
which are similar to earthquakes. Both blast resistant structure design and seismic design involve the
ductile behaviour of the structures. Under seismic loading, the performance of the welded haunch
connection reinforcements was studied by many researchers [8–11]. In seismic design, the welded
triangular haunch, as shown in Figure 2, is one of the steel connection reinforcement methods that has
been effectively implemented for enhancing steel moment connection performance as recommended by
several seismic design guidelines [12–14]. Since seismic and blast loading characteristics are different,
design for seismic load does not guarantee adequate performance for blast loading. Therefore, seismic
design recommendations on connection reinforcement, and using welded haunches, cannot be directly
implemented in blast design.

Figure 2. Typical sketch of a haunch connection configuration.

406



Appl. Sci. 2020, 10, 1815

This study investigates the dynamic behaviour of a simple single-bay two-storey steel frame
structure subjected to blast loading caused by hydrocarbon explosions. To achieve these objectives,
a typical hydrocarbon explosion dynamic pressure was considered and the selected structural
configuration including the connection details were modelled by numerical simulation using the
finite element analysis (FEA) computer program ABAQUS/Explicit. To facilitate the model validation,
a single-bay two-storey steel frame configuration from Chan and Chui [15] was adopted and developed
as a 3D model. Before modifying the model for further analysis, a validation exercise was performed by
comparing the numerical simulation responses with the responses as reported by Chan and Chui [15].
The model linear response was also compared with the theoretical approach/method computed using
MATLAB Toolbox.

2. Non-Linear Finite Element Analysis

An explosion event typically happens in a very short duration of less than 1 s which indicates that
the loading is time-dependent and requires a dynamic approach in the structural analysis. To solve the
dynamic problem, a few techniques for structural dynamic analysis for blast resistant design have
been developed; namely, the conventional equivalent static load or an elastic approach, a single degree
of freedom (SDOF), and non-linear FEA. Offshore steel structures or petrochemical facility structures
are generally constructed as a structural module with complex configurations and highly occupied
by equipment and pipelines. This complexity leads to the classification of the structure as a multiple
degree of freedom (MDOF) system and requires the non-linear MDOF analysis to provide the most
comprehensive approach in the structural response computation.

The basic concepts and problem-solving techniques for MDOF systems can be found in many
references [16–19]. A simple structure consisting of a MDOF system with the general dynamic equation
of motion given in Equation (1).

M
..
u(t) + C

.
u(t) + Fint(t) = Fext(t) (1)

M is the mass matrix, C is the damping matrix, u, ú, ü are the displacement, velocity, and acceleration
vectors, respectively, Fint is the internal forces vector, and Fext is the external forces vector. For dynamic
events like the explosion case with a very high loading rate within short duration, the calculation
requires small time increments to obtain a high-resolution for accurate solutions. Additionally,
this technique is stable for small-time increment steps and requires relatively small computational
cost per increment [20]. Therefore, the explicit method is efficient and suitable to be used in transient
dynamic cases such as blasts, explosions, and impacts [21].

2.1. Finite Element Modeling

2.1.1. Geometry

Pipe rack framings are usually symmetric with uniformly distributed loadings. The braces support
any lateral loadings in the longitudinal direction and restrain lateral movements whereby relatively
small deflections will be experienced in this direction. This is a reasonable assumption to simplify the
model by considering only a single-bay two-storey moment frame in the analysis.

To provide sufficient space for an access walkway and escape route, a minimum clear space
of 1.0m width and 2.1 m height must be included within the structure [22]. Therefore, a column
distance of 4 m that represents a typical offshore steel pipe racks framing configuration is considered
sufficient. Regarding the requirement for vertical space between beams, the first author found no
restrictions as long as the space for pipelines is sufficient in accordance with the piping engineers design,
and the structural integrity can fulfil the design criteria. Therefore, a single-bay two-storey frame [15]
was adopted and modified. The selected frame configuration is shown in Figure 3. This selected
configuration facilitates the final model development after conducting the validation.
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Figure 3. The steel frame model description.

The haunch length, a, and angle, θ, were dimensioned in accordance with the provision given
in Gross et al. [13]. The haunch is usually fabricated by cutting a structural beam sections or plates
with standard thickness. In this research, plates with a standard thickness of 10 mm were considered
for the haunch and stiffener plates. The thickness was selected because it is the maximum standard
plate thickness that is less than the beam and column web/flange thicknesses. The haunch flanges are
attached to the beam and column flanges by groove welding, and the webs are then fillet welded to the
beam and column flanges as described in Figure 4. The haunches are placed only on the lower side of
the beams to avoid obstruction for the pipelines on the top of the beams.

 
Figure 4. The welded triangular haunch configuration.

Varying details of beam-column connections were considered in this study. In addition to the
joint type based on the configuration shown in Figure 4, a connection without reinforcement and a
connection with a haunch slope angle of 45◦ were also considered in the analyses, as presented in
Figure 5. The latter is a typical connection that is usually used in many offshore frame structures.
The FE model of the steel frame was developed using ABAQUS/Explicit. The model geometry was
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modelled in accordance with the single-bay two-storey frame configuration, as depicted in Figure 3.
The cross section of W8 × 48 was modelled and assigned to both the beams and columns.

  
  

(a) (b) (c) (d) 

Figure 5. Different details of joint configurations with reinforcement. (a) Case 1—Beam-column
connection without haunch; (b) Case 2—Haunch_01 Beam-column connection with haunch by
Chopra [16] but no web stiffener plate on the beam and no continuity plates for haunch flange;
(c) Case 3—Haunch_02 Beam-column connection with haunch by Chopra [16]. Web stiffener plates
and haunch continuity plates were provided on the beam and column, respectively; and (d) Case
4—Haunch_03 Beam-column connection with haunch but the haunch configuration is modified by
providing the slope angle of 45◦.

2.1.2. Constraint and Boundary Conditions

The beams-columns, plates, and haunches were connected using the tie constraint that connects
two surfaces regardless of the mesh size of each surface. The tie constraint is equivalent to a welded
joint that prevents penetration, separating or sliding in the interaction between the modelled surface
relative to another surface [20]. The application of this constraint in the model is illustrated in Figure 6.
The column bases were considered as fixed supports which were created by restraining all the degrees
of freedom of the nodal points concerned in the model boundary conditions.

Figure 6. Typical tie constraint at beam-column connection.

2.1.3. Material Properties

For large deformation cases, the cross-sectional area undergoes a significant reduction and
therefore true stress-strain indicating true material deformation must be considered. The following
Equations (2) and (3) are the nominal stress-strain and true stress-strain relationships [23].

A = πr2σtrue = σeng
(
1 + εeng

)
(2)

εtrue = ln
(
1 + εeng

)
(3)

where σtrue is the true stress, σeng is the engineering stress, εtrue is the true strain and εeng is the
engineering strain. It is recommended that the material properties for nonlinear analysis is based
on the actual test results. However, in many cases this data is unavailable. In the absence of actual
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tensile test results, Det Norske Veritas (DNV) [23] established idealized material curves according
to the European Standards. The elasto-plastic material properties for steel grade S235 with isotropic
hardening was selected for the non-linear properties of steel [23]. ABAQUS defines the rate-dependent

behaviour in term of plastic strain rate
.
ε

pl
expressed as:

.
ε

pl
= D(R− 1)q (4)

where R is the ratio of the dynamic yield stress to the static yield stress, D and q are material constants.
To match the Cowper-Symonds constitutive equation, the material constants for structural steel in
Equation (4) were specified as D = 40.4 s−1 and q = 5 [24] which were included in the power law rate
dependence definition input.

Typically, Gurson’s porous model is considered to model material with relative density greater
than 0.9. Amadio et al. [25] considered Gurson’s porous model in the material attributes to overcome
the limitation of the Von Mises constitutive law. However, Gurson’s damage model on material
plasticity is not considered in this study. The study is more concentrated on the structural performance
based on global response without investigation of the material constitutional law, sensitivity of the
local effect in the beam-column connections, and detail failure mechanism.

2.1.4. Element Type and Mesh

The required numerical results obtain from the FE analysis are depending on the selection of
element type for the FE model. The accuracy of FE results is relatively influenced by the type of
elements defined onto the FE model [26]. Solid element is significantly useful to obtain numerical
stress components of the FE model. However, in this study, only the displacement component of
the FE model is required to estimate the dynamic behaviour of the structure considered under blast
load. Both solid and shell elements can significantly produce the same results of the displacement
component of the element under static and even extreme load such as blast load [26,27]. All structural
components were modelled using deformable four-node doubly curved with reduced integration
S4R shell element. The S4R element is suitable for large-rotation problems because it includes finite
membrane strains and arbitrarily large rotations [20]. A fine mesh size of 25 mm was used in the
connection region and a coarse mesh size of 100 mm for the regions other than the connection area
were selected as shown in Figure 7.

 
Figure 7. Finer mesh size at used in the connection region.

2.1.5. Loadings

All loadings associated with in-place actions that contribute to the dynamic masses must be
included in the dynamic analysis [28]. The dead loads not contributing to the overall structural stiffness
were incorporated as inertia masses input because these masses, including the weight of all pipes,
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contribute to the inertia mass in the dynamic behaviour of the overall structure. The inertia mass of
pipes was determined by assuming all pipe size as 400 mm diameter × 12.7 mm thickness with a span
length of 5 m. The weight of each pipe was 1.2 tonnes. At the same time, the miscellaneous dead
loads such as smaller pipes, cable tray, electrical lines, grating, and handrails were included in the
model. A total inertia mass of 10.2 tonne (100 kN) at each pipe location were assumed and included
in the model. The total mass based on the assumed inertia masses gives a conservative scenario,
besides maintaining the same total mass as in the original steel frame presented by Chan and Chui [15].
The weight of the pipes on the rack was modelled by applying mass inertia at four prescribed locations
as shown in Figure 8.

Figure 8. Pipe inertia masses and locations.

During the gas explosion process, the atmospheric pressure increases dramatically to a maximum
pressure with the propagation of the blast wave, and then it slowly decreases to a negative value
with respect to the standard atmospheric pressure. The negative phase pressure occurs because the
shockwave forces the air to move as it spreads outward from the explosion centre and creates a lack of
air behind, causing a partial vacuum or negative pressure phase. This negative phase can be ignored
in structural design [29]. However, the negative phase of the blast pressure is important in order to
accurately predict the responses of blast loading on structures [30], and it is unconservative if the
negative phase is ignored [31]. The original pressure-time history output of blast simulation is not
practicable to be used in structural dynamic analysis and needs to be idealized [32]. Mohamed et al.
reference [30] summarised typical nominal blast overpressures for offshore structure according to
industrial standard guidelines. The durations of these loads were reported to be between 50 and
200 msec and considered to be close to typical offshore structure natural periods (between 300 to
1100 msec). Yasseri et al. [33] also proposed an overpressure load of 0.9 bar and 2.25 bar as the lower
and upper level events for hydrocarbon explosions, respectively.

During an explosion event, the following three fundamental consequences can occur; namely,
the blast overpressures, dynamic pressures (drag loads) and projectiles, missiles, and shrapnel. Among
these consequences, the explosion overpressures are generally considered to be the most critical
measurement. In the absence of project-specific data, it has been suggested in a Chevron Engineering
Standard that a load equal to one-third of the positive phase load can be considered for the negative
phase pressure. The negative pressures are usually within the range 10–30% of the maximum
pressure [34].

The explosion loads on open frame structures, structural components, equipment items and
pipework are usually caused by dynamic pressure loads [35] containing drag loads, inertia loads, and
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a pressure difference load. The first two loadings are similar to the fluid force terms in the Morrison
equations (refer Equation (5)) [36].

FD =
π
4

CmρD2 ∂U
∂t

+
1
2
ρv2

gasCDA (5)

FD is the drag force, Cm and CD are the inertial and drag coefficients. For small objects and
typical gas velocities, the contribution of the inertia load is less than 1% of the force hence it may be
neglected [37]. Therefore, the Morrison’s equation can be reduced and the magnitude of the drag
forces on the steelwork elements can be calculated using Equation (6).

FD =
1
2
ρv2

gasCDA (6)

where CD is the drag coefficient of the object which is dependent on the shape of the structure (projected
area), ρ is density of gas (kg/m3), vgas is velocity of the unburned gas mixture (m/s) and A is structures
projected area (m2). Since the prediction of gas density and velocity in an explosion event are very
difficult, Mohamed et al. Reference [30] reported that the dynamic pressure (drag load) calculation in
Equation (6) can be simplified to the following empirical expression given by Equation (6).

qD(t) = CD × p(t) ×OD (7)

where qD(t) is the line load on a pipe function with respect to time, p(t) is maximum overpressure
time-history and OD is outer pipe diameter. According to Equation (7), the dynamic pressure can
be calculated by using the maximum overpressure values. The maximum dynamic pressure Pmax of
2.5 bar was selected based on Mohamed et al. [30] whereas the peak negative pressure Pmin of −0.83 bar
was taken as one-third of the maximum dynamic pressure as suggested by in the Chevron Engineering
Standard and Hansen et al. [34]. The pressure duration of 0.136 s for pressures Pmax of 2.5 bar and the
duration of 0.24 s for Pmin of −0.83 bar were determined using the curve in Figure 9.

Figure 9. Pressure durations relationship based on API RP 2FB [24].

The dynamic pressure wave profile can be developed using the pressures and durations
information. The idealized triangular waveform shown in Figure 10 was considered to describe
the dynamic pressure history that was applied in the FE models.
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Figure 10. Dynamic pressure history.

In the analyses, a uniform distributed pressure of 2.5 bar was applied on the column flanges.
To simplify the problem, the drag loads on the unmodeled pipes and non-structural items on the frame
were ignored. Since the blast direction and the beam longitudinal direction are parallel, the beams are
to be minimally affected by the lateral pressures, and thus no blast loads were applied to the beams.

In a blast event, the structures might buckle and undergo large geometry changes, hence the
necessity to also consider geometric non-linearity [20]. In the initial step, initial conditions, boundary
conditions, and predefined fields that are applicable with the analysis can be specified. In addition to
the initial step, three steps were specified to simulate the blast analysis, namely; self-weight (quasi-static
analysis with structural weight and dead load), blast (dynamic analysis using dynamic pressure history
with self-weight propagation) and post-blast (only dead load is set active, no propagation of blast load
from previous analysis step). In each analysis step, the incrementation settings were set to automatic
incrementation so that ABAQUS automatically adjusts the time increment size depending on the
numerical stability limit [20].

Before applying dynamic pressure, the initial condition of the structure was in a static condition
under self-weight consisting of structural dead load and piping masses. Unfortunately, ABAQUS cannot
directly combine static analysis with dynamic explicit analysis in the same model. When dynamic
explicit analysis is being used, all the following analysis in the next steps must also be in the dynamic
explicit mode. Therefore, the self-weight member forces also need to be analysed using dynamic
explicit analysis. When the self-weight is applied instantaneously in the dynamic analysis, oscillatory
vertical reaction force occur as shown in Figure 11. This oscillation does not represent the correct static
condition in which the structure should be before the blast is initiated. This oscillation will create
incorrect stress variations during and after the actual blast dynamic analysis. To overcome this problem,
the ramp loading was implemented in the self-weight dynamic analysis whereby the load was applied
slowly to avoid the dynamic effect. The basis of this method is related to the concept of the dynamic
case of “step force with finite rise time” [16–18] in which if the rising time of the self-weight dynamic
loading is relatively long and greater than three times the structural natural period, the dynamic
response is quasi-static or like a static force. Therefore, a rise time of 2.15 s (=3 × 0.717 sec) was used in
the self-weight dynamic step as shown in Figure 12. The result of ramp loading implementation in
the self-weight step is presented in Figure 13 whereby no oscillation has occurred in the self-weight
dynamic step.
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Figure 11. Vertical reaction force for instantaneously applied self-weight.

Figure 12. Dynamic analysis steps and durations.

Figure 13. Vertical reaction force after ramp loading implementation in the self-weight step.

In the “blast” analysis step, the dynamic pressure was introduced. The duration of the blast
analysis step was specified in line with the total duration of the blast amplitude definition as 0.376 sec.
During this analysis step, the self-weight propagating from the previous self-weight analysis step
was included in the analysis. After the blast analysis step, the last analysis step, called the post blast,
was created with the purpose of studying the post-blast response of the structure. No load was applied
in this step except the self-weight propagation from the previous step. Since the transient dynamic
response is the primary interest of the study, a step duration of 2 s was considered in the post-blast
analysis. In the explosion dynamic analysis, the maximum dynamic response usually occurred within
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the transient response duration. Therefore, the duration of 2 s is considered adequate to describe the
steady state response of the structure. Moreover, a longer duration needs to be avoided to minimize
the total computation duration.

2.2. Structural Assessment

2.2.1. Ductility Ratio of the Steel Frame

The level of structural performance can be measured by quantifying its stresses, strains,
displacements, ductility, functionality, and similar parameters. Like seismic design, blast resistant
structural design also considers inelastic response under dynamic load. In terms of the structural
response, the impulsive blast load yields higher response frequency than the response due to seismic
load [38] and the inter-story drifts due to the blast loading on a building are generally higher than the
drifts due to earthquakes [39]. In the case of blast loading, the design is based on the member’s plastic
behaviour and the structural component is governed by its ductility and rotation [40]. The ductility is
defined as the structural capability of plastic deformation without fracturing. The maximum plastic
displacement of a structure can be measured by the ductility ratio (μ) relative to first yield [41] as given
in Equation (8).

μ =
δu

δy
(8)

where δu is the maximum plastic displacement, and δy is the displacement at first yield.
The displacement at first yield is not obvious for most material. It can be determined by using
graphical methods with several alternative definitions [41]. The method based on initial yielding, also
called the Tangent Method, is usually implemented to approximate the yield point which is defined as
the intersection between the tangential lines of elastic and plastic behaviour [42].

In design practice, ductility ratio values and rotation criteria are used for designing structure
particularly topside offshore structures. The ductility ratio and the plastic strain are related, and the
failure of the structure is assumed to occur when the plastic strain approaches the material failure
strain [43]. The allowable range of the structural member’s plastic deformations is measured based
on the calculated ductility ratio, whereas the limit on the support rotation makes sure that tension
membrane action, that may develop in a member, will be in a safe range where no connection
failures occur.

2.2.2. Evaluation Criteria

In industrial practice, various design codes and guidelines [24,31,40,44–46] are used for blast
design evaluation criteria. Specifically, for a petroleum facility, API RP 2FB [24] defines two important
levels of assessment namely ductility level blast (DLB) and the strength level blast (SLB). These levels are
associated with the explosion loading risks by analogy with earthquake assessment. A low-probability
high-consequence event representing the extreme design event may be assessed using DLB. While a
higher-probability lower-consequence event, such an explosion case with low overpressure, can be
assessed using SLB.

Louca et al. [6] summarised the ductility values that were used in the offshore structure design
practice. By correlating the ductility ratio and damage levels, Yasseri [47] proposed the ductility ratio
criteria. Several design guidelines in the industry present the response criteria [40,46].

3. Results

3.1. Model Validations Results

A single-bay two-storey steel framing configuration as presented in Figure 14 was chosen to
develop the model. The selected steel frame was considered appropriate for the object in the study
because a simple and small structure does not require excessive computation resources. Chan and
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Chui [15] investigated the transient dynamic response of the inelastic steel frames with nonlinear
connections. Geometric imperfections and residual stress with a maximum magnitude of 50% of yield
stress were included in their study.

Figure 14. A two-storey steel frame under dynamic loading [15].

The model of the selected steel frame was developed in ABAQUS. Before starting the simulations
for the research, two different analyses namely elastic and elastic-perfectly-plastic analyses were
used for validating the model by comparing the dynamic responses from numerical analyses against
the dynamic responses presented by Bathe [19]. To differentiate the analysis, two different material
properties were created representing the elastic and elastic-perfectly plastic with a yield stress of
235 MPa. The elastic and elastoplastic analyses were carried out. To verify the dynamic characteristic of
the frame using theoretical calculations, elastic dynamic analysis was also carried out using CALFEM
which is a MATLAB computational toolbox for teaching FEM developed at Lund University [48].
The structural lateral displacement responses are presented in Figures 15 and 16.

Figure 15. Elastic analysis dynamic response ABAQUS, Chan and Chui [15] and CALFEM/MATLAB.
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Figure 16. Elastoplastic analysis dynamic response ABAQUS and Chan and Chui [15].

Since the response based on CALFEM calculation matches the elastic response presented by Chan
and Chui [15], their dynamic characteristics are considerably identical. This implies that the dynamic
characteristic based on CALFEM calculations represents the similar dynamic characteristic of the
frame presented by Chan and Chui [15]. According to the dynamic response in Figures 15 and 16,
the maximum response from the ABAQUS analysis is 42% higher than the maximum response given
by Chan and Chui [15]. In addition to this, the displacement response wave period of the ABAQUS
results are shorter than the results from Chan and Chui [15].

To investigate these discrepancies, the natural frequencies that represent the dynamic characteristic
of the frames were calculated using ABAQUS and CALFEM. As shown in Figure 17, the structure
natural frequency of 1.4978 Hz extracted from ABAQUS is 5.4% higher than the CALFEM result
(1.4214 Hz). Tedesco et al. [18] showed that the effect of mass and load distribution on the dynamic
response of a structural system in which a structural system with distributed mass is stiffer than
a system where the entire mass is concentrated at midspan points. Unlike beam finite element
formulation, the structural masses in the ABAQUS model is distributed throughout the structure and
not concentrated at points. This implies that the ABAQUS model should be stiffer than the CALFEM
calculation, hence it will have a higher natural frequency.

 
 

(a) (b) 

Figure 17. Structural natural frequency from (a) ABAQUS and (b) CALFEM/MATLAB.

The effect of the nonlinearity of the system was also investigated. As shown in Figure 18,
the Von Mises stress reaches the yield stress value. This situation is considered overstress, in which
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the validated model undergoes yielding and buckling. In this case, analysis using ABAQUS does
have capability to consider inelastic moment redistribution [49] and P-delta effects by activating
the geometric non-linearity option in the dynamic analysis. These features allow the analysis using
ABAQUS to capture the more realistic dynamic behaviour of the structure.

Figure 18. Yielding and buckling in the validated model.

The preceding section explained possible factors affecting the higher dynamic responses obtained
from ABAQUS compared to the dynamic response presented by Chan and Chui [15].

3.2. Eigenmodes and Eigenvalues

The natural period of the structure was obtained by eigenvalue analysis. To perform this,
the analysis model was copied and modified by removing the blast loading and maintaining the
structural and piping masses. The dynamic analysis step was replaced by linear perturbation frequency
analysis type. Ten values of the eigenvalues were requested for the analysis output. The mode shape
which is parallel with the direction of blast loading was selected as the representation of the dynamic
characteristics of the structure. Therefore, the structural natural period associated with this mode
shape was used in the step duration of self-weight dynamic analysis. By relating the structural natural
period to the dynamic loading duration, the structural dynamic response was classified into impulsive
td/Tn < 0.3, dynamic 0.3 < td/Tn < 3, or quasi-static 3 < td/Tn categories [50]. Where td is the dynamic
load duration and Tn is the structural natural period. The structural dynamic characteristic was
identified by undertaking the eigenvalue analysis. Four mode shapes considered to to be the most
important shapes are presented in Figure 19. The first mode as the highest eigenvalue is usually
considered as the critical case. However, mode shapes 1 and 2 in this study were considered not to
be the critical cases because the columns, bracings, and lateral beams provide lateral restrains in the
longitudinal direction of the actual structure. The mode shape-3 that deflects in the same direction
as the blast excitation loading was selected to represent the dynamic characteristic for the structure.
Subsequently, the eigenvalue based on mode shape-3 was used in all calculations that are relevant
with the structural dynamic characteristics.

By considering the dynamic load duration of td = 0.376 s and the structural natural period of
0.717 s, the ratio of the dynamic loading duration to the natural period is determined as td/Tn = 0.52.
The ratio is greater than 0.3 and less than 3, hence falls into the dynamic category. Therefore, dynamic
analysis was solved using numerical integration of the dynamic equations of equilibrium that is already
implemented in the ABAQUS numerical computational technique.
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Mode shape 1 
Frquency: 0.39967 Hz 
Natural period: 2.502 

second 

 

Mode shape 2 
Frquency: 0.82096 Hz 
Natural period: 1.218 

second 

 

Mode shape 3 
Frquency: 1.3952 Hz 
Natural period: 0.717 

second 

 

Mode shape 4 
Frquency: 1.9742 Hz 
Natural period: 0.507 

second 

 
(a) (b) (c) (d) 

Figure 19. Structural eigen modes and eigen periods. (a) Mode shape 1; (b) Mode shape 2; (c) Mode
shape 3; and (d) Mode shape 4.

3.3. Lateral Displacement Response and Ductility Ratio

Structural ductility was calculated using Equation 8 and the value of structural displacement at
first yield was determined using initial yield or the tangent method [41]. A new model was developed
by modifying the analysis model. The static pushover analysis was performed with only lateral loading
applied at the top corner of the frame considered.

The force-displacement resulting from the analysis is presented in Figure 20. By using the curve,
the structural displacement at first yield was determined by estimating the yield point location which
is defined as the intersection between the tangential lines of elastic and plastic behaviour, where the
displacement at first yield is 71 mm. Subsequently, the structural ductility ratio was calculated as the
ratio of peak displacement under blast load to the displacement at first yield.

Figure 20. Structural displacement at first yield approximation.

Figure 21 describes the general displacement direction of the frame swaying horizontally in the
same direction as the blast excitation load. Two different points depicted in the figure that represents
structural height and beam elevations were selected as the node locations to extract the global lateral
displacement responses. The lateral displacement at the top right corner (Point A) was considered
as a good measurement point for the frame system deformation, whereby the maximum lateral
displacements at Point B were used in structural ductility ratio calculation.
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Selected 

points 

Figure 21. Selected points for structural displacement location.

The sway histories for these two observation points are presented in Figure 22a,b for all frame
analysis with different beam-column connection. The maximum sway responses at lower and upper
beam elevations, points A and B, were observed during the blast duration. The maximum responses of
the frame without reinforcement are higher than the frames that are reinforced with haunches.

 
(a) (b) 

Figure 22. (a) Lateral displacement response history at top right corner of the frame; (b) Lateral
displacement response history at right end of the lower beam.

To measure the frames dynamic performance based on the sway responses, the extracted maximum
sway displacements at the top elevation for each frame during blast and post blast are presented
in Table 1 and Figure 23. Subsequently these maximum sway responses were used to calculate the
ductility ratios as tabulated in Table 1. The maximum lateral displacement of 94.6 mm occurred in
the frame without haunch reinforcement. Since the ductility ratio is proportional with the maximum
displacement, the maximum ductility ratio of 1.33 also occurred in the same frame without haunch.
The calculated results as presented in Table 1 show that all maximum sway responses and maximum
ductility ratios are less than the maximum criteria recommended [40,46]. The allowable deflection and
ductility ratio of frame structures are 1.5 and 240 mm (Height/25), respectively [40,46].
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Table 1. Summary of maximum displacement at all beam elevations for connection types of all cases
considered in this study.

Case Location
Maximum Displacement, u (mm) Ductility μ 1

Blast Post-Blast Blast Post-Blast

No haunch Upper beam 94.6 61.4 1.33 0.86
Lower beam 34.9 29.6 - -

Haunch_01 Upper beam 91.1 60.0 1.28 0.84
Lower beam 33.1 29.6 - -

Haunch_02 Upper beam 90.2 60.6 1.27 0.85
Lower beam 32.7 30.0 - -

Haunch_03 Upper beam 83.7 62.4 1.18 0.88
Lower beam 31.4 31.7 - -

1 From Equation (8).

Figure 23. Maximum lateral displacement response.

To evaluate the relative differences between frames performance using ductility criteria,
the ductility ratios are presented in Figure 24. The trends show that the frames with haunches
performed better compared to the frame without haunches. Qualitatively, the Haunch_03 impact
on the frame sway response is the highest among all the haunch types. The Haunch_03 connection
reinforcement reduced the ductility ratio by 12% against the frame without haunches, while in the case
of the Haunch_02 the reduction is 5% and for the Haunch_01 is 4%. The results demonstrated that the
Haunch_03 provides a enhanced dynamic performance. It was also observed that the plate stiffeners
on beam-column joints (Haunch_02) provided slightly better ductility ratio than the case of the haunch
without the plate stiffeners (Haunch_01). In general, the biggest haunch configuration provided the
best frame dynamic performance. This finding is relevant to the beam-to-column connections flexibility
whereby connection strengthening increases the stiffness of the frame.

Figure 24. Frames ductility.
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4. Discussion

The results of this research are limited and cannot be extrapolated to cover the structural dynamic
performance of steel frames with connection haunch reinforcement because this research considered
only four cases of frames with different joint haunch configurations. To further understand the
dynamic performance aspects of typical steel frame subjected to blast loading, the following points are
recommended to be undertaken:

• In this research, the blast loadings were applied on the columns of a typical steel frame structure,
whereas in actual structures, the blast pressure are also applied onto unmodeled items such as
pipelines and equipment located on the structure. Further study is recommended to investigate
the effect of blast loading on the pipelines and additional equipment attached to the structures,
both with and without haunch reinforcement.

• The Gurson porous model has an important local effect in the beam-column connection. Therefore,
further sensitivity study comparing the effects of using material constitutive law of Von Mises
versus Gurson model on material plasticity is suggested to investigate the stresses evolution in
joint area. In addition to the material model aspect, a solid element is to be included in the study
as element selection plays major impact in the analysis result as shown in the study

• Generally, the analysis results demonstrated an enhanced performance when the haunches with
a size greater than the size recommended by AISC [14] was used. To investigate the optimum
haunch size, it is recommended to carry out parametric study on haunch sizes and stiffener plate
thicknesses. A parametric study on the beam and column sizes are also suggested to understand
the effect of a combination of haunches and frame configurations.

• In the absence of actual blast loading data, it is also recommended that a parametric study on
pressure time histories is carried out.

5. Conclusions

The structural eigenvalue was extracted and compared to the dynamic loading duration in
order to characterize the dynamic response. The obtained ratio of 0.52 that is greater than 0.3 and
less than 3 has classified the dynamic response under the influence of dynamic category. Therefore,
the dynamic analysis was solved using numerical integration of dynamic equations of equilibrium
that is already implemented in ABAQUS. The structural maximum ductility ratio achieved using
haunches was 1.33 and less than the allowable criteria of 1.5. Generally, the structural ductility
ratios decreased due to the presence of the haunch reinforcement. The ductility ratio of the frame
with Haunch_03 reinforcement was reduced by 12% compared with the frame without haunches,
while in the case of the Haunch_02 the reduction was 5% and for Haunch_01 was 4%. According
to the evaluation results, the haunch reinforcements have strengthened the selected steel frame and
improved dynamic performance compared to the frame with unreinforced connections under blast
loading. The Haunch_03 as the biggest reinforcement configuration performed better compared to
other connection configurations.
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