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Laura López-Mascaraque

A Clonal NG2-Glia Cell Response in a Mouse Model of Multiple Sclerosis
Reprinted from: Cells 2020, 9, 1279, doi:10.3390/cells9051279 . . . . . . . . . . . . . . . . . . . . . 39

Monokesh K. Sen, Mohammed S. M. Almuslehi, Erika Gyengesi, Simon J. Myers, Peter J.

Shortland, David A. Mahns and Jens R. Coorssen

Suppression of the Peripheral Immune System Limits the Central Immune Response Following
Cuprizone-Feeding: Relevance to Modelling Multiple Sclerosis
Reprinted from: Cells 2019, 8, 1314, doi:10.3390/cells8111314 . . . . . . . . . . . . . . . . . . . . . 55

Emanuele D’Amico, Aurora Zanghı̀, Alessandra Romano, Mariangela Sciandra, 
Giuseppe Alberto Maria Palumbo and Francesco Patti

The Neutrophil-to-Lymphocyte Ratio is Related to Disease Activity in Relapsing Remitting 
Multiple Sclerosis
Reprinted from: Cells 2019, 8, 1114, doi:10.3390/cells8101114 . . . . . . . . . . . . . . . . . . . . . 89

Itay Raphael, Rachel R. Joern and Thomas G. Forsthuber

Memory CD4+ T Cells in Immunity and Autoimmune Diseases
Reprinted from: Cells 2020, 9, 531, doi:10.3390/cells9030531 . . . . . . . . . . . . . . . . . . . . . . 97

Tamás Biernacki, Dániel Sandi, Krisztina Bencsik and László Vécsei
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Multiple sclerosis (MS) is one of the most common neurological disorders in young adults.
The etiology of MS is not known, but it is generally accepted that it is autoimmune in nature.
Our knowledge of the pathogenesis of MS has increased tremendously in the past decade through
clinical studies and the use of experimental autoimmune encephalomyelitis (EAE), a model that has
been widely used for MS research. Major advances in the field, such as understanding the roles
of pathogenic Th17 cells, myeloid cells, and B cells in MS/EAE, as well as cytokine and chemokine
signaling that controls neuroinflammation, have led to the development of potential and clinically
approved disease-modifying agents (DMAs).

There are many aspects related to the initiation, relapse and remission, and progression of MS
that are yet to be elucidated. For instance, what are the genetic and environmental risk factors that
promote the initiation of MS and how do these factors impact the immune system? What factors
drive the progression of MS and what are the roles of peripheral immune cells in disease progression?
How do the CNS-infiltrated immune cells interact with the CNS-resident glial cells when the disease
progresses? What is the role of the microbiome in MS? Can we develop animal models that better
represent subcategories of MS? Understanding the cellular and molecular mechanisms that govern
the pathogenesis of MS will help to develop novel and more specific therapeutic strategies that will
ultimately improve clinical outcomes of the treatments. This Special Issue of Cells has published
original research articles, retrospective clinical reports, and review articles that investigate the cellular
and molecular basis of MS.

Most DMAs can effectively reduce the rate of relapse in patients with relapsing–remitting
MS (RRMS) but these DMAs are ineffective in stopping the disease from progressing. Ozanimod
is a sphingosine-1-phosphate (S1P1 and S1P5) receptor agonist that is recently approved for the
treatment of clinically isolated syndrome, RRMS, and active secondary progressive MS (SPMS).
Since neurodegeneration is a prominent feature for SPMS, Centonze and colleagues [1] sought to
investigate the potential neuroprotective effect of ozanimod. Using corticostriatal slices prepared
from EAE-induced mice, they showed a direct anti-excitotoxic effect of ozanimod and found that
ozanimod reduces the expression of inflammatory marker iNOS, IL-1β, and TNF. The authors further
demonstrated that ozanimod reduces the synaptotoxic effect during EAE by modulating lymphocytes.
To further investigate whether the effect of ozanimod is due to the modulation of S1P1 or S1P5 activity,
the authors used selective S1P1 and S1P5 agonists and showed that targeting S1P1 is more effective
than targeting S1P5 in ameliorating glutamatergic dysfunction. Finally, they showed that mice treated
with S1P1 agonist developed less severe EAE. Overall, this study provides evidence that targeting
S1P1/S1P5 activity has both anti-inflammatory and neuroprotective effects.

Inflammation in the CNS during relapse can be caused by mediators produced from both peripheral
infiltrated immune cells and CNS-resident glial cells. While most current DMAs for MS treatment
target blocking the infiltration and/or function of peripheral immune cells, the potential of targeting
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glial cells in MS is not well explored. Michetti, Ria, and colleagues [2] showed that targeting S100B,
a protein primarily produced by astrocytes, can ameliorate the relapsing–remitting EAE. EAE-induced
mice treated with pentamidine isethionate (PTM), an antiprotozoal drug shown previously to block
S100B activity, had reduced EAE severity score in the preclinical, onset, and remission phases during
the disease course, which correlates with the reduction of Ifng and Tnfa expression in the brain, as well
as the decrease of NOS activity. The numbers of CD68+ cells and demyelinating lesions were reduced
in the PTM-treated EAE mice compared to EAE mice without drug treatment. Overall, this study
suggests that targeting neurotoxic mediators produced by astrocytes reduces the severity of EAE.
Whether the same treatment strategy applies to MS warrants further investigation.

Demyelination is a hallmark of MS pathology. NG2-glia are oligodendrocyte precursors that can
differentiate into mature oligodendrocytes and thus may contribute to remyelination in patients with MS.
Using a sophisticated StarTrack approach to follow the fate of NG2-glia which are derived from single
progenitors from the dorsal subventricular zone, Lopez-Mascaraque and colleagues [3] investigated
the phenotypic heterogenicity of NG2-glia relative to their ontogenic origin, and asked whether
EAE triggers a clonal NG2-glial response. They showed that the NG2-glia from single progenitors
dispersed throughout the grey and white matter in a clonal manner. In addition, the heterogeneity
of NG2-glia seems established in the early embryonic development stage. Using EAE as the disease
model, the authors further showed that the clonal NG2-glia are morphologically diverse relative
to the distance from EAE lesions. Overall, this study improves our understanding in the nature of
heterogeneity of NG2-glia under normal and pathological conditions.

Although the activation of autoreactive T cells plays a critical role in the pathogenesis of MS, the
etiology of this disease remains uncertain. The “inside-out” theory proposes that MS is initiated by
demyelination of the CNS, followed by the activation of adaptive immune response in the periphery.
Coorssen, Mahns, and colleagues [4] investigated whether the cuprizone-mediated demyelination
in mice, in the presence of pertussis toxin, stimulates T-cell infiltration to the brain. They showed
that both standard-dose (0.2%) and low-dose (0.1%) treatment of cuprizone for five weeks induces
oligodendrocytosis, demyelination, and gliosis in the brain. However, standard-dose treatment also
induces splenic atrophy and a more significant reduction of CD4+ and CD8+ cells in the spleen
compared to mice with low-dose cuprizone treatment. They further showed that demyelination
in the brain does not stimulate T-cell infiltration, even in the presence of pertussis toxin, which is
known to disrupt blood–brain barrier integrity. In addition, the authors determined changes in the
brain proteome following cuprizone treatment using two-dimensional gel electrophoresis coupled
with liquid chromatography and tandem mass spectrometry. They found changes of multiple brain
proteoforms following cuprizone treatment, the majority of which are associated with mitochondrial
function. Thus, their study suggests that the cuprizone-induced demyelination may be elicited by
mitochondrial perturbations.

In a clinical prospective, identification of biomarkers in patients’ blood may serve as a simple
and rapid tool to evaluate disease activity in MS patients. D’Amico and colleagues [5] performed
a retrospective study to analyze data from patients with RRMS, and asked whether the blood
neutrophil-to-lymphocyte ratio (NLR) correlates with disease severity in these patients. The authors
obtained NLR data from 84 newly diagnosed, naïve RRMS patients and found that NLR ratio positively
correlates with high disease activity, classified as at least two relapses in the year prior to the study entry
and at least one gadolinium-enhancing lesion at the time of study. This study, although with a small
sample size, suggests that NLR may serve as one of the biomarkers to evaluate disease activity in MS
patients. This observation should be confirmed further with multicenter, large cohort clinical studies.

In addition to the aforementioned research articles, this Special Issue of Cells also published three
review articles that cover different research topics in MS. Forsthuber and colleagues [6] summarized the
role of memory CD4+ T cells in autoimmune diseases, with specific focus on MS and EAE. Vecsei and
colleagues [7] discussed the importance of kynurenines in the pathogenesis of MS. Last but not least,
we [8] provided a comprehensive review on the role of granulocyte-macrophage colony-stimulating
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factor (GM-CSF) in mediating neuroinflammation, and discussed the potential of targeting GM-CSF in
the treatment of MS.

Taken together, articles published in this Special Issue of Cells have covered a variety of topics in
MS, which help us to better understand the underlying cellular and molecular mechanisms that drive
MS pathogenesis.

Funding: E.C.K.W. is supported by NIH grant P20 GM109098 and the Innovation Award Program from Praespero.

Acknowledgments: I thank Sheran Law and David Fong for their support throughout my scientific career.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Musella, A.; Gentile, A.; Guadalupi, L.; Rizzo, F.R.; De Vito, F.; Fresegna, D.; Bruno, A.; Dolcetti, E.;
Vanni, V.; Vitiello, L.; et al. Central Modulation of Selective Sphingosine-1-Phosphate Receptor 1 Ameliorates
Experimental Multiple Sclerosis. Cells 2020, 9, 1290. [CrossRef] [PubMed]

2. Di Sante, G.; Amadio, S.; Sampaolese, B.; Clementi, M.E.; Valentini, M.; Volonte, C.; Casalbore, P.;
Ria, F.; Michetti, F. The S100B Inhibitor Pentamidine Ameliorates Clinical Score and Neuropathology
of Relapsing-Remitting Multiple Sclerosis Mouse Model. Cells 2020, 9, 748. [CrossRef] [PubMed]

3. Barriola, S.; Perez-Cerda, F.; Matute, C.; Bribian, A.; Lopez-Mascaraque, L. A Clonal NG2-Glia Cell Response
in a Mouse Model of Multiple Sclerosis. Cells 2020, 9, 1279. [CrossRef] [PubMed]

4. Sen, M.K.; Almuslehi, M.S.M.; Gyengesi, E.; Myers, S.J.; Shortland, P.J.; Mahns, D.A.; Coorssen, J.R.
Suppression of the Peripheral Immune System Limits the Central Immune Response Following
Cuprizone-Feeding: Relevance to Modelling Multiple Sclerosis. Cells 2019, 8, 1314. [CrossRef] [PubMed]

5. D’Amico, E.; Zanghi, A.; Romano, A.; Sciandra, M.; Palumbo, G.A.M.; Patti, F. The Neutrophil-to-Lymphocyte
Ratio is Related to Disease Activity in Relapsing Remitting Multiple Sclerosis. Cells 2019, 8, 1114. [CrossRef]
[PubMed]

6. Raphael, I.; Joern, R.R.; Forsthuber, T.G. Memory CD4(+) T Cells in Immunity and Autoimmune Diseases.
Cells 2020, 9, 531. [CrossRef] [PubMed]

7. Biernacki, T.; Sandi, D.; Bencsik, K.; Vecsei, L. Kynurenines in the Pathogenesis of Multiple Sclerosis:
Therapeutic Perspectives. Cells 2020, 9, 1564. [CrossRef] [PubMed]

8. Monaghan, K.L.; Wan, E.C.K. The Role of Granulocyte-Macrophage Colony-Stimulating Factor in Murine
Models of Multiple Sclerosis. Cells 2020, 9, 611. [CrossRef] [PubMed]

© 2020 by the author. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

3





cells

Article

Central Modulation of Selective
Sphingosine-1-Phosphate Receptor 1 Ameliorates
Experimental Multiple Sclerosis

Alessandra Musella 1,2,†, Antonietta Gentile 2,3,†, Livia Guadalupi 3, Francesca Romana Rizzo 3,

Francesca De Vito 4, Diego Fresegna 2,3, Antonio Bruno 3, Ettore Dolcetti 3, Valentina Vanni 2,3,

Laura Vitiello 2, Silvia Bullitta 2,3, Krizia Sanna 3, Silvia Caioli 3, Sara Balletta 3, Monica Nencini 2,

Fabio Buttari 4, Mario Stampanoni Bassi 4, Diego Centonze 3,4,* and Georgia Mandolesi 1,2

1 Department of Human Sciences and Quality of Life Promotion, University of Rome San Raffaele,
00166 Rome, Italy; alessandra.musella@sanraffaele.it (A.M.); georgia.mandolesi@sanraffaele.it (G.M.)

2 IRCCS San Raffaele Pisana, 00166 Rome, Italy; gntnnt01@uniroma2.it (A.G.);
diego.fresegna@gmail.com (D.F.); valentina_vanni@hotmail.it (V.V.); laura.vitiello@sanraffaele.it (L.V.);
Silvia.Bullitta@uniroma2.it (S.B.); monicanencini@hotmail.com (M.N.)

3 Department of Systems Medicine, University of Rome Tor Vergata, 00133 Rome, Italy;
livia.guadalupi@gmail.com (L.G.); f.rizzo@med.uniroma2.it (F.R.R.); antonio.bruno91@yahoo.it (A.B.);
ettoredolcetti@hotmail.it (E.D.); krizia.sanna@live.it (K.S.); silviacaioli@yahoo.it (S.C.);
balletta.sara@gmail.com (S.B.)

4 Unit of Neurology, IRCCS Neuromed, 86077 Pozzilli (IS), Italy; f.devito.molbio@gmail.com (F.D.V.);
fabio.buttari@gmail.com (F.B.); mario_sb@hotmail.it (M.S.B.)

* Correspondence: centonze@uniroma2.it; Tel.: +39-06-7259-6010; Fax: +39-06-7259-6006
† These authors contributed equally.

Received: 20 April 2020; Accepted: 18 May 2020; Published: 22 May 2020

Abstract: Future treatments of multiple sclerosis (MS), a chronic autoimmune neurodegenerative
disease of the central nervous system (CNS), aim for simultaneous early targeting of peripheral
immune function and neuroinflammation. Sphingosine-1-phosphate (S1P) receptor modulators are
among the most promising drugs with both “immunological” and “non-immunological” actions.
Selective S1P receptor modulators have been recently approved for MS and shown clinical efficacy
in its mouse model, the experimental autoimmune encephalomyelitis (EAE). Here, we investigated
the anti-inflammatory/neuroprotective effects of ozanimod (RPC1063), a S1P1/5 modulator recently
approved in the United States for the treatment of MS, by performing ex vivo studies in EAE brain.
Electrophysiological experiments, supported by molecular and immunofluorescence analysis, revealed
that ozanimod was able to dampen the EAE glutamatergic synaptic alterations, through attenuation
of local inflammatory response driven by activated microglia and infiltrating T cells, the main
CNS-cellular players of EAE synaptopathy. Electrophysiological studies with selective S1P1 (AUY954)
and S1P5 (A971432) agonists suggested that S1P1 modulation is the main driver of the anti-excitotoxic
activity mediated by ozanimod. Accordingly, in vivo intra-cerebroventricular treatment of EAE mice
with AUY954 ameliorated clinical disability. Altogether these results strengthened the relevance of
S1P1 agonists as immunomodulatory and neuroprotective drugs for MS therapy.

Keywords: sphingosine-1-phosphate receptors; glutamate synaptic dysfunction; microglia; T
lymphocytes; experimental autoimmune encephalomyelitis (EAE); pro-inflammatory cytokines;
neuroinflammation; ozanimod; AUY954; A971432; S1P1; S1P5
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1. Introduction

Multiple sclerosis (MS) is an autoimmune disease extensively reported to be triggered by
myelin-targeted T-cell infiltration into the central nervous system (CNS) and by B-cell autoantibodies.
The resulting brain inflammation is regarded as the main cause of both demyelination and
neurodegeneration [1–6]. Neurodegeneration combined with a lack of repair is increasingly recognized
to contribute to disease progression and to occur independently of focal white matter damage [5].
Recently, several preclinical and clinical studies have demonstrated that a marked and early imbalance
between glutamate excitatory and GABA inhibitory transmission affects the brain of both MS patients
and mice with experimental autoimmune encephalomyelitis (EAE), a mouse model of MS [5,7–10].
Of note, pro-inflammatory cytokines released by activated microglia and lymphocytes in both EAE and
MS have been shown to exert direct synaptopathic effects especially on glutamatergic transmission [11].

Together with the loss of synapses, these synaptic alterations lead to a diffuse “synaptopathy”
that is driven by inflammation and, in turn, causes excitotoxicity, a well-known mechanism of
neurodegeneration. Therapeutic strategies to target synaptopathy are particularly appealing, because
—unlike loss of neurons—synaptic dysfunction and loss of synapses are reversible processes. In this
respect, several studies in EAE have shown that disease modifying therapies (DMTs) in use for MS,
beyond their peripheral immunomodulation, can target the inflammatory synaptopathy, providing
neuroprotection [12–15].

Developing neuroprotective and neurorepair therapeutic strategies is required for the future
treatment of MS. A simultaneous and early targeting of peripheral immune cell function and of
CNS-intrinsic inflammation, potentially through combinatorial therapies designed to modulate
these two immunological arms of the disease, along with the provision of neuroprotective or
neuroregenerative drugs, are challenging therapeutic goals. Promising molecules with both
immunological and non-immunological actions are represented by modulators of the family of
sphingosine-1-phosphate (S1P) receptors [16]. S1P is a powerful bioactive sphingolipid that activates
S1P receptors in an autocrine and/or paracrine way [17]. The five receptor subtypes that have been
identified, S1P1, S1P2, S1P3, S1P4, and S1P5, are G-protein-coupled receptors that are almost ubiquitously
expressed and play important roles in cell survival, growth, and differentiation in many cell types,
including cells of the immune and central nervous system [18]. Modulation of lymphocyte trafficking,
mainly mediated by S1P1, is the main mechanism responsible for the beneficial effects of S1P drugs, such
as fingolimod (FTY720), the first nonselective S1P receptor agonist approved for relapsing remitting
(RRMS) patients [19,20] and siponimod (BAF312), a S1P1 and S1P5-selective fingolimod-congener,
one of the few MS drugs approved for secondary progressive MS (SPMS) [21]. However, the
relevant observation of a reduced brain volume loss in fingolimod-treated RRMS patients [22], and
the successful reduction of neurological damage accumulation in siponimod-treated SPMS patients,
highlighted a “non-immunological” effect due to modulation of S1P receptors in CNS resident cells,
including neurons, astrocytes, oligodendrocytes, and microglia. Studies in experimental MS, especially
in the EAE model, have attempted to define the molecular mechanisms underlying these effects,
highlighting the involvement of S1P1 or S1P5 specifically expressed on astroglia and oligodendrocytes,
respectively [23–27]. In our previous paper [13], we performed a long-lasting, preventive, and central
delivery of siponimod in EAE mice and we observed a late amelioration of clinical disability. Such a
beneficial effect was accompanied by a reduced astrogliosis and microgliosis in the EAE striatum, a
brain region particularly affected in EAE, and by neuroprotective action on GABA-ergic neurons, likely
because of a S1P1-mediated reduction of the central inflammation [13]. Despite a reduced microgliosis,
we could not detect any amelioration of EAE glutamate-mediated excitotoxicity [5,28], suggesting a
specificity of siponimod action in this experimental condition. These results also raised the possibility
that different S1P modulators could elicit specific anti-synaptotoxic effects.

In the present study, by means of ex vivo and in vitro experiments we investigated the
anti-excitotoxic activity of ozanimod (RPC1063), an MS oral S1P1/S1P5 modulator [29], on glutamatergic
transmission alterations in EAE striatum. Given the safety and efficacy profile, ozanimod has recently
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been approved in the United States for clinically isolated syndrome, RRMS, and active SPMS. Ozanimod
also does not require first dose heart rate monitoring as with fingolimod, nor genetic CYP2C9 screening
as with siponimod [30]. Furthermore, by using ex vivo and/or central in vivo approaches, we
addressed the potential neuroprotective effects of selective S1P1 and S1P5 agonists on EAE mice, in
order to discriminate the different involvement of these S1P receptor subtypes in ameliorating synaptic
alterations and clinical disability.

2. Methods

2.1. Drug Formulation

Based on EC50 values [29,31,32] and to achieve selectivity for S1P receptors, for ex vivo experiments
we selected the following concentration in nM: ozanimod (1000), AUY954 (300); A971432 (200). Drugs
were dissolved in DMSO (0.1–0.25% final concentration) for in vitro experimentation. For in vivo
experiments two AUY954 dosages were tested: 2.7 and 0.55 μg/day; the drug was dissolved in a
solution containing 10% Solutol/Kolliphor HS15 (BASF Pharma Solutions), final pH range between 6
and 7.

2.2. Mice

Animals employed in this study were 6–8-week-old C57BL/6 female mice, obtained from
Charles-River (Milan, Italy). Mice were housed under constant conditions in an animal facility
with a regular 12 h light/dark cycle. Food and water were supplied ad libitum. All the efforts were made
to minimize the number of animals used and their suffering. In particular, when animals experienced
hindlimb weakness, moistened food and water were made easily accessible to the animals on the
cage floor. Mice with hindlimb paresis received glucose solution by subcutaneous injection or food
by gavage during the entire procedure. In the rare presence of a tetraparalyzed animal, mice were
sacrificed. Minipump-implanted mice were housed in individual cages endowed with special bedding
(TEK-Fresch, Envigo, Casatenovo (LC), Italy) in order to avoid skin infections around the surgical
scar. Animal experiments were performed according to the Internal Institutional Review Committee,
the European Directive 2010/63/EU and the European Recommendations 526/2007, and the Italian
D.Lgs 26/2014.

2.3. EAE Model

Chronic-progressive EAE was induced as previously described [8,33]. Six-eight weeks old C57BL/6
female mice were active immunized with an emulsion of mouse myelin oligodendrocyte glycoprotein
peptide 35–55 (MOG35–55, 85% purity; Espikem, Prato, Italy) in Complete Freund’s Adjuvant (CFA;
Difco, Los Altos, CA, USA), followed by intravenous administration of pertussis toxin (500 ng; Merck,
Milan, Italy) on the day of immunization and two days post immunization (dpi). Animals were scored
daily for clinical symptoms of EAE according to the following scale: 0 no clinical signs; 1 flaccid tail; 2
hindlimb weakness; 3 hindlimb paresis; 4 tetraparalysis; and 5 death due to EAE; intermediate clinical
signs were scored by adding 0.5.

2.4. Minipump and Surgery

One week before immunization, mice were implanted with subcutaneous osmotic minipumps
allowing continuous intracerebroventricular (icv) infusion of either vehicle or AUY954 for 4 weeks as
described in [8,34].

2.5. Ex Vivo Experiments

EAE mice (21–25 dpi) were killed by cervical dislocation and corticostriatal slices (200 μm) were
prepared from fresh tissue blocks of the brain with the use of a vibratome (Leica VT1200 S) [28].
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For molecular biology experiments, the slices were incubated for 2 h with ozanimod (1000 nM) or
vehicle (DMSO 0.1% final concentration) in a chamber containing oxygenated artificial cerebrospinal
fluid (ACSF). After incubation, the cortex was removed and the striatum was stored at −80 ◦C until use.

For the ex vivo electrophysiological experiments, fresh EAE striatal slices were incubated with
AUY954 (300 nM), A971432 (200 nM), or ozanimod (1000 nM) for 2 h. A one-hour incubation of T
lymphocytes isolated from EAE mice and treated with ozanimod (overnight) was performed before
electrophysiological recordings when specified.

2.6. In Vitro Experiments

The BV2 immortalized murine microglial cell line was cultured as previously described [13]. BV2
cells were maintained in a humidified incubator with 5% CO2 and cultured in DMEM supplemented
with 5% FBS, 100 U/mL penicillin, and 100 mg/mL streptomycin. BV2 cells were pre-treated for 1 h with
vehicle (DMSO) or ozanimod (1000 nM) and then in vitro activated for 2 h with a Mix of Th1-specific
proinflammatory cytokines: 100 U/mL IL-1β (Euroclone, Milan, Italy), 200 U/mL tumor necrosis factor
(TNF, Miltenyi Biotec, Bologna, Italy), and 500 U/mL interferon γ (IFNγ, Becton Dickinson, Milan,
Italy) [28]

2.7. Electrophysiology

Mice were killed by cervical dislocation, and corticostriatal coronal slices (200 μm) were prepared
from fresh tissue blocks of the brain with the use of a vibratome. A single slice was then transferred to
a recording chamber and submerged in a continuously flowing ACSF (34 ◦C, 2–3 mL/min) gassed with
95% O2–5% CO2. The composition of the control ACSF was (in mM): 126 NaCl, 2.5 KCl, 1.2 MgCl2, 1.2
NaH2PO4, 2.4 CaCl2, 11 glucose, 25 NaHCO3. To study spontaneous glutamate-mediated excitatory
postsynaptic currents (sEPSCs), the recording pipettes were filled with internal solution of the following
composition (mM): K+-gluconate (125), NaCl (10), CaCl2 (1.0), MgCl2 (2.0), 1,2-bis (2-aminophenoxy)
ethane-N,N,N,N-tetra acetic acid (BAPTA; 0.5), HEPES (19), GTP; (0.3), Mg-ATP; (1.0), adjusted to pH
7.3 with KOH. Bicuculline (10 μM) was added to the external solution to block GABAA-mediated
transmission. The detection threshold of sEPSCs was set at twice the baseline noise. Offline analysis
was performed on spontaneous synaptic events recorded during fixed time epochs (1–2 min, three to
five samplings), sampled every 5 or 10 min. Only cells that exhibited stable frequencies in control (less
than 20% changes during the control samplings) were used for analysis. For kinetic analysis, events
with peak amplitude between 10 and 50 pA were grouped, aligned by half-rise time, normalized by
peak amplitude, and averaged to obtain rise times and decay times.

2.8. Real Time PCR (qPCR)

Total RNA was extracted from treated BV2 cells and EAE striatal slices according to the standard
miRNeasy Micro kit protocol (Qiagen). The RNA quantity and purity were analyzed with the
Nanodrop 1000 spectrophotometer (Thermo Scientific). The quality of RNA was assessed by
visual inspection of the agarose gel electrophoresis images. Next, 700–900 ng of total RNA was
reverse-transcribed using high-capacity cDNA reverse transcription kit (Applied Biosystem) according
to the manufacturer’s instructions and 3–24 ng of cDNA were amplified in triplicate using the
Applied Biosystem 7900HT Fast Real Time PCR system. mRNA relative quantification was performed
using the comparative cycle threshold (2−ΔΔCt) method. β-actin was used as endogenous control.
For the mRNA quantification of cytokines, Tgfb1, RANTES, and iNOS and FIZZ1, SensiMix II
Probe Hi-Rox Kit (Bioline; Meridian Life Science) and the following TaqMan gene expression assays
were used: IL-1b ID: Mm00434228_m1; Tnf ID: Mm00443258_m1; IL6 ID: Mm00446190_m1; Il10
ID: Mm01288386_m1; Tgfb1 ID: Mm01178820_m1; Ccl5 (coding for RANTES) ID:Mm01302427_m1;
Nos2 (coding for iNOS) ID: Mm00440502_m1; Retnla (coding for FIZZ1) ID: Mm00445109_m1; Actb
ID: Mm00607939_s1. SensiMix SYBR Hi-Rox Kit (Bioline) was utilized for the quantification of
mRNA coding for ionized binding protein type-1 (IBA1) by using the following primers: Aif1
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mRNA coding for IBA1 (NM_019467): forward GACAGACTGCCAGCCTAAGACAA, reverse
CATTCGCTTCAAGGACATAATATCG; β-actin (NM_007393): forward CCTAGCACCATGAAGATCA
AGATCA, reverse AAGCCATGCCAATGTTGTCTCT.

2.9. Immunohistochemistry and Confocal Microscopy

Striatal slices (200 μm) cut from the brain of 21–25 dpi EAE mice were incubated in oxygenated ACSF
in the presence of vehicle (DMSO 0.1% final concentration) or ozanimod (1000 nM) for 2 h. Slices were fixed
in 4% PFA and equilibrated with 30% sucrose before cutting 30μm slices, to perform immunohistochemistry
and confocal microscopy experiments [8]. Sections were permeabilized in PBS with Triton-X 0.25% (TPBS).
All following incubations were performed in TPBS. Sections were pre-incubated with 10% normal donkey
serum solution for 1 h at room temperature and incubated with the appropriate mix of following primary
antibodies: rabbit anti-Iba1 (1:750, Wako, Milan, Italy), goat anti-IL-1β (1:300, R&D System, Milan, Italy),
mouse anti-TNF (1:1500, Abcam, Milan, Italy) overnight at 4 ◦C. After three washes, 10 min each, sections
were incubated with the secondary antibody Alexa-488 conjugated donkey anti-Rabbit (1:200, Invitrogen,
Milan, Italy); Cy3-conjugated donkey anti-mouse or anti-goat (1:200, Jackson, Milan, Italy) for 2 h at RT,
rinsed and DAPI counterstained. Sections were mounted with Vecta-shield (Vector Labs, Milan, Italy)
on poly-l-lysine-coated slides, air-dried and coverslipped. Images from immunolabeled samples were
acquired using a model LSM7 Zeiss confocal laser-scanner microscope with 20× objective (zoom 1.5×).
The images had a pixel resolution of 1024 × 1024. The confocal pinhole was kept at 1.0, the gain and the
offset were lowered to prevent saturation in the brightest signals, and sequential scanning for each channel
was performed. Images were exported in Tiff format and adjusted for brightness and contrast as needed
using ImageJ software. Acquisitions were made on three slices cut from three EAE mice and incubated
with ozanimod or vehicle.

2.10. Murine CD3+ Cell Isolation

Mice were sacrificed at 15–25 dpi through cervical dislocation and the spleens were quickly removed
and stored in sterile phosphate-buffered saline (PBS). After mechanical dissociation of the tissue, the cell
suspension was passed through a 40-μm cell strainer (BD Biosciences, San Jose, CA, USA) to remove cell
debris and centrifuged. The cell suspension obtained was subjected to magnetic cell sorting separation
(CD3 microbeads kit; Miltenyi Biotec) to obtain a pure lymphocyte population. T cells were co-incubated
overnight with ozanimod (1000 nM). About 5 × 103 pure T cells were incubated with striatal slices for
30–60 min, in a total volume of 1 mL of oxygenated ACSF before the electrophysiological recordings.

2.11. T-Cell Absolute Count

T-cell absolute count was performed on blood samples kept from the mandibular vein of the
mouse. To evaluate T lymphocyte number, we used an anti-mouse CD3 PE conjugated antibody (BD
Biosciences, San Jose, CA, USA, clone 145–2C11). At predetermined optimal concentrations, 100 μL
of blood was stained by incubation with the antibody. Fifty microliters of Count Bright Absolute
Counting Beads (Molecular Probes, Milan, Italy) were added, and erythrocytes were lysed using
ACK solution (Lonza Bio Whittaker, Walkersville, MD, USA), according to standard protocols. Cell
suspensions were acquired and analyzed on LSR Fortessa™ X20 SO Cell Analyzer (BD Biosciences).
By comparing the ratio of bead events to cell events, absolute numbers of cells in the sample were
calculated. In particular, the formula used was: (number of cells counted/number of beads counted) ×
(lot-specific number of beads/sample volume).

2.12. Statistical Analysis

For each type of experiment, at least three mice of each group were used. Data are presented as
means ± SEM. The significance level was established at p < 0.05. Statistical analysis was performed
using paired or unpaired Student’s t-test. Multiple comparisons were analyzed by one-way ANOVA,
followed by Tukey’s HSD. Differences between groups in clinical score analysis were tested by
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Mann-Whitney test. Linear regression test was used to calculate correlation between clinical score and
T cell counts. Throughout the text experiments “N” refers to the number of animals, while “n” refers
to the number of cells for electrophysiological experiments and to the number of slices or biological
samples for molecular biology experiments.

3. Results

3.1. Ex Vivo Ozanimod Treatment Restores Normal Glutamatergic Transmission in EAE Striatum

We first explored a potential anti-excitotoxic effect of the S1P1/5 modulator ozanimod. To this aim,
we induced MOG(35–55) EAE in a group of mice and performed ex vivo treatments and glutamatergic
transmission recording in corticostriatal slices derived from EAE mice (20–25 dpi) [28]. In details, we
performed ex vivo incubation of EAE corticostriatal slices with ozanimod (1000 nM) or vehicle for two
hours and performed whole-cell voltage-clamp recordings from medium spiny neurons (MSNs) to
evaluate both the duration and the frequency of sEPSCs. These post- and pre-synaptic parameters,
respectively, are typically enhanced in EAE condition relative to control healthy mice [28].

Ozanimod reduced the duration (decay time and half width) of glutamate-mediated spontaneous
currents compared to EAE-vehicle, reaching values similar to healthy mice (dashed lines) (20–25 dpi,
EAE n = 8, EAE + ozanimod n = 8: EAE vs. EAE + ozanimod decay time p < 0.05, half width p < 0.01;
EAE + ozanimod vs. control p > 0.05 for both half width and decay time; EAE vs. control p < 0.01
for both half width and decay time) (Figure 1A–C). Moreover, we investigated the effect of ozanimod
on other sEPSC parameters, demonstrating that ozanimod treatment also recovered the frequency
without affecting the amplitude (Figure 1A,D,E).

 

Figure 1. Ex vivo treatment of corticostriatal slices with ozanimod recovers synaptic alterations induced by
experimental autoimmune encephalomyelitis (EAE). (A) Examples of spontaneous glutamate-mediated
excitatory postsynaptic currents (sEPSC) traces recorded from medium spiny neurons (MSNs) in corticostriatal
slices in the different experimental conditions (healthy control, EAE, EAE + ozanimod). Bath incubation
corticostriatal slices with ozanimod (1000 nM, 2 h) recovers EAE-induced alterations of glutamatergic
transmission, in terms of decay time (B), half width (C), and frequency (D). sEPSC amplitude is not affected
by ozanimod treatment (E). Dotted lines refer to healthy mouse values. Data are expressed as mean ± SEM.
Unpaired t-test, * p < 0.05; ** p < 0.01 EAE vs. EAE + ozanimod; ## p < 0.01 EAE vs. healthy mice.
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These results highlight a direct anti-excitotoxic impact of ozanimod on EAE corticostriatal slices.

3.2. Ozanimod Treatment Exerts an Anti-Inflammatory Action on EAE Striatum and on Activated Microglial
Cell Line

The observed beneficial effect of ozanimod on glutamatergic dysfunction in EAE slices suggests
its potential local immunomodulatory activity. Of note, microglia, which mainly express S1P1, are
regarded as the main source of inflammatory mediators that contribute to synaptopathy in the EAE/MS
brains [8,35]. Thus, by qPCR we analyzed mRNA levels of specific markers of microglia activation
and inflammation in corticostriatal slices treated with ozanimod (as described for electrophysiological
experiments).

First, we quantified the expression levels of microglia-specific transcripts coding for the binding
adaptor molecule 1 (IBA-1) and M1- and M2-like markers, the inducible nitric oxide synthetase (iNOS)
and FIZZ1, also known as resistin like alpha (Retnla), respectively. We observed that the M2-like
marker FIZZ1 was significantly up-regulated following 2 h of ozanimod incubation (EAE 20–25 dpi,
EAE n = 4 slices, EAE + ozanimod n = 5 slices; EAE vs. EAE + ozanimod p < 0.001), while the mRNA
levels of IBA-1 and iNOS did not significantly change (EAE vs. EAE + ozanimod p > 0.05; Figure 2A).

 
Figure 2. Ex vivo treatment of EAE corticostriatal slices with ozanimod modulates inflammatory markers
related to microglial activation and lowers IL-1β and TNF mRNA levels. (A) qPCR quantification
of microglial markers from EAE striatal slices incubated with ozanimod (1000 nM,2 h) shows a
significant upregulation of the M2 marker FIZZ1 (resistin like alpha, Retnla) without changing the
expression of iNOS (inducible nitric oxide synthetase) and IBA1 (binding adaptor molecule 1). (B) qPCR
quantification of cytokines from EAE striatal slices incubated with ozanimod (1000 nM, 2 h) shows a
significant downregulation of IL-1β and TNF mRNAs. All data are expressed as mean ± SEM and as
fold change of EAE vehicle samples. Unpaired t-test, * p < 0.05; *** p < 0.001.

Next, we investigated the expression levels of several pro-(TNF, IL-1β, and IL-6) and anti-(TGF1β,
IL-10) inflammatory cytokines and the chemokine RANTES as a measure of the immunomodulatory
activity of ozanimod. As shown in Figure 2B, treatment with ozanimod (1000 nM) downregulated
TNF and IL-1β mRNAs (EAE 20–25 dpi, EAE n = 11 slices, EAE + ozanimod n = 12 slices; EAE vs.
EAE + ozanimod TNF: p < 0.001; IL-1β: p < 0.05).
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To support qPCR data, we performed immunofluorescence experiments on EAE striatal slices
incubated with ozanimod and vehicle, focusing on TNF and IL-1β, which have been clearly shown to
alter the glutamatergic transmission during EAE [8,28]. By means of confocal imaging we confirmed the
remarkable effect of ozanimod on IL-1β, while the effect on TNF protein was less evident (Figure 3A,B).
Indeed, we observed that ozanimod strongly attenuated IL-1β staining (Figure 3A, red) in lesioned
area of EAE striatal slices, characterized by an intense labeling of the microglia/macrophage activation
marker Iba1 (Figure 3A, green; counterstaining with dapi-cyan). In contrast, TNF immunolabeling was
slightly reduced in ozanimod treated slices (Figure 3B, red).

Figure 3. Ozanimod attenuates IL-1β immunolabelling with negligible effect on TNF in EAE striatal
slices. Confocal images of EAE striatal slices incubated with vehicle or ozanimod (1000 nM, 2 h) stained
for IBA1 (green), cell nuclei (cyan), IL-1 β (red in A), and TNF (red in B) show that ozanimod treatment
leads to a significantly milder expression of IL-1 β within lesioned area, highlighted by IBA1 and dapi
staining, with minor effect on TNF. Scale bars: 20 μm.
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Finally, to further support a direct neuromodulatory effect of ozanimod on microglia cells,
BV2 cells were in vitro treated with ozanimod and activated with a mix of Th1 cytokines known
to mimic EAE condition [28]. After treatment, activated BV2 cells and the relative controls were
processed for qPCR analysis to quantify mRNAs of IL-6, IL-1β, TNF, RANTES/CCL5, and IL-10.
As shown in Figure 4, ozanimod treatment induced a downregulation of IL-6, RANTES/CCL5, and
TNF mRNAs (n = 3 biological samples slices per condition, p < 0.05), with no effects on IL-1β and the
anti-inflammatory cytokine IL-10 mRNAs in comparison to Th1 mix control condition (n = 3 biological
samples slices for each treatment, p > 0.05; data not shown).

 
Figure 4. In vitro treatment of BV2 cell line with ozanimod modulates mRNA levels of pro-inflammatory
cytokines. qPCR experiments performed on BV2 microglial cells activated by Th1 Mix for 2 h and
incubated with ozanimod (1000 nM, 1 h pretreatment) or vehicle (DMSO) show a downregulation
of IL-6, TNF and RANTES mRNAs. All data are expressed as mean ± SEM and as fold change of
untreated controls. Unpaired t-test, * p < 0.05.

3.3. Ozanimod Pre-Treatment of EAE T Lymphocytes Rescues Striatal Glutamatergic Alterations In Ex Vivo
EAE Model

Infiltrating T cells are another important source of cytokines in the inflamed EAE and MS
brains [6,36]. Noteworthy, we previously reported that T lymphocytes isolated from the spleen of EAE
mice induced a TNF-dependent enhancement of the kinetic properties of the sEPSCs when incubated
for 1–2 h with healthy corticostriatal slices, mimicking EAE condition [28]. Therefore, we addressed the
hypothesis that the neuroprotective effect of ozanimod could be mediated by its immunomodulatory
activity on T lymphocytes, beside its well-known peripheral effect on CNS-accessing T cells. To this
aim, we pre-incubated EAE lymphocytes with ozanimod overnight (1000 nM) and then we assessed
their synaptotoxic effect on striatal slices of healthy mice by recording striatal glutamatergic currents.
Decay time and half width parameters of sEPSCs were significantly reduced following incubation
with ozanimod-treated EAE lymphocytes compared to untreated cells (ozanimod-treated EAE T cells
n = 16, EAE T cells n = 5; unpaired t-test, decay time: ozanimod-treated EAE T cells vs. EAE T cells
p < 0.01; half width ozanimod-treated EAE T cells vs. EAE T cells p < 0.01; Figure 5).

This experimental strategy that allows the investigation of a direct synaptotoxic role for infiltrating
lymphocytes, together with the evidence that T cells predominantly express S1P1 reinforce the central
neuroprotective action of ozanimod mediated by S1P1 modulation.
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Figure 5. In vitro treatment of EAE T cells with ozanimod abolishes T cell synaptotoxicity. (A,B) The
enhancement of sEPSC decay time (A) and sEPSC half width (B),typically induced by EAE lymphocytes,
was significantly reduced by in vitro treatment of EAE T cells with ozanimod (1000 nM). Dotted lines
refer to control condition (control T cells). Data are presented as ± SEM. Unpaired t-test, ** p < 0.01;
*** p < 0.001.

3.4. Selective Agonists of Central S1P1 and S1P5 Differently Modulate EAE Striatal Glutamatergic Alterations

The above data point to a major role of S1P1 in mediating the anti-synaptotoxic effects of ozanimod
in EAE mice. In order to assess whether ozanimod agonism on S1P1 could account for such beneficial
action, we tested the effects of AUY954 and A971432, S1P1, and S1P5 agonist respectively, on EAE
corticostriatal synaptic transmission. To this aim, we incubated EAE striatal slices for 2 h ex vivo with
AUY954 (300 nM), A971432 (200 nM), or vehicle and performed whole-cell voltage-clamp recordings
from MSNs to evaluate both pre- and post- synaptic parameters of sEPSCs. The statistical analysis
of sEPSC kinetics, specifically decay time and half width, showed that both AUY954 and A971432
reduced, at least in part, the duration of the sEPSCs that is significantly increased in EAE striatum
(Figure 6). Specifically, AUY954 was the most effective drug modulating both half width and decay
time, reaching values similar to those of the control condition (EAE n = 15, EAE + AUY n = 7, control
mice n = 9; decay time: EAE vs. control p < 0.05; EAE vs. EAE + AUY p < 0.01; half width: EAE vs.
control p < 0.001; EAE vs. EAE + AUY p < 0.01; Figure 6). Treatment with A971432, instead, had a
minor effect, as showed by the incomplete recovery of the decay time (EAE + A971432 n = 12; EAE vs.
EAE + A971432: decay time p> 0.05; half width p< 0.05; Figure 6).

The frequency and the amplitude of sEPSCs were unchanged under both treatments with respect
to EAE-vehicle condition (EAE n = 15, EAE + AUY n = 7, EAE + A971432 n = 12; control mice n = 9;
p> 0.05 vs. EAE mice, data not shown).

These results show that a local and brief S1P1 modulation ameliorates EAE striatal synaptic
dysfunction more efficiently than S1P5 agonist treatment.

14



Cells 2020, 9, 1290

Figure 6. Ex vivo treatment with S1P1 and S1P5 agonists ameliorates glutamatergic dysfunction in EAE
striatal slices. Whole-cell patch clamp recordings from MSNs show that the kinetics of the glutamatergic
currents, decay time (A) and half width (B), were increased in EAE striatum and were completely
rescued after 2 h incubation with AUY954 (300 nM, S1P1 specific). A971432 (200 nM, S1P5 specific) only
partially rescued the EAE sEPSC kinetics. On the right, representative peaks of electrophysiological
recordings in the different experimental conditions are shown. Data are presented as mean ± SEM.
ANOVA, * p < 0.05; ** p < 0.01; *** p < 0.001.

3.5. In Vivo Treatment with S1P1 Selective Agonist Ameliorates EAE Disease

The next experiments aimed at investigating a direct neuroprotective effect of S1P1 modulator
in vivo in the EAE model. We preventively treated EAE mice with two different doses of AUY954
(2.7 μg/day and 0.55 μg/day) and vehicle, by means of a continuous icv infusion for four weeks.
The higher dose was selected based on the maximum concentration available for this experimental
condition. Since the effect on clinical score between high and low dose of AUY954 was similar (data
not shown), the data were gathered together. We observed that daily central treatments with the drug
ameliorated the clinical score of the disease (EAE-AUY954 icv N = 15, EAE-vhl N = 6; Mann-Whitney
test p < 0.05; Figure 7A).

To address the possibility that the amelioration of the clinical score was mediated by a peripheral
effect of the drug on lymphocytes, we counted the total number of CD3+ cells in peripheral blood
samples of EAE mice that received the two different dosages of AUY954 or vehicle. As expected,
EAE induced a significant increase in T lymphocytes, compared to healthy mice (N = 4, controls
N = 3; p < 0.05; Figure 7B). Interestingly, irrespective of the dose administered, we did not observe
any significant drop in T lymphocyte counts in blood samples of AUY954-treated mice compared to
EAE-vehicle mice (N = 6, dosage 0.55 μg/day; N = 5, 2.7 μg/day; EAE-high and EAE-low p < 0.05
compared to control; Figure 7B). Of note, AUY954-treated EAE mice with zero score showed similar
CD3+ counts in comparison to EAE-vhl sick mice (mean score 2.5). In accordance, there was no
correlation between clinical score and T cell counts in AUY954-treated mice (r2 = 0.06; Figure 7C),
further supporting the idea that the beneficial effect of AUY954 treatment on clinical disability was due
to a central effect of the drug.
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Figure 7. AUY954 icv treatment ameliorates EAE clinical disability without affecting T cell absolute
count. (A) The graph shows representative clinical course of EAE mice treated for four weeks with
two different AUY954 dosages (2.7 μg/day and 0.55 μg/day) or vehicle, preventively delivered by icv
infusion. AUY954 icv treatment significantly ameliorated EAE disease progression. Mann-Whitney test
on day 13, 15, 16, and from 17 to 23 days post immunization (dpi) by cumulating the data, * p < 0.05;
** p < 0.01; *** p < 0.001). (B) CD3+ lymphocytes were counted in the peripheral blood of EAE mice
(21 dpi) receiving vehicle (vhl) or different AUY954 dosages, 2.7 μg/day and 0.55 μg/day. No significant
reduction was observed at any dosage in comparison to EAE-vhl mice. Conversely, T cell count was
significantly less in healthy mice in comparison to other EAE groups. Data are presented as mean ±
SEM; ANOVA Tukey’s p < 0.05. (C) Statistical analysis between clinical score and T cell count shows
the lack of correlation between these two parameters in AUY954-EAE mice (r2 = 0.06).

4. Discussion

In the present study, we investigated the modulatory effects of ozanimod on inflammatory
glutamate-mediated excitotoxicity, a pathological feature of EAE and MS brains and we evaluated the
different involvement of sphingosine receptor subtypes (S1P1 and S1P5) in the EAE model. Two main
results emerged: first, the S1P1/S1P5 modulator ozanimod has central neuroprotective effects likely
mediated by an action on microglia cells and infiltrating lymphocytes, resulting in a reduced release
of proinflammatory cytokines, the main players of inflammatory synaptopathy. Second, the central
delivery of a selective S1P1 modulator showed neuroprotective effects, in terms of both EAE clinical
score and inflammatory synaptopathy, suggesting a primary involvement of this receptor subtype in
ozanimod-induced neuroprotection also in MS.

Glutamate-mediated excitotoxicity is increasingly regarded as a relevant pathogenic mechanism
of neurodegeneration in MS [37,38]. Importantly, long-lasting potentiation of the glutamatergic
transmission, meaning increased glutamate release from presynaptic terminals and prolonged
post-synaptic action of the neurotransmitter, contributes to dendritic spine degeneration and neuronal
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loss in EAE [2]. In the last years, the recognition of excitotoxicity as a pathogenic mechanism in MS has
brought to light a novel therapeutic target, in which the S1P receptor family may play a role. In this
respect, fingolimod, the first S1P modulator developed for MS treatment, has been shown to exert its
therapeutic actions via a multimodal mechanism, which includes not only the expected T cell retention in
lymph nodes [39], but also an anti-inflammatory and anti-excitotoxic action in the CNS. In particular, in
EAE mice, oral fingolimod was able to restore presynaptic and postsynaptic alterations of glutamatergic
transmission and to promote the recovery of dendritic spines [12], probably owing to its ability to
suppress T cell infiltration into the brain and to dampen microglia activation and astrogliosis [23,24].
More interestingly, fingolimod was found to reduce glutamate-mediated intracortical excitability
measured by paired-pulse TMS in patients with RRMS [40]. Noteworthy, the anti-excitotoxic activity
of fingolimod has been proven in models of “pure” excitotoxicity. Fingolimod was shown to protect
against excitotoxic insult in cortical neuronal cultures and organotypic slices [25–27], as well as in the
in vivo models of excitotoxicity induced by kainic acid (KA) or glutamate [26,27].

Fingolimod is a nonselective S1P agonist, showing affinity for S1P1,3–5, which does not allow
to discriminate which receptor subtype is involved in such synaptic activity. In the search for S1P
receptor modulators with direct CNS activity, drug design studies have focused on S1P1 and S1P5

agonists, like siponimod that has shown remarkable neuroprotective effects in human and experimental
MS [13,41]. In particular, icv delivery of siponimod in EAE mice improved clinical disability during
the late phase of the disease and ameliorated the GABAergic defects of EAE striatum but not the
glutamatergic counterpart [13]. Of note, an enhanced survival of GABA-ergic neurons as well as a
reduced neuroinflammation accounted for such synaptic effect. The neuroprotective effect of siponimod
might involve the pro-survival signaling mediated by brain-derived neurotrophic factor (BDNF), as
observed with fingolimod [42]. Recently, activation of AKT and ERK kinases as well as an increase of
BDNF levels have been associated with a neuroprotective effect mediated by selective S1P5 agonists in
other neurological disease [42–44].

To better clarify the putative mechanisms underlying the anti-synaptopathic activity of S1P1/5

agonism at glutamatergic synapses, we focused on ozanimod, a MS drug recently approved in the
United States for clinically isolated syndrome, RRMS, and active SPMS (https://packageinserts.bms.
com/pi/pi_zeposia.pdf). Among the multiple beneficial effects obtained during the clinical trials, brain
volume loss was significantly reduced compared to treatment with IFN-β-1a both at 12 (SUNBEAM)
and 24 (RADIANCE B) months in the ozanimod arms, suggesting a protective effect on brain atrophy
in both cohorts [30,45]. In accordance to direct CNS effects exerted by ozanimod, oral therapeutic
administration of this drug was shown to ameliorate EAE clinical score in a dose-dependent manner [29].
This result seems to be related only in part to the restriction of autoreactive lymphocyte trafficking, as
indicated by the lack of lymphopenia in mice receiving the lowest, but clinically overt effective dose
used in the study. Hence, the authors argued that other direct CNS effects exerted by ozanimod may
exist [29].

Here, we focused on ozanimod action on EAE synaptic alterations by studying its effects in an ex
vivo experimental paradigm. First, we found that ozanimod corrected both the presynaptic and the
postsynaptic alterations of the sEPSCs in EAE corticostriatal slices. Next, we investigated the S1P1

agonist AUY954 and the S1P5 agonist A971432 in ex vivo system and observed that the engagement of
S1P1 is more efficient in ameliorating the glutamatergic alterations in the EAE striatum, with respect
to S1P5. Altogether these ex vivo results highlight a specific and fully protective action of ozanimod
relatively to AUY954 (no effect on sEPSC frequency) and A971432 (partial effect on sEPSC kinetics and
no effect on frequency).

Overall, these observations further strengthen the idea that the complexity of the sphingosine
system implies a fine-tuning regulation of the balance between receptor affinity of the agonist and
receptor levels. It is still missing a clear picture of potential changes in the expression of S1P receptors
in EAE and in MS [46], not only in the different brain area but also at cellular levels. Moreover, the
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trafficking of S1P receptors and the downstream signaling might be differentially modulated by each
drug and by the duration of the treatment [24].

Although further investigations are necessary to define specific intracellular pathways triggered
by each S1P receptor modulator, our results further support a neuroprotective effect of S1P-signaling
in EAE disease, mediated by an impairment of excitotoxic damage through modulation of S1P1 on
microglia cells and T lymphocytes. We previously demonstrated that TNF release from activated
microglia cells could mimic the glutamatergic alterations observed in EAE striatum [28]. Similarly, we
observed that T lymphocytes derived either from the spleen of EAE mice [28] or from blood of RRMS
patients during a relapse (chimeric ex vivo MS model), could exert a direct glutamatergic synaptotoxic
effect on healthy murine striatal slices [11]. As already mentioned, S1P1 appears to be the most
expressed in multiple cell types in the CNS, including neurons, astrocytes, and microglia. Astrocytes
have been previously demonstrated to respond to several S1P compounds both in vitro [47,48] and
in vivo. In particular, Choi and colleagues [24] elegantly demonstrated a clear S1P1 involvement in
neuroprotection by S1P agonists (Fingolimod and AUY954) in the EAE model, by inducing EAE in
conditional null mutants for S1P1 in neurons and in astrocytes. These conditional mutants exhibited the
predicted pattern of stable disease progression, although clinical signs were attenuated when S1P1 was
deleted from astrocytes, indicating a non-neuronal and likely astrocyte locus for S1P1 signaling [24].
Of note, the involvement of other non-CNS cell lineages expressing S1P1, like microglia [49] and
endothelial cells [50], which have roles in discrete phases of EAE or MS, have been little explored
so far. A neuroprotective effect mediated by S1P1 modulation in microglia cells was observed in
mice challenged with ischemia and orally treated with AUY954, and in S1P1 knockout mice [51].
Furthermore, the same authors showed that in LPS-stimulated mouse primary microglia transfected
with S1P1 siRNA, gene expression of proinflammatory mediators such as TNF and IL-1β, but not
IL-6, was suppressed [51]. In the present manuscript, we suggest the involvement of these immune
cells in the anti-excitotoxic effect mediated by S1P1 modulation. By immunofluorescence experiments
we showed that bath application of ozanimod (the same condition of electrophysiology) has an
anti-inflammatory effect and reduces the expression of the synaptopathic molecules IL-1β and, to a
lesser extent, TNF in lesioned areas of EAE striatum, characterized by strong microglia/macrophage
activation. In line with this, a global qPCR analysis of EAE striatal slices showed a significant reduction
of IL-1β and TNF mRNA after ozanimod treatment together with an up-regulation of the mRNA
of the M2-like marker FIZZ1. The anti-inflammatory effect of ozanimod was further supported by
in vitro experiments showing that a direct and brief treatment of Th1-activated microglial BV2 cells
with ozanimod was sufficient to downregulate the mRNAs of important pro-inflammatory cytokines.

Another potential mechanism responsible of ozanimod anti-inflammatory and neuroprotective
activity involves T cells. Here, we showed that pretreatment of EAE T cells with ozanimod abrogates
the excitotoxic effects of EAE T cells, likely through an anti-inflammatory action. These results highlight
an additional way through which ozanimod could exert its beneficial effect also in MS patients, not
only by reducing the infiltration of T cells, but also by modulating synaptotoxic T cells that circulate
in the EAE/MS brain. It is worth noting that, by using an ex vivo MS chimeric model, we recently
demonstrated that T cells derived from active MS patients exert a direct synaptotoxic effect, similarly
to EAE lymphocytes [13]. Therefore, we expect that RRMS lymphocytes treated with ozanimod are
less synaptotoxic in ex vivo MS chimeric experiments.

We believe that the central anti-excitotoxic effect exerted by S1P1 modulation could have an
impact also on clinical disability, as suggested by AUY954 icv delivery in EAE mice. To exclude a
S1P1-mediated peripheral restraint of T cells during treatment we verified the lack of lymphopenia in
mice receiving central infusion of AUY954. These results are in accordance with the identification of
non-immunological CNS mechanisms mediated by FTY720 and AUY954 [24].

In conclusion, in this study we show a selective and central action of S1P1 modulators in
ameliorating EAE glutamatergic synaptopathy and disease. Furthermore, we propose that ozanimod
exerts a central anti-inflammatory activity by engaging the S1P1 expressed by microglia cells and
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peripheral T cell infiltrating in the brain. Altogether these data strengthen the relevance of a
neuro-immunomodulatory and -protective action of S1P1 agonist in MS therapy.
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Abstract: S100B is an astrocytic protein acting either as an intracellular regulator or an extracellular
signaling molecule. A direct correlation between increased amount of S100B and demyelination and
inflammatory processes has been demonstrated. The aim of this study is to investigate the possible
role of a small molecule able to bind and inhibit S100B, pentamidine, in the modulation of disease
progression in the relapsing–remitting experimental autoimmune encephalomyelitis mouse model of
multiple sclerosis. By the daily evaluation of clinical scores and neuropathologic-molecular analysis
performed in the central nervous system, we observed that pentamidine is able to delay the acute
phase of the disease and to inhibit remission, resulting in an amelioration of clinical score when
compared with untreated relapsing–remitting experimental autoimmune encephalomyelitis mice.
Moreover, we observed a significant reduction of proinflammatory cytokines expression levels in the
brains of treated versus untreated mice, in addition to a reduction of nitric oxide synthase activity.
Immunohistochemistry confirmed that the inhibition of S100B was able to modify the neuropathology
of the disease, reducing immune infiltrates and partially protecting the brain from the damage.
Overall, our results indicate that pentamidine targeting the S100B protein is a novel potential drug to
be considered for multiple sclerosis treatment.

Keywords: S100B; multiple sclerosis; relapsing–remitting experimental autoimmune
encephalomyelitis; pentamidine
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1. Introduction

Multiple sclerosis (MS) is an autoimmune disease now recognized as a global disease, affecting
more than 2.3 million persons worldwide, with an occurrence especially high in Western Europe
and North America [1]. The pathologic hallmarks of the disease are demyelination and axonal loss,
characterized by focal lesions/plaques that are scattered throughout the white and gray matter of the
central nervous system (CNS). These plaques represent a combination of pathologic features, including
edema, inflammation, gliosis, demyelination, and/or axonal loss. A variety of pathogenic processes have
been implicated in plaque formation, including oxidative stress promoted by macrophages/microglia,
neurotoxic factors secreted by activated T-cells, and autoantibodies directed at self-antigens. However,
the key mechanisms in this disease are essentially unknown. Hence, the identification of such factors
is still a necessary prerequisite to develop more efficacious therapeutic strategies [2].

S100B [3] is a small EF-related Ca2+/and Zn2+/binding protein, which is mainly synthesized by
astrocytes, and, to a lesser extent, by oligodendrocytes in the CNS. It exerts both intracellular and
extracellular actions. While a clearly defined intracellular function at present has not been delineated
for this protein, secreted S100B is regarded to act as a paracrine and autocrine factor for astrocytes,
with concentration-dependent effects. Under physiological conditions, astrocytes secrete S100B, which
exerts a neurotrophic action in nanomolar concentration. Under stress conditions, including nervous
tissue inflammation, astrocytes secrete S100B that has a neurotoxic effect at micromolar concentration,
behaving as a danger/damage-associated molecular pattern (DAMP) molecule. S100B has been shown
to interact with surrounding cell types mainly through the activation of the receptor for advanced
glycation endproducts (RAGE), a ubiquitous, transmembrane immunoglobulin-like receptor known
to act as both inflammatory intermediary and critical inducer of oxidative stress. S100B in biological
fluids is regarded to be a reliable biomarker of active neural injury [4] but, more recently, evidence is
accumulating that indicates that this protein plays a key role in the pathogenic processes of neural
disorders for which it also acts as a biomarker, including acute brain injury, Alzheimer’s disease (AD),
Parkinson’s disease (PD), and amyotrophic lateral sclerosis [5].

It is reasonable to hypothesize that high concentrations of S100B may play a promoting role in
MS, based on correlative evidence. Elevated levels of S100B were detected in the cerebrospinal fluid
(CSF) [6,7] and sera [7] of MS patients in the acute phase, being reduced in the stationary phase of the
disease, and an increased expression of S100B has been detected in both active demyelinating and
chronic active MS plaques [8]. In ex-vivo demyelinating models, a marked astrocytic elevation of
S100B was observed upon demyelination, while inhibition of S100B action reduced demyelination
and downregulated the expression of inflammatory molecules [7]. In addition, blockade of RAGE has
been shown to suppress demyelination in a rodent demyelinating model of experimental autoimmune
encephalomyelitis (EAE) [9], and, more recently, the S100B/RAGE axis has been shown to play a crucial
role in oligodendrocyte myelination processes [10]. Overall, these data suggest a potential role of
S100B in MS pathogenesis and, as a consequence, its suitability as a therapeutic target for the disease.
However, the in vivo involvement of this molecule in MS processes has never been studied.

This work aims at investigating the effects of blocking S100B in a recognized experimental in vivo
model of MS, such as the relapsing–remitting experimental autoimmune encephalomyelitis (RR–EAE)
induced in Swiss Jim Lambert (SJL) mice. To this purpose, pentamidine isethionate (PTM) appears to
be a suitable tool, since this antiprotozoal drug has been shown to inhibit S100B activity by blocking
the interaction at the Ca2+/p53 site of the protein [11–13]. Here, we will show a clinical amelioration of
disease scores in RR–EAE SJL mice after PTM administration, accompanied by coherent variations of
neuropathologic/biomolecular parameters.
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2. Materials and Methods

2.1. Animal Procedures

RR–EAE in the SJL mouse model: to induce active EAE, we immunized female SJL (8–10
week-old) mice, purchased from Charles River, with an emulsion composed by a fragment of the
proteo-lipid protein (PLP139–151, the immunodominant epitope) and complete Freund’s adjuvant
(CFA4X) containing 4 mg of heat-killed and dried Mycobacterium tuberculosis (strain H37Ra, ATTC
25177, and Bordetella Pertussis toxin (Sigma-Aldrich S.r.l., Milan, Italy). Immunization and treatments
are described in the timetable in Figure S1a, according to the procedures described in our previous
works [14–17]. Mice have been monitored daily for body weight, development of clinical signs and
symptoms (CSS), and for disease remission/relapse. CSS have been scored using the scale described
by Miller et al. [18]. In the light of the notion that blood–brain barrier (BBB) is damaged during the
demyelinating disease, PTM was administered intraperitoneally, with a dosage of 4 mg/kg; SJL mice
were randomly distributed into four different groups: untreated healthy controls (Ctrl), PBS–EAE
group (vehicle), PTM-treated healthy controls, and PTM-treated EAE affected mice. Seven days after
RR–EAE induction, the group of RR–EAE mice received a daily intraperitoneal administration of PTM
(Sigma-Aldrich S.r.l., St. Louis, MO, USA) for 30 days (4 mg/kg).

Each group of mice was composed of 9 mice and the procedure was repeated in two experiments
(with a total of 36 EAE affected mice, 18 treated with PTM and 18 with vehicle). Thirty-six additional
SJL mice were not immunized but used as controls, 18 untreated and 18 treated with PTM). As expected
from this RR–MS mouse model, 10% of mice were withdrawn from the protocol because of excessive
reaction to immunization, unresponsiveness/anergy to immunization, or death for unknown causes.
For ethical reasons according to the guidelines for animal wellness, mice with exaggerated symptoms
were excluded and sacrificed before the foreseen timepoints (3 of the EAE group treated with vehicle
and 1 of the EAE group treated with PTM). Hence, we analyzed 32 animals suffering from EAE
(17 in the PTM-treated group and 15 in the vehicle-treated group). The animals were sacrificed at
onset, remission, and relapse phases of the EAE (at least 5 mice for each timepoint). Specifically, mice
euthanized during onset phase were chosen at the beginning of acute phase, when they reached a CSS
between 2 and 3. Mice sacrificed during remission phase, were sacrificed when they presented at least
1 point of CSS below the peak reached during acute phase. On the contrary, relapse was analyzed
sacrificing mice when they reached at least 0.5 point of CSS above their remission mean CSS. Ctrl,
vehicle, and healthy groups were sacrificed accordingly. Mice were perfused with saline solution
under deep anesthesia (87.5 mg/Kg ketamine and 12.5 mg/Kg xylazine; 0.1 mL/20 g mouse wt i.p.), the
brain was removed and one hemisphere was used for morphological analysis, after fixation (48 h in 4%
paraformaldehyde (PFA)), while the lysates extracted from the other hemisphere have been used for
molecular biology assays and processed accordingly [19].

2.2. RT–qPCR Assay

Total RNA was isolated with a SV Total RNA Isolation System (Promega, Madison, WI, USA) and
RNA concentration was evaluated by spectrophotometric reading at 280 and 260 nm. Total RNA was
used for first strand cDNA synthesis with a High-Capacity cDNA Reverse Transcription Kit (Applied
Biosystems). PowerUp™ SYBR® Green (Thermo Fisher Scientific, Waltham, MA, USA) Master Mix
(2×) reagents were used according to the manufacturer’s recommendations. The quantification of gene
expression was obtained from Applied Biosystem 7900HT Fast Realtime PCR System. PowerUp™
SYBR® Green (Thermo Fisher Scientific, Waltham, MA, USA) Master Mix (2×) reagents were used
according to the manufacturer’s recommendations. Primers were bought from SIGMA-Aldrich
(St. Louis, MO, USA): for S100B and inducible nitric oxide synthase (iNOS) after design by NCBI
Primer-Blast program (https://www.ncbi.nlm.nih.gov/tools/primer-blast), while the other oligos were
deduced from literature [20–24]. Each gene target quantification reaction was performed separately
with the respective primer sets (Table S1). Conditions were as follows: 50 ◦C for 2 min, followed by 95
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◦C for 10 min, forty cycles at 95 ◦C for 15 s, followed by 60 ◦C for 1 min. The melt standard curve was
at 95 ◦C for 15 s, followed by 60 ◦C for 1 min, 95 ◦C for 15 s, and finally, 60 ◦C for 15 s. Gene expression
results were analyzed using Applied Biosystem software, SDS 2.4.1. Relative mRNA expression levels
were calculated by normalizing examined genes against b actin using the 2−ΔCt method.

2.3. Homogenate Preparation

Frozen brain (200 mg) was transferred to a mortar and the tissue crushed in liquid nitrogen
with a pestle. During homogenization, the tissue was kept completely frozen to preserve functional
and structural integrity of proteins. The samples were transferred to microcentrifuge tube with 1
mL of ProteoJET mammalian cell lysis reagent (Fermentas life Science, Waltham, MA, USA) plus
a protease inhibitor cocktail, vortexed and then centrifuged at 13,000 rpm at 4 ◦C for 10 min. The
protein concentration of supernatants was measured with Bio-Rad Protein Assay in 96-well microplates.
All the samples were normalized to the same protein concentration and used according to specific
experimental procedures.

2.4. ROS Detection

Radical oxygen species (ROS) levels were measured using the OxiSelect™ Intracellular ROS Assay
Kit (Green Fluorescence; Cell Biolabs, Inc. San Diego, CA, USA) according to the manufacturer’s
instructions. Briefly: 50 μL (0.5 mg/mL of protein) of each homogenate were added to a
96-well plate suitable for fluorescence measurement. Then, 50 μL of catalyst and 100 μL of 2′,
7′-dichlorodihydrofluorescin diacetate (DCFH-DA) solution were added to each well. The plate was
read with a fluorescence plate reader at 480 nm excitation/530 nm emission. A standard curve was
made using 2′,7′-dichlorodihydrofluorescein standard solution (manufacture’s solution).

2.5. NOS Activity

NOS enzyme activity was measured by colorimetric method using the NOS Activity Assay Kit
(BioVision, Kampenhout, Belgium), according to the manufacturer’s indications. Briefly, 30 μL (200 μg
protein) of tissue homogenates were added in a 96-well plate. Successively, 40 μL of the reaction mix
(NOS cofactor 1, NOS cofactor 2, NOS substrate, and nitrate reductase) were added in each well and,
after 60 min of incubation, 50 μL of Griess reagent were added in each well, forming a purple azo dye
by interaction with nitrites. The optical density of this dye was measured at 540 nm using a microplate
reader. To generate the calibration curve, a standard solution, corresponding to 0, 250, 500, 750, 1000
pmol/well nitrites standard was used. Nitric Oxide Synthase Specific Activity was calculated = B/TxC
=mU/mg of protein, where B is nitrite amount in sample well from standard curve, T is reaction time
(60 min), and C is the amount of protein.

2.6. S100B Protein in Brain Homogenates

The quantitative measurement of S100B protein in brain homogenates was performed using
S100B in vitro SimpleStep ELISA® (enzyme-linked immunosorbent assay) kit (Abcam, Cambridge,
UK) according to the manufacturers’ instructions. Briefly, 50 μL (1 mg/mL protein) of homogenates or
standard samples were added to appropriate wells. After the addition of 50 μL of the antibody cocktail
to each well, the plate was incubated 1 h at room temperature. Finally, after series of washes, 100 μL of
TMB developing solution and 100 μL of stop solution were added to each well. The plate was read
at 450 nm using a microplate reader and the quantitative measurement of S100B protein in mouse
homogenates was reported as absorbance at 450 nm.

2.7. Tissue Processing and Histology

After fixation (4% PFA) and cryoprotection in sucrose 30%, 30 μm thick serial brain emisections
taken from +1.34 to +4.66 bregma coordinates according to the atlas of Paxinos and Franklin [25], and
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spinal cord sections were cut with a cryostat (Leica CM1860 UV, Leica Biosystems, Nussloch, Germany).
One out of every three sections was stained for immunofluorescence and/or immunohistochemistry
analysis to detect the following antigens: CD68 (Bio-Rad/AbD Serotec, CA, US, 1:200), a marker of
activated microglia, CD4+ (Bio-Rad/AbD Serotec, Raleigh, NC, USA 1:50) for T-cell infiltrates, glial
fibrillary acidic protein (GFAP; Cell Signaling Technology, MA, US, 1:500) and S100B (Novus biological,
CO, USA, 1:1000) for astrocytes, myelin basic protein, MBP (Cell Signaling Technology Denver, MA,
USA, 1:200) for myelin sheaths, and NeuN (Chemicon International, CA, USA, 1:100) for neurons.

2.8. Immunohistochemistry

After preincubation with 0.3% H2O2 in PBS, the sections were incubated at 4◦C with primary
antibodies in PBS-0.3% Triton X-100, 2% normal donkey serum (NDS). Following the use of biotinylated
donkey anti-mouse or donkey anti-rat antibodies (Jackson ImmunoResearch Europe Ltd., Ely, UK),
avidin-biotin-peroxidase reactions were performed (Vectastain, ABC kit, Vector, Burlingame, CA, USA),
using 3,3’-diaminobenzidine (Sigma-Aldrich, St. Louis, MO, USA) as a chromogen. The sections
were then analyzed using an Axioskop 2 optical microscope (Zeiss, Oberkochen, Germany), with
Neurolucida software (MBF Bioscience, Williston, VT, USA) for image acquisition. The quantification of
the tissue area positive for CD68/CD4/GFAP was performed with the NIH ImageJ software. The areas
were calculated as CD68/CD4/GFAP positive area/total area analyzed, and indicated as percentages of
stained area.

2.9. Immunofluorescence

The sections were blocked with 10% NDS in 0.3% Triton X-100 in PBS and incubated with primary
antisera/antibodies in 0.3% Triton X-100 and 2% NDS in PBS, for 24–48 h at 4 ◦C and processed
for immunofluorescence. The sections were washed thoroughly and incubated with appropriate
fluorescent-conjugated secondary antibodies for 3 h at room temperature. The secondary antibodies
(Jackson Immunoresearch, Philadelphia, PA, USA) in 0.3% Triton X-100 and 2% NDS in PBS were Alexa
Fluor® 488-AffiniPure donkey anti-mouse IgG (1:200, green), Alexa Fluor® 488-AffiniPure donkey
anti-rabbit IgG (1:200, green), Cy5-conjugated donkey anti-mouse IgG (1:100, blue), Cy3-conjugated
donkey anti-rat IgG (1:100, red), and Cy3-conjugated donkey anti-rabbit IgG (1:100, red). After rinsing,
the sections were stained with the nucleic acid blue dye Hoechst 33,342 (1:1000), mounted on slide
glasses, covered with fluoromount medium (Sigma-Aldrich, St. Louis, MO, USA) and a coverslip,
and analyzed by confocal microscopy. Immunofluorescence analysis was performed by confocal
laser scanning microscope (Zeiss LSM 800) equipped with four laser lines: 405, 488, 561, and 639 nm.
Brightness and contrast were adjusted with the Zen software 3.0 blue edition (Zeiss, Oberkochen,
Germany). For lesion and cellular infiltrates detection, Luxol fast blue and cresyl fast violet combined
staining (Kluver–Barrera) was performed.

2.10. Statistical Analysis

Student’s t-test, one-way ANOVA or two-way ANOVA (with PTM-treatement as main factor)
were performed to examine the effects and possible interaction of independent variables (GraphPad 6.0
software). When appropriate, post hoc comparisons were made using Tukey’s HSD, with a significance
level of p < 0.05. For statistical analysis of quantitative PCR data, the unpaired t-test was used to
compare ΔCt values across the replicates, setting the p-value cut-off at 0.05.

All experimental work has been conducted in accordance with relevant national legislation on the
use of animals for research, referring to the Code of Practice for the Housing and Care of Animals Used
in Scientific Procedures and the protocol was approved by the Ethics Committee of animal welfare
organization (OPBA) of the “Università Cattolica del Sacro Cuore” of Rome and by the Italian Ministry
of Health (authorization number 321/2017-PR, protocol number 1F295.34/04-11-2016, date of approval
12th April 2017).
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3. Results

3.1. PTM Treatment Ameliorates EAE

A total of 32 mice were examined for disease clinical course, immunohistochemistry for CD68
and Kluver–Barrera staining, in two independent experiments (Figure 1 and Figure S1b,c). As
detected by immunohistochemistry for CD68 and Kluver–Barrera staining, significant increase in
CD68 immunoreactivity with decrease in myelin content and parallel increase in cellularity could
be seen in the CNS of immunized mice. Inflammatory lesions were observed with the typical
periventricular infiltration and accumulation of mononuclear cells. In cerebellar sections, particularly
evident demyelinating areas were highlighted by lack of MBP and NeuN immunofluorescent staining
(Figure S1d). PTM-treated group showed a lower severity of symptoms at onset (p = 0.02 at day 9, p
= 0.05 at day 10) and during the remission and relapse phases (p = 0.04 at day 13, p = 0.002 at day
21 and p = 0.01 at day 22), as evaluated by Student’s t-test corrected for multiple comparisons using
the Holm–Sidak method. This effect can be appreciated comparing also the sums and the means of
disease scores of the two groups of mice respectively with a p = 0.04 and a p = 0.01 after nonparametric
Mann–Whitney test. The disease scores of untreated and PTM-treated healthy controls are not shown,
as both groups did not develop any sign of disease. Thus, these data indicated that PTM is able to
delay the disease and to reduce its overall severity (Figure 1a–c)

Figure 1. Clinical signs of neuroinflammation and demyelination of relapsing–remitting experimental
autoimmune encephalomyelitis (RR–EAE) are ameliorated by pentamidine. (a) Clinical symptoms
score (CSS) from day 1 to day 23 p.i. of 32 EAE-affected animals (4 mice were withdrawn from the
experiments because of excessive reaction to immunization, unresponsiveness/anergy to immunization,
or death for unknown causes), pentamidine isethionate (PTM)-treated (red) and vehicle treated (black).
The circles and confidence bars represent the mean and the standard deviation of the CSS of the entire
group of mice for each day p.i. Statistically significant differences of the CSS are observed at onset,
during remission and at relapse of EAE (Student t-test: p = 0.02 at day 9 p.i.; p = 0.05 at day 10 p.i.; p =
0.04 at day 13 p.i.; p = 0.002 at day 21 p.i.; p = 0.01 at day 22 p.i.). At onset (days 12–15 p.i.), 10 mice (5
from each group, CSS comprised between 2 and 3 of each individual mouse) were sacrificed. Ten mice
(5 from each group, at least 1 point of CSS below their individual peak CSS reached during acute phase)
were sacrificed at remission (days 18–23 p.i). Finally, 12 mice (6 from each group, when they reached at
least 0.5 points of CSS above their individual remission mean CSS) were sacrificed at relapse (day 30
p.i.). The average CSS values after 24 days p.i. are not shown due to the low number of mice (only 12
mice remained) and the heterogeneity among them. b and c: Mean of cumulative diseases (sum of
CSS from day 1 to the day of sacrifice) of each mouse (b) and the mean of the diseases (sum of CSS
from day 1 to the day of sacrifice divided by the number of days) of each animal (c). Both graphs show
the two groups (with colors in concordance to figure a) displaying the overall significant impact of
PTM on CSS and on the amelioration of symptoms. Statistical analysis has been performed using the
Mann–Whitney test (p = 0.04 for b and p = 0.01 for c; * p < 0.05).
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3.2. PTM Treatment Attenuates Neuroinflammation

To evaluate the impact of PTM on neuroinflammation, the expression of genes encoding for
inflammatory cytokines during RR–EAE has been evaluated by qPCR performed on total mRNA
extracted from the emi-brains of treated (EAE/PTM), untreated RR–EAE (EAE/vehicle), and CTRL mice
samples (healthy PTM-treated mice).

A significant decrease of neuroinflammatory parameters in PTM-treated animals was revealed
by the reduction of mRNA expression for Interferon γ, IFNγ (Figure 2a, vehicle vs. PTM p = 0.03,
Mann–Whitney test) and for tumor necrosis factor α, TNFα (Figure 2b, vehicle vs. PTM p = 0.003,
Mann–Whitney test). We could not observe a statistically valid difference in the levels of mRNA
specific for interleukin β, IL1β (Figure 2c).
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Figure 2. Impact of pentamidine (PTM) on gene expression and protein levels of inflammatory
cytokines, S100B, nitric oxide synthase (NOS), and radical oxygen species (ROS) during EAE. (a–c)
qPCR, performed on total mRNA extracted from the emi-brain of treated (PTM), untreated (vehicle)
EAE, and CTRL (PTM treated healthy mice), shows a significant reduction in PTM-treated animals
for the expression of IFNγ ((a), p = 0.03) and TNFα ((b), p = 0.008), despite no difference of IL1β (c).
No change of inducible nitric oxide synthase iNOS and S100B mRNA is observed (d,e). Colorimetric
activity assay for NOS shows a significant difference (f, vehicle vs. PTM p < 0.0001), while ROS activity
does not reveal any change during PTM treatment (g). S100B has been measured by ELISA (h) resulting
in a significant downregulation of the S100B protein (p = 0.0085). Statistical analysis has been performed
using Mann–Whitney test. The qPCR analyses for cytokines and iNOS (a–d) have been performed on
a total of 28 mice (12 EAE–PTM-treated, 12 EAE-vehicle-treated and 4 healthy-untreated), excluding
EAE affected mice sacrificed during remission phase. The qPCR and the ELISA for S100B (e,h) were
performed on mice of the second experiment (because the samples of first experiment were not usable
in terms of quality and quantity) on a total of 19 mice (7 EAE–PTM-treated, 8 EAE–vehicle-treated
and 4 healthy untreated); for S100B qPCR three results were missing (1 in EAE–PTM-treated and 2
EAE–vehicle-treated groups). Colorimetric activity assays for NOS and ROS (f,g) have been performed
on 36 mice (17 EAE–PTM treated, 15 EAE–vehicle treated and 4 healthy untreated). For graphical
reasons, y-axes are displayed in logarithmic for cytokines and iNOs mRNA expression (a–d) and linear
y-axes for S100B mRNA expression (e) and colorimetric and ELISA assays (f–h). * p < 0.05; ** p < 0.001;
*** p < 0.0001.
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Finally, to confirm the predictive role of S100B levels on MS pathogenesis, we measured mRNA of
iNOS and S100B, finding no differences in terms of gene expression levels (Figure 2d,e). NOS are a
family of enzymes that catalyze the production of nitric NO from L-arginine. NO plays an important
role in neurotransmission, vascular regulation, immune response, and apoptosis. Three isoforms of
NOS have been identified: two constitutive enzymes, neuronal NOS (nNOs) and endothelial NOS
(eNOS), and one inducible enzyme (iNOS). Colorimetric activity assay for NOS resulted in a significant
difference in vehicle vs. PTM (Figure 2f, p < 0.0001, Mann–Whitney test), while no changes were
observed in ROS activity (Figure 2g). The quantification of S100B by ELISA (Figure 2h) resulted in
a significant downregulation of S100B protein after PTM treatment (vehicle vs. PTM, p = 0.0085,
Mann–Whitney test). As found for iNOS, the variation of S100B protein expression did not correspond
to a change in terms of mRNA. To further dissect whether PTM modulates inflammatory cytokines
during the relapse phase, we correlated the gene expression levels of inflammatory cytokines with the
disease course (Figure S2a,b). PTM reduced the expression levels of these genes, in particular during
the relapse phase.

To support our observations about clinical scores, we examined the demyelination and immune
infiltrates in the CNS of RR–EAE mice treated with/without PTM, as shown by immunohistochemistry
and immunofluorescence analysis (Figures 3 and 4). As expected, in cerebral cortex–striatum,
hippocampus, and cerebellum, the CD68 and GFAP labeling were apparently increased in EAE with
respect to Ctrl mice (Figure 3 insets). Moreover, after PTM treatment, the CD68 and CD4 signals
were in part decreased presenting low amount of cellular infiltrates, particularly in the cerebellum,
where, however, the differences in quantification of the areas of CD68/CD4/GFAP/positive tissue, using
NIH image software, did not reach statistical significance (Figure 3a–c and Figure S3). Moreover,
the GFAP signal remained constant in all the analyzed brain areas (Figure 3). When examined by
immunofluorescence, cerebellar sections also evidenced CD68-labelled infiltrates accompanied by
demyelinating lesions in EAE mice, which appeared to be reduced in PTM-treated EAE mice. Also,
S100B immunofluorescence appeared to be decreased in PTM-treated EAE mice, in accordance with
S100B protein immunochemical measurements shown in Figure 2h (Figure 4).

30



Cells 2020, 9, 748

 

Figure 3. Effects of pentamidine (PTM) on immune infiltrates and glial fibrillary acidic protein (GFAP)
in the central nervous system (CNS) of RR–EAE mice. EAE (n = 6) and EAE–PTM (n = 6) mice were
sacrificed 30 days after immunization in the relapse/late onset of EAE (sacrificed when they reached
at least 0.5 point of CSS above their individual remission mean CSS). Immunohistochemistry was
performed with CD68, GFAP, and CD4 antibodies on serial brain emisections (30 μm) of control (Ctrl),
EAE, and EAE–PTM mice. Cx = cortex; St = striatum; Hi =Hippocampus; Cb = cerebellum. Scale bars =
250 μm. The quantifications are displayed on the bar graph on the right of the figure (EAE–PTM-treated
in red versus EAE-vehicle treated in black). Immunocytochemistry and DAB assays revealed that
pentamidine seems to decrease the expression of CD68 in all the analyzed areas (a–c). CD4 infiltrates
seem to be reduced by PTM in cerebellar area only (c), and GFAP percentages are increased in all
the areas except in hippocampus (b). All these regional cell counts, although not significant, would
indicate a different impact of the inhibition of S100B within each cerebral area.
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Figure 4. Immunofluorescence in representative cerebellar sections of EAE mice and PTM-treated EAE
mice. CD68-labelled infiltrates accompanied by demyelinating lesions (arrows) are evident in EAE
mice, which appear to be reduced in PTM-treated EAE mice, as shown by CD68 (red) and MBP (green)
signals. Decreased S100B immunolabelling (blue) also appears in PTM-treated EAE mice. Scale bars =
100 μm.

4. Discussion

The present data indicate that PTM, which is regarded to block S100B protein, induces clinical
disease scores amelioration accompanied by some improvement of neuropathologic and biomolecular
parameters in a recognized experimental in vivo model of MS (RR–EAE in the SJL mice).

RR–EAE is a well-accepted preclinical model to study MS pathogenesis and therapy in the
mouse: it shares with the human disease key immunological and pathological features, including
patch inflammation, demyelination, axonal loss, and gliosis. Similarly to most common human MS
manifestations (about 80%), RR–EAE in the SJL mouse is a CD4+ T-cell-mediated autoimmune disease
directed against protein components of CNS myelin, resulting in a relapsing–remitting clinical course
of paralysis [26].

S100B is regarded as a DAMP, also sharing with these molecules some characteristics such as
the interaction with RAGE, the ability to stimulate microglial migration, the non-canonical secretion
modality that bypasses the Golgi route [5]. In particular, the protein has been shown to induce a
RAGE-dependent autocrine loop in astrocytes, which results in a pro-inflammatory phenotype [27]
also stimulating IL6 and TNFα secretion [28]. In addition, S100B, which has also been reported to be
expressed and secreted by CD8+ T- and NK-cells on stimulation [29], upregulates cyclooxygenase-2 [30],
promotes migration/activation of microglia [29], induces iNOS, IL1β and TNFα expression, as well
as the release of matrix metalloproteinase 9 and NO [31–35]. It is also noteworthy that, while S100B
is currently regarded to be released from astrocytes with paracrine/autocrine effects, and a role for
astrocytes in MS is now definitely recognized [36], its presence in oligodendrocytes [5] appears to
deserve a special attention for a possible role in pathogenic MS processes.

In this study, we used PTM, an approved antiprotozoal drug [37,38] that is also known to inhibit
S100B activity [11]. Because of this property, the PTM effects on RR–EAE SJL mice may be reasonably
attributed to a block of S100B activity, although additional or even alternative mechanisms cannot be
ruled out. It should also be noted that the inflammatory cytokines that we observed here to be affected
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by PTM administration are also known to be influenced by S100B [28,31,33]. Furthermore, S100B
expression is reduced after PTM administration, as we have shown here in the present experimental
MS animal model, also confirming what was observed in other pathological conditions where PTM
exerts a protective role [39,40].

Our results thus propose that the inhibition of S100B has a significant impact on the extent of
neuroinflammatory features, and this appears in line with the typical clinical and neuropathological
heterogeneity of the model [41,42]. Remarkably, the expression levels of IFNγ and TNFα are strongly
decreased by the PTM treatment, in line with the notion that these two cytokines play a relevant role in
the CNS, in both physiological and pathological conditions [43]. Conversely, IL-1β expression levels are
not modulated by PTM. This discrepancy is not surprising and might be ascribed to differences related
to the RR–EAE model, to the specific brain areas analyzed, and, finally, to the local neuroinflammation
level, parameters which are discriminative in the pathology, as also demonstrated in other EAE
models [44].

All NOS isoforms are present in the CNS with a clear upregulation in reactive
microglia/macrophages [45], resulting in a high generation of nitric oxide, a free radical found
at higher than normal concentrations within inflammatory MS [46]. Confirming previous data, our
results also show an increase in the activity of NOS in EAE mice and, furthermore, highlight that
the treatment with PTM restores the activity of the enzyme to the control levels, although the effect
of PTM on iNOS was already observed in vitro [47]. It still remains to be clarified the molecular
mechanism(s) contributing to the reduction of NO production with the consequent anti-oxidative and
anti-inflammatory potential.

As far as ROS are concerned, we have not found significant results in our experimental model.
It has been widely ascertained that MS may be affected by oxidative stress. However, it was also
reported that in RR–MS, the inflammatory process prevails, and oxidative stress is counteracted by
antioxidant mechanisms [48]. Intriguingly, the levels of S100B protein, but not S100B mRNA, are
reduced following PTM treatment. This might be due to a PTM action in protein synthesis steps
following mRNA transcription. Alternatively, the binding of PTM to S100B might partially mask
immunologically relevant epitopes of the protein.

PTM administration has also been shown to ameliorate clinical and/or
neuropathologic/biomolecular parameters in other disorders involving the nervous system,
such as AD, PD, sepsis-associated encephalopathy, and bowel inflammation, where its action has
been reasonably attributed to the block of S100B activity [49–51]. In general, variations/manipulations
of S100B concentration have been shown to directly correlate with clinical symptoms and/or
biomolecular/pathological parameters of these disorders, which depend, as far it is known, on
etiologic factors different from those hypothesized for MS, but that share with MS the occurrence of
neuroinflammatory processes [5,52].

In summary, the present data identify PTM and its binding molecule S100B protein, respectively,
as a novel potential drug and a therapeutic target for MS treatment. Of note, PTM is suitable for a
rapid translation for clinical use, being an already-approved drug. Although PTM has limited capacity
to permeate the BBB [53], and although a proportion is retained within the capillary endothelium [54],
the BBB damage occurring during demyelinating diseases [55], as also shown by evidences of tracer
leakage into the CNS [56], suggests that this drug may be easily available within the inflamed CNS,
also when administered systemically, as in this work. Finally, the identification of S100B as a putative
therapeutic target of MS pathogenetic processes might likely open novel perspectives for even more
efficacious treatments.

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4409/9/3/748/s1.
Figure S1: Experimental procedure of EAE (clinical outcome and neuropathology). Table S1: Primer sequences.
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Abstract: NG2-glia, also known as oligodendrocyte precursor cells (OPCs), have the potential to
generate new mature oligodendrocytes and thus, to contribute to tissue repair in demyelinating diseases
like multiple sclerosis (MS). Once activated in response to brain damage, NG2-glial cells proliferate,
and they acquire a reactive phenotype and a heterogeneous appearance. Here, we set out to investigate
the distribution and phenotypic diversity of NG2-glia relative to their ontogenic origin, and whether
there is a clonal NG2-glial response to lesion in an experimental autoimmune encephalomyelitis
(EAE) murine model of MS. As such, we performed in utero electroporation of the genomic lineage
tracer, StarTrack, to follow the fate of NG2-glia derived from single progenitors and to evaluate their
response to brain damage after EAE induction. We then analyzed the dispersion of the NG2-glia
derived clonally from single pallial progenitors in the brain of EAE mice. In addition, we examined
several morphological parameters to assess the degree of NG2-glia reactivity in clonally-related cells.
Our results reveal the heterogeneity of these progenitors and their cell progeny in a scenario of
autoimmune demyelination, revealing the ontogenic phenomena at play in these processes.

Keywords: NG2-glia; progenitors; multiple sclerosis; lineage; in utero electroporation; morphometric
analyses; clonal analyses; lesioned brain

1. Introduction

Multiple sclerosis (MS) is a chronic, disabling autoimmune and neurodegenerative disorder
targeting the white and gray matter of the central nervous system (CNS) [1–3]. The loss of myelin
and oligodendrocytes, axonal loss, and glial scar formation in the brain are the hallmarks for MS.
As such, much interest has been generated by NG2-glia (also referred to as oligodendrocyte progenitor
cells (OPCs) due to their ability to form myelin and the fact that they undergo a reactive response
to brain injury. These cells are the fourth-most distinct major glial cell population [4], and they
constitute 8–9% of the total cells in the white matter and 2–3% of the total cells in the grey matter [5].
Moreover, they express the NG2 chondroitin sulfate proteoglycan (neural/glial antigen 2 -NG2),
the alpha receptor for platelet-derived growth factor (PDGFRα), as well as other oligodendrocyte
markers. NG2-glia also have several distinguishing physiological properties, expressing voltage-gated
ion channels and participating in neural–glial interactions [6–8]. They are thought to fulfil diverse
functions in the brain, and they are implicated in the development of the nervous system, in maintaining
its homeostasis, in neuromodulation, and in sustaining (re-)myelination [9–12]. The importance of

Cells 2020, 9, 1279; doi:10.3390/cells9051279 www.mdpi.com/journal/cells39



Cells 2020, 9, 1279

these cells for the proper functioning of the brain is also reflected in the fact that they are distributed
throughout the entire brain and that a constant pool of NG2-glia is maintained in the brain [13,14].

In animal models used to probe CNS lesions, NG2 cells proliferate and migrate to the site of injury,
where they differentiate into oligodendrocytes [15–17]. In response to brain injury, some NG2-glia
change their morphology and adopt a reactive phenotype, like astrocytes [18–20]. This morphology
is characterized by thickened and highly ramified processes, as opposed to the relatively thin
and unbranched prolongations of non-reactive NG2-glia [17]. Furthermore, NG2-glia display both
molecular and behavioral heterogeneity following brain injury [17,21,22], producing both beneficial
and deleterious effects [8,21,23–27]. However, little is known about the existence of certain subsets
of NG2-glia that produce a specific response to brain damage and whether their fate may already be
determined early in embryonic development.

A population of NG2-glia are known to arise from embryonic neural progenitor cells (NPCs)
located in the subpallium [28]. Moreover, NG2-glia that come from dorsal NPCs (pallium) migrate
following radial glia processes and group in clones throughout the cortex [13,29,30]. Thus, it is essential
to track individual NPCs, and to achieve heritable and stable labelling of their progeny. Here we
used the StarTrack approach, a reliable and proven method for clonal analysis based on the random
genomic integration and expression of twelve fluorescent proteins [18]. In this study, we focused on
the progeny of NG2-glia derived from individual embryonic glial fibrillary acidic protein-expressing
progenitors (GFAP+) in the brain of mice in which experimental autoimmune encephalomyelitis (EAE)
was induced. Employing StarTrack in in these EAE-lesioned mice allowed us to analyze the clonal
distribution and morphological cell response of NG2-glia in EAE lesions. Accordingly, we performed
a morphometric analysis on the progeny of these cells, evaluating different parameters to assess the
morphological changes to NG2-glia in the EAE mouse model. This analysis enabled us to assess
the intensity of NG2-glia activation and to identify the heterogeneity in the phenotypes, clonal size,
and cell fate of the individual progenitors singled out by the StarTrack approach.

2. Materials and Methods

2.1. Animals

C57BL/6 mice employed in this study were the same as those previously used to analyze the
clonal response of astrocytes in a murine model of MS [19]. In brief, mice from Janvier Labs were
housed in standard cages at the Universidad del País Vasco (UPV)-EHU animal facility, maintained on
a 12 h controlled light–dark cycle with food and water available ad libitum. The study was carried out
in accordance with the European Union recommendations on the use and welfare of experimental
animals (2010/63/EU), and those of the Spanish Ministry of Agriculture (RD 1201/2005 and L 32/2007).
The Bioethical Committee at the UPV-EHU approved the protocol. Nine adult StarTrack-electroporated
mice (three sham and six EAE mice) were used. Clones were analyzed in all EAE mice. Animals that
displayed NG2-glial clones—three of the EAE-lesioned mice (two males and one female)—were
selected for the clonal analysis of NG2-glia. For the morphometric analysis, a selection of ten cells
from EAE-lesioned mice and six cells from sham was made.

2.2. StarTrack DNA Vectors

Clonal analysis was accomplished using the StarTrack approach. StarTrack DNA vectors were
produced as described previously [13,19,31] and the StarTrack mixture consisted of twelve PiggyBac
constructs containing the six fluorescent nuclear and cytoplasmic proteins driven by the GFAP promoter
(XFP), along with the hyperactive PiggyBac transposase (CMW-hyPBase) construct. The fluorescent
proteins produced by the DNA vectors were the yellow fluorescent protein (YFP), monomeric Kusabira
Orange (mKO), mCerulean, mCherry, mT-Sapphire and enhanced green fluorescent protein (EGFP).

40



Cells 2020, 9, 1279

2.3. In Utero Electroporation (IUE)

IUE was performed as previously described [19]. Embryonic day (E)14 pregnant mice were
anesthetized with 4% isoflurane (2 mL/L: Isova vet, Centauro), their uterine horns were exposed
by midline laparotomy and the embryos they contained were visualized by trans-illumination
with cold light. The plasmid mixture was injected into the lateral ventricle (LV) of each embryo,
which then received one or two trains of five square pulses (35 V, 50 ms duration, 950 ms intervals).
Finally, the uterine horns were placed back into the abdominal cavity and the electroporated embryos
were allowed to continue their normal development until birth.

2.4. EAE Induction

Chronic, relapsing EAE was induced in C57BL/6-electroporated mice during the eighth post-natal
week [19,32,33]. Each animal was first immunized with a subcutaneous injection (300 μL) of a 1:1
ratio of myelin oligodendrocyte glycoprotein antigen solution (MOG35-55 peptide, 200 ng/mouse:
Sigma, Barcelona, Spain) and complete Freund’s adjuvant (CFA), followed by an intraperitoneal
injection of pertussis toxin (500 ng: Sigma) in 100 μL of phosphate-buffered saline (PBS) on the day of
immunization and two days later. CFA is a solution that contains Mycobacterium tuberculosis H37RA
(8 mg/mL) in incomplete Freund’s adjuvant. EAE was scored double-blind each day: 0, no noticeable
signs of EAE; 1, flaccid tail; 2, paralyzed tail; 3, impairment or loss of muscle tone in hindlimbs;
4, unilateral partial hindlimb paralysis; 5, total bilateral hindlimb paralysis; 6, complete hindlimb
paralysis and loss of muscle tone in the forelimbs; 7, complete paralysis of the forelimbs and hindlimbs;
and 8, moribund. In our experiments, the motor symptoms in mice with EAE initiated around
10 days’ post-immunization and progressively aggravated until reaching a peak typically at day 21,
and declined slightly thereafter during the chronic phase [32]. EAE was successfully induced in all
mice used in this study, and the scores representing the symptoms of the three EAE mice were 1.75
(nearly paralyzed tail), 3, and 4.5 (see Figure 2C from Bribián et al., 2018 [19]). Since tissue damage and
demyelination parallels the symptoms, we assumed that the NG2-glial clonal response was maximal
at that peak of the symptoms and accordingly, analyzed brain tissues at that stage. Results between
animals were homogeneous.

2.5. Immunohistochemistry

Mice were perfused 21 days’ post-induction (dpi) with 4% paraformaldehyde (PF) in a phosphate
buffer (PB). They were then post-fixed for over 2 h in the same solution and stored at 4 ◦C in PBS.
Coronal vibratome sections (50 μm) were washed and permeabilized three times with 0.5% Triton X-100
(PBS-T), washed three times in 0.1% PBS-T, and blocked for 30 min at room temperature (RT) with
5% normal goat serum (NGS, S26-100ML: Merck-Millipore). Brain sections were incubated overnight
at 4 ◦C with the following antibodies in 5% NGS and 0.1% PBS-T: rabbit anti-PDGFRα (1:300, 3174S:
Cell Signaling) and biotinylated tomato lectin (TL, 1:50, L0651: Sigma-Aldrich). After washing the
brain slices three times with 0.1% PBS-T, they were incubated for 2 h at RT with a secondary antibody
coupled to Alexa 633 (1:1000, Invitrogen) or a Streptavidin–Alexa Fluor 633 conjugate (1:1000, S21375:
Invitrogen Life Technologies (Carlsbad,. CA, USA ). Prior to visualization, they were washed 6 times
in 0.1% PBS-T and then 1× PBS.

2.6. Imaging Acquisition and Data Analysis

The expression of the different fluorescent proteins was first checked under an epifluorescence
microscope (Nikon, Eclipse F1) equipped with filters (Semrock) optimized for the following
fluorophores: YFP (FF01-520/15), mKO (FF01-540/15), Cerulean (FF01-405/10), mCherry (FF01-590/20),
Cy5 (FF02-628/40-25), GFP (FF01-473/10), and UV-2A (FF01-334/40-25). Consequently, images were
acquired on a confocal microscope (Leica, TCS-SP5) and the emission for each fluorescent protein
was obtained in separated channels using different excitation (Ex) and emission (Em) wavelengths
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(in nanometers, nm): mT-Sapphire (Ex: 405; Em: 520–535), mCerulean (Ex: 458; Em: 468–480),
EGFP (Ex: 488; Em: 498–510), YFP (Ex: 514; Em: 525–535), mKO (Ex: 514; Em: 560–580), mCherry
(Ex: 561; Em: 601–620), and Alexa 633 (Ex: 633; Em: 650–760). Laser lines were situated between 25%
and 40%, and maximum projections were obtained using the confocal (LASAF Leica) and NIH-ImageJ
software. Affected or lesioned areas were localized by TL staining and the perimeters of the lesion
site were defined using the “enlarge” tool of NIH-ImageJ software, with a distance of 50 μm between
the concentric perimeters. The Simple Neurite Tracer (SNT) plugin (NIH-ImageJ) [34] and a Scholl
analysis [35,36] were used for the morphological analysis. The statistical analysis of the data and the
graphical representations were performed using the R statistical software package (version 3.5: R Core
Team, 2018), and the Prism 5 (GraphPad) software. Statistical significance was evaluated using either
a two-tailed unpaired Student’s t test for 2-group comparisons or a one-way ANOVA followed by
Dunnett’s post hoc test for multiple group comparisons. Values with a confidence interval of 95%
(p < 0.05) were considered statistically-significant and significant differences between the groups are
indicated in the graphs with asterisks: * p < 0.05, ** p < 0.01, *** p < 0.001.

3. Results

3.1. Spatial Distribution of the Cortical Progeny of NG2-Glia Derived from Single Embryonic Progenitors in
EAE-Lesioned Mouse Brain

To evaluate how the NG2-glia progenitors responded to EAE lesions in the phase of symptom
improvement, we combined the genomic StarTrack tool with the induction of EAE in mice. We first
targeted individual E14 dorsal (pallial) progenitors in the LV (Figure 1A) [13]) through IUE of
the StarTrack mixture (driven by the GFAP promoter) with the hyperactive PiggyBac transposase
(CMW-hyPBase: Figure 1A). Since up to 4096 different color-code combinations can be achieved with
this method, it facilitates a precise clonal analysis of the progeny of single labelled cells with an active
GFAP promoter [37]. Eight weeks after birth, the MOG peptide was administered to analyze the clonal
NG2-glia response to EAE lesions 21 dpi (Figure 1A).

To perform the clonal analysis of NG2-glia in EAE mice, cortical regions containing
StarTrack-labelled cells close to affected areas were selected (Figure 1B). These areas were characterized
by the presence of perivascular inflammatory infiltrates and enlarged perivascular spaces revealed by
TL staining (Figure 1B). This TL staining allowed a perimeter to be drawn around the core of the lesions
in both the cortex and striatum. To analyze labelled cells in the affected area, the perimeter surrounding
the lesion core was amplified four times using the “enlarge” tool (NIH-ImageJ), obtaining borders at
50 μm, 100 μm, 150 μm, and 200 μm (Figure 1B). Clonal dispersion of the sibling astrocytes and sibling
NG2-glia close to the lesion sites (Figure 1B,E) was identified in the cortical layers (Figure 1B,D,E,
and Figure 2A), the corpus callosum (Figures 1C and 2B), and in part of the striatum (Figure 2B).
The identity of the NG2-glia was confirmed through the expression of PDGFRα (Figure 1C) and sibling
NG2-glia were identified by their uniform fluorescent color-code (i.e., the expression and localization
of the XFPs). While some NG2-glia clones were distributed within or in close proximity to the lesion
site (Figure 1D), others were located far from the affected areas (Figure 1E). Thus, combining EAE
induction and StarTrack we were able to evaluate the clonal response of NG2-glia in an inflammatory
and lesioned mouse brain.
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Figure 1. StarTrack-labelled NG2-glia progeny of individual dorsal subventricular zone (SVZ)
progenitors after the induction of EAE. (A) Time-line showing the experimental approach: in utero
electroporation (IUE) of the StarTrack mix into E14 dorsal neural progenitor cells (NPCs) in the lateral
ventricle (LV), induction of experimental autoimmune encephalomyelitis (EAE) in mice eight weeks
after electroporation, and clonal analysis 21 days’ post-induction (dpi). The StarTrack mixture contained
a hyperactive PiggyBac transposase (hyPBase) and 12 plasmids that encoded six different fluorescent
proteins (XFPs) expressed in either the nucleus or cytoplasm. A glial fibrillary acidic protein (GFAP)
promoter drove XFP expression. (B) Coronal view of the brain showing the location of EAE lesions
in the cerebral cortex, corpus callosum, and striatum, as identified by tomato lectin (TL) labelling.
A line surrounding the lesion core and four concentric compartments separated by 50 μm was used to
measure the distance of the NG2-glia sibling cells from the lesion. StarTrack-labelled both astrocytes
and NG2-glia around the different lesion sites. (C–E) Detail of the coronal views of sibling NG2-glia
dispersed throughout the corpus callosum (C) and cerebral cortex (D,E). The color-codes and the
corresponding XFPs expressed are detailed at the side of the merged images. NG2-glia were identified
by platelet-derived growth factor (PDGFRα+) staining (C: 1 and 2), TL was used to identify the EAE
affected and lesion areas (E), and the non-affected zones (D). Scale bars, 200 μm (B) and 20 μm (C–E).
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Figure 2. Clonal distribution of NG2-glia in coronal sections. (A,B) Detail of sibling NG2-glia close to
the lesion in the cerebral cortex (A) and striatum and corpus callosum (B). Affected areas were identified
by tomato lectin (TL) staining and clonally-related cells showed equivalent color combinations, detailed
at the side of the merged images. (C) Scheme showing the diverse patterns of clonal NG2-glia
dispersion. Dorsal E14 progenitors from the lateral ventricle produced different patterns of clonal
NG2-glia progeny in the EAE-lesioned brain, with a heterogeneous clonal dispersion within the striatum
(St), corpus callosum (CC), the upper- (U-Cx] and lower-cortical layers (L-Cx]), and the pia mater (Pia).
(D) The relative frequency of the different clonal distributions estimates the frequency of each clone
pattern in the EAE mice, indicating that NG2-glia clones derived from pallial progenitors expanded
preferentially within the lower cortical layers. (E) The number of cells per clone varied depending on
the cell fates of the clone. The largest clones were those distributed within the CC. (F) The largest clones
exhibited a more extended rostro-caudal axis dispersion with sibling cells occupying a maximum
average dispersion of 330 μm. (G) The clones varied in size from 3 to 80 cells, with an average of
17 cells per clone. Scale bars, 50 μm (A,B).

3.2. Clonal Distribution of the Cell Progeny from Individual Embryonic Pallial NG2-Glia Progenitors in
EAE-Lesioned Brains

We evaluated the clonal fate of NG2-glia generated from dorsal embryonic NPCs in the LV,
and of clonally-related NG2-glia distributed within the cerebral cortex, corpus callosum, and striatum
(Figures 1B and 2). Sibling NG2-glia form clusters of up to 80 cells in lesioned brains, with clones having
an average size of 17 cells (n = 84 analyzed clones, 1393 NG2-glial cells: Figure 2G). NG2-glia clones
were distributed sparsely in specific regions within these three areas (Figure 2C), with different patterns
of dispersion relative to the astrocyte clones [31]. Thus, we identified different patterns of NG2-glia
clonal cell dispersion (Figure 2C), with clonally-related cells limited to the striatum, corpus callosum,
or the upper or lower layers of the cortical cortex (Figure 2A). To obtain the relative frequency of
each clone pattern, we calculated the number of times that each clone pattern appeared, divided by
the total number of NG2-glia clones in the three EAE mice. Other clones expanded and colonized
multiple regions of the brain (Figure 2B) but interestingly, none of the NG2-glia clones exclusively
populated the pia matter (Figure 2D). As mentioned above, some NG2-glia clones were located in the
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striatum, with clonally-related cells situated in both the corpus callosum and lower cortical layers
(Figure 2B,C). In addition, while 8% of the total clones were confined to the corpus callosum, 13% of
NG2-glia clones populated both the corpus callosum and the lower cortical layers (Figure 2B,C,D).
Nevertheless, most of the clones generated from NPCs in this EAE-lesion scenario (58% of the NG2-glia
clones) were distributed in clusters found in the lower cortical layers (Figure 2A,D).

Interestingly, the average of NG2-glia clone size was larger when the clones colonized more than
one region (Figure 2E). The distribution of clones with more cells corresponded to those clones in
which some of the sibling cells were located in the corpus callosum. These larger clones populated both
the striatum, the corpus callosum, and the lower cortical layers (Figure 2E). In addition, clones with
cells in the corpus callosum showed the highest average spread in the rostro-caudal axis. NG2-glia
clones were distributed in the striatum, the cortex, and pia, or just in the cortex where clones displayed
the lower rostro-caudal dispersion (Figure 2F). This indicates that there was a correlation between
rostro-caudal axis extension and the number of siblings NG2-glia cells per clone (Figure 2E,F).

Thus, NG2-glia clones derived from dorsal progenitors of the embryonic SVZ were distributed in
ten different patterns of clonal dispersion, showing heterogeneity in relation to both their size and
rostro-caudal distribution.

3.3. Relationship Between Sibling NG2-Glia and EAE Brain Lesions

The clonal distribution of NG2-glia was evaluated by performing StarTrack clonal analysis in mice
in which EAE lesions were induced. The NG2-glia clonal analysis revealed the distribution of different
NG2-glia clones relative to the lesion. We quantified the number of sibling cells within the lesion core
or in the four concentric perimeters (Figures 1B and 3A), as well as the clonally-related cells outside the
defining borders of the lesion (Figure 3B), analyzing 642 sibling cells from 48 different clones (Figure 3).
Clones with cells inside the 200 μm perimeter around the lesion (Figure 3A) were considered as inner
clones, whereas the rest were considered as outer clones (Figure 3B). We measured the distance from
the lesion core of all sibling NG2-glia cells, showing a very heterogeneous dispersion (Figure 3A,B).
Inner clones (Figure 3A) displayed multiple distribution patterns, the most characteristic was that in
which there was an even dispersion of clonally-related cells around the lesion core (Figure 3A: clones
01–04, 06). Nevertheless, some inner clones were more widely dispersed, with sibling cells in and far
from the lesion core (Figure 3A: clone 05). The average number of cells per inner clone was significantly
higher than that of the outer clones (p < 0.001: Figure 3C). In addition, 60% of the analyzed clones
analyzed were in close proximity to the lesion (Figure 3D).

3.4. Morphometric Analyses of NG2-Glia in EAE Lesions

To analyze the cell heterogeneity in the morphological response of NG2-glia to EAE, we examined
the StarTrack-labelled NG2-glia close to the lesion. Since NG2-glia react in response to brain damage,
by thickening and branching their processes, we applied morphometric parameters to identify and
quantify these changes. First, StarTrack-labelled NG2-glia within or far from the lesion core were
divided into the two main subtypes, type I and type II cells, according to the primary branch thickness.
The morphology of type I (n = 6 cells) and type II (n = 4 cells) was compared to that of sham NG2-glia
(n = 6 cells) through both conventional morphological analysis and Scholl analysis with the SNT
plugin (NIH-ImageJ: Figure 4D). Different cell parameters were analyzed to evaluate the progression of
NG2-glia arborization in response to lesion (adapted from Yamada et al., 2013 [36]: Figure 4A–C,E–G):
cell body area and volume, domain area and volume, circularity, solidity, average branch thickness,
total thickness, number of branches, total number of intersections, ending Scholl radius, and total
branch length. The cell body area and the domain area are 2D parameters (μm2) to measure the surface
of the cell and the convex hull area from the projection image, respectively. The region enclosed
by a polygon that connects the end-points of NG2-glia processes is considered as the convex hull
area. The domain and cell body volume are 3D parameters (μm3) and consider the width of the cell,
measuring the convex hull area and the cell body area rendered from z-series data sets, respectively.
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Both, domain area and volume, are parameters that indicate the tridimensional non-overlapping
domain that NG2-glia occupy [5,14,38]. The circularity (a 2D parameter) is the ratio between the
NG2-glia cell body area and its perimeter, indicating how round the cell is, a perfect circle attributed a
value of one. By contrast, the solidity, also a 2D parameter, is the ratio between the body cell area and
the convex hull area, showing how filled the convex hull area is. Solidity is a parameter that indirectly
estimates how thick the cell processes are, or how branched the cell is., and Wwhen the cell body area
coincides with the convex hull area, the solidity is one. A significant increase in both the cell body area
and the domain area of the two morphological types of NG2-glia was detected relative to the sham cells
(Figure 4H,I), although the significance was higher in the case of type II NG2-glia. When the circularity,
the cell body volume, the domain volume, and the solidity were compared, these parameters were
only significantly higher in type II NG2-glia. Nevertheless, the type I NG2-glia exhibited a tendency
towards an increase in those parameters compared to the sham cells (Figure 4J–M).

Figure 3. Dispersion of NG2-glia clones relative to the lesion. (A,B) Radial plots of sibling NG2-glia
dispersion according to their distance from the EAE lesion and the number of clonally-related cells. The radii
represent the lesion core area and the different consecutive perimeters (up to 200 μm) surrounding that
area at an interval of 50 μm. All cells further than 200 μm away from the lesion core were considered to be
outside of the lesion area (green area), and cells within 200 μm were considered to be inside the lesion
area (pink area). Quadrants separate sibling cells of inner clones (01–06) (A) and from the outer clones
(07–12) (B). Inner clones were described as clones with one or more clonally-related cells within at least
200 μm from the core. Sibling cells of six outer clones and six inner clones were represented, the sibling
cells sharing the same color-code. (C) There were more clonally-related cells that formed clones within the
lesion site (inner clones) than those that formed outer clones. Two-tailed unpaired Student’s t test was
used to evaluate the statistically-significant differences between the two groups: ** p < 0.001. (D) From the
NG2-glia clones analyzed (n = 48), 60% had at least one sibling cell within the 200 μm perimeter around
the lesion. More inner clones than outer clones were found.

46



Cells 2020, 9, 1279

Figure 4. Morphometric parameters showing the shift of NG2-glia towards hypertrophy in the EAE
brain. (A–G) Representative z-stack projection of StarTrack-labelled NG2-glia. Morphological analysis
comparing sham NG2-glia (A,E) with both cell types identified in EAE mice: type I (B,F) and type
II (C,G). Fill out images obtained once all paths were drawn using the Simple Neurite Tracer (SNT)
plugin (NIH-ImageJ (A–C). Measurements of cell body area and volume, domain area and volume,
circularity, solidity and thickness were acquired using this image. The respective rendered paths of the
NG2-glia in filled out images (E–G). The number of branches were automatically measured from these
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rendered images. Representation of the Scholl analysis on a type II NG2-glia cell (D). The interval between
each consecutive Scholl circle radius was 4 μm. The total number of intersections, total branch length
and ending Scholl radius were obtained in this analysis. (H–S) Graphs of the parameters that describe
the change in NG2-glia towards a more severe morphology. The morphology of type I and II NG2-glia
was compared with that of sham NG2-glia. Statistically-significant differences across the groups were
evaluated using a one-way ANOVA followed by Dunnett’s post hoc test for multiple group comparisons:
* p < 0.05, ** p < 0.01, *** p < 0.001. Scale bars = 20 μm.

Total thickness (μm3) is a parameter that refers to the volume of all the branches with a threshold
of 0.05. In this study, the number of branches included both the major and primary processes, and all
the minor branches that derived from them (the secondary, tertiary, and higher order processes) [39].
Interestingly, the average branch thickness (μm3) appeared to be the same for type I, type II, and sham
NG2-glia morphologies, this being a measure of the relationship between the total thickness of a cell
and its number of branches (Figure 4N). Nevertheless, the total thickness and the number of branches
was significantly higher in type II NG2-glia and it tended to be higher in type I NG2-glia compared to
sham NG2-glia (Figure 4O,P). Thus, NG2-glia not only increase in size and the domain they occupy in
response to EAE-induction but also, in the arborization of their processes and their volume, with some
thicker branches in type II NG2-glia.

In addition, the Scholl 3D analysis compared the ending Scholl radius (μm), the number of total
intersections and the total branch length (μm). The ending Scholl radius is the distance from the cell
nucleus to the last concentric circle that surrounds the NG2-glia soma, with a process intersection.
The concentric circles of the Scholl analysis have 4 μm intervals in-between them, being the cell nucleus,
the center of those circumferences that surround the analyzed cell (Figure 4D) and the number of total
intersections measures how many branches cross the concentric Scholl circles. There was a significant
increment in cell complexity of both the type I and type II NG2-glia, in both the total number of
intersections and total branch length (Figure 4Q,S). This difference with regard the sham cells was
more evident in type II NG2-glia. Nevertheless, even if the ending Scholl radius was higher in the
EAE groups, there was no tendency for this parameter to increase when the cell changed towards
hypertrophy. Our data revealed that in a lesioned scenario, NG2-glia acquire a complex morphology,
based on an increment in the total number of intersections (Figure 4Q) in approximately the same
Scholl radius (Figure 4R).

Together, our morphological analysis revealed NG2-glia cells in the brain become more complex
in response to EAE, also experiencing an increment in size and domain. There was a progressive
change in the morphology of NG2-glia in response to lesion, adopting their two morphology types
close to the lesion site (type I and II NG2-glia). Type I NG2-glia morphology tended to have a less
reactive morphology than type II NG2-glia.

3.5. Clonal NG2-Glia Response to EAE Lesion

Once the morphological parameters of both NG2-glia types had been determined in EAE brains,
we analyzed the clonal response in 137 cells from twelve different clones (Figures 5A and 2B) using
the perimeters delimiting the infiltrates and lesions (Figure 1B). Activation of these clonally-related
cells generated NG2-glia clones of type I, type II, or mixed sibling NG2-glia clones. Those clones
formed exclusively by type II NG2-glia were restricted to the lesion core (Figure 5A,B, clones 01–03,
10), whereas type I NG2-glia clones were mainly distributed at a distance from the lesion core
(Figure 5A,B: clones 05–07), although some were located close to the lesion core (Figure 5A,B: clones
11, 12). Finally, mixed clones, formed by type I and II NG2-glia were evident at both locations
(Figure 5A,B: clones 04, 08 and 09). An analysis of the inner clones showed that sibling cells of type
II clones concentrated within the perimeter 150 μm from the infiltrate (Figure 5C), whereas type I
NG2-glia sibling cells and mixed clones were dispersed homogeneously from the lesion core (Figure 5C).
Thus, while type II cells tended to group around the lesion core, type I cells were distributed more
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sparsely across the inner to outer regions. Hence, there was a heterogeneous response of clonally-related
NG2-glia to lesion.

Figure 5. Heterogeneous clonal NG2-glia response to EAE lesions. (A) Radial plot of sibling NG2-glia
dispersion according to their distance from the EAE-lesion site and the morphology of each cell (n = 34).
The concentric radii define the lesion core area, with the different perimeters (up to 200 μm) surrounding
that area drawn at an interval of 50 μm. Lateral quadrants separate type I (dots) and type II (triangles)
NG2-glia into two radial plots. Sibling cells have the same color-code. (B) Clonally-related type II
NG2-glia inner clones (yellow) accumulate close to the lesion core, within the 150 μm perimeter, and at
a higher rate when closer to the lesion core. Type I sibling cells (purple) extended away from the lesion
beyond the final 200 μm perimeter and there were a number of sibling cells distributed evenly at all
distances from the lesion. Mixed clones of type I and type II sibling cells (green) tend to accumulate
closer to the lesion core, although some clones were located outside of the 200 μm perimeter. (C) Taken
together, type II NG2-glia in inner clones are preferentially located within the 150 μm perimeter and
concentrate at a higher rate at the lesion, and closer to it. By contrast, type I cells are dispersed evenly
inside and beyond the lesion perimeters established.

4. Discussion

This study reveals the response of individual NG2-glia progenitors to the damage induced in
the EAE mouse model of MS. Using the StarTrack approach in EAE mice, we tracked the progeny of
individual embryonic NG2-glia progenitors from the dorsal SVZ in vivo. Labelled sibling NG2-glia
dispersed throughout the white and grey matter in a clonal manner. Moreover, a morphometric
analysis identified changes in these cells relative to the EAE lesion. Thus, our data revealed that the
heterogeneous distribution of NG2-glia in response to EAE lesions is at least in part related to the
nature of their progenitors.
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4.1. Heterogeneity in the Clonal Distribution of NG2-Glia in a Mouse Model of MS

Astrocytes derived from dorsal NPCs in the LV are distributed clonally in either the pia mater,
corpus callosum, or cortex [13]. Moreover, sibling astrocytes in the cortex are restricted to become
vascular or protoplasmic astrocytes, meaning that their distribution and hence, their function,
is determined by the embryonic NPCs [13]. NG2-glia have different temporal and spatial origins
during development [28,40]. In particular, the progeny of pallial progenitors migrate to the corpus
callosum and cerebral cortex, revealing the relationship between their heterogeneity and their ontogenic
origin [31]. Here, we assessed the ten different distributions of NG2-glia clones, showing that specific
pallial embryonic progenitors are already committed to a particular clonal distribution in the cortex,
pia, corpus callosum, and striatum. As such, clones of NG2-glia derived from embryonic pallial
progenitors are more frequently distributed within the lower cortical layers. Furthermore, some sibling
NG2-glia may be widely dispersed throughout the striatum, corpus callosum, cerebral cortex, and/or
the pia, unlike the astroglial clones [31]. This might imply that NG2-glia heterogeneity is determined
early in development. Likewise, this widespread cell dispersion may indicate that they are not limited
to act in a small area or that their functions are not so specific.

Clones close to the EAE lesion appear to be larger than those far from it, which could be
explained by proliferation and migration towards the lesion. Indeed, NG2-glial cells proliferate in a
normal brain [5,14,38] and after brain damage replacing those NG2-glia that die or differentiate into
oligodendrocytes [21,41–43]. NG2-glia also became hypertrophic and migrate towards the lesion to
participate in the formation of the glial scar [21,44]. Moreover, type II NG2-glia clones, corresponding
to reactive and hypertrophic cells, tend to accumulate within the lesion core, producing clones with
more sibling cells close to the affected area. This indicates that there is a relationship between
the distance from the lesion and NG2-glia activation [17,43], and that there is a clonal response.
Moreover, while those clones close to the lesion were reactive, some others with sibling cells within the
lesion core remained with a non-hypertrophic morphology. Thus, NG2-glial clones are heterogeneous
in both their distribution and in their shift towards a reactive cell phenotype after EAE-induction.
These different responses of NG2-glia clones not only depend on the molecular environment but also
on the progenitor identity, as occurs in astroglial clones in response to EAE injury [19]. NG2-glia could
be preferentially connected to each other in a clonal way, similar to the preferential gap junctions
between sibling astrocytes [45], which might explain the clonal response of NG2-glia after brain
damage. Indeed, NG2-glia share synaptic connections with neurons [7,46] and some connectivity
between NG2-glia may exist due to their homeostatic role, and in the control of NG2-glia cell density
through active growth and self-retraction of their processes [22,42,43].

Our data reveals that the number of clonally-related NG2-glia cells per clone in the EAE-model is
similar to that reported in the same age control mice, although the variance appeared to be higher [13].
Hence, some clones may substitute others, as reported with NG2-glia during development [28].

4.2. Heterogenic and Clonal NG2-Glia Responses to EAE Lesions

Central features of the connection between the NG2-glia lineage and their response to EAE lesions
were studied here. The different clonal responses to brain damage observed have marked implications in
terms of the functional heterogeneity of NG2-glia following brain damage [21,23–27,44], implying that
this heterogeneity is established early in embryonic development. Our results reveal that groups of
NG2-glia clones display a heterogeneous response to brain damage and perivascular infiltration.

NG2-glia in a 3-nitropropionic acid-lesioned striatum tend to proliferate and accumulate within
the perimeter of the lesion [17]. In addition, sibling NG2-glia cells, derived from dorsal progenitors,
distribute through the grey and white matter around the lesions, with more clones of NG2-glia close to
the lesion than far from it. This suggests that these progenitors may be determined to react upon brain
injury and indeed, specific NG2-glia populations proliferate and react upon acute brain injury in both
the grey and white matter [46]. Interestingly, endogenous NG2-glia can react to brain demyelination
in order to protect axons, maintaining the velocity of axonal transmission with newly-formed but
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defective myelin [6]. It is crucial to understand the mechanisms regulating the NG2-glia response to
demyelination in order to improve remyelination and functional axon recovery. Our results reveal that
the NG2-glia response is already determined in their progenitors and therefore, our findings will be of
interest for future therapeutic remyelination strategies.

4.3. NG2-Glia Activate in Response to EAE Lesions, Undergoing a Progressive Morphological Change to
Reactivity Characterized by an Increase in Their Size, Domain, and Arborization

For the first time, we have analyzed morphometric parameters to define the reactive phenotype of
NG2-glia in response to EAE lesion. Although some morphological changes of reactive NG2-glia are
known [17,21,44], it is unclear how NG2-glia evolves in the face of the severity and hypertrophy in EAE.
We found that NG2-glia increase their size, tridimensional non-overlapping domains, or complexity
in response to different brain insults [17,44]. By contrast, NG2-glia complexity and size decrease in
the first 72 h after ischemia, indicating cell death rather than hypertrophy [45]. These parameters are
restored one to two weeks later [45], suggesting that neighboring NG2-glia might maintain cell density
and homeostasis [21,47,48].

After injury, NG2-glia undergo a graded continuum of morphological alterations over time and
they adopt, at least, two morphologically distinct states as they become reactive: a less severe or
non-reactive morphology (type I cells), and a hypertrophic morphology (type II cells). All these
changes occur gradually, passing through intermediate stages in between the non-reactive and the
hypertrophic NG2-glia. Reactive NG2-glia acquire a rounder shape, thickening their branches to fill
their spatial domains and enlarging their individual domain. Interestingly, NG2-glia migrate to the
lesion after brain injury and lose their individual domain [21]. Together with their shift to hypertrophy,
this change may imply that these cells are involved in the formation of the glial scar after brain damage
to restrict the lesion and to promote tissue repair. Moreover, these cells control reactive gliosis [21,26,43].
Reactive NG2-glial cells increment NG2 expression [17,45,49], which is implicated in cell adhesion [50]
and associated with a decrease in the differentiation to oligodendrocytes, as well as with an increment
in synaptic contacts [51]. Scholl parameters revealed growing complexity in the processes of NG2-glia
following activation and hypertrophy, showing that hypertrophied NG2-glia are more branched and
complex [17].

Our findings regarding the different clonal response to brain damage have marked implications
in understanding the functional heterogeneity of NG2-glia in response to brain damage [21,23–27,44],
implying that this heterogeneity is established early in embryonic development. Defining the heterogeneity
of NG2 cells in relation to their ontogenic origin is important to address the in vivo reprogramming of
NG2-glia to neurons in CNS injury mouse models [52–54].

In conclusion, we present relevant features of the NG2-glia lineage in terms of the response to
EAE lesions. We demonstrate that NG2-glia from individual progenitors differ in both their spatial fate
and in their functional response to EAE lesions.
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Abstract: Cuprizone (CPZ) preferentially affects oligodendrocytes (OLG), resulting in demyelination.
To investigate whether central oligodendrocytosis and gliosis triggered an adaptive immune response,
the impact of combining a standard (0.2%) or low (0.1%) dose of ingested CPZ with disruption of
the blood brain barrier (BBB), using pertussis toxin (PT), was assessed in mice. 0.2% CPZ(±PT) for
5 weeks produced oligodendrocytosis, demyelination and gliosis plus marked splenic atrophy (37%)
and reduced levels of CD4 (44%) and CD8 (61%). Conversely, 0.1% CPZ(±PT) produced a similar
oligodendrocytosis, demyelination and gliosis but a smaller reduction in splenic CD4 (11%) and CD8
(14%) levels and no splenic atrophy. Long-term feeding of 0.1% CPZ(±PT) for 12 weeks produced
similar reductions in CD4 (27%) and CD8 (43%), as well as splenic atrophy (33%), as seen with 0.2%
CPZ(±PT) for 5 weeks. Collectively, these results suggest that 0.1% CPZ for 5 weeks may be a more
promising model to study the ‘inside-out’ theory of Multiple Sclerosis (MS). However, neither CD4
nor CD8 were detected in the brain in CPZ±PT groups, indicating that CPZ-mediated suppression of
peripheral immune organs is a major impediment to studying the ‘inside-out’ role of the adaptive
immune system in this model over long time periods. Notably, CPZ(±PT)-feeding induced changes
in the brain proteome related to the suppression of immune function, cellular metabolism, synaptic
function and cellular structure/organization, indicating that demyelinating conditions, such as MS,
can be initiated in the absence of adaptive immune system involvement.

Keywords: inside-out; outside-in; oligodendrocytosis; demyelination; gliosis; histology; top-down
proteomics; bioinformatics; mitochondria

1. Introduction

Currently, there are two competing theories regarding the pathophysiology underlying the initiation
of Multiple Sclerosis (MS): ’outside-in‘ and ‘inside-out’ [1–4]. The former proposes that a dysregulated
peripheral immune system leads to an autoimmune response against myelin components of the central
nervous system (CNS). The central concept of this theory has been built mainly on the basis of studies
using the experimental autoimmune encephalomyelitis (EAE) animal model [5–7] and correlation of the
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end stage of treatment (e.g., paralysis and demyelination) with clinical tests and post-mortem samples
from MS patients. In EAE, animals are injected with exogenous antigens such as myelin basic protein
(MBP), proteolipid protein (PLP) or myelin oligodendrocyte glycoprotein (MOG) and complete Freund’s
adjuvant (CFA), activating peripheral immune cells, including T- and B-cells. When this immune
response is combined with breach of the blood brain barrier (BBB) by injection of pertussis toxin (PT),
autoreactive adaptive immune cells from the periphery migrate into the CNS leading to degeneration of
oligodendrocytes (OLG), demyelination and gliosis [5,6,8–11]. It is argued that a similar process results in
autoimmune cell migration into the CNS of MS patients [7,12–15]. The EAE animal model is thus the
favourite choice of many researchers investigating the autoimmune aspects of MS [16].

There are, however, key differences between the EAE model and clinical MS. First, EAE relies
on the use of exogenous antigens (MBP/PLP/MOG), whereas the autoimmune response in humans
occurs spontaneously and is only detected following repeated episodes of clinical symptoms [17,18].
Second, the immune reaction in EAE is driven mainly by CD4+ T-cells [19,20], whereas in MS,
CD8+ T-cells predominate [21–23]. Moreover, MS is a disease of the human cerebral and cerebellar
cortices, whereas the effects of EAE are generally localized to the spinal cord [6,10,24–27], with largely
non-overlapping changes in the brain proteomes being reported in EAE and MS patients [28,29].
Although therapies developed in EAE improve outcomes in animals, these therapies generally have
more limited success in clinical MS in terms of halting disease initiation and progression [17,30].
In contrast to this ‘outside-in’ theory, the ‘inside-out’ hypothesis suggests that MS is initiated by
an underlying degeneration of OLG and consequent demyelination that leads to the production of
endogenous myelin antigens (e.g., peptidyl arginine deiminase, MBP, MOG and PLP) that then trigger
an immune response in the CNS [3,4,31]. Histological evidence indicates that the loss of OLG and glial
activation can occur in the absence of, or with only a limited number of, peripheral immune cells [32–35]
and myelin injury [36]. The possibility of OLG triggering a secondary adaptive immune response has
been reported following long-term diphtheria toxin exposure [37] or following a peripheral immune
challenge after short-term CPZ-feeding (termed ‘cuprizone autoimmune encephalitis’ [31]). Cuprizone
(CPZ) is synthesised by combining cyclohexanone and oxaldihydrazone [38]. While the mechanism of
its toxic actions remain ill-defined, copper chelation [39] and dis-homeostasis of iron, zinc, sodium and
manganese have been reported [40–44]. Such ion imbalance leads to endoplasmic reticulum stress,
reduced mitochondrial ATP synthesis, and increased production of reactive oxygen and nitrogen
species (reviewed in [2]). OLG appear to be preferentially susceptible to CPZ toxicity and likely
degenerate due to their high energy demands and lower levels of anti-oxidant enzymes [45–47].

Intriguingly, longer-term CPZ-feeding did not evoke a peripheral immune response in the
CNS [31,37,48]. Whether the failure of numerous CPZ studies [31,37,48] to observe an immune
response associated with long duration feeding (>5 weeks) is due to a toxic effect of CPZ on the
peripheral immune system remains unclear [31,37], but CPZ has been shown to have deleterious effects
on immune organs like the spleen [49] and thymus [50].

To address this issue, this study compared whether a low (0.1%) or standard (0.2%) dose of
CPZ when combined with disruption of the BBB by PT recruited peripheral immune cells into the
CNS in mice. At first, a low and a standard dose of CPZ were used for 5 weeks and the amount
of oligodendrocytosis (i.e., degeneration or loss of OLG), gliosis and demyelination was quantified;
the low dose produced significant demyelination of the corpus callosum (CC), with limited suppression
of splenic CD4/8 and no change in overall splenic mass. Having observed that 0.1% CPZ produced
comparable oligodendrocytosis, but had less severe effects on the peripheral immune system, in the
second study, 0.1% CPZ-feeding was extended to 12 weeks (±PT) to test whether a slower, progressive
demyelination (i.e., more reminiscent of MS) and less severe effects on the peripheral immune organs
could trigger an adaptive immune response in the CNS. Histological analyses were used to assess
oligodendrocytosis, demyelination and gliosis in the CNS, as well as the levels of adaptive immune
cells (CD4 and CD8) in brain and spleen.
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In a subset of the mice in both experiments, the whole brain proteome was assessed using a
well-established ‘top-down’ approach (i.e., two-dimensional gel electrophoresis coupled with liquid
chromatography and tandem mass spectrometry) to identify changes in protein abundance correlated
with key changes in molecular pathways [49,51–53]. To best understand the underlying molecular/cellular
processes, a ‘top-down’ proteomic analysis was critical to identifying key protein species or proteoforms,
the biologically active entities [54–56]. Thus, while much is assumed in the literature regarding the actions of
CPZ at the molecular level by extrapolation of effects in vitro or at the cellular level, only such quantitative
analyses can help to directly understand the underlying effects of CPZ(±PT).

2. Materials and Methods

2.1. Animals, Feeding, Injection and Monitoring

Seven-week-old male C57Bl/6 mice (n = 108) were purchased from the Animal Resources Centre,
Murdoch, WA, Australia (www.arc.wa.gov.au) and co-housed (2 mice) in individual ventilated GM500 cages
(Tecniplast, Buguggiate, VA, Italy) in the local animal care facility (School of Medicine, Western Sydney
University). Animals were allowed to acclimatise for one week to the new environment prior to initiation of
CPZ-feeding. Mice were maintained in a controlled environment (12-hour (h) light/dark cycle: 8am–8pm
light, 8pm–8am dark, 50–60% humidity and at 21–23 ◦C, room temperature (RT)) throughout the entire period.
Standard rodent powder chow (Gordon’s specialty stockfeeds, Yanderra, NSW, Australia) and water were
available ad libitum. Oral feeding of CPZ ([Bis(cyclohexanone)oxaldihydrazone, Sigma-Aldrich, St. Louis, MO,
USA], 0.1–0.2% w/w freshly mixed with rodent chow) was used to induce oligodendrocytosis as previously
described [2,57–59]. To breach the BBB, the same methods as previously established for EAE were used i.e.,
2–3 intraperitoneal (IP) injections of PT [8,60–63]—but adapted so that the breach of the BBB was timed
(i.e., 400 ng on days 14, 16, and 23) to coincide with the reported onset of CPZ-induced oligodendrocytosis,
demyelination and gliosis [2,57–59]. The efficacy of BBB breach has been shown using immunoglobulin
G staining in the CPZ-fed mice [64]. CPZ groups (0.1% and 0.2%) were fed freshly prepared (daily) CPZ
in rodent chow for either 5 (n = 10/group) or 12 (n = 12/group) weeks. Age-matched, naïve control (Ctrl,
5-week study n = 10 and 12-week study n = 12) and PT only (5-week study n = 10 and 12-week study n = 12)
groups were used. Mice were weighed at the beginning of the studies, weekly throughout, and prior to
culling, and the data from both groups (5 and 12 weeks) were combined (Figure 1). Research and animal
care procedures were approved by the Western Sydney University Animal Ethics Committee (ethics code:
A10394) in accordance with the Australian Code of Practice for the Care and Use of Animals for Scientific
Purposes as laid out by the National Health and Medical Research Council of Australia.

2.2. Histology and Immunohistochemistry

2.2.1. Tissue Preparation

At the end of each feeding period (5 or 12 weeks), all mice were terminally overdosed
with sodium pentabarbitone (250 mg/kg, LethobarbTM, Tory laboratories, Glendenning, NSW,
Australia) and perfused with 30 mL of 0.9% saline followed by 50 mL of cold 4% paraformaldehyde
(PFA, Sigma-Aldrich) for ~5 minutes (min). Brain and spleen samples were collected and post fixed
with 4% PFA at 4 ◦C for one week and stored in 0.01 M phosphate buffered saline (PBS, Sigma-Aldrich)
solution containing 0.02% sodium azide (Amresco, Solon, OH, USA) at 4 ◦C for ≤1 month or until
sectioned. Spleen weights were measured (n = 3 and 5 from 5- and 12-week studies, respectively) and
expressed as a function of body weight (Supplementary Figure S5c). Prior to sectioning, whole brain
and spleen were immersed in 30% sucrose for 48 h at RT for cryo-protection followed by embedding in
4% gelatine (Chem-Supply, Gillman, SA, Australia) at −20 ◦C. Brains (5 weeks: 50 μm and 12 weeks:
40 μm) and spleen (20 μm) were sectioned coronally on a Leica cryostat (Leica, Wetzlar, HE, Germany).
Sections were transferred to either 6-well plate (Sakura, Torrance, CA, USA) containing cold (5–6 ◦C)
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0.01 M PBS (free floating) or mounted onto 0.5% gelatine-coated slides (Knittel Glass, Braunschweig,
NI, Germany) as described previously [65].

Figure 1. Body weight changes induced by CPZ-feeding. All mice gained weight over time. Groups fed
the highest dose of CPZ(±PT) in each experiment gained weight significantly more slowly compared
to other groups. Vertical dash lines indicate the timing of individual PT injections (i.e., days 14, 16,
and 23). Data are expressed as mean ± SEM. Two-way ANOVA and Tukey post hoc analysis were used
to determine differences among groups (* p < 0.05, ˆ p < 0.0001, 5-week study n = 22 animals/group of
which n = 12 animals/group continued feeding for 12 weeks).

2.2.2. Silver Myelin Staining and Analysis

Silver staining of myelin was performed at RT as previously described [66,67]. Briefly, tissue sections
were mounted onto 0.5% gelatine-coated slides and air dried for 48 h before immersion in 10% formalin
(Sigma-Aldrich) for 2 weeks to increase the contrast of the staining. Sections were stained in a large
glass container in parallel to maintain the consistency of staining. Slides were washed with distilled
water and pre-treated with lipid-solvent pyridine and acetic anhydride solution (ratio 2:1) for 30 min.
Sections were then rehydrated with serial dilutions of ethanol 80, 60, 40 and 20% for 20 seconds (sec) in
each step followed by two washes with distilled water. Slides were then immersed in ammonical silver
nitrate (Chem-Supply) containing developing solution (0.2% ammonium nitrate, 0.2% silver nitrate
and 5% sodium carbonate) for 45 min. Sections were then dehydrated by rinsing sequentially using
20, 40, 60, 80, and 100% ethanol for 20 sec in each step. Sections were cleared by immersing the slides
in xylene for 5 min and then sealed using cover slips (Knittel Glass) and ~1 mL mounting medium
(Merck, Darmstadt, HE, Germany), and air dried for 72 h. The sections were viewed with an Olympus
Carl Zeiss Bright Field Microscope (Zeiss, Jena, TH, Germany) and all images were captured at the same
microscope settings (i.e., a fixed exposure time, magnification and illumination intensity). In ImageJ
(https://imagej.nih.gov/) software, the region of interest (ROI) was contoured, and the mean optical
density quantified (sum of each pixel intensity [range black (0) to white (256)] divided by the number of
pixels in the ROI). To quantify the amount of myelin present (which stains black), data were expressed
as the reciprocal of the light intensity (i.e., the smaller the value, the lower the myelin content) and
normalised to the Ctrl groups (n = 3–5 animals/group and 5–9 sections/animal). The effectiveness of
CPZ-feeding is frequently determined by loss of myelin from the midline corpus callosum (MCC),
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in this study the effectiveness of CPZ-induced demyelination was confirmed in the MCC and lateral
corpus callosum (LCC). Anatomical landmarks were identified as described previously [68,69].

2.2.3. Immunofluorescence Staining and Analysis

All staining was performed at RT. Free floating brain (40–50 μm) and slide-mounted spleen
(20 μm) coronal tissue sections were washed thrice with warm (40–50 ◦C) 0.01 M PBS to remove the
gelatine and then immersed in 5–10% goat serum (Sigma-Aldrich) for 2 h with agitation at 50 rpm
on a shaker table to block non-specific antibody (Ab) binding sites. Sections were then incubated
(12 h) with primary monoclonal Ab to either neurite outgrowth inhibitor A (rabbit anti-Nogo A, 1:500,
Merck-Millipore, Burlington, MA, USA), glial fibrillary acidic protein (mouse anti-Gfap-Alexa 488,
1:1000, Merck-Millipore), ionized calcium-binding adapter molecule 1 (rabbit anti-Iba 1, 1:1000, Wako,
Chuo-Ku, OSA, Japan), anti-cluster of differentiation (rabbit anti-CD4, 1:200, Abcam, Cambridge, UK),
or anti-CD8 (mouse anti-CD8, 1:100, Santa-Cruz Biotechnology, Dallas, TX, USA) diluted in 0.01 M
PBS containing 0.1% Triton X100 (Tx100). Sections were then washed thrice with 0.01 M PBS and
incubated with corresponding Alexa Fluor (either 488 or 555, dilution: 1:500) secondary Ab (diluted in
0.01 M PBS/0.1% Tx100 solution for 2 h while shaking at 50 rpm). Sections were then rinsed thrice
with 0.01 M PBS and 1.5 μg/mL Vectasheild™ plus 4′,6-diamidino-2-phenylindole (DAPI, Vector
Laboratories, Burlingame, CA, USA) to counterstain nuclei. Slides were sealed with cover slips
and stored in the dark at 4 ◦C until analysis. Images were captured as before (using an Olympus
Carl Zeiss Fluorescence Microscope) using the same fixed parameters (exposure and magnification).
Quantification was performed using ImageJ, measuring the fluorescence intensity of Gfap, Iba 1, CD4
and CD8 from each ROI as described in silver myelin staining and analysis (n = 3–5 animals/group and
5–10 sections/animal). Cells positively stained for Gfap, Iba 1 and Nogo A (and co-stained with DAPI)
were counted using the unbiased stereo investigator optical fractionator workflow software [65,70].
To obtain the cell density, total cell number was divided by total measured volume and the data
expressed as 104 cells/mm3 (n = 3–5 animals/group and 5–9 sections/animal).

2.3. Two-Dimensional Gel Electrophoresis (2DE) and Analysis

2.3.1. Sample Collection, Homogenisation and Protein Estimation

At the end of each experiment (i.e., 5 or 12 weeks) period, mice (n = 5 animals/group) were
euthanized by overdose of isoflurane (Cenvet, Blacktown, NSW, Australia) exposure. Whole brains
were collected following decapitation and immediately rinsed with ice cold 0.01 M PBS containing
a cocktail of protease, kinase, and phosphatase inhibitors (Sigma-Aldrich, [51,52]) to remove any
traces of blood. Tissue homogenisation was accomplished by automated frozen disruption using
a Mikro-Dismembrator (40 Hz for 1 min, Sartorius, Göttingen, NI, Germany) to facilitate optimal
protein extraction [52,71]. Powdered tissue samples were mixed with cold 20 mM HEPES hypotonic
lysis buffer (Amresco) containing the cocktail of protease, kinase, and phosphatase inhibitors and
vortexed for 90 sec followed by the restoration of isotonicity using the addition of an equivalent
volume of ice cold 0.02 M PBS and incubated for 5 min on ice. The samples were then centrifuged
(Beckman Coulter, Indianapolis, IN, USA) at 125,000× g (using a SW 55 Ti rotor) at 4 ◦C for 2 h.
The resulting first supernatant (SP1) was collected as total cytosolic soluble protein (SP). The pellet was
washed with ice cold 0.01 M PBS to extract any remaining cytosolic proteins (SP2) and centrifuged 8 h
at 125,000× g. The resulting supernatant (SP2) was pooled with the SP1 fraction, and this combined
soluble protein fraction was concentrated using an Amicon Ultra-4 centrifugal 3 KD cut-off filter column
(Merck-Millipore). To prevent salt interference during the 1st dimension isoelectric focussing step,
the resulting SP samples were washed three times using cold 4 M urea (Amresco) buffer supplemented
with the inhibitor cocktail. The pellet containing membrane proteins (MP) was resuspended with
cold 2DE solubilisation buffer (8 M urea, 2 M thiourea and 4% CHAPS) containing the inhibitor
cocktail [71,72]. Total protein concentrations in SP and MP fractions were measured using the EZQ™
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Protein Quantitation Kit (Life Technologies, Eugene, OR, USA) according to the manufacturer’s
instructions, using bovine serum albumin (Amresco) as the standard.

2.3.2. Protein Separation

At first, proteins were separated based on their isoelectric point (1st dimension) as follows: 100 μg
of proteins were loaded onto an immobilised pH gradient (IPG, 7 cm, non-linear, Bio-Rad, Hercules, CA,
USA) strips and passively rehydrated for 16 h at RT. Rehydrated IPG strips were placed in the Protean
isoelectric focusing (IEF) tray (Bio-Rad) and IEF was carried out in a PROTEAN IEF system (Bio-Rad)
for high-throughput protein resolution, initially at 250 V for 15 min which then increased linearly to
4000 V at 50 μA/gel for 2 h, with multiple electrode wick changes during voltage ramping to facilitate
desalting. The following parameters were used during IEF: focus temperature: 17 ◦C, desalting: 15 min,
linear gradient: 2 h, holding voltage: 500 V. Following IEF, IPG strips were either stored at −20 ◦C
or immediately resolved in the second dimension using sodium dodecyl sulphate-polyacrylamide
gel electrophoresis (SDS-PAGE). Second dimension (2D) was carried out using 1 × 84 × 70 mm 12.5%
acrylamide SDS-PAGE gels. Prior to 2D, IPG strips were incubated for 10 min with 130 mM DTT in
equilibration buffer (6 M urea, 20% glycerol, 2% SDS and 375 mM tris) followed by 10 min alkylation
in equilibration buffer containing 350 mM acrylamide. IPG strips were then inserted on top of the
SDS-PAGE gels and covered with warm (40–50 ◦C) ~300 μL agarose solution (0.5% low melting agarose,
Bio-Rad) containing 2% bromophenol blue (Bio-Rad). Electrophoresis was carried out at 4 ◦C by
applying 150 V for 5 min followed by 90 V for 3 h or until the bromophenol dye reached the bottom of
the gels as described previously [51,52,71,73].

2.3.3. Protein Fixation and Staining

Upon completion of electrophoresis, gels (5-week study n = 180 gels and 12-week study
n = 120 gels) were fixed in 10% methanol and 7% acetic acid solution for 1 h at RT (on a shaker
at 50 rpm). Gels were rinsed with distilled water for 3 × 20 min to remove residual methanol and
acetic acid followed by staining with 50 mL of high sensitive colloidal Coomassie Brilliant Blue
(G-250, Amresco) and continuous shaking, as previously described [52,74–78]. After 20 h, the solution
was discarded and stained gels were washed using 50 mL of 0.5 M sodium chloride solution for
3 × 15 min to remove excess Coomassie dye. Scanning of gels was carried out at 100 μm resolution
using a TyphoonTM FLA-9000 gel imager (GE Healthcare, Chicago, IL, USA). Excitation/emission wave
lengths were 685/>750 nm and the photomultiplier tube was set to 600 V. Gels were preserved in 20%
ammonium sulphate (50 mL/gel) and stored at 4 ◦C until spot excision [52].

2.3.4. Protein Resolution, Detection and Image Analysis

Quantitative analysis of gels was carried out using Delta 2D image analysis software
(www.decodon.com/delta2d-version4.0.8, DECODON, Greifswald, MV, Germany) as described
previously [49,52,53,74,78]. Briefly, total spot numbers were calculated from the raw images using the
Delta 2D automated spot detection system, while gel edges and the protein ladder were excluded [52,79].
Gel images were warped and fused to generate a master image ensuring consistent spot matching.
The fluorescent volumes of individual spots (i.e., protein abundance) were expressed as a function of
all spot volumes detected and were measured using Delta 2D to assess changes across the different
experimental groups. Four spot inclusion criteria were applied: 1) any changes in spot volumes
were detectable in all biological replicates (n = 5 animals/group) and their associated technical
replicate gels (n = 3 gels/fraction/animal, i.e., 15 gels/experimental group); 2) the relative standard
deviation for technical replicates did not exceed 30% within individual animals; 3) values had to
differ significantly (p < 0.05, t-test) between the naïve Ctrl group and at least one test group; and 4)
have a fold change of ≥1.5 (increased/decreased fluorescence), to be considered genuine changes,
and thus candidates for analysis by LC/MS/MS. These criteria allowed for reliable and reproducible
identification of CPZ, CPZ+PT or PT associated proteoform changes. The fold change (p < 0.05,
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one-way ANOVA) of differentially abundant protein spots was calculated by dividing the average
grey value (i.e., fluorescence intensity of the protein spot of each experimental group compared to the
naïve Ctrl group) and presented in log2 scale as fold change relative to Ctrl. Precision Plus Protein
Kaleidoscope molecular weight (MW) and 2DE isoelectric point (pI) standard (Bio-Rad) calibration gels
(n = 3) were used to calculate the experimental pI and MW of resolved proteoforms. The coefficient of
variation (standard deviation/mean) for the MW and pI migration was 2.6% and 1.4% for 2DE standards,
respectively (n = 3), and 4% for MW ladders for experimental gels (n = 20). To quantify the gel shift
indicative of protein post-translational modification (PTM), experimental MW and pI values were
plotted relative to theoretical values; significant changes were indicated when the experimental measure
fell above or below the 95% confidence intervals of the MW and pI calibration curves. The results are
plotted as the average for both 5 and 12 weeks combined.

2.3.5. In-Gel Protein Spot Digestion

Protein spots of interest were excised manually and de-stained for 2× 15 min with 50 mM ammonium
bicarbonate (Sigma-Aldrich) solution containing 50% acetonitrile (Sigma-Aldrich). After complete removal
of Coomassie dye, gel pieces were dehydrated using 100% acetonitrile. In-gel digestion was carried out
by adding 20 μL of freshly prepared trypsin (12.5 ng/μL, Promega Corporation, Madison, WI, USA) to a
solution of 50 mM ammonium bicarbonate for 8 h at 4 ◦C. Digested peptides were removed from the
gel by 30 min sonication. The solution was then acidified by the addition of 2 μL of 2% formic acid
(Merck-Millipore). The resulting peptide solution was concentrated to 10 μL using a Speed Vac™ vacuum
concentrator (1400 rpm for 10–15 min, John Morris Scientific, Chatswood, NSW, Australia) and stored at
-80 ◦C for future use or immediately subjected to LC/MS/MS [52].

2.3.6. Liquid Chromatography Tandem Mass Spectrometry (LC/MS/MS)

The concentrated peptide solutions were analysed by LC/MS/MS using a nanoAcquity ultra
performance liquid chromatography system linked to a Xevo QToF mass spectrometer as previously
described [49,52,80,81]. In brief, peptide sample solutions (3 μL) were loaded onto a C18 symmetry
trapping column (20 mm × 180 μm), and desalted for 3 min at 5 μL/min flow rate using 1% solvent B
(LC/MS grade 1% acetonitrile and 0.1% formic acid) in solvent A (Mili-Q water + 0.1% formic acid).
The peptides were washed off the trapping column at 400 nL/min onto a C18 BEH analytical column
(75 μm × 100 mm), packed with 1.7 μm particles of pore size 130 Å using a 60 min ramped LC protocol.
The initial solvent composition was held at 1% B for 1 min followed by linear ramping to 50% B
over 30 min. A further linear ramp to 85% B commenced at 31 min and held until 37 min before the
solvent composition was returned to 1% B. Separated peptides were analysed using tandem mass
spectrometry with a constant cone voltage of 25 V and source temperature of 100 ◦C, implementing
an emitter tip that tapered to 10 μm at 2.3 kV. A data-directed acquisition (DDA) approach was
performed, which continuously scanned across the m/z range 350–1500 for peptides of charge state
2+–4+ with an intensity of more than 50 counts/sec, with a maximum of three ions in any given 3 sec
scan. Selected peptides were de-isotoped, fragmented and the masses measured. The ramped collision
energy profile was set to 15–35 V at low mass and 30–40 V at high mass. The mass of the precursor
peptide was then excluded for 30 sec. The DDA was via Masslynx software (version 4.1, Micromass,
Manchester, UK) and converted to a peak list file (PKL) format using the ProteinLynx Global Server
(Waters, Milford, CT, USA). Data were analysed using MASCOT Daemon (www.matrixscience.com)
and queried against the SwissProt and MSPnr100 databases (see www.wehi.edu.au) using delimited
and species-specific searches to identify the protein species using the following MASCOT parameter
settings: the enzyme trypsin and taxonomy Mus musculus (mouse) were fixed. Moreover, no fixed
modification was selected whereas variable modifications were carbamidomethyl (C), deamidated
(NQ), oxidation (M) and propionamide (C). Only two missed cleavages of lysine or arginine residues
were allowed; mass tolerance of parent and MS/MS ions was set to ±0.05 Da and peptide charge state
was 2+–4+. The results of the search were filtered by excluding peptide hits with a p-value greater
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than 0.05. While the SwissProt and MSPnr100 databases were both used to best ensure confirmation of
a protein identity, the higher of the two scores was documented in Table 1. When multiple proteins
were detected from the same spot, the following criteria were applied to identify the most abundant
and thus the most likely to have contributed to the originally detected change in spot volume: 1) The
highest MASCOT score (>100) with a sequence coverage ≥5%; and 2) ≥4 unique matched peptides.

2.3.7. Literature Mining and Bioinformatics

A PubMed (www.ncbi.nlm.nih.gov/pubmed/) literature search was carried out for papers
published in the English language using the identified canonical protein name with either CPZ,
EAE or MS to find literature relevant to molecular/cellular functions. The UniProt (www.uniprot.org)
database was used to obtain the gene and UniProt accession number (ID) of the identified protein
species and analysis of subcellular localization [82]. A mapping of genes according to their
classification and molecular functions was derived from protein analysis through evolutionary
relationships (PANTHER, www.pantherdb.org) database using gene IDs of each identified protein [53].
Cellular components, biological processes and physiological pathways of the identified protein
species were categorised using the database for annotation, visualization and integrated discovery
(DAVID, version 6.8, david.ncifcrf.gov) database. UniProt accession IDs were used in the DAVID
database to categorise proteins according to their GO (gene ontology, www.geneontology.org) cellular
components, and biological processes. DAVID also characterised the physiological pathways associated
with the identified protein species according to the Kyoto encyclopaedia of genes and genomes
(KEGG, www.genome.jp/kegg) category [83]. Protein species were further characterised and grouped
using the search tool for retrieval of interacting genes/proteins (STRING; version 10, string-db.org)
to identify potential protein–protein interactions (PPI, [84]). Using the STRING database, a PPI map
was generated in which each node represents a protein and connecting lines represent evidence of
association (with line thickness indicating the strength of the potential interaction). Such associations
are based on text mining, co-expression, co-occurrence, databases, experiments, neighbourhood and
gene fusion of the identified proteins [85,86].
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2.4. Western Blot (WB)

2.4.1. Sample Preparation

Stored brain, spinal cord and spleen samples (n = 3/group) were homogenised in the deep-frozen
state as described earlier. Equal ratios (~1 μL/1 μg tissue) of sample and pre-chilled lysis buffer (25 mM
Tris, 1 mM EDTA and 1 mM EGTA) containing the inhibitor cocktail were used to solubilize the
powdered samples and protein was recovered using centrifugation (at 125,000× g, 4 ◦C, for 1 h). Protein
quantification was then carried out as previously described using the EZQ protein quantitation kit
(see above).

2.4.2. Procedure

Total protein extract (brain, spinal cord and spleen) and CD4/8 recombinant proteins were resolved
by 10% SDS-PAGE (100 V for 2 h at 4 ◦C) and transferred (100 V for 2 h at 4 ◦C) onto 0.22 μm pore size
polyvinylidene difluoride (PVDF, Merck-Millipore) membrane using transfer buffer containing 25 mM
tris, 192 mM glycine and 20% methanol. The membranes were incubated in blocking buffer containing
non-fat dry skimmed milk (5% w/v, Coles, Hawthorn East, VIC, Australia) and polyvinylpyrrolidone
(1% w/v, Sigma-Aldrich), in 0.05% Tris buffered saline-Tween 20 (TBST) for 1 h at RT on an orbital
shaker (at 50 rpm). Primary Abs for CD4 (rabbit anti-CD4, 1:500, Abcam) and CD8 (mouse anti-CD8,
1:75, Santa-Cruz Biotechnology) were incubated for 1 h at RT. Blots were then washed thrice with 0.05%
TBST at 10 min intervals and horseradish peroxidase-conjugated (HRP) secondary Ab (goat anti-rabbit-
or goat anti-mouse-HRP: CD8 1:500, Santa-Cruz Biotechnology and CD4 1:2000, Abcam) was added
and incubated for 1 h at RT. Chemiluminescent visualization of the transferred proteins was carried out
using an enhanced chemiluminescence detection reagent (500 μL/cm2 membrane, Merck-Millipore).
Blots were scanned for 2 sec on the ImageQuantTM FUJI LAS-4000 biomolecular imager (GE Healthcare).
ImageJ software was used to quantify the density of a band of interest on a blot by using a rectangular
box to define the band. This band intensity was expressed as a raw value (n = 3 bands/animal, n = 3
animals/group) and presented relative to Ctrl.

2.4.3. Transfer Efficiency

Replicate 1D SDS-PAGE gels were resolved in parallel and one stained with Coomassie Brilliant
Blue prior to, and the other after, transfer onto PVDF membrane to determine the transfer efficiency of
proteins. Imaging was carried out using a TyphoonTM FLA-9000 gel imager. The density of the bands
(n = 3 bands/gel) with the molecular weights corresponding to the known molecular weights of CD4/8
(37 and 50 KD, respectively) were quantified using Multigauge image analysis software-version 3.0
(Fujifilm, Minato-Ku, TYO, Japan).

2.4.4. T-Cell Detection Limits in Peripheral and CNS Tissues

To measure the detection limit of CD4 and CD8 antibody signals in WBs, spleen samples from
naïve mice and commercial CD4/8 recombinant proteins (Sino Biological, Wayne, PA, USA) were used.
For CD4, the lowest detectable signal was achieved using 5 μg of spleen protein, whereas 10 μg of
total spleen protein was needed to detect a CD8 band. The minimal detectable concentrations of
the commercial recombinant protein standards were 5 ng and 5 μg for CD4 and CD8, respectively
(Figure 3a). These lowest detectable concentrations for both groups (spleen and commercial samples)
were used as positive (spike) controls to establish the expected minimal detection of CD4 and CD8 in
WBs of total brain protein from the different experimental groups.

2.5. Statistical Analysis and Graphing

Statistical analyses were performed using GraphPad Prism-version 7.03 (www.graphpad.com,
San Diego, CA, USA) software. Data were analysed using either one or two-way analysis of variance
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(ANOVA) or an unpaired two-tailed t-test and, where appropriate, Newman-Keuls or Tukey post hoc
analyses to determine specific differences among groups. Data are presented as means ± standard
error of the mean (SEM), otherwise indicated in the text. Statistical significance was accepted when
p < 0.05. Figures were assembled using CorelDRAW-version 2018 (www.coreldraw.com, Ottawa, ON,
Canada) and Photoshop CS6 (Adobe, San Jose, CA, USA) image processing software. All Nogo A
images were adjusted only for colour contrast (Supplementary Figures S1 and S2).

3. Results

3.1. Body Weight

Mice in all groups gained weight over the duration of feeding, but this was significantly slower in
CPZ(±PT)-fed animals (p < 0.05, Figure 1). Significant reductions in weight gain started at week 1 after
0.2% CPZ±PT and week 2 after 0.1% CPZ±PT-feeding and continued until week 11. At week 12, 0.1%
CPZ±PT groups were significantly (p < 0.05) different compared to the Ctrl group but not to the PT
group. No direct or combined effect (p > 0.05) of PT was found in any group at any time point.

3.2. Marked Demyelination, Oligodendrocytosis and Gliosis

In both the 5- and 12-week studies, the Ctrl and PT groups exhibited intense silver staining of
myelin in the midline corpus callosum (MCC) and lateral corpus callosum (LCC), whereas the 0.1%
and 0.2% CPZ-fed(±PT) groups displayed a marked, concentration-dependent loss of silver staining
(p < 0.05, Figure 2a; Supplementary Figures S1a, S2a, S3a). No differences in the extent of demyelination
were found between the MCC and LCC regions in any of the groups with either duration of CPZ-feeding
[(p > 0.05, Figure 2a, (MCC); Supplementary Figure S3a, (LCC)]. Importantly, prolonged 0.1% CPZ
(±PT)-feeding for 12 weeks produced a similar amount of demyelination to that seen at 5 weeks
with 0.2% CPZ (p < 0.05, Figure 2a; Supplementary Figures S1a, S2a, and S3a). Consistent with the
significant reduction in silver staining, 5 or 12 weeks of CPZ-feeding produced a significant loss (>90%)
of mature, Nogo A positive OLG in the MCC and LCC; feeding with 0.1% was as effective as 0.2% CPZ
at inducing OLG loss (p < 0.05, Figure 2b; Supplementary Figures S1b, S2b, S3b). Importantly, there
were no differences in OLG loss when using 0.1% or 0.2% CPZ for 5 weeks, and 0.1% CPZ-feeding for 12
weeks produced a comparable loss of OLG to that seen at 5 weeks (p > 0.05, Figure 2b; Supplementary
Figures S1b, S2b, S3b). Similarly, there were marked dose-dependent increases (p < 0.05) in the number
and intensity of Gfap and Iba 1 staining (Figure 2c,d; Supplementary Figures S1c,d, S2c,d, S3c,d) in
the CPZ-fed(±PT) groups compared to Ctrl or PT only animals (which were not different from each
other, p > 0.05). Taken together, these results indicate that low dose CPZ-feeding for 5 weeks produced
an almost complete loss of OLG but a more limited (i.e., slower) demyelination and gliosis response.
When this feeding regime was prolonged for 12 weeks, it produced comparable changes to those seen
at 5 weeks using 0.2% CPZ. PT had no direct or synergistic effects on any of the histological parameters
studied at either time point.
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Figure 2. Quantification of demyelination, cell death and gliosis in the midline corpus callosum.
(a) Silver staining. CPZ-feeding(±PT) led to significant demyelination and reduced silver staining
intensity at 5 and 12 weeks. PT alone had no effect. Feeding 0.1% CPZ for longer (12 weeks) produced
a comparable demyelination to that seen with 0.2% for 5 weeks. (b) Nogo A. CPZ-feeding(±PT) led to
significant oligodendrocytosis with 0.1% CPZ was as effective as 0.2% CPZ at either time point. PT
alone had no effect. (c) Gfap. Staining intensity increased in a dose dependent manner, in the CPZ(±PT)
treated groups and this was associated with an increase the number of Gfap positive astrocytes at
both time points. PT only did not evoke a Gfap response. (d) Iba 1. Increased Iba 1 fluorescence
intensity and number of Iba 1 positive microglia were seen in both 5- and 12-week groups. PT alone
produced no microglial response. Data are presented as mean ± SEM. One-way ANOVA and Tukey
post hoc analysis was used to determine differences among groups (* p < 0.05, # p < 0.01, $ p < 0.001
and ˆ p < 0.0001). Quantitation based on analysis of 5–9 sections/animal, 3–5 animals/group.
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3.3. Detection and Localisation of CD4 and CD8 T Cells

Immunofluorescence staining of brain sections failed to detect CD4+ and CD8+ positive cells in
the CC in CPZ(±PT) groups (Supplementary Figure S4a, even when using high antibody titres and
long incubation times). This was not due to the lack of antibody sensitivity, as immunofluorescent
CD4 and CD8 positive cells were seen in histological sections of spleen (Supplementary Figure S6a).
Likewise, CD4/8 signals in whole brain protein samples were undetectable by western blot (WB)
analysis (Figure 3c), even at high protein loads (up to 120 μg). This was not due to the lack of
protein transfer from SDS-PAGE gel to PVDF membrane, as transfer efficacy at the molecular weights
corresponding to CD4/8 (37 and 50 KD, respectively) were 93 ± 1.6% and 98 ± 0.7%, respectively
(Supplementary Figure S4b). Furthermore, CD4/8 signals were also detected by WB analysis when
spleen (Figure 3a,c) and EAE spinal cord were used as positive controls (Supplementary Figure S4c;
EAE was induced using an established method [8]). The capacity and sensitivity of WB to detect
CD4/8 signal was also confirmed by other control experiments in which brain homogenates were
spiked with spleen homogenate or commercially available CD4/8 recombinant proteins (Figure 3b).
Notably, measurement of splenic weight showed a significant (p < 0.05) decrease in splenic mass
(37 ± 0.1%) in 0.2% CPZ-fed(±PT) groups whereas no change was observed in 0.1% CPZ(±PT) groups
at 5 weeks (Supplementary Figure S5a,c). In contrast, a significant (p < 0.05) reduction of splenic mass
was observed in 0.1% CPZ(±PT) groups at 12 weeks (Supplementary Figure S5b,c). Moreover, 5 weeks
of CPZ-feeding also resulted in a significant dose-dependent reduction in CD4/8 in spleen compared to
Ctrl (Figure 3d, 0.2% > 0.1%, p < 0.05). Following 5 weeks of 0.1% CPZ-feeding(±PT), the reduction of
CD4 (11 ± 0.03%) and CD8 (14 ± 0.03%) signal intensity was less marked than that seen with 0.2%
CPZ(±PT) groups (CD4 44 ± 0.03% and CD8 61 ± 0.04%). Following 12 weeks of 0.1% CPZ(±PT),
further reductions in spleen CD4 (27 ± 0.01%) and CD8 (43 ± 0.02%) signal intensity and splenic
atrophy (33 ± 0.1%) were observed. In addition, immunofluorescence staining of spleen sections
(n = 10 sections/animal and n = 3 animals/group) indicated a significant (p < 0.05) reduction of CD4
and CD8 in the 0.2% CPZ-fed group (Supplementary Figure S6a,b).

3.4. Brain Proteome Changes

All samples yielded well-resolved proteomes encompassing the full MW/pI range of the gels.
Representative images of soluble (SP) and membrane (MP) proteomes from Ctrl and 0.2% CPZ-fed mice
are shown in Figure 4a. A total of ~1650 consensus spots (i.e., protein spots that resolved consistently
and were analysed across all gels) were detected from the combined analyses of whole brain soluble
and membrane proteomes (Figure 4a; Supplementary Table S1). The spot quantification from the
different groups from both time points is summarized in Supplementary Table S1. The different groups
yielded comparable numbers of resolved protein spots at 5 weeks (p > 0.05), and this was also true for
the 12-week samples (p > 0.05, Supplementary Table S1). In total, 845 ± 8 and 793 ± 11 spots were
resolved from the soluble and membrane fractions, respectively, in the 5-week study, whereas 824 ± 11
and 717 ± 3 spots were resolved from the soluble and membrane fractions, respectively, in the 12-week
study. Database hits of high-quality and confidence were returned following LC/MS/MS analysis and
identified 33 different proteoforms from these spots including 73% in the membrane proteome and
27% in the soluble proteome (Table 1).

Table 1 summarizes the best identified proteoforms within each spot that displayed a 100%
reproducible change across technical (n = 3 gels/fraction) and biological (n = 5 animals/group)
replicates. All identified proteins had a MASCOT score exceeding 100, with 46% between 100–200;
21% between 201–300; 9% between 301–400; 6% between 401–500; and 18% exceeding 500. Moreover,
each identification was based on at least 4 unique peptides: 61% based on 4–10 peptides; 27% based
on 11–20 peptides; and 9% based on over 30 peptides. Similarly, sequence coverage was always ≥5%
with 5–10% for 6 proteins; 11–20% for 11 proteins; 21–30% for 8 proteins; 31–40% for 5 proteins; and
>50% for 3 proteins (Table 1). The combination of high MASCOT scores and the presence of ≥4 unique
peptides with high coverage highlight the high confidence of the protein identifications.
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As also shown in Table 1 and Figure 4b, several of the identified proteoforms displayed a mismatch
between their theoretical and experimental MW and pI, indicative of post-translational modifications
(e.g., phosphorylation and glycosylation). Only, 1 proteoform showed an increase whereas 19 (58%)
showed a decrease and 13 (39%) showed the same experimental pI relative to the theoretical pI. In contrast,
twenty-five (75%) proteoforms increased, 4 (12%) decreased, while another 4 remained unchanged
in their experimental MW relative to theoretical MW. Interestingly, a subset of proteoforms was
found showing an approximate doubling of the experimental MW relative to theoretical—hexokinase
1, aconitate hydratase, ATP synthase subunit-α, ogdhl protein, tyrosine-tRNA ligase and dynamin
1—potentially indicative of dimerization, whereas an approximate tripling of MW may indicate
calreticulin trimers (Table 1) suggesting a possible increase in oligomerization/self-association of
proteoforms due to CPZ-feeding(±PT).

Figure 3. Western blot analysis. (a) Measurement of the detection limit of CD4/8 signal using naïve Ctrl
spleen homogenates and CD4/8 recombinant proteins in gels. (b) Confirmation of CD4/8 signal detection
using brain tissue samples (60 μg) spiked with either 5 μg or 10 μg of spleen homogenate or 5 ng and
5 μg commercial CD4 and CD8 recombinant proteins. (c) No CD4/8 signal was detected in CPZ(±PT)
brain samples whereas a reduced CD4/8 signal intensity was found in spleen. (d) Quantification of
splenic CD4/8 blots showed a significant reduction of CD4 and CD8 signal intensity in spleens of
specific groups. Cropped CD4/8 western blots are presented unaltered and shown in their entirety
in Supplementary Figure S7. Data are presented as mean (±SEM) relative to the Ctrl mice. One-way
ANOVA and Newman-Keuls Multiple Comparison post hoc analysis were used to determine differences
among groups (* p < 0.05, # p < 0.01 and ˆ p < 0.0001).

Statistical comparisons of the spot intensities between all groups revealed significant and
reproducible changes (p < 0.05) in 33 spots across Ctrls and experimental groups in the 5- and
12-week studies (Figure 5). Among the identified proteoforms, not all changes were sustained,
or shared, between the 5- and 12-week studies (Supplementary Figure S8). In total, 23 shared
proteoform changes were found in both the 5- and 12- week studies (i.e., ≥1.5-fold change in both
studies), whereas 7 proteoforms that changed in the 5-week study (≥1.5-fold) did not in the 12-week
study (<1.5 fold) and 3 other proteoforms were changed by 12 weeks (≥1.5-fold) but not at 5 weeks
(<1.5 fold). The presence of changes at 5 weeks that were not evident at 12 weeks indicates that,
relative to their age matched controls, such changes are time-dependent and resolved by 12 weeks.
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Whether this return to control levels during prolonged feeding with 0.1% CPZ is due to compensatory
mechanisms, aging or other processes remains unknown.

Figure 4. Top-down proteomic analysis. (a) Representative two-dimensional gel images of soluble (SP)
and membrane (MP) brain proteomes from naïve Ctrl and 0.2% CPZ-fed groups used to detect proteoform
changes. Proteoforms were resolved on the basis of their isoelectric point (pI) and molecular weight (MW).
The total number of spots across different groups at both 5 and 12 weeks is given in Supplementary Table
S1. Delta 2D software analysis revealed 33 unique spots for which the spot volume changed by at least
1.5-fold in at least one experimental group; soluble proteoforms are indicated by red circles and membrane
proteoforms by green circles. The identities of the protein species are shown in Table 1 (n = 15 gels/fraction,
n = 5 animals/fraction, 5-week study n = 180 gels and 12-week study n = 120 gels). (b) Comparison between
theoretical and experimental MW (left) and pI (right) of identified proteoforms. Red represents increase, green
decrease and blue indicates no statistically significant difference between the experimental and theoretical
values. Purple dashed lines indicate 95% confidence intervals and the solid line represents full agreement
between experimental and theoretical values.
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Figure 5. Log2 fold changes in abundance for 33 proteoforms relative to Ctrl. Each point is the
average change in spot volume ratio from all treated groups (PT, 0.1% CPZ, 0.1% CPZ+PT, 0.2% CPZ
and 0.2% CPZ+PT) relative to Ctrls from the triplicate gels resolved for each of the 5- and 12-week
samples. Only significant changes in abundance (p < 0.05) that exceeded the established 1.5-fold
criteria (dash lines) in at least 1 experimental group were selected for excision, processing, and protein
identification. Solid and dashed lines connect the protein changes within each experimental group with
and without PT injection, respectively. Proteoforms (top left) indicate the different functional categories
including metabolic (red), synaptic (blue), structural (purple) and signalling (green). Analysis was
based on n = 180 gels (5-week study) and, n = 120 gels (12-week study); n = 5 animals/group.
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Key: MP, membrane protein; SP, soluble protein; MW, molecular weight; pI, isoelectric point; S,
Swiss-Prot; M, MSPnr100; PT, pertussis toxin; 0.1, 0.1% CPZ; 0.1PT, 0.1% CPZ+PT; 0.2, 0.2% CPZ; 0.2PT,
0.2% CPZ+PT; W, week; ×, unchanged; ↑, increase; ↓, decrease; -, not found or investigated (details are
shown in Figure 5). Some of the spots contained more than one clearly identifiable protein; presented
here are the hits with the highest score, coverage and peptide count. UniProt and gene IDs were derived
from the UniProt database. MASCOT score, sequence coverage, theoretical (MW/pI), and unique
peptides number were acquired from the MASCOT database search. Experimental (MW/pI) was
derived from 2D gels of identified protein spot. References are from the published literature in PubMed
on CPZ, EAE and MS and used to compare currently identified proteins with the existing literature.

3.5. Literature Mining

Literature mining via PubMed was used to assess the likely function(s) of identified proteoforms.
This confirmed 8 proteoforms (creatine kinase U-type, glutamate dehydrogenase 1, vesicle-fusing
ATPase, propionyl co-enzyme A carboxylase-β, tyrosine-tRNA ligase, actin-related protein 2/3 complex
subunit 5, charged multi-vesicular body protein and adipocyte plasma membrane-associated protein)
not previously related to CPZ, EAE or MS, and 25 proteins (but not specific proteoforms) previously
associated with CPZ (8), EAE (13) and MS (16) studies (Table 1).

3.6. Biological Processes and Pathways

The 33 differentially expressed proteoforms were subjected to bioinformatic analysis using
PANTHER, DAVID, UniProt and STRING for association with protein classes, molecular functions,
physiological pathways, biological processes, cellular components, subcellular localizations and
protein–protein interactions. Analysis using PANTHER indicated that the main protein classes
were enzyme modulator (15%), nucleic acid binding (10%), oxidoreductase (10%) with 19%
unclassified (Supplementary Figure S9a). Molecular function analysis using PANTHER indicated
catalytic activity (40%) and binding (26%) roles with 18% unclassified (Figure 6a). However, the
potential functions of all the proteoforms were inferred by literature mining for information on
the canonical proteins (see Discussion). Physiological pathway analysis associated 26% of the
proteins with KEGG metabolic pathways categories using DAVID (Figure 6b). GO biological
process analysis showed the main categories were oxidation-reduction (13%) and transportation
(13%), with 15% unclassified (Supplementary Figure S9b). Moreover, GO cellular component
analysis (Figure 6c) indicated that most of the proteins were either cytoplasmic (25%), extracellular
exosome (21%), mitochondrial (20%) or related to the myelin sheath (20%). Furthermore, subcellular
localization analysis using UniProt revealed the main categories to be mitochondrial (31%) and
cytoplasmic (26%; Supplementary Figure S9c). The identified proteoforms were also analysed
using STRING software, providing PPI maps; this indicated that 15 of the 33 proteoforms
(hexokinase 1, fructose-bisphosphate aldolase C, aconitate hydratase, succinate dehydrogenase
flavoprotein subunit, malate dehydrogenase, NADH dehydrogenase iron-sulfur protein 2, ATP
synthase subunit-α, voltage-dependent anion-selective channel protein, aspartate aminotransferase,
ogdhl protein, isovaleryl-CoA dehydrogenase, tyrosine-tRNA ligase, glutamate dehydrogenase 1,
propionyl co-enzyme A carboxylase-β and creatine kinase U-type) were potentially involved in
major ‘functional interactions’ particularly with regard to the metabolic proteins (Figure 6d). Strong
one-to-one connections were also indicated between synaptic (rab GDP dissociation inhibitor-α, rab
GDP dissociation inhibitor-β, vesicle-fusing ATPase, calcium/calmodulin-dependent protein kinase
type II subunit-α and dynamin 1) and structural (glial fibrillary acidic protein and neurofilament light
polypeptide) proteoforms. This therefore, also revealed a second cluster of structural and signalling
proteoforms. Among the connected proteoforms, 38% showed the highest connecting value (0.9),
and 29% and 33% were high (0.7) and medium (0.4), respectively; no low value (0.15) connections
were found.
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Figure 6. Functional clustering and protein–protein interactions. Pie charts show the distribution
of proteins according to (a) Molecular functions (characterized using PANTHER), (b) Physiological
pathways (categorised using KEGG), (c) GO cellular components. (d) Protein–protein interaction
association network maps. The strength of connections is based on co-expression, gene fusion,
co-occurrence, neighbourhood, databases, experiments, and text-mining collated in the STRING
database. The strength of interactions is indicated by the thickness of the lines. STRING analysis
revealed 4 protein clusters involved in metabolic (red), synaptic (blue), structural (purple) and
signalling (green). Collectively, these proteins and their associations suggest that CPZ induced
metabolic dysregulations and mitochondrial dysfunction.

Although the addition of PT injections during CPZ-feeding did not enhance the extent of OLG
degeneration, demyelination and gliosis, it did produce several proteoform changes (Figures 5
and 7; Supplementary Figure S10a–c, Table S2). This is the first study to assess changes in
the mouse brain proteome profile when the BBB is compromised by PT. Following 5 weeks of
CPZ-feeding, PT injection more than doubled the number of significant CPZ-associated changes
(18–46%), with PT alone contributing 15% of all proteoform changes, including fructose-bisphosphate
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aldolase C, NADH dehydrogenase iron-sulfur protein 2, ATP synthase subunit-α, rab GDP dissociation
inhibitor-β, septin-2 and 5, guanine nucleotide-binding protein G(o) subunit-α, adipocyte plasma
membrane-associated protein and leukocyte elastase inhibitor A. Likewise, in the 12-week study, the
small number of proteins identified following CPZ-feeding (6%) increased following the addition of
PT (52%), with PT alone contributing 21% including aconitate hydratase, succinate dehydrogenase
flavoprotein subunit, NADH dehydrogenase iron-sulphur protein 2, isovaleryl-CoA dehydrogenase,
tyrosine-tRNA ligase, syntaxin-binding protein 1, glial fibrillary acidic protein, neurofilament light
polypeptide, septin-2 and calreticulin. Statistical comparisons of the CPZ(+PT) groups with the PT only
group (Supplementary Table S2) revealed that at least 50% of the PT-mediated proteoform changes were
either increased (or decreased) when combined with CPZ-feeding; in the 5-week study, 25% increased
(27% decreased) whereas, in the 12-week study 52% increased (6% decreased).

Figure 7. Highest fold change. Pie charts showing the highest increase or decrease fold change in
abundance of the 33 proteoforms relative to Ctrls in the 5- and 12-week studies. PT alone or when
PT was combined with CPZ showed greater change than CPZ alone. Quantification is based on
≥1.5-fold changes.

4. Discussion

The present study was designed to test whether CPZ-induced oligodendrocytosis, when combined
with PT-induced BBB disruption, could induce an ‘inside-out’ activation of the immune system
causing infiltration and detection of CD4/8 immune cells into the brain parenchyma. The effectiveness
of CPZ-feeding was confirmed by the reduced weight gain in these groups, the almost complete
demyelination of the corpus callosum using the standard feeding paradigm of 0.2% CPZ for 5 weeks,
and changes to the brain proteome [58,59,108,109]. The results also demonstrated that 0.2% or 0.1%
CPZ(±PT) produced comparable oligodendrocytosis but dose- and time-dependent demyelination
and gliosis within the corpus callosum, indicating that 0.1% CPZ is as effective as higher doses when
fed for a longer period of time. The presence of comparable oligodendrocytosis, but less marked
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demyelination and gliosis following 5 weeks of 0.1% CPZ-feeding, suggested a slower transition between
oligodendrocytosis and demyelination and/or better clearance of myelin debris. In this transition
state, limited gliosis may impede subsequent remyelination [110] and induce a slow, progressive
demyelination reminiscent of MS. CPZ-induced a dose dependent (0.2% > 0.1%) atrophy of the spleen
and extending the CPZ-feeding resulted in time dependent atrophy in 0.1% CPZ(±PT)-fed groups as
well. Likewise, CPZ produced a dose-dependent (0.2% > 0.1%) suppression of CD4/8 in the spleen.
Prolonged low-dose feeding of CPZ for 12 weeks did not cause a further decrease in CD4 compared to
5 weeks; however, with prolonged feeding, the reduction of CD8 deteriorated to levels seen at 5 weeks
using the standard CPZ-feeding. Our results are thus consistent with a previous study where apoptosis
of CD4 and CD8 positive cells and atrophy of thymus were observed following 0.2% CPZ-feeding [50].
In contrast, 5 weeks of 0.1% CPZ-feeding produced less CD4 and CD8 suppression and no splenic
atrophy, suggesting this lower dose may be a better model to examine the aetiology of MS.

Following CPZ-feeding(±PT) in either experiment, there were no detectable CD4 or CD8 signals in
brain tissue. There are several possible reasons for this: firstly, insensitivity of the immunohistological
or biochemical assays. This is unlikely, as WB sensitivity was confirmed by spiking whole brain
homogenates with biological (spleen) and commercially available CD4/8 recombinant proteins, and both
high protein loads (60–120 μg) and high antibody titres were used [111]. Additionally, these results are
consistent with previous studies using immunofluorescence and flow cytometry [48,112] as well as BBB
disruption using ethidium bromide or lysolecithin [48]. Secondly, the BBB was breached during weeks
1–2 of CPZ-feeding, and this is a transient event [113]. However, whether infiltration occurred at this
early time point, but resolved before the 5- or 12-week endpoints remains unknown. Was the lack of a
detectable adaptive immune response the result of failure to generate an antigen? This seems unlikely,
as marked gliosis, demyelination and oligodendrocytosis occurred. Alternatively, was there a direct
effect of CPZ on peripheral immune function? This would be consistent with the observed suppression
of CD4/8 signal in the spleens of CPZ-fed animals. It was recently reported that combining two weeks
of 0.2% CPZ-feeding with an ‘immune booster’ (CFA) produced a secondary CD3+ (pan T-cell marker)
response, a response that was not observed with 0.2% CPZ-feeding alone or when CPZ-feeding was
continued [31]. Consequently, it can be expected that prolonged CPZ-feeding is unlikely to facilitate
infiltration of immune cells into the CNS as continued feeding would result in sustained immune
suppression (and reduction of mitochondrial ATP production) which is known to lead to declining
health and death of mice. Likewise, extending observations beyond the cessation of CPZ-feeding
is unlikely to reveal immune cell infiltration since cessation of CPZ-feeding results in spontaneous
remyelination, reduction in myelin debris (a potential antigen), and cessation of glial activation (i.e., the
antigen presenting cells) (reviewed in [2,39,57,58,114]).

Notably, the prolonged CPZ-feeding preferentially suppressed CD8 signal intensity in the spleen,
and these are the cells that predominate in human MS CNS pathology [22]. These observations are
further supported by the large number of changes in spleen (n = 22) and peripheral blood mononuclear
cell-derived (n = 5) proteoforms in the CPZ-fed animals [49]. In the spleen, the vast majority (87%) of
these changes included membrane associated structural and metabolic proteins suggesting perturbation
of adaptive immune function [49]. The spleen and thymus are responsible for the maturation, selection
and proliferation of T-cells [115,116], key functions that are impeded by the ion dishomeostasis induced
by CPZ [41–44]. Such effects on the peripheral immune system may explain why the severity of
disease and extent of peripheral immune involvement in EAE and Theiler’s murine encephalomyelitis
were suppressed by CPZ [117–119]. Although, there is no evidence as to whether T-cells become
functionally inactivated (’T-cell anergy’; [120,121]) due to the suppression of adaptive immune organs
(e.g., thymus) following CPZ-feeding, there is some evidence indicating that CPZ may otherwise affect
T-cell functions. Copper plays both direct and indirect roles (via interleukin-2) in the maturation and
production of functional T-cells [122]. Consequently, it can be argued that CPZ, like other copper
chelators (e.g., 2,3,2-tetraamine), can reduce T-cell function [123,124]. Moreover, it has been shown that
when lymph node cells harvested from CPZ-fed mice are exposed to neuroantigens (e.g., concanavalin
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A and MBP) in vitro, there is reduced cellular proliferation. Likewise, reduced T-helper cell 1 cytokines
(e.g., interferon-γ and tumor necrosis factor-α) and CD4 T-cell response to interleukin-17 are observed
in EAE mice fed with CPZ [119]. Together, these findings indicate that CPZ can modify the functional
capacity of T-cells, and this may potentially affect migration into the CNS.

The suppression of CD4/8 in the spleen indicated that CPZ has direct effects on the peripheral
immune system that may limit the maturation and migration of adaptive immune cells to the CNS.
Moreover, calcium/calmodulin-dependent protein kinase type II subunit-α, a protein known to play
a role in CD8 T-cell proliferation and the transition to a cytotoxic phenotype [125,126] decreased in
abundance following CPZ-feeding. Likewise, leukocyte elastase inhibitor A, a protein that supresses
proteases including those released by T-cells [127], also decreased in abundance. These findings extend
earlier proteomic analyses [49] that found CPZ reduced the abundance of protein disulphide isomerase
(subunits A2, A3 and A6) in spleen, a protein involved with folding and assembly of functional major
histocompatibility complex class I molecules [128]. In addition, the CPZ-induced dysregulation of
mitochondria identified in the present study presumably extends to the immune system as several
studies have shown that mitochondrial dysfunction leads to the suppression of T-cell function and a
compromised immune system [129,130]. Collectively, these findings indicate that CPZ has suppressive
effects on the capacity of the peripheral immune system to launch a response, making it more difficult
to address the ‘inside-out hypothesis’. Therefore, strategies to overcome peripheral immune organ
suppression should be the next stage of investigation in evaluating the ‘inside-out’ hypothesis of MS
using the CPZ model.

While there is growing evidence that MS may initiate as a slow, low-grade primary
oligodendrocytosis, a substantial gap still exists in our understanding of the molecular
mechanisms underlying the fundamental susceptibility to and initiation of oligodendrocytosis [1–4].
Therefore, a quantitative ‘top-down’ proteomic approach was carried out to resolve protein species
from whole brains of the CPZ-fed(±PT) mice. To date, proteome analyses of MS have mainly
assessed tissue from late-stage post mortem brain samples and cerebrospinal fluid [89,96] or EAE
animals [88,93,100,105]; these analyses provide useful insight into the ‘final readout’ of the disease or
its autoimmune aspects [131–133] but not necessarily insight into the processes involved in disease
aetiology and progression, including the role of oligodendrocytosis [1,49].

Here, CPZ-mediated oligodendrocytosis and glial activation were confirmed using histology,
and the changes in protein abundance were quantified using a high sensitivity ‘top-down’ analysis
rather than the more common ‘bottom-up’ (i.e., ‘shotgun’) analyses; this is critical, as the ‘top-down’
approach has the highest inherent capacity to resolve intact proteoforms (i.e., isoforms, splice variants,
and post-translationally modified species) as well as provide better sequence coverage, and assessment
of lower molecular weight species, with a high degree of consistency across technical and biological
replicates [54,55,134]. This approach thus detected changes in 33 proteoforms (16 metabolic, 7
synaptic, 5 structural and 5 signalling), of which 8 have not been previously associated with CPZ,
EAE or MS. Furthermore, it also provided high quality confirmation of changes in the abundance of
25 proteoforms of proteins previously related to MS or animal models of the disorder. In contrast to
earlier work [49,91,97,99,135], this study used three technical replicates for each of the 5 biological
replicates per experimental group, ensuring that only the most reproducible changes in proteoform
abundance were assessed. Consequently, in contrast to the detection of ~700–1200 spots in previous
studies [49,88,100,105], ~1650 protein spots per condition were resolved in this study.

The most striking observation to emerge from the proteomic analysis was the large number of
changes in metabolic proteoforms involved in glycolysis, Krebs cycle and oxidative phosphorylation
pathways and the regulation of mitochondrial function. Bioinformatics platforms (DAVID, PANTHER,
UniProt and STRING) further revealed the likely association between metabolic dysregulation and
CPZ-feeding. Understanding the molecular pathways and potential PPI is important to understanding
how dysregulation of biological processes may lead to a disease [132,136]. It is thus notable that over
80% of proteins do not function alone but in complexes [136]. The data here suggested that 79% of the
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identified proteoforms may be clustered in two complexes, with 58% being metabolic in origin, which
is consistent with previous observations [136,137]. The strong PPI highlight the likely cross-talk and
shared biochemical reactions among the metabolic proteoforms [136]. Interestingly, protein-to-protein
connection analysis revealed that malate dehydrogenase may have 11 connections with other identified
proteoforms, which was the highest seen, and that the ATP synthase subunit-α had the second highest
with 7 connections (Figure 6d). The central placement and increased inter-connectedness of malate
dehydrogenase or ATP synthase subunit-α with other proteoforms implies that these proteoforms
may be pivotal for CPZ-induced metabolic dysregulation. This explanation is further supported by
the increased abundance of ATP synthase subunit-α and malate dehydrogenase (in contrast to the
decreased abundance of most of the other identified metabolic proteoforms), perhaps as a compensatory
response to the CPZ-induced metabolic perturbations. The increased abundance of ATP synthase
subunit-α after CPZ-feeding leads to the accumulation of protons in the inter-membrane space of
mitochondria and increased generation of reactive oxygen species [91]. Likewise, an increase in the
abundance of aconitate hydratase (6 PPI connections, Figure 6d), an iron-sulphur protein containing
4Fe-4S clusters, is likely to regulate iron-induced oxidative stress in the CPZ model. Disruption of
iron metabolism is linked to increased oxidative stress and lipid peroxidation [138]; CPZ-feeding is
associated with the dysregulation of iron [43] and thus increased oxidative stress results in accentuation
of mitochondrial perturbations [139]. Moreover, we observed a synergy between CPZ-feeding(±PT)
with regard to synaptic protein dynamin 1 (increased at 5 weeks but decreased at 12 weeks) suggesting
that CPZ-feeding interferes with the fission and fusion dynamics of mitochondria. The initial increase
in dynamin 1 is consistent with mitochondrial response to metabolic stress, wherein the mitochondria
divide, generating new functional mitochondria, and target damaged mitochondria for autophagy
[140]. Perturbations to the fission and fusion dynamics of mitochondria are consistent with the
formation of mega-mitochondria reported in the CNS, in particular in OLG [141,142]. The current
data are consistent with previous investigations [49,50,91,99] corroborating the hypothesised link
between mitochondrial dysregulation with CPZ-feeding and the emergence of structural and functional
abnormalities that may predispose OLG to degeneration and death [1].

This susceptibility of OLG may be explained, in part, by the intense energy requirements
associated with the production and maintenance of the expansive myelin sheath [143,144]. The high
metabolic rate of OLG means that the increased production of reactive oxygen (and nitrogen) species,
coupled with their low levels of anti-oxidants (e.g., glutathione [145], metallothionein [146] and
manganese superoxide dismutase [147]) predisposes them to oxidative injury [45,148]. In addition,
increased abundance (in 5- and 12-week studies) of the endoplasmic reticulum (ER) stress-related
chaperone protein calreticulin may be associated with unfolded protein responses that enhance
oligodendrocytosis [144,149]. This finding extends previously observed changes in ER proteins such
as ribosome-binding protein 1, endoplasmin [49] and heat shock protein [99] reinforcing the role of ER
stress in the CPZ-fed mice. The presence of heat shock protein and activating transcription factor 4 in
MS [89,150,151] and EAE [105,150] indicate the association of protein misfolding and ER stress with
OLG degeneration and demyelination.

The apparent oligomerization of some proteoforms in response to CPZ-feeding(±PT) may be
indicative of toxic protein aggregation [152,153], effects that have also been observed in an EAE
study [154] and MS patients [155]. The oligomerization of proteoforms has been documented
in other studies, as with calreticulin and dynamin, assessed using SDS-PAGE or crystallographic
analysis [156–158]. Likewise, the divergence of molecular weight was also observed in other proteomic
studies of CPZ-fed mice (protein phosphatase 1G, 59.38 vs. 104.7 KD) and MS cerebrospinal fluid
(albumin, 67 vs. 180 KD and alpha 1 antitrypsin, 47 vs. 100 KD) [49,159]. Indeed, changes in theoretical
vs. experimentally observed isoelectric point have also been reported in previous studies on CPZ
(ornithine carbamoyltransferase, 8.81 vs. 6.9 and ribosome-binding protein 1, 9.35 vs. 5.0) [49],
EAE (septin-8, 5.7 vs. 6.4 and cytochrome c oxidase, 9.2 vs. 5.8) [100] and MS (Ig kappa chain NIG 93
precursor, 8.1 vs. 6.5 and albumin, 5.5 vs. 9) [159,160]. Naturally, none of this key data, upon which to
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better design future studies to identify critical proteoforms (rather than just amino acid sequences),
would be routinely available using any other current approach.

Within the demyelinated regions, the hypertrophy of astrocytes and microglia, compounded by
increased microglia numbers, may intensify the local energy imbalance and further compromise the
function of OLG. Moreover, hypertrophied microglia and astrocytes may diminish the supportive
roles played by glia at synapses leading to a pre-disposition to excitotoxicity [161–163]—a disturbance
further implicated by changes in other synaptic proteoforms identified in this study.

The abundance of synaptic-regulatory proteoforms was either decreased (rab GDP dissociation
inhibitor-α/β and vesicle-fusing ATPase), elevated (charged multivesicular body protein) or displayed
opposing changes (syntaxin-binding protein 1) across the two time points—changes in synaptic
function that may contribute to alteration of mood or behaviour in humans or animal models [164–166].
Likewise, the changes of abundance of proteins such as calcineurin, calbindin 2 and parvalbumin-α,
involved in neurotransmitter release, has also been reported in EAE [100]. Although CPZ-feeding
induce a wide range of behavioural deficits including motor, anxiety and cognition [reviewed by 2];
the present proteome analysis did not seek correlation with behavioural phenotypes, other studies
have argued that CPZ-induced alteration of proteoforms involved in neurotransmitter release can
result in cognitive decline [166] or increased climbing, rearing and ambulatory behaviours [99,108,109].
This study also revealed a marked change in neuronal and glial structural proteoforms, including
Gfap, neurofilament light polypeptide, actin-related protein 2/3 complex subunit 5, and septins-2
and -5, at both time points, indicating axonal and glial remodelling. Consistent with the capacity for
CPZ to induce the hypertrophy of astrocytes and increase microglia in the innate immune system
(Figure 2a; Supplementary Figures S1–3), a marked increase in proteoforms involved in structural
(Gfap), signalling, and inflammatory pathways were observed.

For some proteoforms, breaching the BBB negated the effects of 5 weeks of CPZ-feeding
(e.g., septin-5, creatine kinase U-type and 14-3-3 protein epsilon). The effects of PT alone, or in
combination with CPZ, indicate that PT did have an effect on the brain proteome, likely, in part at least,
by altering the capacity of the BBB to regulate access to the CNS [60,113,167]. This is the first study to
document the effects of giving PT alone on the CD4/8+ cell migration and the whole brain proteome.
In EAE, when PT is given together with adjuvant (CFA) and antigen stimulation (e.g., MOG), increased
disruption of tight junctions at sites of perivascular inflammation and demyelination occurs [63].
In addition, increased rates of relapsing-remitting episodes [60], increased infiltration of serum albumin
in the spinal cord [131] and suppression of the anti-inflammatory interleukin-10 [168] are observed.
However, the extent to which these changes are attributable to PT alone, or the combined treatments
used to induce EAE, remains un-documented. However, other studies have shown that PT alone
evokes changes in BBB function leading to increased protein infiltration into the brain (~15 days; [169]),
or disruption of G-protein function (~40 days; [170]) following PT administration. In the present study,
repeated injections of PT during the second and third weeks of CPZ-feeding resulted in proteoform
changes after 5 or 12 weeks indicating that PT injections alone have long-term effects at least on the
brain proteome. Moreover, the proteomic analysis highlighted proteoform differences between the
CPZ vs. EAE models; specifically, CPZ-feeding resulted in increased guanine nucleotide-binding
protein G(o) subunit-α, glutamate dehydrogenase 1 and malate dehydrogenase, which decrease in
EAE [88,94,105], perhaps reflecting the different underlying aetiologies (potentially including changes
in specific proteoforms). Whether these opposing changes result specifically from the use of peripherally
administered exogenous myelin antigens (e.g., MBP, PLP and MOG) in EAE or endogenously generated
antigens (i.e., myelin debris) in the brain of CPZ-fed mice remains unclear but would seem likely.
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Despite our rigorous efforts to minimize the experimental variables, we acknowledge certain
inherent limitations in the analytical approach. This study relied on only two time points (i.e.,
5 and 12 weeks) of CPZ-feeding(±PT), which did not allow us to determine if or when the
identified proteoforms returned to baseline nor to correlate proteome changes with the initiation
of oligodendrocytosis, demyelination and gliosis. Moreover, the sub-femtomole in-gel detection
sensitivity may well have missed significant changes in very low abundance species, although these
remain a substantial issue with all available analytical approaches if high quality final identifications
are a serious expectation [78]. Furthermore, reliance on existing databases that address only amino acid
sequences, as well as an apparent developing reliance in the field for online bioinformatics platforms
that also largely address only what is known about canonical proteins [171–173], tends to further
emphasize the fundamental importance of developing even more sensitive analytical approaches
to routinely quantifying and fully characterizing proteoforms in order to provide the most direct
understanding of the molecular mechanism underlying human diseases like MS.

5. Conclusions

This study confirmed that CPZ-feeding(±PT) in mice induced dose- and time-dependent
oligodendrocytosis, demyelination and gliosis, but was not associated with any detectable invasion
of peripheral adaptive (CD4/8) immune cells into the CNS. In the periphery, CPZ-feeding induced a
dose-dependent suppression of splenic CD4/8 and organ mass, suggesting that this peripheral action
of CPZ was a major impediment to studying the role of the peripheral immune system following
demyelination and disruption of the BBB. Notably, oligodendrocytosis, demyelination and gliosis
with the low dose of CPZ for 5 weeks resulted in minimal splenic atrophy and less severe adaptive
immune system suppression, indicating that this might be a better model to test the ‘inside-out’
theory of MS. Moreover, using a highly sensitive ‘top-down’ proteomic approach, changes in 33 brain
proteoforms were identified in the CPZ-fed mice, the majority of which were found to be associated
with mitochondrial function. This strongly suggests that mitochondrial perturbations may elicit
oligodendrocytosis and demyelination.
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Abstract: Background: The role of the neutrophil-to-lymphocyte ratio (NLR) of peripheral blood
has been investigated in relation to several autoimmune diseases. Limited studies have addressed
the significance of the NLR in terms of being a marker of disease activity in multiple sclerosis (MS).
Methods: This is a retrospective study in relapsing–remitting MS patients (RRMS) admitted to the
tertiary MS center of Catania, Italy during the period of 1 January to 31 December 2018. The aim of
the present study was to investigate the significance of the NLR in reflecting the disease activity in a
cohort of early diagnosed RRMS patients. Results: Among a total sample of 132 patients diagnosed
with RRMS, 84 were enrolled in the present study. In the association analysis, a relation between
the NLR value and disease activity at onset was found (V-Cramer 0.271, p = 0.013). In the logistic
regression model, the variable NLR (p = 0.03 ExpB 3.5, CI 95% 1.089–11.4) was related to disease
activity at onset. Conclusion: An elevated NLR is associated with disease activity at onset in RRMS
patients. More large-scale studies with a longer follow-up are needed.

Keywords: neutrophils; lymphocytes; NLR; multiple sclerosis; disease activity

1. Introduction

Multiple sclerosis (MS) is a chronic autoimmune disease of the central nervous system (CNS),
in which inflammation, demyelination, and axonal loss coexist, manifesting in a plethora of clinical signs
and symptoms [1]. Regarding its pathogenesis, it has been suggested that autoreactive myelin-specific
T cells may trigger and modulate the access and trafficking of inflammatory leukocytes to the CNS.
Increasing evidence also suggests a fundamental role of B cells in the pathogenesis and development
of MS [2].

Neutrophils are bone-marrow-derived cells that represent the most abundant peripheral blood
leucocyte and are able to generate extracellular traps, which can be proinflammatory and provide a
potential source of autoantigens, triggering autoimmunity [3]. The contribution of neutrophils to CNS
autoimmune diseases was first suggested by studies on experimental autoimmune encephalomyelitis
(EAE), the animal model of MS, in which neutrophils delayed the onset and decreased the severity of
EAE [3–6].
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The role of the neutrophil-to-lymphocyte ratio (NLR) of the peripheral blood in several autoimmune
diseases has recently been suggested as a potential cheap and effective surrogate marker for the systemic
inflammatory state and thus disease activity [5]. Few studies have addressed the significance of the
NLR in terms of being a marker of disease activity in MS [7–9].

The aim of the present study was to investigate the significance of the NLR in reflecting the level
of disease activity in a cohort of early diagnosed relapsing–remitting MS (RRMS) patients.

2. Materials and Methods

The iMED© software (6.5.6, Merck Serono SA, Geneva, Switzerland) was used as the data entry
portal, and we followed a rigorous quality assurance procedure to ensure data quality.

The inclusion criteria were: 1) in the age range of 18 to 55 years old; 2) a diagnosis of RRMS
according to the 2017 McDonald criteria (retrospectively evaluated at the end of the diagnostic-iter) [10].

The exclusion criteria were: 1) short-term steroid use in the last 30 days; 2) recent infections
(≤1 month); 3) stressful concomitant events in the last 6 months (e.g., traumatic bone fractures); 4)
a history of tumors; 5) pregnancy; 6) confirmed autoimmune comorbidities (rheumatoid arthritis,
psoriasis, Sjögren syndrome, etc.) (Figure 1).

Figure 1. Patients’ selection flow chart. RRMS; relapsing–remitting multiple sclerosis.

2.1. Clinical Data

Data were collected from each patient at the time of enrollment, defined as the first access to a
diagnostic MS center prior to setting a confirmed MS diagnosis or starting any disease-modifying
therapy (DMT).

The data collected were the following: demographic data, including patient age and gender,
clinical data including the date of MS onset, type of MS, number of relapses in the year prior to
diagnosis, and level of disability assessed by the Expanded Disability Status Scale (EDSS) in the year
prior to diagnosis [11]. As a radiological measure of disease activity, we considered the number of
brain and spinal lesions detected on T1 gadolinium (Gd) magnetic resonance imaging (MRI) sequences
(Ingenia 1.5 Tesla-Philips®). Lesions and imaging were compared with the support of available
software (Carestream® Healthcare Information Systems software).
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Patients consecutively included in the present study were divided into two groups—low (L)
and high disease activity (H), according to the level of disease activity in the year prior to diagnosis,
and considering the definition of highly active MS in patients naïve to DMT [12–15].

High disease activity at onset was classified as: ≥2 relapses in the year prior to study entry and ≥1
Gd-enhancing lesion at the time of study [12–15].

2.2. Blood Tests

Blood cell counts of neutrophils and lymphocytes were obtained via routine blood sampling,
as part of the clinical practice in each enrolled patient. The last blood test values from immediately
prior to commencement of the first DMT were used, and blood tests taken within 30 days of the start of
short-term steroid treatment for relapse were excluded.

Blood sampling was performed between 8.00 and 8.30 a.m. and collected in
dipotassium-ethylenediaminetetraacetic acid tubes. Samples were analyzed within 40 min to 1 h of
collection. A complete blood count (CBC) was obtained using a blood count machine (ABX micros 60,
Horiba medical®).

2.3. Outcomes

The primary aim of the present study was to investigate, in a real-world setting, whether the NLR
is related to high disease activity at the time of disease onset.

2.4. Ethical Standards

The study protocol was approved by the Local Ethics Committee (Comitato Etico Catania
1, n.17/2019/PO). All patients provided written informed consent. The present study was
conducted in accordance with the ethical principles of the Declaration of Helsinki and appropriate
national regulations.

2.5. Statistical Analysis

All patient characteristics summary statistics are reported in terms of frequencies (%) for categorical
variables, mean ± standard deviation (SD), or median with interquartile range (IQR) for continuous
variables. The NLR was calculated as the quotient between the neutrophil and lymphocyte cell counts
in blood. The distribution of the NLR was, as expected for a quotient, highly skewed. Therefore,
in order to correct for skewness, a log transformation of the NLR was considered. The resulting
transformed data show an approximatively Gaussian distribution. Normality assumption has been
assessed by using both visual methods (Q-Q plot) and the Kolmogorov–Smirnov (K–S) normality
test. Associations between qualitative variables were analyzed using Pearson’s X2 tests. In order to
express results as a percentage of the maximum possible variation, the V-Cramer index was used
instead of the X2 test. This index can vary between 0 (in the case of independence) and 1 (in the case
of maximum association). Several associations were evaluated: between the log-NLR (ln-NLR) and
gender, age, EDSS value, and disease activity, respectively. Each variable was treated as categorical
according to literature cut-off and the quantile of the observed distributions. In particular, the ln-NLR
was dichotomized as 0 for ln-NLR values of ≤0.6 and 1 when ln-NLR was >0.6; gender was defined
as 0 for Male and 1 for Female; 40 was the cut-off used for age (0 when age was ≤40 and 1 when
age was >40); the EDSS categories were 0 (when the EDSS value was ≤3.5) and 1 (when the EDSS
value was >3.5); disease activity as 0 (group L/low disease activity) and 1 (group H/high disease
activity). A logistic regression model was used to study the relationship between disease activity
(0= group L, 1= group H) and the following variables: gender, age (expressed as a continuous variable),
ln-NLR expressed as a continuous variable, and the EDSS value. Logistic regression assumptions were
verified; the outcome was a binary variable and no high correlations among predictors were observed.
All analysis was performed using the SPSS version 21 statistical software (IBM SPSS Statistics 21, IBM,
Armonk, NY, USA).
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3. Results

Among a total sample of 132 RRMS patients, 84 fulfilled the required inclusion criteria and were
enrolled in the present study (Figure 1). Of these, 38 were in group L and 46 in group H. Patient
demographic and clinical characteristics are shown in Table 1. Patients in group H showed a higher
EDSS score at disease onset (p = 0.020). Blood tests showed that the ln-NLR ratio was highest in
patients in group H (1 ± 0.4 vs. 0.7 ± 0.4, p = 0.032) (Figure 2).

Table 1. Demographical and clinical characteristics of the two groups at disease onset.

Group L (n = 38) Group H (n = 46) P-Value

Men 19 (50%) 19 (41.3%) 0.42
Women 19 (50%) 27 (58.7%)

AGE 43 ± 13.4 36.9 ± 12.5 0.23
L% 29 ± 8.5 27.8 ± 6.6 0.95
N% 62.3 ± 7.7 63.3 ± 7.7 0.57

lnNLR 0.7 ± 0.4 1 ± 0.4 0.032
EDSS value 1.5 (1.0–3.0) 2.5 (1.0–5.0) 0.020

Results are expressed as mean ± SD, median (IQR) and No. (%). IQR = interquartile range; SD = standard
deviation. Abbreviations: EDSS, Expanded Disability Status Scale; L, lymphocytes, N, neutrophils; ln-NLR,
logarithmic-neutrophils/lymphocyte ratio.

Figure 2. Box plot of the ln-NLR in the two groups. Group L, Low disease activity; Group H,
High disease activity; ln.NLR, log transformation of the neutrophil to lymphocyte ratio.

The association analysis revealed a V-Cramer of 0.271 with a p-value of 0.013 between disease
activity and the ln-NLR value (Figure 3). No associations were found between the ln-NLR value
and other demographical and clinical variables (Table 2). In the regression logistic regression model,
the relation between the highest ln-NLR and disease activitywas maintained (p = 0.03 expB 3.5, CI 95%
1.089–11.4) (Table 3).
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Figure 3. Association analysis between disease activity and the ln-NLR. Group L, Low disease activity;
Group H, High disease activity; ln.NLR log transformation of the neutrophil to lymphocyte ratio.

Table 2. Association analysis between the ln-NLR and demographical/clinical parameters.

Patient Characteristics vs. ln-NLR V-Cramer Index P-Value

Gender 0.016 0.289
Age 0.052 0.637

Disease activity 0.271 0.013
EDSS value at onset 0.062 0.567

Table 3. Logistic regression model for disease activity at onset.

Exp B P-Value Confidence Interval (95%)

Lower Upper
Gender 0.887 0.778 0.352 2.18
Age 1.00 0.555 1.00 1.00
ln-NLR 3.5 0.03 1.08 11.4
EDSS value at onset 1.00 0.926 1.00 1.00

4. Discussion

We found that a higher NLR value increased the risk of disease activity in our cohort. The NLR is
employed as a marker of systemic inflammation in other autoimmune diseases and cancers, since it is a
low-cost analysis [5,6]. A study using the EAE animal model of MS showed that neutrophil depletion
led to a reduction in the severity of the disease [16].

Neutrophils are short-lived, bone-marrow-derived cells, and are the most abundant peripheral
blood leucocytes. The number and lifespan of neutrophils are under tight control. Neutrophils are
phagocytic and microbiocidal, releasing tissue-remodeling enzymes and reactive oxidative species,
as well as proinflammatory cytokines and chemokines, which can provide a potential source of
autoantigens, triggering autoimmunity [3,5]. In other fields, such as rheumatoid arthritis, several
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studies have suggested that joint destruction and disease activity are directly correlated with the
recruitment of neutrophils in the synovium [17].

Few studies have investigated the association of the NLR with disease activity in MS patients in a
real-world setting. The role of neutrophil counts in MS is a recent and interesting challenge, focusing
on the involvement of the innate immune system [18].

Findings are available for MS and optic neuritis (ON) patients as compared with healthy controls
(HC) in a large Danish cohort. The NLR was found to be higher in MS and ON patients as compared to
HC, indicating the occurrence of chronic inflammation. The NLR may be an inexpensive and easily
accessible supplemental marker of disease activity in RRMS patients, revealing an association between
a high NLR value and MS occurrence as compared with controls [7,9,18]. Furthermore, a higher NLR
during relapse as compared to that during remission was shown in a study by Demirci et al., in which
the NLR predicted activity with 67% sensitivity and 97% specificity [7], indicating the value of NLR use
in measuring disease activity [7]. Furthermore, NLR has also been investigated as a possible marker
relating to the depression, anxiety, and stress score in MS patients [19].

Naegele et al. demonstrated that the increase in neutrophil count in RRMS patients is most likely
due to a decrease in apoptosis, and that neutrophils have an altered cell surface expression of certain
proteins, which may enhance recruitment to sites of inflammation [4].

However, there are a lack of available data regarding the prediction of long-term disease
progression, according to a high NLR ratio. Two previous studies found that the NLR correlates with
the EDSS value [7,8], whilst another found no association [18]. Interestingly, Hemond et al. investigated
the association of the NLR ratio with clinical, neuroimaging, and psycho-neuro-immunological
associations in a large cohort of MS patients, also including patient-reported outcomes. Here,
NLR strongly predicted increased MS-related disability independent of all demographic, clinical,
treatment-related, and psychosocial variables (p < 0.001) [20]. Moreover, Giovannoni et al. failed to
find a correlation between the mean levels of several proinflammatory immunological markers and
clinical disease progression [21]. Therefore, to further clarify whether the NLR is associated with MS
disability, studies with long follow-up times are needed, since this would enable measurement of
disease progression. The use of a marker obtained from a simple routine blood exam could make the
NLR ratio a useful supplemental biomarker of disease activity in MS patients in clinical practice.

The present study has some limitations, many of which are related to the retrospective design
and small sample size. The results build on simple data from routine laboratory tests, and, therefore,
may be biased toward the availability of certain laboratory data. Furthermore, there exists no data
regarding concomitant diseases that could alter the neutrophil count, or other data such as smoking
status. Prior to any possible use of the NLR in clinical practice, more data, preferably from multi-center,
long-term studies, are needed. Studies comparing the NLR with MRI and cerebrospinal fluid markers
would also be desirable. Additionally, the impact of disease-modifying drugs on the NLR is required
to establish the clinical application of this parameter. The NLR has gained academic relevance,
contributing to the knowledge of MS immunology.
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Abstract: CD4+ T helper (Th) cells play central roles in immunity in health and disease. While much
is known about the effector function of Th cells in combating pathogens and promoting autoimmune
diseases, the roles and biology of memory CD4+ Th cells are complex and less well understood.
In human autoimmune diseases such as multiple sclerosis (MS), there is a critical need to better
understand the function and biology of memory T cells. In this review article we summarize current
concepts in the field of CD4+ T cell memory, including natural history, developmental pathways,
subsets, and functions. Furthermore, we discuss advancements in the field of the newly-described
CD4+ tissue-resident memory T cells and of CD4+ memory T cells in autoimmune diseases, two
major areas of important unresolved questions in need of answering to advance new vaccine design
and development of novel treatments for CD4+ T cell-mediated autoimmune diseases.

Keywords: CD4+ T cells; memory T cells; autoimmune disease; effector memory T cell; central
memory T cell; tissue-resident T cell

1. Introduction

CD4+ T helper (Th) cells play a central role in the immune system and carry out multiple functions
including activation, coordination, modulation, and regulation of innate and adaptive immune
responses. These various functions of Th cells are necessary to attain effective immune responses
against a variety of different pathogens, while maintaining self-tolerance and avoiding undesired
attacks against self-tissues [1–3]. The regulation of immune responses by Th cells is accomplished
through the secretion of specific cytokines, which, together with a “master” regulatory transcription
factor, define the respective Th cell subset and its specialized functions and attributes [1–4]. While
much is known about the effector function of Th cells, the roles and biology of memory CD4+ T cells are
more complex and less well understood. Moreover, the function of memory CD4+ T cells in mounting
an immune response can only partially be defined by the precursor Th subset from which the primary
immune response originated. An additional layer of complexity is added by the different memory
CD4+ T cell subsets generated during the primary immune response [3,5]. Memory T cells are generally
subdivided into three main populations: central memory T cells (TCM), effector memory T cells (TEM),
and tissue-resident memory T cells (TRM). At present, these memory T cell subsets are primarily
characterized by their phenotype, migratory properties, and tissue homing patterns, which in many
instances imply unique functional attributes [5–7].

Antigen (Ag)-specific naïve CD4+ T cells are first activated in lymphatic tissues by professional
Ag-presenting cells (APCs) presenting their specific antigen on major histocompatibility complex
(MHC) class II molecules and providing costimulatory signals, for example in the context of an
infection with microbial pathogens. Activated CD4+ T cells proliferate and differentiate into specific
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Th subsets, which will mount distinct immune responses directed against specific pathogens [8]. After
the infectious pathogen has been cleared, the majority of effector Th cells will undergo apoptosis, while
the remaining cells contribute to the CD4+ memory T cell pool [9]. The importance of memory T cell
generation centers on the ability to provide a faster and augmented immune response upon secondary
exposure to previously encountered microbial pathogens. The ability of memory T cells to respond
faster and more efficiently is based on several essential characteristics, which render them superior in
their ability to alter the outcome of infections. First, memory T cells have a lower activation threshold
and are less co-stimulation dependent [10]. Therefore, upon re-challenge, memory T cells will generate
robust effector responses more effectively and faster as compared with a primary T cell response [11–13].
Similar to the effector response generated by recently-activated naive T cells, the effector response of
memory T cells is dependent on the nature and context of their encounter with their cognate antigen, for
example provided by cues such as cytokines in the microenvironment [14]. Second, the frequencies of
Ag-experienced memory T cells are much higher than those of naïve T cells during a primary immune
response [14–16]. The higher frequencies of Ag-specific memory T cells increase their likelihood to
encounter their cognate antigen faster upon re-infection, and to more rapidly generate a larger effector
T cell pool [17,18]. Third, unlike naïve T cells, which circulate between secondary lymphatic tissues
(i.e., lymph nodes) and blood, memory T cells circulate between lymphatic, blood, and peripheral
tissues (e.g., lungs, gut, or skin) [19,20]. This allows memory T cells to directly and rapidly respond
to the presence of pathogens in peripheral tissues. More recently a subset of non-circulating and
tissue-homing memory T cells was identified and termed TRM [21–23]. Both CD8+ and CD4+ TRM have
been described [reviewed in 24]. TRM cells migrate to specific peripheral tissues locations, including
the skin, liver, and lungs, and take up permanent residency. Importantly, the strategic location of TRM

at many barrier sites such as the skin and mucosal tissues, where pathogens preferentially seek access,
enhances the likelihood that they rapidly encounter pathogens upon infection. CD8+ TRM have been
reviewed elsewhere [24–26] and this review will focus on CD4+ TRM.

Taken together, the unique characteristics of memory T cells enhance their ability for in situ
immune surveillance, increase their likelihood for faster encounter of pathogens at the site of infection,
and facilitate the generation of more rapid and generally superior effector responses.

2. Memory T Cell Development

2.1. Development Pathways

The developmental pathways of memory T cells are still not fully understood, and there are some
controversies as to the different models proposed (reviewed in [27]), and compelling evidence exists
for each of the models. The models are shown in Figure 1 and are summarized below.

The linear model of memory T cell development (Figure 1a) suggests that during the contraction
phase of a primary T cell immune response, the surviving effector T cells differentiate into TEM,
which will then give rise to TCM [27,28]. In contrast, the asymmetrical model of memory T cell
development (Figure 1b), also called the bifurcative model, suggests that two daughter cells of the
same T cell clone can undergo different fates: the daughter cell proximal to the immunological synapse
can give rise to both terminally-differentiated effector cells and TEM, while the distal daughter cell
gives rise to TCM [29]. a third model (Figure 1c, self-renewal model) proposes that naïve T cells first
give rise to either self-renewing TCM or effector T cells, and that those can further differentiate to
TEM, which give rise to terminally-differentiated effector cells in non-lymphoid tissues [27]. Pepper
and Jenkins suggested an additional model for the generation of memory CD4+ T cells. In this
“simultaneous” model (Figure 1d), the effector T cell subset (e.g., Th1 or Th2) determines the fate of
the generated memory T cell subset. For instance, Th1 cell or Th17 cell subsets will give rise to TEM,
whereas T follicular helper (TFH) cell subset will generate TCM upon help from B cells [30].
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Figure 1. Developmental models of memory T cells: (a) In the linear model, effector T cells or memory
precursor cells (yellow) are generated following activation of naïve T cell by antigen-presenting cells
(APCs) presenting peptide on major histocompatibility complex (MHC) molecules. The intermediate
effectors or memory precursors give rise to mature effector memory T cells (TEM) (red) and central
memory T cells (TCM) (blue). It remains to be answered if the intermediate effectors/precursors also
give rise to tissue-resident memory T cells (TRM) (b) In the asymmetrical model, the proximal daughter
cells to the immune-synapse (naïve T cell- T cell receptor (TCR) + peptide and MHC-APC) develop
into TEM, while the distal daughter cells develop into TCM. It is currently unknown which cells give
rise to TRM (green). (c) In the self-renewal model self-renewing effector T cells or TCM are generated
from naïve T cells. These self-renewing cells can then give rise to TEM cells. It is unresolved if TRM are
generated from self-renewing TCM/effector cells or from TEM. (d) In the simultaneous model naïve T
cells first differentiate into different T cell subsets. T cell subsets give rise to different memory subsets
as follows: Th1 and Th17 cells (dark gray) generate TEM, while TFH cells (light gray) generate TCM.
The T helper cell subset(s) that generate TRM has not yet been identified.

2.2. Role of T Cell Receptor Signaling Strength and Precursor Frequencies for Memory T Cell Development

Central to memory T cell development are the roles of T cell receptor (TCR) signaling strength
and T cell precursor frequencies. The TCR signaling strength is determined by the affinity of the TCR
for Ag and MHC molecules, the density of antigen presented on APCs, and the duration of the TCR
interaction with peptide-loaded MHC [31,32]. The degree of these parameters affects TCR-dependent
biochemical pathways which result in changes to T cell transcriptional profiles, to either promote or
inhibit memory T cell generation [33,34]. This appears to be regulated via differences in the ratios of
several transcription factors, including Bcl-6, Blimp-1, Eomes, and T-bet [33,35,36], their upstream
regulators nuclear factor of activated T-cells (NFAT) and nuclear factor kappa-light-chain-enhancer of
activated B cells (NF-κB), or by directly affecting the expression of cytokines and cytokine receptors,
such as IL-2 and the IL-2 receptor alpha chain (CD25), which synergize with TCR signaling to affect
memory-cell development [35,37,38]. For memory CD8+ T cells, it is generally accepted that TCR
signaling strength inversely correlates with memory-cell formation [33]. However, for the generation
of memory CD4+ T cells the data are less clear, as described below [38–41].

CD4+ T cells have been shown in several systems to compete for Ag, and a higher TCR affinity
for Ag may affect the access of T cells to Ag [42–44]. Thus, TCRs with higher affinity for Ag are
likely to promote greater expansion of Ag-specific T cells, and thereby increase the reservoir of T cells
that could potentially enter the memory T cell pool. Furthermore, stable and sustained interaction
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with antigens is a critical determining factor for promoting the differentiation of memory CD4+ T
cells during acute viral infection [45]. In contrast, low affinity TCRs for MHC plus Ag results in T
cell memory with shorter lifespan and with impaired secondary responses upon re-challenge [46,47].
Not only may TCR affinity for MHC and Ag influence the generation of memory T cells, but it may
also affect their recruitment into different memory T cell subsets and their lifespan. McKinstry et al.
reported that CD4+ T cells require signals from MHC class-II molecules and CD70 during the effector
phase of an immune response, and are dependent on IL-2 signaling in order to generate long-lived
memory cells [48]. It has been proposed that TCM may require relatively stronger TCR stimuli for their
generation, while relatively weaker antigenic stimuli may generate TEM. Consistent with this notion,
naïve CD4+ T cells require prolonged exposure to antigen during the expansion phase to generate T
cell memory [39].

However, memory T cell formation is not only dependent on TCR affinity/antigen accessibility,
but also on the frequencies of naïve T cell precursors [49]. The naïve T cell precursor frequency is
defined by the fraction of naive T cells capable of responding to a specific antigenic epitope and to
enter the effector/memory Ag-specific T cell pool. For example, excessively high precursor frequencies
of Ag-specific T cells seem to have a negative impact on memory T cell formation. Accordingly, high
precursor frequencies of adoptively-transferred TCR-transgenic CD4+ T cells reduced the proliferation
and differentiation of these cells upon infection, and thereby resulted in impaired memory T cell
formation [50]. This observation is further supported by the inverse relationship between T cell
precursor frequencies and the survival of both naïve and memory CD4+ T cells [51]. Similarly, Blair
and Lefrançois showed that transfer of high precursor frequencies of TCR-transgenic naïve CD4+

T cells resulted in a lack of T cell memory, which was linked to impaired effector T cell induction,
reduced proliferation, and cytokine production [52]. Importantly, this phenomenon was independent
of IL-7R expression by the responding memory T cells. Additionally, they showed that competition
for antigen during CD4+ T cell priming is a major confounding factor for the development of the
memory T cell pool [52]. However, in these studies, during the initial priming of naïve CD4+ T cells,
the availability of Ag rather than the frequency of precursor cells per se appeared to be pivotal for
the formation of CD4+ T cell memory. Nevertheless, Ag persistence negatively affects the function
of CD4+ memory T lymphocytes and impairs their ability to produce effector cytokines, perhaps by
promoting the generation of TCM rather than TEM [53].

2.3. Role of Transcription Factors and Cytokine Signaling for Memory T Cell Development

T-bet, the master-regulator of Th1 cells, acts in an expression-level-dependent manner to regulate
formation of memory and effector CD4+ T cells, such that high expression of T-bet promotes terminal
effector cells, while intermediate to low expression promotes memory development [36]. Furthermore,
T-bet appears to regulate the generation of memory T cell subsets from effector cells: T-betlow effector
cells express the chemokine receptor (CCR) 7 and give rise to TCM cells, whereas T-bethigh effector cells
rapidly produce interferon (IFN)-γ, lack CCR7 expression and give rise to TEM cells [54]. Similar to CD4+

memory T cells, high levels of T-bet expression by CD8+ effector T cells generate short-lived memory
cells and favor terminally-differentiated effector cells, while low expression levels generate long-lived
memory cells [55]. Along these lines, the cytokine IFN-γ, which induces T-bet expression in a signal
transducer and activator of transcription (STAT) 1-dependent manner, has been shown to enhance
the development of memory CD4+ T cells generated from both naïve and effector cells [47,56,57].
Additionally, IFN-γ producing effector cells give rise to long-lived TCM and TEM [58]. Thus, it appears
that effector cytokines present during the primary response, and in particular IFN-γ, may tip the
balance in favor of the generation of specific memory T cell subsets. Moreover, since TEM cells are
generated from progenitor cells which express a master regulator (e.g., T-bet for Th1), it appears
that TEM cells maintain lineage integrity, whereas TCM cells that are generated from progenitor cells
that lack (or express at low levels) a master regulator show more lineage plasticity and can generate
different effector responses upon re-challenge [30,54]. Similarly, IL-12 induces the expression of T-bet
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in a STAT4-dependent manner in CD4+ T cells [59], and IL-12 promotes development of hepatitis B
virus (HBV)-specific CD8+ TEM cells [60]. Along these lines, although no data exists for the role of
IL-12 in development of CD4+ memory T cells, mice lacking both STAT4 and T-bet have marginally
reduced virus-specific CD4+ memory T cell frequencies as compared with mice lacking either one of
these transcription factors (STAT4 or T-bet) [61]. These data suggest that early activation of STAT4
and T-bet may not be required for development of CD4+ T cell memory; however, their expression
may affect the quality of memory responses during recall and the type (subset) of memory generated.
Although CD4+ TRM were reported to express low levels of T-bet [62], suggesting that this pathway is
dispensable for CD4 TRM maintenance, future work should investigate the role of T-bet-promoting
cytokines for regulating CD4+ TRM development, since this has not yet been fully resolved.

IL-2, via regulation of Bcl-6 expression, also plays fundamental roles in memory CD4 T cell
development [63–65]. Current dogma suggests that naïve CD4+ T cells require high levels of IL-2 to
differentiate into memory precursor cells; however, these precursor cells are then dependent on low
levels of IL-2 to develop into long-lived memory cells. IL-2 signals sustain the expression of STAT5 and
Bcl-6, and promote expression of IL-7 receptor, thereby enabling the survival and maturation of CD4+

memory T cells [48,66]. Interestingly, however, IL-2-deficient memory CD4+ T cells generate a more
vigorous and effective recall response against influenza virus than wild-type memory cells that produce
IL-2 [67], suggesting that IL-2 and Bcl-6 may have regulatory or inhibitory roles once Ag-specific T
cell memory has established, perhaps to prevent immunopathology during chronic antigen exposure.
Of note, IL-2, IL-7, and IL-15, also known as common-gamma chain receptor cytokines, play key
roles in memory (as well as in naïve and effector) CD4+ and CD8+ T cell development, homeostasis,
and maintenance [68–70]. The functions of these cytokines in CD4+ T cell memory remain somewhat
controversial, and this has been reviewed elsewhere [10,68].

Shown in Figure 2 is the integration of TCR signaling- and inflammation-dependent factors
influencing memory T cell development.

Figure 2. Factors influencing memory T cell development: Naïve T cells are activated by peptide
and MHC via TCR. High levels of interleukin (IL)-2 are critical during early TCR engagement for
memory-cell development. The memory T cell development fate is dependent on the inflammatory
milieu and TCR signaling strength. Increased levels of inflammatory signals favor TEM generation
and decreased levels of these signals favor TCM. Conversely, increased levels of TCR affinity and
precursor frequencies favor TCM development while decreased levels favor TEM. TGF-β is important
for generating TRM. How other inflammatory signals and TCR signaling strength affect TRM generation
remains unresolved.

Naturally, models of T cell memory development became more complex with the discovery of
TRM, and there are still many open questions, in particular for the generation of CD4+ TRM [15,71].
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Nevertheless, it is widely accepted that TRM require transforming growth factor (TGF)-β for their
generation, which can be produced by a variety of cells in tissues, including fibroblasts, epithelial cells,
keratinocytes, and enterocytes [72,73]. While CD8+ TRM have been at the center of research in this
area, as much as 20% of CD4+ T cells in certain tissues, such as the intestinal epithelium, also express
CD103, the prototypical marker for tissue-resident memory cells [74]. TGF-β induces the expression of
CD103 by TRM precursors and promotes their entry and retention in epithelial sites [72,73]. Moreover,
a sizable fraction of CD4+ TRM express Foxp3+, a key transcription factor of regulatory T cells, which is
induced by TGF-β signaling [75]. Therefore, these data suggest that TGF-β is a pivotal factor in CD4+

TRM generation and that CD4+ TRM may assume regulatory functions [76]. Future investigations will
elucidate the mechanisms guiding the generation of CD4+ TRM, as well as characterize their functions.

Taken together, several models have been proposed for the generation of memory T lymphocytes.
It is conceivable that more than one of these models contribute to memory T cell development in vivo,
and may be influenced by factors such as TCR signal strength and inflammatory conditions in the
microenvironment (cytokines), and in addition, costimulatory signals (e.g., CD28 family) [77] and
other environmental cues, such as chemokines and even the microbiota from the tissue in which a T
cell is activated [78–80].

3. Memory T Cell Subsets and Function

3.1. Memory T Cell Phenotype

Memory T cells are generally subdivided into three main populations: TCM, TEM, and TRM.
Human memory T cells share many phenotypic characteristics with other species such as mouse.
The phenotype of the different memory T cell subsets is discussed below and summarized in Figure 3.

Human memory T cells can be distinguished from naïve T cells by expression changes of the CD45
isoforms and increased capacity for effector cytokine production upon antigen recall [81–83]. Human
memory T cells were initially distinguished from naïve T cells by being CD45RO+ and CD45RA−,
whereas naïve T cells show the CD45RO− CD45RA+ phenotype [84–86]. Sallusto et al. subsequently
showed that CD45RA− memory T cells could be further divided into two subpopulations based on the
expression of the chemokine receptor CCR7 [28]. They proposed a model in which CD45RA− CCR7+ T
cells recirculated to lymphatic tissues and termed these cells TCM, whereas CD45RA− CCR7− T cells,
which remained in the immune periphery, were termed TEM [28,87].

For mice, Bradley et al. showed that mouse naïve and memory T cells can be phenotypically
distinguished based on the expression of CD62L (L-selectin) and CD44, and increased expression of
effector cytokines upon re-challenge. Naïve cells are CD62L+ and CD44low, whereas memory cells
(TEM) are CD62L− and CD44high [88,89]. Additional differences in cell surface marker expression
in mouse (and human) T cells have emerged to allow classification of naïve vs. memory T cells,
such as CD69 and chemokine receptors [90–92]. Reinhardt et al. showed that the CD4+ TCM and
TEM paradigm also translates to mice, and that these memory-cell subsets can be distinguished
based on the expression of CD62L and CCR7 [87,93,94]. Thus, both mouse and human TCM are
CD62L+ CCR7+, while TEM are CD62L− CCR7− [95]. Therefore, in addition to classifying memory vs.
naïve T cells based on CD45 isoforms, both human and mouse naïve T cells can be characterized by
a CD44low CCR7+ CD62Lhigh phenotype, whereas TCM are CD44high CCR7+ CD62Lhigh, and TEM cells
are CD44high CCR7− CD62Llow [96,97]. Unlike human T cells, mouse naïve and memory T cells cannot
be distinguished based on the expression of CD45 isoforms [98].

Recently, Lefrançois and colleagues described an additional memory T cell subset, termed
TRM [99]. This subset resides in peripheral tissues during or after infectious encounters and does
not recirculate between blood, lymphatics, or other peripheral tissues, as do TCM or TEM [100–102].
TRM constitutively express CD69, CD103 (integrin alpha E, ITGAE; most prominent in CD8+ TRM),
and S1PR1 (sphingosine-1-phosphate receptor 1), but they do not express CCR7 or CD62L [23,24,102].
The expression of CD69, CD103, and S1PR1 by TRM, together with the absence of CCR7 expression,
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promotes their tissue homing and impedes their tissue egress [24,100,101]. Interestingly, the expression
of CD69 and CD103 by TRM is independent of TCR signaling and Ag persistence, and may be
dependent on constitutive signaling of “alarm cytokines” such as IL-33 and type I interferons [103,104].
Human TRM are also CD45RO+ CD45RA− [105]. Interestingly, Kumar et al. recently identified
a core transcriptional profile for human CD4+ and CD8+ TRM at various sites that shows increased
expression of specific adhesion molecules (such as CD103) and production of both pro-inflammatory
and regulatory cytokines and chemokines (such as IL-2 and IL-10) [106].

Recently, the dogma of TRM as a non-circulating subset was challenged by identifying a population
of circulating CD4+ TRM in human blood, which was designated as “ex-TRM” [107]. These CD4+

ex-TRM express the skin homing and retention glycan cutaneous lymphocyte-associated antigen (CLA),
have similar phenotypic and transcriptional attributes as skin resident CD4+ CD103+ CLA+ TRM,
and share a clonal origin with CD4+ CD103+ CLA+ TRM in the skin, based on TCR sequencing [108].
Thus, these new data suggest that CD4+ TRM may reside in tissues for prolonged periods of time, but
possibly not for all of their lifespan.

Figure 3. Markers of memory T cell subsets and their precursors: Terminally differentiated TCM

(blue) and TEM (red) can be distinguished based on the expression of CD62L, CCR7, IL7R, and other
markers not shown. TRM can be further characterized based on the expression of KLF2, IL-15R, CD103,
and S1PR1. TCM can give rise to TEM and vice versa. *Recent data suggested that TRM can re-enter
the circulation.

3.2. Memory T Cell Subset Function

All memory CD4+ T cell subsets play a pivotal role in defending against pathogens [109–111].
However, their individual contributions vary, which is to some degree a function of their respective
migratory properties and tissue homing [112]. Along these lines, the expression of CD62L and
CCR7 by TCM endows them with the ability to migrate and home to secondary lymphatic tissues,
and thereby facilitates immune surveillance of antigens collected via lymphatic drainage or dendritic
cells (DCs) from peripheral tissues [113,114]. The frequencies of Ag-specific TCM are as much as
thousand-fold increased as compared with Ag-specific naïve T cells, and thereby they are able to
rapidly generate a robust effector T cell pool upon secondary encounter of cognate antigens [16].
Moreover, while TCM show a lower capacity for the production of some cytokines, such as IFN-γ
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and IL-4, as compared with TEM, they produce more IL-2 and have an overall greater capacity for
proliferation [93,115]. Thus, TCM have a higher likelihood to become activated by APCs in lymphatic
tissues upon re-infection with a previously encountered pathogen to provide a stronger and more
rapid response and proliferate rapidly to generate a large pool of pathogen-specific effector T cells.
Furthermore, CD4+ TCM provide superior B cell help, which results in faster B cell expansion, more
rapid class switching, and increased antibody production [89,116]. Indeed, CD4+ TCM with TFH cell
phenotype persist in germinal centers of draining lymph nodes following vaccination to regulate
memory B cell development and maintenance and support rapid generation of long-lived plasma cells
upon re-exposure to antigen [117,118].

In contrast to TCM, TEM preferentially recirculate between blood and peripheral tissues.
As indicated by their designation, TEM rapidly exhibit effector functions, such as the production
of cytokines upon activation. Interestingly, IL-1β promotes effector-cytokine production, such as
IL-17 and IFN-γ, by CD4 TEM cells by stabilizing the cytokine transcripts upon Ag-encounter [119].
TEM have a longer lifespan as compared with effector T cells and provide a readily-available pool for
effector T cells in the immune periphery [113]. Thus, TEM can quickly supply Ag-specific effector T
cells in peripheral tissues when the need arises, as compared with the longer time required for the
differentiation of naïve T cells into effector T cells.

3.3. CD4+ TRM Subset Function

CD4+ TRM, which reside in peripheral tissues, function as the first line of defense at these sites
together with TEM. However, TRM exhibit some unique functions different from those of TEM, and in
some cases, show more vigorous responses during secondary Ag-encounter [120–123]. For instance,
lung-resident memory CD4+ TRM cells provide optimal protection against secondary respiratory viral
challenge with influenza virus, whereas protection provided by influenza-specific circulating memory
CD4+ T cells is weaker despite their ability to expand and migrate to the lungs upon infection with
the same pathogens [121]. Likewise, optimal protection against Chlamydia infection is dependent on
the generation of mucosa (genital tract) homing CD4+ TRM, while protection provided by circulating
memory T cells is less effective [124] suggesting that mucosal CD4+ TRM are critical for optimal
protection against pathogens entering via the mucosal entry sites. Of note, tumor-homing CD4+ TRM

are more potent producers of TNF and IFN-γ compared with other tumor infiltrating T cells [125].
Additionally, CD4+ TRM directed against certain pathogens emerge and persist in peripheral tissues
following infection, such as influenza-virus-specific CD4+ TRM in the lungs and Leishmania-specific
memory CD4+ TRM in the skin [126,127]. These CD4+ TRM cells rapidly produce effector cytokines
such as IFN-γ and IL-17 upon re-challenge [126,127]. Using a new strategy for mucosal vaccination,
Stary et al. showed that IFN-γ producing CD4+ TRM are pivotal for protection against Chlamydia
trachomatis [124,128]. Similar findings have been reported for genital tract herpes simplex virus (HSV)
vaccination [120], and gastric subserous vaccination with Helicobacter pylori vaccine [129]. Therefore,
identification of mechanisms which promote the generation and retention of CD4+ TRM should be
further explored for development of more effective vaccines against a range of human pathogens [130].
Of note, female lower genital tract CD4+ TRM were identified to serve as primary targets of HIV
infection and persistence, thus providing an HIV cellular sanctuary [131]. Thus, HIV treatment
strategies and vaccines may consider targeting TRM [131].

The mechanisms by which CD4+ TRM provide enhanced protection is an area of intense research,
and some evidence suggests that they may differ from those used by circulating effector/memory
CD4+ T cells. Along this line, CD4+ TRM provide rapid protection by promoting the recruitment of
immune cells into the affected tissues [121,122,132–134]. In addition, CD4+ TRM are important for the
maintenance, distribution, and homing of CD8+ TRM in situ [135,136]. Since it was shown that CD4+ T
cells can foster the development of lung CD8+ TRM cells during infection with influenza virus [137],
it is conceivable that CD4+ TRM may also contribute to the generation of CD8+ TRM. Interestingly,
CD4+ TRM outnumber CD8+ TRM in many tissues [23,123], suggesting a critical role for CD4+ TRM in
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tissue-specific immunity and barrier function. For instance, approximately 70% to 85% of total TRM in
the human skin are CD4+ cells.

Mechanistically, CD4+ TRM cells in the skin proliferate more extensively and produce significantly
higher levels of IFN-γ, TNF, and IL-22 (and to a lesser extent IL-17 and IL-4) as compared with
circulating memory CD4+ T cells [123]. In fact, immunosurveillance of non-lymphoid tissues is
orchestrated by CD4+ TRM cells rather than by CD8+ TRM [138]. Notably, CD4+ TRM share overlapping
transcriptional, phenotypic, and location-specific functional properties with CD8+ TRM and orchestrate
local recall responses [138]. In contrast to CD8+ TRM, the human skin is populated with CD4+ TRM

which are either CD103+ and reside primarily in the epidermis, or CD103- which mainly reside in
the dermis [123]. Interestingly, CD103+ CD4+ TRM in skin show lower proliferative capacity but
increased effector function as compared with CD103- CD4+ TRM, independent of their location in the
dermis or epidermis [123]. These data suggest that CD103+ and CD103- CD4+ TRM cells encompass
unique functional attributes in which CD103+ TRM cells provide robust effector responses (cytokine
production), while CD103- TRM cells proliferate extensively to supply the Ag-specific CD4+ TRM

cell pool. Future studies should investigate the cross-regulation between these two populations and
whether CD103− CD4+ TRM can give rise to CD103+ TRM cells or vice versa. Finally, the generation
and retention of skin CD4+ TRM was shown to be dependent on skin-resident CD8+ T cells or CD11b+

skin-resident macrophages [139], adding to the complexity in this system.
In addition to providing enhanced tissue protection, CD4+ TRM have also been implicated in

undesired immunopathology of inflammatory diseases and they may contribute to the persistence
of inflammatory cells and chronic inflammation in the affected tissues [140–142]. Nevertheless,
approximately 10% of CD4+ TRM express the transcription factor Foxp3 and are thought to have
regulatory functions [143]. In this context, Foxp3+ CD4+ T cells enter and reside in the skin during
the neonatal period and mediate tolerance to commensal, non-pathogenic microbes [144]. Therefore,
it will be critical to elucidate the mechanisms of CD4+ TRM developmental pathways, generation and
maintenance, and their intersection with anti-microbial, regulatory, or pathologic functions to elicit
optimal protection, while avoiding tissue damage.

In summary, memory CD4+ T cell responses and their unique functional attributes provide
critical contributions to protection against microbial pathogens [111]. These include increased cytokine
production, regulation of innate immune cell functions, mobilization of immune cells to sites of
infection, providing B cell help, and enhancing cytotoxic T cell responses [111]. Robust and rapid
local responses are provided at entry sites of infection by CD4+ TRM, which tailor immune-responses
to specific tissues and the local microenvironment by providing local cues, mediating the rapid
recruitment of other immune cells, and by regulating and maintaining other tissue-resident cells,
including CD8+ TRM.

4. Memory CD4+ T Cells in Autoimmunity

Memory CD4+ T cells are of great interest in the context of autoimmune diseases because of
their long-lived nature, efficient responses to antigens, and unique potential to mediate recurring
autoimmune responses. However, until now, T cell memory has been more extensively investigated in
the context of infectious diseases and its role in autoimmune diseases is not fully elucidated. Here,
we will summarize and discuss some of the most pertinent findings on memory CD4+ T cells in
autoimmune diseases, with special focus on multiple sclerosis (MS) and its animal model experimental
autoimmune encephalomyelitis (EAE).

4.1. Persistence of Autoreactive Memory T Cells in Autoimmune Diseases and the Role of Immunoscenescence

Autoreactive memory CD4+ T cells have been studied in patients in several autoimmune disease
conditions [145,146]. For instance, patients with MS and psoriasis show increased numbers of memory
CD4+ T cells as compared with healthy individuals, suggesting that memory CD4+ T cell are critical
mediators of autoimmune disease [147]. Subsequent work in animal models of autoimmune diseases
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further highlighted the roles which memory CD4+ T cell play in promoting autoimmunity. Along
these lines, adoptive transfer of autoreactive memory CD4+ T cells is sufficient to induce disease, for
example in animal models of MS, diabetes, and uveoretinitis [148–150]. However, while autoreactive
CD4+ memory T cells are sufficient to induce autoimmune pathology, the context that these cells are
transferred into is important. For example, in an elegant study in EAE, neonatal mice were injected with
myelin basic protein (MBP)-specific CD4+ T cells to allow the generation of MBP-specific memory CD4+

T cells prior to adulthood [151]. Importantly, these animals remained healthy despite the presence of
memory CD4+ T cells in lymphoid tissues when they reached adulthood. However, mice that had
received MBP-specific CD4+ T cells developed earlier and had more severe EAE disease when they
were immunized with MBP in complete Freud’s adjuvant (CFA) as compared with mice that received
ovalbumin (OVA)-specific CD4+ T cells. These data suggest that memory CD4+ T cells that develop at
early ages (prior to adulthood) may have regulatory functions, or that autoreactive memory T cells can
form and persist in healthy individuals but may require additional events in order to become activated
and induce disease. Nevertheless, these data demonstrate that autoreactive CD4+ memory T cells
generate a more vigorous response upon exposure to autoantigen as compared with Ag-inexperienced
naïve autoreactive T cells. These data also suggest that the re-activation of autoimmune memory T cells
requires a lower Ag threshold than that of naïve T cells, similar to pathogen-reactive memory T cells.

Along these lines, a critical unresolved question for future studies is how T cell senescence and
aging affects memory T cell functions. The effect of aging on CD4+ naïve and memory T cells in
the context of infectious diseases has been studied and extensively reviewed elsewhere [152–155].
Immunoscenescence (i.e., ageing of the immune system) is characterized by a decline of adoptive and
innate immune cell functions, including of CD4+ T cells [152,156]. However, aging is also associated
with autoimmune phenomena, and certain autoimmune disease conditions are more frequently
observed in elderly individuals [157]. Moreover, aging and T cell immunoscenescence has been
associated with MS and EAE [158]), as well as with other autoimmune diseases [159,160]). Furthermore,
treatment efficacy and development of progressive multifocal leukoencephalopathy in MS patients
has been linked and associated with immunoscenescence [161–163]. As the role of the aging immune
system in infectious diseases and autoimmunity appears somewhat contradictory [160], an interesting
question is how does the inflammatory environment during aging/immunoscenescence contribute
to and modulate autoimmune memory? Along these lines, a recent interesting study showed that
aging promotes the development and accumulation of extreme pro-inflammatory cytotoxic CD4+ T
cells, as well as anti-inflammatory regulatory T cells (Tregs) (~30% of the total T cell pool) [164]. How
these findings affect autoreactive memory T cells will be an interesting question for further research.
Furthermore, many pressing questions remain to be further explored, for instance, which antigens
these cells recognize and/or their clonotypes both in healthy individuals as well as in autoimmune
disease, what are the mechanisms that maintain or revoke the activation/quiescence of these cells,
and what is their relationship to memory T cells? Taken together, immunoscenescence may have
important implications for the approach to treating autoimmune diseases in the elderly.

4.2. Role of Autoantigen for Memory T Cells

A question central to autoimmune memory is which autoantigens the memory CD4+ T cells
recognize in human autoimmune diseases. The answer to this question could provide insights
into mechanisms that promote escape from immune tolerance. For instance, rheumatoid arthritis
(RA) patients exhibit memory CD4+ T cells specific for various citrullinated antigens, including
citrullinated aggrecan and citrullinated vimentin, which correspond to autoantibodies directed against
citrullinated antigens and proteins in these patients [165–167]. Furthermore, CD4+ memory cells with
a Th17 phenotype and specific for a citrullinated vimentin epitope expanded more significantly in RA
patients with active disease and significantly decreased upon anti-TNF treatment [168]. Additionally,
memory CD4+ T cells recognizing glycosylated type II collagen peptides have been identified in
RA patients [169]. Together, these data suggest that post-translationally modified autoantigens,
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and particularly citrullinated autoantigens, may be critical to drive RA progression and increase
the number of autoreactive memory T cell clones. Memory CD4+ T cells from MS patients have
been reported to recognize several neuroantigens, particularly myelin antigens, including myelin
oligodendrocyte glycoprotein (MOG) and MBP [170,171], and T cell responses against these autoantigens
are pathogenic in its animal model EAE [151]. It remains to be determined whether modifications of
myelin antigens also play a role in MS patients, similar to RA, and whether this results in generation
of autoreactive memory CD4+ T cells. This may provide important clues for the role of autoreactive
memory T cells in disease etiology and progression. Taken together, strong evidence supports a key
role for memory CD4+ T cells in the pathogenesis of autoimmune diseases. Important remaining
questions will center on the mechanisms that activate, sustain, and regulate these autoreactive T cells.

4.3. Autoreactive Memory T Cells with Th17 Cell Phenotype

Th17 cells are key drivers of many chronic autoimmune disease conditions, including MS, RA,
and psoriasis [2,172,173]. Thus, memory T cells with a Th17 cell phenotype have been reported in
many of these conditions. Th17 cells can give rise to self-renewing CD4+ TEM that maintain their
Th17 cell phenotype [174]. Moreover, CD4+ TCM with Th1 and Th17 phenotype were reported as
selectively increased in blood of MS patients and to correlate with disease severity. Interestingly,
the transcriptional profile of blood Th1 TCM and Th17 TCM strongly resembled conventional effector
Th17 cells (and not Th1 cells) with more pathogenic features. The cerebrospinal fluid (CSF) of these
patients contained mainly CXCR3-expressing Th1/Th17 TCM cells. However, CSF Th17 TCM cells of
MS patients reacted strongly to myelin-derived self-antigens (including MOG and MBP), while Th1
cells responded consistently only to virus antigens (such as Epstein–Barr virus). Additionally, the CSF
Th1 TCM and Th17 TCM from MS patients had the capacity to produce high levels of pathogenic
cytokines upon activation, including IFN-γ, IL-17, GM-CSF, and IL-22 [170]. Moreover, IL-23, which is
essential for terminal differentiation of pathogenic Th17 cells [175], has been proposed to regulate
memory Th17 cell generation and function. In support of this view, IL-23 drives the proliferation and
expansion of memory Th17 cells from MS patients and promotes expression of IL-17 and IFN-γ in these
cells [176]. Similarly, IL-23 signaling is critical for development and proliferation of memory Th17 cells
in EAE [177], and memory CD4+ T cells in EAE mice proliferate more and produce more IFN-γ but less
IL-17 as compared with effector T cells [148]. Furthermore, a population of gut resident CD161+ Th17
cells was identified in patients with Crohn’s disease. These gut-homing memory Th17 cells expressed
high levels of pro-inflammatory cytokines, including IL-17, IL-22, and IFN-γ upon re-activation with
αCD3 and αCD28 in presence of IL-1β and IL-23 [178]. Moreover, in an animal model of colitis, IL-23
promotes the proliferation of memory CD4+ T cells and increases the expression of IFN-γ and IL-17 to
promote inflammation [179]. Thought-provokingly, IL-21, a cytokine that is expressed by Th17 cells and
enhances their development and expansion in an autocrine fashion [180,181], was reported to inhibit
de novo generation of pathogenic Th17 (and Th1) effector T cells from IL-21-expressing TCM cells.
These data indicate a potentially protective role for IL-21+ TCM in the context of autoimmunity [182].

4.4. Autoreactive TCM and TEM Subsets and Disease-Modifying Therapies

A critical remaining question centers on the functional attributes of the different memory
CD4+ T cell subsets (i.e., TCM, TEM, and TRM) in promoting autoimmune disease. Although both
autoantigen- specific CD4+ TCM and TEM cells have been reported, the generation of CD4+ TEM appears
more common [183]. This phenomenon is attributed to the presence of chronic autoantigen exposure,
which appears to favor the development of CD4+ TEM while hindering CD4+ TCM cell formation, similar
to chronic infection settings [174,178,183]. Along these lines, MS and systemic lupus erythematosus
(SLE) patients show higher frequencies of autoreactive CD4+ TEM and lower CD4+ TCM in peripheral
blood compared with healthy controls [183]. Similar results were reported in patients with colitis,
type 1 diabetes, and other autoimmune diseases [174,178,183]. Interestingly, unlike pathogen-specific
memory T cells, which are long-lived and highly proliferative, memory CD4+ T cells from autoimmune
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disease patients are more likely to undergo apoptosis and are less likely to proliferate, most notably for
CD4+ TCM [183]. These data suggest that chronic autoimmune disease conditions promote memory
CD4+ T cell death and inhibit their proliferation and survival. Determining how differentiation and
survival of different subsets of memory CD4+ T cells in autoimmune disease conditions are affected by
factors such as cytokine milieu and the presence of autoantigens may lead to potential new avenues
for treatment of disease progression and relapses.

Further implicating memory T cells in MS are the results of treating MS patients with fingolimod
(also known as FTY720), an S1P receptor (S1PR) antagonist which is thought to act by downregulating
the expression of S1PR1 on lymphocytes and is now approved for the treatment of relapsing MS [184,185].
Responsiveness to S1P (via S1PRs) and S1P-dependent tissue trafficking from lymphoid tissues to
inflamed tissues are complex and reviewed elsewhere [186,187]. Briefly, S1P acts to promote lymph
node egress by overcoming retention signals mediated by factors such as CCR7 [188]. Additionally,
TCM largely depend on the S1P/S1PR-axis to traffic/exit from lymphoid tissues to the blood circulation,
while TEM which are CCR7low, have already egressed to the circulation and do no-longer rely on
S1P/S1PR1 [187,188]. Thus, fingolimod prevents the circulation of TCM but not TEM to the CNS and
promotes (CCR7-mediated) TCM retention in secondary lymphoid tissues [189]. TRM cells do not
express S1PR1 as they do not express its transcription factor KLF2 (Figure 3) [24]. Along these lines,
fingolimod treatment of MS patients showed a marked reduction in blood-circulating CD4+ TCM but
not in TEM [189,190]. Subsequent studies showed that fingolimod affected primarily IL-17-producing
CD4+ TCM [191]. Interestingly, fingolimod-treated relapsed MS patients showed greater percentages of
CD4+ TCM (and naïve cells) but not TEM, suggesting that CD4+ TCM may be involved in promoting
relapses following fingolimod treatment in MS patients [192]. Furthermore, fingolimod treatment was
associated with elevated frequencies of CD56+ memory T cells, and increased granzyme (GZM) B,
perforin, and Fas ligand expression in memory T cells in MS patients, and interestingly, this T cell
phenotype was also associated with clinical relapses [192]. Additionally, Herich et al. demonstrated
that CD4+ TEM expressing high levels of CCR5 and GZMK are involved in CNS immune surveillance
in healthy individuals, but that this subset was dominant in peripheral blood mononuclear cells of MS
patients, and that natalizumab (anti-α4-integrin) treatment significantly decreased these cells [193].
Furthermore, the CCR5high GZMK+ CD4+ TEM subset shares many transcriptional features with TRM

and Th17 cells, suggesting that it could play a central role in CNS pathology [193].
Therapies aimed at modulating the function of autoreactive memory T cells should take advantage

of the current understanding of mechanism that regulate effector T cells (Table 1). For example, are
immune checkpoints similarly effective in memory T cells as compared to effector T cells? Furthermore,
what is the impact of regulatory T cells on memory T cell pool and function? At least some of
the mechanisms known to regulate effector T cells act differently on memory T cells, which could
potentially be explored therapeutically. a better understanding of these critical mechanisms may have
major implications for therapeutic intervention for autoimmune diseases, for instance by targeting the
common gamma-chain-receptor cytokines (e.g., IL-7, IL-15), which greatly affect naïve and memory
CD4+ T cell development and homeostasis in healthy individuals and infectious diseases [194,195].Thus,
future work should focus on further unraveling the different mechanisms by which memory T cell
subsets contribute to autoimmune inflammatory diseases, and elucidate mechanisms by which
regulatory mechanisms and therapeutic drugs may affect memory T cell subset effector functions and
migratory capacities.
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Table 1. Regulation of memory and effector CD4+ T cells. Abbreviations used: programmed cell death
protein 1 (PD-1), B-and T-lymphocyte attenuator (BTLA), lymphocyte-activation gene 3 (LAG-3), T-cell
immunoglobulin, mucin-domain containing-3 (TIM-3), and dendritic cell (DC).

Mechanism of Regulation Effector T Cells Memory T Cells Reviewed in Reference(s)

Immune checkpoints/ T cell
exhaustion

PD-1 [196]
BTLA [197]
LAG-3 [198]
TIM-3 promotes effector
responses [199]

CTLA-4 [200]
LAG-3 [198]
TIM-3 suppresses memory
differentiation [199]

[196–200]

Antigen persistence

Low antigen dose results in
suboptimal activation
High antigen and prolonged
exposure results in
exhaustion

Lower activation threshold
Lower co-stimulation
dependence may facilitate
exhaustion

[53,201,202]

Regulatory T cells

Secretion of inhibitory
cytokines —IL-10, TGF-β
Metabolic regulation
(indirectly) via modulation of
DC functions

Secretion of inhibitory
cytokines —IL-10, TGF-β
Metabolic regulation
(indirectly) via modulation of
(DC) functions

[203–205]

Cytokines in the
maintenance/development
of effector and memory cells

Depends on the subset [2,206]:
Th1: IL-2, IFN-γ, IL-12
Th2: IL-4, IL-2
Th17: TGF-β, IL-6, IL-1, IL-23
Tregs: TGF-β

IL-7 [207–209]
IL-15 [210,211] [2,206–211]

5. Concluding Remarks

A better understanding of the immunobiology of CD4+ memory T cells in chronic autoimmune
diseases is critical to develop better treatments. While it is understood that there are differences in
memory T cell populations and subpopulations in autoimmune disease conditions, there are important
gaps in the current understanding of how these cells develop and how the host microenvironment,
including antigen exposure and cytokine milieu, affect the function and maintenance of these cells.
Additionally, it remains incompletely understood if and how these cells differ from memory T cells
directed against infectious pathogens in terms of activation thresholds, cytokine secretion, and long-term
survival, and how regulatory mechanism apply to these cells as compared with naïve/effector T cells.

CD8+ and CD4+ TRM cells were identified in human brain and in lesions of MS patients [212,213],
and recent research primarily focused on the role of CD8+ TRM cells and their contribution to
autoimmune pathology in MS and EAE [212–216]. However, autoimmune CD4+ TRM are not as
well studied, and many critical questions remain as to their potential contribution to autoimmune
disease pathology. Moreover, a better understanding of the role of autoreactive, pathogenic CD4+ T
cells in relapses and progression of autoimmune diseases could have major therapeutic implications.
Addressing these questions will be paramount to develop better treatments for CD4+ T cell-driven
autoimmune diseases.
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Abstract: Over the past years, an increasing amount of evidence has emerged in support of the
kynurenine pathway’s (KP) pivotal role in the pathogenesis of several neurodegenerative, psychiatric,
vascular and autoimmune diseases. Different neuroactive metabolites of the KP are known to
exert opposite effects on neurons, some being neuroprotective (e.g., picolinic acid, kynurenic
acid, and the cofactor nicotinamide adenine dinucleotide), while others are toxic to neurons (e.g.,
3-hydroxykynurenine, quinolinic acid). Not only the alterations in the levels of the metabolites but
also disturbances in their ratio (quinolinic acid/kynurenic acid) have been reported in several diseases.
In addition to the metabolites, the enzymes participating in the KP have been unearthed to be involved
in modulation of the immune system, the energetic upkeep of neurons and have been shown to
influence redox processes and inflammatory cascades, revealing a sophisticated, intertwined system.
This review considers various methods through which enzymes and metabolites of the kynurenine
pathway influence the immune system, the roles they play in the pathogenesis of neuroinflammatory
diseases based on current evidence with a focus on their involvement in multiple sclerosis, as well as
therapeutic approaches.

Keywords: kynurenine pathway; kynurenic acid; oxidative stress; quinolinic acid; N-acetylserotonin;
IDO; NAD+, multiple sclerosis; laquinimod

1. Introduction

Even though kynurenic acid was discovered roughly 170 years ago, it was not until the 1970s and
1980s that the kynurenine pathway (KP) sparked substantial interest among neuroscientists. This was
due to the discovery that the two major products of the pathway, kynurenic acid (KYNA) and quinolinic
acid (QUIN), possess significant, yet opposing effects on various neuronal cells and physiological
processes [1]. The KP was found to be responsible for the overwhelming majority (>90%) of peripheric
tryptophan (TRP) metabolism [2]. In the early days of kynurenine research, the belief held for a long
time that the main purpose of the KP is solely the production of nicotinamide adenine dinucleotide
(NAD+), a coenzyme already known to be a pivotal molecule in a vast amount of vital biochemical
processes including, but not limited to being a key component in several redox reactions and being
vital to mitochondrial function [3]. In the past decades, however, significant attention has been directed
to the enzymes and metabolites of the KP, after the discovery that an alteration can be found not only in
the metabolite levels but in the activity of the enzymes producing them as well in numerous disorders.
They have been implicated to play a role in neurodegenerative, psychiatric and developmental
diseases, infections, tumors, autism, vascular diseases, allergies, transplant rejections, cancer immunity,
immune privilege disorders and also in various autoimmune and neuroinflammatory conditions [4–10].
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Kynurenic acid was the first member of the “kynurenine family” derived from the essential amino acid
TRP. KYNA has been intensively studied in the past decades, has turned out to be a potent antagonist
of excitatory ionotropic glutamate receptor on both the N-methyl-D-aspartate (NMDA) and glycineB
site. On the other hand, the other main derivate of the pathway, quinolinic acid, is a selective agonist
of the aforementioned receptor. The activation of the NMDA receptors (NMDAR) results in a cationic
influx (Na+, Ca2+, K+) to the cell; the subsequent increase in intracellular Ca2+ level activates several
downstream signaling pathways and secondary messenger molecules, which ultimately lead to various
synaptic alterations. The superfluous activation of the NMDARs, however, causes an excessive inflow
of Ca2+ ions, eliciting neurotoxicity and cellular damage, which can even induce neuronal cell death.
Neuronal damage due to the excitotoxicity caused by excessive NMDAR activation has been linked to
a number of neurodegenerative disorders including Huntington’s, Alzheimer’s disease, amyotrophic
lateral sclerosis (ALS), and multiple sclerosis (MS) [11]. Additional to the confirmed excitotoxicity
mediated by the overactivation of the NMDARs, an increased level of QUIN was reported in the
pathogenesis of these diseases as well [4–8,11]. In addition to finding an elevation in QUIN levels,
a decreased amount of KYNA was observed in some of these diseases. This raised the question, that not
simply the increasement of QUIN is essential to the pathogenesis, but a more complex dysregulation
is underlying, causing a shift of the KYNA to QUIN ratio. Nowadays, through the advancement of
genetic and molecular diagnostics, we gain an increasing amount of insight into the pathomechanism
of the diseases burdening humanity; the KP seems to be a key player in many of them. In this review,
following a concise introduction about the KP and its two most well-defined neuroactive metabolites,
we aim to bring together recent evidence of their diverse effect on immunoregulatory mechanisms and
their involvement in MS with a focus on a potential future therapeutic approach.

2. The Production and Metabolism of Kynurenines

Tryptophan is not only one of the most scarcely found amino acid in mammalian organisms
(comprising roughly only 1–1.5% of the total protein amino acid content), but is also an essential amino
acid for humans and the precursor amine for the synthesis of essential proteins, nicotinic acid, NAD+,
the neurotransmitter serotonin, N-acetylserotonin (NAS), and melatonin [12]. The metabolism of TRP
can occur through two major pathways: the methoxyndole pathway (also known as the serotonin
pathway, which accounts for ~5% of the metabolism) and the KP. The KP represents the primary
route of metabolism for both the periphery and the central nervous system (CNS), accounting for
approximately 95% of the TRP metabolism [13]. The metabolism of TRP is conducted by a chain of
enzymes mostly found in glial cells after TRP enters the CNS and passes the blood-brain barrier (BBB)
via the non-specific and competitive L-type amino acid transporter [14]. Roughly 10% of the total
TRP circulating in the blood is bound to albumin; the rest of the unbound TRP can be transported
across the BBB by the aforementioned transporter [3]. After entering the CNS, TRP can enter either the
kynurenine pathway or the methoxyndole pathway.

2.1. Kynurenine Pathway

All of the intermediary metabolites of the KP are called kynurenines. The first and rate-limiting
step of the KP is the conversion of TRP into N-formyl-l-kynurenine by two enzymes. The first enzyme,
indoleamine 2,3-dioxygenase (IDO-1) is most prominently expressed and has the highest activity in
dendritic cells [15,16]. It has also been shown to be overexpressed in certain neoplastic tissues [17–19]
and underexpressed/defective in cases of autoimmune and neuroinflammatory diseases [20–24].
The isoenzyme IDO-2 is mainly expressed in the liver. The second enzyme responsible for the
conversion of TRP, tryptophan 2,3-dioxygenase (TDO) is also abundantly expressed in the liver, is
responsible for the regulation of the systemic levels of TRP [25]. TDO is also expressed, in lower levels of
the CNS: in neurons, endothelial cells, and astrocytes, and similarly to IDO-1, it has been recently found
in tumor cells [6,26]. IDO-1 can be potently induced by IFN-γ, TGF-β, Toll-like receptor ligands, and
polyamines [27–29]. L-kynurenine is formed afterward from N-formyl-l-kynurenine by a formidase.
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The activity of the two rate-limiting enzymes under physiological circumstances are normally quite
low in the CNS [30]. Approximately 60% of metabolism along the KP in the brain is mediated by the
uptake of the main metabolite, kynurenine from the blood by glial cells through the neutral amino acid
carrier [31–33]. The pivotal product, l-kynurenine takes a central position in the pathway, as it can
diverge into three very distinct directions from this molecule. L-kynurenine can be further processed by
the enzymes kynureninase, kynurenine aminotransferases (KAT; thus far, four isoenzymes have been
identified, of which KAT1 and -2 play a capital role in humans [34]), and kynure-nine 3-monooxygenase
(KMO). The activity of these enzymes results in the formation of 3-hydroxy-l-kynurenine, KYNA,
and anthranilic acid (ANA), respectively. The next molecule, 3-hydroxyanthranilic acid can be either
formed from ANA by nonspecific hydroxylases or from 3-hydroxy-l-kynurenine by the action of the
kynureninase enzyme. 3-hydroxy-l-kynurenine can be further converted into xanthurenic acid by the
KAT enzymes. 3-hydroxyanthranilic acid is further metabolized by 3-hydroxyanthranilate oxidase
(3-HAO) into 2-amino-3-carboxymuconate-semialdehyde, an unstable compound. It can be degraded
to 2-aminomuconic acid or enzymatically converted into the neuroprotective picolinic acid by the
2-amino-3-carboxymuconate-semialdehyde decarboxylase, or non-enzymatically transormed into
QUIN (predominantly in dendritic cells infiltrating the CNS and in microglia), a neurotoxic precursor
of NAD+ and NADP+ (Figure 1).

 

Figure 1. The kynurenine pathway of tryptophan metabolism.

123



Cells 2020, 9, 1564

2.2. Methoxyndole Pathway

Another direction of TRP metabolism is through the methoxyndole/serotonin pathway. First,
TRP is converted to 5-hydroxy tryptophan by the tryptophan-5-hydroxylase, which afterwards is
transformed into 5-hydroxytryptamine (also known as serotonin) by the aromatic L-amino acid
decarboxylase enzyme. Second, serotonin is acetylated by an alkylamine N-acetyltransferase forming
N-acetylserotonin, which in the end is methylated by an acetylserotonin O-methyltransferase to form
melatonin (Figure 1).

3. Neuroactive Metabolites of Tryptophan

3.1. Kynurenic Acid

As mentioned before, KYNA is the end product of one of the three separate branches of the KP.
The formation of KYNA is not only segregated from the other pathways (mainly the QUIN branch)
enzymatically but physically as well [8,35,36]. In contrast to other products of the KP, KYNA—based
on in vitro studies—is mainly considered to be formed in astrocytes, while the other metabolites are
produced in microglial cells [37–43]. Additionally, opposed to several other KP metabolites—because
of its polar nature and the lack of transporter mechanisms—KYNA produced in the periphery cannot
cross the BBB. In order to exert its function in the CNS it has to be de novo synthesized there, for most
of which (~75%) the KAT2 enzyme is responsible [44]. The reported concentrations of KYNA in the
brain are 0.2–1.5 μM [45–47] (Table 1).

Table 1. Major binding sites and actions of kynurenic acid.

Receptor Ligand Action IC/EC50 Effect

GPR35 cGMP, LPA, T3, rT3, DHICA Agonist 1–10 μM [48–52] hyperpolarisation,
adenylate cyclase inhibition

AHR Xenobiotic chemicals Agonist 10-100 μM [53–55] migration, proliferation,
immunmodulation

NMDAR Glycine, D-serine
(glycine-2 co agonist NR1 site) Antagonist ~8–10 μM [56–60]

excitation, plasticity,
neurodegeneration,

depolarization, Ca2+ influx

NMDAR Glutamate, NMDA
(glutamate/NMDA NR2 site) Antagonist ~200–500 μM

[57,58,60–65]
excitation, neurodegeneration,

depolarization, Ca2+ influx

AMPA/
Kainate Glutamate Antagonist ~250 μM [57,58,64–66] excitation, depolarization

Free
radicals n/a n/a >200 μM [67,68] hydroxyl, superoxide radical

complexation

Abbreviations: GPR35, G protein-coupled receptor 35; AHR, aryl hydrocarbon receptor; NMDAR, N-methyl-D-
aspartic acid receptor; AMPA, α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid; cGMP, cyclic guanosine
monophosphate, LPA, lysophosphatidic acid, T3, triiodothyronine, rT3, reverse triiodothyronine, DHICA,
5,6-dihydroxyindole-2-carboxylic acid. IC/EC50, half maximal inhibitory concentration and half maximal effective
concentration respectively.

KYNA possesses neuroprotective properties, as it is an endogenous, broad-spectrum competitive
antagonist of all three ionotropic glutamate receptors. It has a stronger affinity for NMDARs and
weaker antagonistic effect on kainate and AMPA receptors. KYNA exhibits a particularly high affinity
for the strychnine-insensitive glycineB binding NR1 site of the NMDA receptor, as it is able to bind
to it and block its activity already in the low micromolar concentrations (IC50 ∼ 7.9–15 μM) [69–71].
KYNA can bind to the NMDA recognition site of the receptor as well, albeit much higher concentrations
are needed for inhibition (IC50 ∼ 7.9–15 μM for the NR1 subunit vs. IC50 ∼ 200–500 μM for the
NR2 glutamate-binding site subunit of NMDAR) [70,72]. In low concentrations, the effect of KYNA
on AMPA receptor-mediated responses is paradoxically facilitatory (nanomolar to the micromolar
range); neuroinhibition is only achieved at high concentrations (micromolar to the millimolar range) of
KYNA [73,74]. The inhibition of the NMDA receptors by KYNA has been shown to be able to defend
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the neurons against the toxic effects of excessive Ca2+ influx—which is one of the most investigated
and proven processes in neurodegeneration—via the inhibition of extrasynaptic NMDA receptors
during excitotoxic insults.

The peripheral blockade of the KMO enzyme has been shown to increase l-kynurenine levels in the
blood, which can readily cross the BBB, and is subsequently transformed into KYNA in the CNS. In the
CNS, parallel to the rise of KYNA, a drop was observed in the extracellular glutamate level along with
a reduced level of synaptic loss, decreased amount of anxiety-related behavior as well as microglial
activation in animal models of Alzheimer’s disease and Huntington’s disease, respectively [75].

In a pivotal study in 2001 it was suggested, that KYNA can noncompetitively bind to the α7
homomeric nicotinic receptors as well [76]. This theory, however, is under heavy dispute nowadays,
as to date there is more evidence in support of the fact that KYNA does not influence nicotinic Ach
receptors (for a very detailed review on the topic see [73,77,78]). The effects previously attributed to
the blockade of the α7 homomeric nicotinic receptors might in fact be due to KYNA’s well established
and proven actions on other receptors, which are concomitantly expressed on neurons producing α7
homomeric nicotinic receptors.

KYNA is also an endogenous, but—compared to other endogenous ligands—weak activator of
the G-protein coupled receptor GPR35 [48,79–81]. GPR35 was discovered at the end of the last century,
designated an orphan receptor for almost two decades, thought to be expressed predominantly in
the gut and immune cells. Recent studies have shown, however, that GPR35 is in fact the receptor
for the mucosal chemokine CXCL17. It is expressed in mucosal tissue, monocytoid cell lines, CD14+

monocytes, T cells, neutrophils, dendritic cells, and in lower levels in B cells, eosinophils, basophils,
and on iNKT cells [48,82–84]. In the CNS, GPR35 has been found on astrocytes, and has also been
linked to nociception and neurotransmission in the CA1 region of the hippocampus [85,86]. The extent
to which the agonistic activity of KYNA is relevant physiologically or under the several pathological
conditions that GPR35 has been linked to, unfortunately remains unclear thus far [80].

Furthermore, KYNA acts as a potent endogenous agonist at the aryl hydrocarbon receptor (AHR),
a transcription factor in the helix-loop-helix (bHLH) Per/ARNT/Sim family, which is expressed in
tumor cells, as well as various cells of the immune system [54,87]. In recent years, it has been shown
that not only KYNA, but also other tryptophan metabolites (KYN, NAS), are able to activate AHR
responses resulting in different downstream effects [55,88]. The binding of kynurenines to AHR results
in the internalization of the receptor into the nucleus where it binds to target genes and activates their
transcription [89]. Previously AHR was considered a xenobiotic-sensing receptor that is involved in
the metabolism of exogenous toxins. More recent data suggests, however, that it has a function in
immune-regulation, carcinogenesis, and tumor growth (through the promotion of the generation of
immunosuppressive T cells that support cancer development). It has also been shown to play a role
in modulating the synthesis of inflammatory mediators [54,90,91]. The exact role of the AHR in the
pathways that it is involved in, however, is yet to be clarified in detail.

Additional to its actions at various receptors, an increasing amount of data shows that KYNA also
exhibits potent antioxidant traits in the CNS at physiological conditions [67]. In vivo and in vitro data
evidence suggests that KYNA is not only able to halt lipid peroxidation, but can act as a scavenger
for hydroxyl and superoxide anions as well as other free radicals, further expanding its diverse
neuroprotective properties [92,93].

3.2. N-Acetylserotonin

An intermediate product of the MP of the TRP metabolism, N-acetylserotonin (NAS) has been
shown to possess potent antioxidant, antiischemic and antidepressant properties in mice, and was also
able to mitigate the neuroinflammation in mice with experimental autoimmune encephalitis (EAE), the
most ubiquitously used model of MS [94–96]. As expected, high levels of NAS were isolated from
the CNS of mice (from the cervical lymph nodes), especially in the recovery phase of EAE. In fact,
NAS has been shown to easily cross the BBB, where it elicited virtually no toxicity. Even though there
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is an increasing amount of evidence for the presence of the enzyme-producing NAS in organs with
function related to the immune system (spleen, bone marrow, and thymus), the exact source of NAS on
the periphery remains yet to be pinpointed [97,98].

Recent evidence also suggests that IDO-1 and AHR are functionally intertwined in the modulation
of immune responses through a positive feedback loop involving the kynurenine pathway [99].
L-kynurenine is a major endogenous activating ligand of the AHR. The activation of AHR by KYN
increases both the expression and the activity of IDO1 in conventional (CD11c+) dendritic cells (where
IDO-1 has the highest expression and catalytic activity). This in turn results in the upregulation of
TRP breakdown and increased amounts of KYN, which further promotes AHR activity, thus creating
a positive feedback loop [15,16,55,88].

A recent study explored the immunomodulatory effect of NAS in EAE. NAS was able to ameliorate
the inflammation in EAE in mice with functioning IDO-1 and AHR genes. This effect was lost, however
in IDO-1−/− and/or AHR−/− knockout mice [97]. NAS conferred an immunosuppressive effect on
dendritic cells via positive allosteric modulation of the IDO1 enzyme. After binding to an allosteric site
on the AHR increased IDO-1’s catalytic activity, but no changes in gene or protein expression levels
were seen. This resulted in increased AHR activation and immunosuppression via the aforementioned
feedback loop [97,100].

Not so long ago, decreased IDO-1 expression and KYN levels (but not TDO expression) were
found in the peripheral blood monocytes (PBMC) of relapsing-remitting MS (RRMS) patients compared
to healthy controls [23]. When stimulated with IFN-γ, a significant increase in kynurenine production
and IDO-1 activity was seen in PBMCs from healthy subjects but not RRMS patients. However, the
deficient IDO-1 activity seen in MS patients’ PBMCs could be increased to levels comparable to those
of healthy controls after incubation with NAS.

Up to the present day, the main therapeutic approach in the treatment of MS always has been
relatively unselective immunosuppression with drugs that impair the adaptive immune response and
the activation and proliferation of T and/or B lymphocytes. The deficiency of IDO-1 enzyme has been
reported in a number of autoimmune disorders. Emerging evidence suggests that IDO-1 is a novel type
of immune checkpoint molecule—a family of molecular regulators that are pivotal parts of the immune
system to obtain self-tolerance and to prevent the development of autoimmune conditions—with
diverse effects on both the effector and regulatory arms of the human immune response [101–103].
The discovery of an endogenous, IDO-1-selective positive allosteric modulator, that has the potency
to restore the activity of the deficient enzyme to the physiological level may pave the way for the
development of novel drugs for MS with a completely different mechanism of action than before.

3.3. Quinolinic Acid

The increased level of quinolinic acid (QUIN) in the CNS has been suggested to be a crucial
element in the pathogenesis of several neurological diseases (including, but not limited to, Huntington’s
disease, Alzheimer’s disease, schizophrenia, autism, depression, and epilepsy) [104]. The neurotoxic
properties of QUIN are manifold, well-described, and have been investigated in depth in the past
decades. QUIN’s neuroexcitatory properties can be attributed to several mechanisms, but are mainly
due to an extremely specific, though weak (ED50: >100 μM) competitive agonism of the NMDA
receptor containing the subunits NR2A, NR2B, and NR2C [5,105].

The NMDA receptors are unequivalently sensitive to QUIN based on their subunit composition,
thus QUIN exerts different levels of toxicity in different sites of the brain (because of the different
subunit composition of the receptor in different localisations), based on the dominant receptor type in
a given anatomical region. It is more than 10-fold more preferential for the NR2B subunit of the NMDA
receptors, which are mainly found in the forebrain (abundant in the neocortex and the hippocampus)
than it is for the NR2C hindbrain-specific subunit (located mostly in the hindbrain, particularly in
the cerebellum and the spinal cord) [106–111]. The undisputable, obligatory role of NMDA receptor
activation in QUIN mediated neurotoxicity is supported by the findings that all of its toxic effects
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studied to date can readily be prevented by NMDA receptor antagonists [1,112]. QUIN can also
cause excitotoxicity via the stimulation of synaptosomal glutamate release, inhibition of glutamate
reuptake by astrocytes, and the enhancement of reactive oxygen species formation. Reactive oxygen
species formation by QUIN requires the presence of Fe2+ and the subsequent autooxidation of
Fe2+-QUIN complexes, which process can be negated by iron chelation [113]. QUIN also enhances lipid
peroxidation for which the presence of Fe2+ ions is also obligatory. On the other hand, the presence
of FeCl2 deteriorates QUIN’s ability to activate the NMDA receptors [114–116]. QUIN is also able to
cause damage by the depletion of various endogenous antioxidants and phosphorylate certain proteins
implicated in various neurodegenerative disorders [5,117,118].

Furthermore, vast amounts of evidence suggest that QUIN does not simply possess neurotoxic
effects, but is tightly involved with the immune system. Certain pro-inflammatory cytokines
(TNFα, interleukin-1β) promote the production and the toxicity of QUIN, respectively [119,120].
Certain anti-inflammatory cytokines (such as IL-4), however, can diminish the production of QUIN
by inhibiting the IDO and TDO enzymes, while the blockade of certain receptors (adenosine A2A for
example) can protect neurons from the toxic effects of QUIN [120,121].

4. The Kynurenine System and Immunoregulation

Various metabolites of the KP have been shown to have profound effects on the functionality of
the immune system. Kynurenines have endogenous immunosuppressive attributes through several
complex pathways. They modulate the proliferation and function of several immune cells, while, they
in turn, are modulated by the cytokines produced by them. In the next couple of paragraphs, we try to
give insight into this circle of effects.

4.1. Effects on the Immune Cells

It seems that the kynurenines play a central role in T cell mediated immune responses.
TRP metabolites, l-kynurenine in particular, can block antigen-specific T cell proliferation and can
even induce apoptosis in these cells [84]. Kynurenines mainly induce negative feed-back loops
and cell death in the T-helper-1 (Th1) cell population, while they promote upregulation in the Th2
population. This leads to a relative shift towards Th2 in the Th1–Th2 ratio; thus, kynurenines promote
anti-inflammatory responses [84,122].

Their direct effects on the T-helper cells are, however, not the only way through which kynurenines
can modulate T cell mediated immune responses. It seems that IDO-1 expression in dendritic cells
(DC) induces the generation of a specific subset of T-regulatory (Treg) cells, the FoxP3+ cells [123,124].
The main function of these Treg cells is seemingly to inhibit both the Th1 and Th2 cells and “guide” the
immune system back to balance [84].

Kynurenines do not exert their immunomodulatory effects solely through the T cells, but also
affect other immune cells. Natural killer (NK) cells are essential effector cells of the innate immune
system. Kynurenines have been proven to suppress both the proliferation and the function of these
cells. Through the generation of reactive oxygen species kynurenines halt their proliferation, and via
the suppression of specific triggering receptors responsible for inducting NK cell-mediated killing
function, they impair cell function [125,126]. These effects can lead to serious malfunction of these
cells. Some data also suggest that the inhibition of IDO-1 in polymorphonuclear cells (PMN) impair
their antifungal capabilities [127].

4.2. The Effect of Cytokines on Kynurenines

Cytokines, modulatory molecules produced (mostly) by immune cells can be divided into
pro-inflammatory (e.g., TNF-α, IFN-γ, IL-1, and IL-6) and anti-inflammatory (e.g., IL-4, IL-10) groups.
As the names suggest, their effect on the immune response is in direct contrast to each other. The delicate
balance of the amount and function of these molecules is essential to the normal functioning of the
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immune system. It seems that the expression of pro-inflammatory cytokines stimulate the activity of
the IDO-1 enzyme; therefore, they increase the rate of kynurenine production [84].

IFN-γ is the most important cytokine in the induction of the IDO-1 enzyme through transcriptomic
regulation of the IDO gene [128]. IL-1 and TNF-α act in synergy with interferons in upregulating IDO
activity [129]. Thus, the appearance of these cytokines lead indirectly to the increased production
of kynurenines. TGF-β is another very potent IDO-1 inductor mainly in Treg and DC cells [130].
IL-23 levels also correlated with kynurenine production in Huntington’s disease [131]. On the other
hand, IL-4 and IL-13 are strong inhibitors of IFN-γ induced IDO-1 mRNA expression and kynurenine
production [132].

4.3. Gut-Microbiome and Kynurenines

In recent years, a plethora of new information has surfaced about the gut microbiome after the
discovery that it not only plays a major role in maintaining a healthy state for the host, but its perturbation
has been linked to a vast amount of neurodegenerative and immunological diseases [133–139].

Not only are the thousands of bacteria colonizing the gastrointestinal tract in constant flux
in response to the changes in the nutrition and diet and drug consumption of the host, but the
metabolism of these bacteria and the cytokines and molecules produced by them are in a perpetual
shift as well [137,140,141]. As mentioned above, TRP is an essential amino acid for humans, but many
bacteria found in the gut can synthesize it. Additionally, bacteria are capable of producing neuroactive
kynurenines—which can penetrate the BBB—by various other mechanisms [142–146]. QUIN can be de
novo synthesized by gut bacteria from iminoaspartate or metabolized from anthranilic acid, but can
also be produced non-enzymatically [147–149].

Numerous studies investigated the change in the composition of MS patients’ gut bacteria.
Changes in several species were detected; some were depleted, while other species were enriched
compared to healthy individuals. The exact role, however, the gut bacteria (which have been associated
with the development of MS) play in the regulation of the formation of neuroactive kynurenines
or how they shift the balance between the neuroprotective KYNA and neurotoxic QUIN, remains
unclear thus far [150–152]. Furthermore, how exactly the microbially regulated TRP metabolism and
KP metabolites synthesized in the gut influence the function and dysfunction in the CNS remains
elusive to date. How and where the pathway can be targeted is also of great interest and may hold
significant therapeutic potential; however, this is yet to be discovered [153,154].

4.4. Disturbances of the Kynurenine System in Neuro-Immunological Conditions

IDO-1 overexpression and tryptophan metabolite disturbances have been found in a number of
inflammatory conditions that can affect the CNS. Disturbances in the KP was proven in several acute
exogenic inflammatory processes of bacterial or viral origin, as well as in autoimmune conditions such
as systemic lupus erythematosus (SLE) and Sjögren’s syndrome.

A recent study found major induction of the KP in bacterial and viral CNS infections that
correlates strongly with blood-cerebrospinal fluid-barrier dysfunction and the standard measures of
neuroinflammation in the cerebrospinal fluid (CSF) [155]. The most prominent finding was in viral
meningitis, with the kynurenine/TRP ratio being the most reliable marker [155].

SLE is a systemic autoimmune condition that can affect several organ systems. Classical signs
can be seen on the skin (e.g., “butterfly rash”), some forms of the disease are limited to the skin alone.
More often than not, however, the disease affects other organ systems (most frequently the kidneys
and the respiratory tract), and in a high number of cases, the nervous system as well. Some studies
showed, that up to 75% of patients with SLE show some degree of involvement of the CNS with diverse
symptoms both in appearance and severity [156]. Kynurenines have been studied particularly in this
type of the disease, labeled as neuropsychiatric SLE. Higher levels of QUIN were measured in the
plasma and the CSF of SLE patients compared to healthy controls along with lower levels of TRP [157].
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Additionally, significant correlation was shown between the kynurenine/TRP ratio and TNF-α levels,
demonstrating a connection between the pro-inflammatory pathway and kynurenines [157].

Sjögren’s syndrome is classically defined as an autoimmune exocrinopathy: the main targets of the
immune response are the salivary and lacrimal glands [158]. However, the involvement of the nervous
system (either the periphery or the central) can be present in up to 60–80% of patients, ranging from
peripheral neuropathy, to MS-like (“MS-mimic”) conditions or neuromyelitis optica spectrum disorder
(NMOSD) [159,160]. Disturbance of the kynurenines—not surprisingly—have been found in these
patients as well. Analysis of the peripheral blood with flow cytometry of Sjögren’s syndrome patients
detected higher expression of IDO-1 in the patients’ dendritic cells as compared to the dendritic cells
of healthy controls [161]. Additionally, overexpression of IDO was demonstrated in both T cells and
antigen-presenting cells (APC) of Sjögren’s syndrome patients, compared to healthy controls [161,162].

4.5. The Role of the Kynurenine System in Multiple Sclerosis

Multiple sclerosis (MS) is an autoimmune, demyelinating, and neurodegenerative disease of the
CNS. As such, kynurenines have been investigated in the pathomechanism of the disease in both
pre-clinical and clinical assessments and their important role has been suggested by several studies.

4.5.1. Kynurenines and Animal Models of MS

In spite of vigorous and large-scale research conducted during the past decades into the
pathogenesis, causes setting up and initiating MS, the exact trigger(s) remain elusive. Taking into
account the complexity of the disease, the fact that the currently available and efficient treatments for
MS have different targets (some have an effect on T cells, while some target B cell lines), the notion
was raised that potentially different pathomechanisms may be underlying the disease recognized as
MS. More recently, it was suggested that in fact not a single, but several intertwining pathological
processes may be responsible for the demyelination of neurons and formation of lesions. This results in
subsequent tissue injury, the cessation of saltatory nerve conduction, and increased axonal vulnerability
followed by an eventual loss of neuronal function and successive cell death.

One hypothesis considers autoreactive T cells and macrophages that infiltrate the CNS and attack
oligodendrocytes, which myelinate axons, to be the initiators of acute MS lesions [163]. This theory is
supported by the oldest and most frequently used model system for studying MS: the experimental
autoimmune encephalomyelitis (EAE) model, which is histologically similar to human MS. In its
classic form, EAE mimics the chronic form of MS. In this version, EAE is a mainly cell-mediated
condition, in which (most commonly) C57BL/6 mice are immunized agains the myelin sheath with
peptides of myelin oligodendrocyte glycoprotein and/or lipopolysaccharides along with an adjuvant
(most frequently Complete Freund’s Adjuvant, pertussis toxin, or both). The immunization causes
autoreactive Th-1 and Th-17 cells [164] to cross the blood-brain barrier which, after a roughly 2-week
long incubation period results in inflammation and demyelination, followed by oligodendrocyte and
neuronal death that is similar to that seen in MS. The same histopathological results can seen after
the adoptive transfer of autoreactive T cells into the CNS [165]. Another frequently used strain of
mice (SJL/J) develops a relapsing-remitting form of the disease—the most commonly seen version
of MS in humans—after immunization with either intact or fragmented myelin basic protein or
proteolipid protein with adjuvants. In this strain the first signs of the disease begin to show 7 to
14 days post-induction. After the initial inflammatory attack subsides, the animals go into remission,
after which a remissive phase very similarly to human RRMS subsequent episodes of inflammation,
demyelination, and axonal loss occurs [166–168].

A different hypothesis, on the other hand, suggests that the first step in the development of new
lesions is in fact oligodendrocyte apoptosis and microglial activation in the presence of only a few
or no lymphocytes of phagocytes. This culprit event is in turn followed by primary demyelination
and a successive, secondary auto-immune inflammatory process, which leads to subsequent lesion
expansion and further oligodendrocyte loss [169]. These histological findings are not present in EAE
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models, which indeed raises the possibility that multiple processes are responsible for new lesion
formation in MS. A most recent study suggests that a specific subset of autoreactive T cells producing
IFN-γ and, to a lesser extent, IL-17 targeting the β-synuclein protein (which is abundantly expressed
in grey matter, where high density of neuronal processes and synapses are present) may at least in
part be responsible for the initiation of grey matter lesion formation, expansion, and subsequent
gliosis. They were found to be mainly increased in patients with chronic-progressive MS, whereas
myelin-reactive T cells (thought to be mainly responsible for white matter lesion formation) were
predominant in patients with relapsing-remitting MS. The recent recognition of this cell type argues
for the fact that one of the long speculated alternative pathological mechanisms (such as hypoxia or
currently undefined soluble toxic factors) that spark the degenerative grey matter process in MS may
be, in fact a previously undiscovered subpopulation of autoreactive T cells [170].

In addition to the aforementioned mechanisms, mitochondrial damage with consequent energy
failure was found to be a key component in several aspects that constitute to MS pathogenesis and lesion
formation [171–175]. The presence of mitochondrial dysfunction has been linked to oligodendrocyte
apoptosis and subsequent demyelination [176], the halting of the differentiation of oligodendrocyte
progenitor cells [177], the loss of small-diameter axons and lesion progression [178,179], and astrocytic
dysfunction [180].

Several disturbances in the kynurenine system have been observed in the EAE model. Additionally
IDO-1 and various KP metabolites have been shown to ameliorate autoimmunity and to promote
immune tolerance.

This immunomodulating effect of the KP may be in part responsible for the periodic remissions
seen in MS and EAE. Increased kynurenine/tryptophan ratios and microglial/macrophage-derived
IDO-1 activity have been shown to be present in the brain and spinal cord of mice at the onset of EAE
symptoms; meanwhile, a simultaneous fall in IFN-γ levels was observed [181,182]. This suggests
the suppression of IFN-γ producing Th1 cells by increased IDO activity. Encephalitogenic Th1 cells
secreting IFN-γ have been shown to induce local IDO expression, which in turn suppresses Th1 and
Th17 cells and promotes the expansion of immunoregulatory T cell lines (Th2, Treg cells), terminating
its own production, therefore, creating a negative feedback loop. This regulatory mechanism may be at
least partly responsible for the cyclicality of relapses and remissions seen in EAE. Furthermore, the
decreased activity of IDO-1 in EAE, either by genetic deficiency or pharmacological blockage (by the
administration of 1-methyl-tryptophan) has been shown to lead to increased Th1 and Th17 responses
with decreased Treg responses resulting in faster disease development, a more severe clinical course,
and higher amount of spinal cord inflammation, which argues for this hypothesis [181–183].

The upregulation of IDO-1, successive tryptophane starvation, and the accumulation of its
downstream tryptophan metabolite, 3-HAA, on the other hand, had ameliorated the inflammation.
The increased amounts of 3-HAA have been shown to directly suppress the activity of Th1 and Th17
cells, and also to reduce their activity indirectly by increasing the amount of TGF-ß secreted by DCs,
which subsequently resulted in the increased generation of Treg cells from naive CD4+ cells [181,183].
The impaired immunosuppressive activity of Treg cells on Th1 and Th17 cells and the disruption of
regulation between B and T cells, dendritic cells, and natural killer cells have been demonstrated to play
a role in the breakdown of self-tolerance and the pathogenesis of MS [184]. Similar results were seen
with cinnabarinic acid, a less well-studied endogenous kynurenine metabolite. Systemic administration
of cinnabarinic acid was capable of enhancing Treg response at the expense of Th17, proved to be highly
protective against EAE. Exogenous cinnabarinic acid was found to enhance endogenous cinnabarinic
acid formation in lymphocytes, suggesting the occurrence of a positive feedback loop sustaining
immune tolerance [185]. In line with these findings, the protective role of IDO-1 activation in EAE has
been demonstrated in another study. Estrogen administration resulted in induced IDO-1 expression
in dendritic cells, which in turn has led to concomitant T cell apoptosis and the attenuation of EAE
symptoms. This mechanism has been proposed to explain estrogen-mediated EAE suppression and to
at least in part underlie the decreased rate of relapses seen in MS patients during pregnancy [186].
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Other downstream metabolites of the KP have also been found to have a attenuating effect
on EAE symptoms. Both endogenous (3-HAA, 3-KYNA) and orally active synthetic metabolites
(N-[3,4-dimethoxycinnamoyl] anthranilic acid) have been shown to suppress the expansion of
myelin-specific Th1 and Th17 T cells, inhibit the production of Th1 cytokines and elevate Treg response
and ameliorate symptoms in EAE mice demonstrating a pivotal role of downstream kynurenine
metabolites in IDO-1 mediated EAE suppression [183,187].

In summary, various metabolites of the KP may suppress auto-immunity and ameliorate symptoms
in EAE not only through local tryptophan depletion, but also through influencing T cell differentiation
(promoting the expansion of regulatory T cells, while limiting the expansion of autoreactive T cells)
mediated through cytokines derived from both T cells and dendritic cells.

In addition to the upregulation of IDO-1, the significantly increased activity of KMO was also
observed in the spinal cord of rats with EAE. As a consequence of this increase in KMO activity,
neurotoxic levels of QUIN and 3-HK were measured. The addition of a selective KMO inhibitor
(Ro 61-8048) resulted in a robust reduction of QUIN and 3-HK levels with a concomitant rise in KYNA
concentration. Interestingly, however, this change of balance between neurotoxic and neuroprotective
kynurenines did not influence the outcome and severity of EAE. This points against previous findings
and suggests that neurotoxicity mediated by QUIN and neuroprotection conveyed by KYNA do not
have a vital role in the outcome of EAE [181,188].

Another pathological aspect in EAE was the translocation of the KMO enzyme. In healthy controls,
KMO immunoreactivity has been reported to be present in the cytoplasm of both neurons and astroglial
cells (most likely inside the mitochondria of these cells). In the case of rats with EAE, however, a very
intense KMO immunoreactivity was seen in subependymal, subpial, and perivascular locations in cells
that expressed both the inducible nitric oxide synthase enzyme and class II major histocompatibility
complex, suggesting these cells to be macrophages. These findings support the notion that the cells of
the immune system are responsible for the inflammation are also the source of neurotoxic kynurenines
in the CNS of rats with EAE [181,188]. Under pathological conditions (such as in MS and EAE), the
breakdown of the blood-brain barrier allows for uncontrolled leukocyte infiltration. Thus, a substantial
part of the elevated amount of QUIN measured in the CNS may actually be derived from macrophages
originating from the periphery. The release of cytotoxic, pro-inflammatory cytokines by macrophages
and microglia concomitant to increased QUIN production by macrophages leads to an amplifying
feedback mechanism that further stimulates QUIN synthesis and likely contributes to MS lesion
pathology and expansion.

In addition to its elevated levels, the oligodendrocyte apoptosis-inducing properties of QUIN
were also observed in the spinal cord of rats with EAE [189,190]. Chronic, low dose exposure to
QUIN has been shown, however, to be toxic and cause the destruction of not only oligodendrocytes,
but astroglial and neuronal cells as well [190–192]. In addition to the previously mentioned ways,
QUIN seems to play a role in neurodegeneration through changing the structure of several important
proteins [193], which reduces the cells’ ability to neutralize reactive oxygen and nitrogen species and
free radicals [194,195], affects the glutathione redox potential [196], depletes superoxide dismutase
activity [197], enhances lipid peroxidation [198,199] and disrupts mitochondrial function [200,201].

It is of utmost importance to mention a notable pitfall of EAE. As mentioned previously, in the
induction of the disease, the animals are not only immunized against various elements constituting
the myelin sheath, but mycobacterium tuberculosis is also a component of the Freund’s adjuvant
used in the process of auto-immunization in some models. It was demonstrated that the increased
levels of QUIN and 3-hydroxy-kynureninase levels observed in the spinal cord of rats with EAE [189]
were the consequence of higher IDO-1 and KMO expression levels and activity [188]. The increased
activity of IDO-1 and KMO is, however, likely the result of an immune reaction to the presence of
bacterial antigens but not myelin proteins. This allegation is supported by the fact that in one study,
solely mycobacterium tuberculosis, but not MBP, was found to be a potent activator of IDO-1 [202].
Furthermore, increased IDO-1 activity and significantly lower tryptophan concentrations were found
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in patients with pulmonary tuberculosis compared to healthy controls [203]. Increased IDO-1 activity
was also associated with poor outcomes in patients with bacteremia and cancers [204]. This further
underlines the KP’s role in xenobiotic sensing immunological processes.

4.5.2. Kynurenine Metabolite Changes in MS

Not only pre-clinical data are available on the kynurenines’ role in MS, but a number of studies
supplied data from humans as well. In addition to the precise pathomechanism of MS being
unknown yet, the exact role the KP plays in it is unclear as well. Therefore, it is not surprising that
conflicting data are available regarding the various changes observed in the KP and its metabolites
in MS. There is an agreement, however, that a significant dysregulation of the KP is present in MS.
Some evidence suggests, that the induction of the kynurenine pathway is mediated by pro-inflammatory
cytokine-cascades, as described above [193,205,206]. Many of the previously described proinflammatory
factors and cytokines modulating the KP are known to be altered in MS as well. Therefore, it is
rational to assume that changes in the KP will be present in patients with MS who show disease
activity, e.g., at times of acute lesions formation/expansion, when increased inflammation in the CNS
is present. It is also logical to presume that during chronic stages of the disease when little or no
CNS inflammation is present only minor or no changes are expected to be seen in the KP. Activation
of the kynurenine pathway results in two very distinct and opposite events. Short-term benfits of
the KP’s activation arise in the form of decreased T cell proliferation (via the previously discussed
pathways and feedback loops), leading to immunosuppression, while chronic activation of the KP
enzymes induces the production of neurotoxic metabolites and plays a role in preventing the innate
repair mechanism of remyelination [207].

The first report exploring the connection between MS and the KP is from 1979, the study has
found decreased levels of tryptophan in the serum and CSF of MS patients compared to controls [208].
Later studies in the 1990s, however, have reported controversial results about CSF and serum tryptophan
levels in MS [209,210]. Additionall, a negative correlation was found between CSF levels of tryptophan
and neopterin during acute relapse, possibly representing IDO-1 activation in CNS-infiltrating
macrophages [209]. Following these studies, another group failed, however, to detect a significant
baseline difference in the plasma L-kynurenine/tryptophan ratio between relapsing-remitting MS and
samples from healthy controls. Interestingly, however, an increased L-kynurenine/tryptophan ratio
was detected after treatment with INF-β, implicating IDO-1 activation as a potential mode of action of
INF-β products, which were widely used at the time as the first-line treatment of MS (for more details,
see the chapter on treatment effects) [211]. These results fall in line with the findings of Rothammer et
al., who detected a global decrease of circulating AHR agonists in relapsing-remitting MS patients
compared to healthy controls. They have also reported increased global AHR activity during relapse
and diminished AHR activity (reflecting decreased AHR agonist levels) in remission in the serum
of MS patients implicating the role of the endogenous AHR agonist L-kynurenine. Moreover, AHR
ligand levels in patients with mild clinical impairment despite a longstanding disease were unaltered
as compared to healthy controls [212].

Several studies since then have succeeded in confirming numerous alterations in the KP in different
MS subtypes at various points of the disease, which are in support of the aforementioned ideas. KYNA
levels were found to be decreased during the remissive phase and elevated during acute clinical
exacerbation in the CSF of RRMS patients compared to healthy controls [7,213,214]. Elevated levels of
QUIN were associated with oligodendrocyte, astrocyte, and neuronal loss, while decreased amounts
neuroprotective metabolites such as kynurenic acid and picolinic acid were also reported in MS
patients [8]. Another study showed that pathological amounts of QUIN might be responsible for
the abnormal tau-phosphorylation seen in the progressive phase of the disease [215]. Lower levels
of both KAT1 and KAT2 enzymes were also found in MS patients’ brain tissue by histopathological
processing [216].
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A recent study investigated the KP metabolomic profile of MS patients and the balance between
its two metabolites, KYNA and QUIN. The ratio of these two metabolites is pivotal, as it determines
the overall excitotoxic activity the KP has at the NMDA receptor. Based on the metabolomic analysis
and profiling of the KP from the serum of MS, Lim et al. have built a predictive model for the disease
subtypes using six predictors. The model evaluated the levels of KYNA, QUIN, tryptophan, picolinic
acid, fibroblast growth-factor, and TNF-α (in order of relevance) to predict the disease course with up
to 85–91% sensitivity [217]. This points toward the notion that the metabolic profiling of the KP may
become a potentially useful biomarker in the future, mainly in separating the different clinical courses
of the disease early after disease onset. In the same study KYNA levels were reported to be the highest
in the relapsing-remitting group compared to both healthy controls and patients with a progressive
disease type. The lowest levels of KYNA were measured in primary/secondary progressive MS
patients [217].

Another study investigated the potential difference in IDO-1 expression in and activity in
peripheral blood mononuclear cells between healthy controls and RRMS patients in remission and
in the acute phase, and whether a change in IDO-1 activity/expression was indicative of an onset of
a relapse. IDO-1 expression and activity remained unchanged between healthy controls and patients
in the acute phase and between healthy controls and stable RRMS patients. The activity of IDO-1 was
shown to be independent of the onset of a relapse. Increased IDO-1 expression and decreased levels of
IFN-γ were seen, however, in MS patients with a relapse before corticosteroid treatment compared to
patients in remission. Glucocorticoid-induced disease remission resulted in a significant reduction of
IDO-1 and IFN-γ gene expression, IDO-1 catalytic activity. Serum neopterin (a protein biomarker for
inflammation released by macrophages upon IFN-γ stimulation) concentrations followed the same
trend as IDO-1 expression and activity. The pitfalls of this study were the relatively low amount of
subjects (15 healthy controls, 21 patients in the acute phase, and 15 in remission), and the fact that
different patients were used in the remissive and active groups. The same patient was not examined in
both the acute and in remissive phase; therefore, intraindividual changes in IDO-1 activity and its role
as a potential relapse indicator could not have been established [218].

A recent study by Rajda et al. investigated the connection and association between biomarkers of
inflammation (neopterin), neurodegeneration [neurofilament light chain (NFLc)], tryptophan, and
kynurenine metabolites measured at diagnosis in the CSF of MS patients (32 RRMS and five CIS
patients) and healthy controls (n = 22). Compared to controls, all of the measured markers were
elevated in the CSF of MS patients, except for KYNA, which showed no change in MS patients
compared to controls. Additionally, a strong positive correlation was found between NFLc normalized
for age, neopterin, and QUIN [213,214].

Similarly to the study reported by Rajda et al. [207], Aeinehband et al. [219] failed to show
a difference in the levels of KP metabolites (tryptophan, kynurenine, KYNA, and QUIN) in the CSF of
MS patients and control subjects with non-inflammatory or inflammatory neurological diseases, when
the MS patients were pooled. The study included 71 MS patients, 20 non-inflammatory neurological
disease control patients, and 13 control patients with inflammatory neurological disease. After the
MS patients were stratified according to their disease subtypes and different phases of the disease
significant differences in KP metabolites could be demonstrated. Increased QUIN concentrations and
quinolinic acid/kynurenine ratios were seen in RRMS patients during the relapsing phase, whereas
patients with secondary progressive MS had lower tryptophan and KYNA levels. Patients with
a primary progressive disease similarly to control patients with an inflammatory neurological disease
showed increased levels of all evaluated tryptophan metabolites. This further strengthens the findings
of Lim et al., in that clinical course and disease activity are reflected by changes in KP metabolites.
These findings also raise the possibility that someday clinical course and disease severity may be
predicted by profiling the KP’s metabolites [219].
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4.5.3. The Kynurenine System and Depression in MS

Psychiatric disorders, especially depression is, however, one of the most frequent comorbidity
with MS, its prevalence can be as high as ~30.5% [220] even among MS patients. Several studies have
linked various disturbances in the kynurenine system and depression. Development of depression is
associated with decreased serotonin, melatonin, and N-acetyl-serotonin levels, which in turn have been
linked to increased immuno-inflammatory pathway activity in patients with depression [221]. Not so
long ago, changes in serotonin transporter levels in MS patients were confirmed. This suggests that
alterations in serotonin availability and subsequent disturbances in N-acetyl-serotonin and melatonin
production are likely to occur in MS patients in a similar manner to that seen in patients with depression.
It was hypothesized by some authors, based on the disease modulating and remyelinating effect of
melatonin, that depression may not be in fact a frequently occurring comorbidity, but rather a symptom
of MS, a part of the disease itself [222,223]. The levels of several inflammatory cytokines (such as
IL-1 β, IL-6, IL-18, TNF-α, and IFN-γ) have been shown to be altered in MS. Many of the same
cytokines (especially IFN-γ) also increase IDO-1 activity and expression, and therefore, can cause
subsequent depletion of serotonin, N-acetyl-serotonin, and melatonin [224]. Kynurenine is able to
cross the blood-brain barrier and can increase tryptophan catabolite levels in the CNS, which is another
proposed mechanism via the KP and its metabolites can contribute to the depression, somatization,
and fatigue seen in MS [225]. A recent study investigated the correlation between alteration in KP
metabolite levels in the CSF of MS patients with short disease duration and an active disease and the
presence of neuropsychiatric symptoms. Depressed MS patients were demonstrated to have higher
KYNA/tryptophan and kynurenine/tryptophan ratios, which was mainly due to low tryptophan levels.

4.5.4. Treatment Effect on the Kynurenine System

Even though a plethora of disease-modifying treatments are available for the treatment of MS
nowadays, the most experience and data exists for one oldest approved drugs, interferon-β-1b (IFN-β).
Beta interferon is a standard first line treatment, two shorter (BENEFIT and BEYOND), and one very
long term phase IV study (LTF) has provided safety and efficacy data on the effects of IFN-β-1b
treatment of MS patients. Amirkhani et al. have found increased plasma and serum concentrations
of L-kynurenine and increased kynurenine/tryptophan ratios in patients after treatment with IFN-β
compared to baseline [211,226]. In contrast, lower levels of kynurenine and N’-formylkynurenine
were detected in the serum of patients receiving IFN-β treatment compared to controls in another
study [227]. Depression was one of the most common adverse events reported in patients treated
with IFN-β [228–230]. Treatment with interferons in other diseases has been known to increase
the risk of depression. One of the most potent inducers of IDO-1 (in addition to the previously
mentioned INF-γ) is IFN-α, which is used in the treatment of chronic hepatitis C. Several earlier studies
reported a decrease in blood tryptophan concentrations and a concomitant increase of KYN which
has been linked to IFN-α induced depression, suggesting the role of IDO-1 in the process [231–234].
This raised the question of whether IFN-β treatment was at least in part responsible for the increased
prevalence of depression in MS patients. In vitro studies conducted with human monocyte-derived
macrophages support this observation. IFN-β has been shown to be able to induce QUIN production
and enhance IDO expression in macrophages in therapeutic doses used in MS [235]. However, it
remains unclear whether the changes seen in KP metabolite levels mediated by IFN-β are indeed
causatively involved in the development of depressive symptoms in interferon treated MS patients.
It is also undetermined whether IFN-β-mediated IDO-1 induction is the reason of the low efficacy
of IFN-β treatment in improving MS symptoms [8]. The basis for this hypothesis comes from cell
culture experiments conducted inhuman macrophages where IFN-β-treatment resulted in increased
levels of QUIN production [235], combined with the fact that QUIN is a weak, but well-established
NMDAR agonist [8]. Thus far, however there is no direct evidence demonstrating that the use of IFN-β
in therapeutic concentrations result in increased CNS QUIN levels in high enough concentrations to be
the sole cause of depressive symptoms in MS patients.
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In summary, the results of these studies suggest that the KP, most notably the activity of
IDO-1, might be downregulated or unaltered in stable MS, probably contributing to disease
pathogenesis, whereas its upregulation can be seen during acute inflammatory relapses, most probably
reflecting an endogenous counter-regulatory reaction, which responds to anti-inflammatory therapy.
A rise in downstream kynurenine metabolism additional to IDO-1 activity can be seen during
an acute inflammatory exacerbation in MS. Furthermore the imbalance between neurotoxic and
neuroprotective metabolites of the kynurenine pathway favoring the neurotoxic ones might contribute
to neurodegeneration in progressive MS subtypes in part via NMDA receptor-mediated excitotoxicity.

4.5.5. Kynurenic Pathway and Redox Disturbances in Neuroinflammation and Multiple Sclerosis

The de novo, eight-step synthesis of NAD+ from TRP takes place in the liver, neuronal, and
immune cells, and starts with the conversion of quinolinic to nicotinic acid mononucleotide (NaMN)
by QUIN phosphoribosyltransferase in the presence of Mg2+ The subsequent step in the metabolism
takes place in the nucleus, mitochondria, and the Golgi apparatus by the nicotinamide mononucleotide
adenyl transferase enzymes (NMNAT1, 2, and 3). NaMN is converted into desamido-NAD+ with the
consumption of ATP. The last step in the cascade is the amidation of desamido-NAD+ in the presence
of glutamine. NAD+ can be synthesised by at least three additional, TRP-independent routes called
salvage pathways. First, it can be produced from nicotinic acid, which is converted to NAD+ via the
three-step Preiss-Handler pathway, taking place in the liver, kidney, intestine, and the heart. A second
option is by the nicotinamide salvage pathway (called the two-step Nampt pathway, taking place in
adipose tissue, liver, kidneys, and immune cells) in which nicotinamide phosphoribosyltransferase
(NMAPT, the rate-limiting, glycosyltransferase enzyme of the pathway) converts nicotine amide
and 5-phosphoribosyl-1-pyrophosphate to nicotinamide mononucleotide (NMN) and pyrophosphate,
respectively. NMN is afterwards transformed to NAD+ by the action of NMNAT1, -2, and -3 in
the presence of ATP. The third way is the phosphorylation of nicotinamide riboside to NMN by
nicotinamide riboside kinases (placed in cardiac and skeletal muscle, neuronal tissue) [236–238].
In physiological conditions from all the possible mechanisms to create NAD+, the de novo synthesis
from TRP seems to be the main source [239]. NAD+ is not solely a pivotal cofactor in several biochemical
pathways but acts as an electron transporter. It also serves as a substrate for the DNA damage sensor
and putative nuclear repair enzyme, poly(ADP-ribose) polymerase (PARP). PARP is a nucleotide
polymerase abundant in the nucleus, which (in concert with DNA dependent protein kinases) is
responsible for upkeeping the integrity of the DNA double-strand. Excessive oxidative stress can
damage the DNA causing double-strand breaks, which is the activating signal for the PARP enzyme.
In neurons affected by glutamatergic excitotoxicity an increase in intracellular oxidative stress and
PARP activity was observed [240]. The activation of PARP results in the poly-ADP-ribosylation of
the enzyme itself and other molecules participating in the attempted repair of the damaged DNA
segments. To fuel this machinery, NAD+ and NADP+ are used up, resulting in the depletion of the
NAD+ and NADP+ stores of the cell and the release of nicotinamide as a by-product. The fall in
intracellular NAD+ levels following PARP activation has been observed in many cell lines in the CNS
in numerous neurodegenerative disorders, neuroinflammation, aging, and infections, and following
the exposure to various excitotoxins and free radicals [241–243]. Excessive activation of PARP has
been shown to result in cell lysis and eventual death via the depletion of not only the intracellular
NAD+ but the ATP storage as well, causing energy restriction in the cell and a fall in neurotransmitter
levels in the brain. In an attempt to recover the used up NAD+ from nicotinamide, the aforementioned
salvage pathways are activated. To do so, ATP is required, indirectly for the reaction catalyzed by
NAMPT and directly for the NMNAT enzyme. The upregulation of the salvage pathways consumes
the remaining ATP of the damaged cells. When excessive DNA damage occurs, this becomes a vicious
circle, which consumes the NAD+ and energy reserves of the cell to the brink of energetic collapse.
In these situations, the accumulation of poly(ADP)ribose by PARP can induce apoptosis to ensure the
timely death of the cell with severely enough damaged DNA, thus reducing the chance for tumor
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formation [244]. This mechanism is supported by recent data, where it was shown that the blockade of
PARP in resulted in the preservation of both NAD+ and ATP levels in cells exposed to oxidant injury,
cell lysis was also prevented. DNA damage, however—as expected—was not mitigated, highlighting
the crucial role that PARP may play in the pathogenesis of neurodegenerative diseases in which
elevated levels of free radicals, excitotoxicity, and pro-oxidants have been confirmed [240].

As mentioned before, to date, only microglia, dendritic cells, astroglia, and macrophages have
been shown to express 3-HAO in the CNS, which produces QUIN [245]. IFN-γ has been shown to
be the primary activating factor of dendritic and microglial cells, as well as macrophages in both the
periphery and in the CNS. Activation by IFN-γ readily modulates these cell line’s metabolism and
increases their antimicrobial activity through the upregulation of several pathways. It activates the
secretion of complement pathway components, induces the production of reactive oxygen species, and
upregulates nitric oxide synthase activity. Additionally, it enhances the expression of MHC antigens
and upregulates the secretion of several cytokines (including, but not limited to IL-1β, IL-6, TNF-α,
platelet-activating factor, macrophage chemotactic protein, etc.), all of which play key roles in the
induction of neuroinflammation [239,246]. The rate-limiting enzymes—IDO1,2—of the kynurenine
pathway are also potently induced by IFN-γ, leading to the elevated production of neuroactive
kynurenines in the CNS by the cells expressing the enzymes. This results in an increased level of all
the end products of the KP as well as picolinic acid. Following IDO activation by IFN-γ induction,
in addition to other various effects, increased intracellular NAD+ concentrations were measured
in astrogliomas, followed by increased TRP catabolism [6,246,247]. How exactly the production of
pro-inflammatory and oxidative metabolites vs. anti-inflammatory members of the KP are orchestrated
to date is controversial. 3-hydroxyanthranilic acid—a potent antioxidant KP metabolite—inhibits
the nitric oxide synthase 2 enzyme in macrophages and can also suppress the inducible nitric oxide
synthase, readily inhibiting the NF-κB activation even at sub-millimolar concentrations [248,249].
The increased production of 3-hydroxyanthranilic acid by activated mononuclear phagocytes present
in inflamed neuronal tissue may, therefore, mitigate the damage caused by increased oxidative
stress and may explain the observed increase in TRP catabolism in these tissues. The increased
production of kynurenine and QUIN under these conditions, however, remains controversial [250].
Another kynurenine metabolite, cinnabarinic acid —produced in peripheral mononuclear cells and
under oxidative stress via non-enzymatic reactions—has been shown to be a pivotal molecule for
immune response. The concomitant expression of IDO and enzymes responsible for the production
of free radicals has been demonstrated in immune cells to redirect the kynurenine pathway from the
production of quinolinic- or picolinic acid towards cinnabarinic acid. Cinnabaranic acid has been
proven to modulate the immune response; recently, it was confirmed to be one of the endogenous
ligands of the AHR. Via the stimulation of the AHR, it increases the IL-22 production in human T cells
pushing the balance between towards regulatory T cells over IL-17 producing T cells [239,251].

Various alterations in the redox pathways, in the KP, levels of free radicals, and NAD+ production
and depletion have been observed in vivo (in both animal models of MS and humans). Neurons in
EAE have been shown to be extremely vulnerable to the degenerative characteristics of MS under
conditions of NAD+ deficiency [252]. An increased net level of NAD+ was observed in the CNS in
the EAE model; however, it is suggested that this was due to the increased NAD+ content of the
lymphocytes and APCs infiltrating the CNS, meanwhile, neurons were actually in a state of NAD+

deficiency [238].
Cumulating evidence suggests that TRP metabolism and professional APCs expressing IDO-1 are

key components in MS. Accordingly, serum TRP concentrations were found to be low and linked to
poor prognosis in autoimmune disorders involving IDO-1 activation and Th1 type cellular immune
response [253]. Despite being a key player in immune regulation and TRP metabolism, IDO-1 seems
to be a double-edged sword. On one hand, it exerts therapeutically beneficial effects of decreasing
autoreactive T cell proliferation; however, persistent activation of IDO-1 has been shown to lead
to NAD+ depletion in otherwise healthy neighboring collateral tissues [254]. The suppression of
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autoreactive T cell proliferation by IDO-1 is in part due to its rapid upregulation in professional
APCs—such as microglia, macrophages, and dendritic cells—after being exposed to Th1 type cytokines
(most prominently IFN-γ and CD40L, but also TNF-α). The thus induced IDO-1 uses up extracellular
TRP, which results in the halting of proliferating T cells at the mid-G1 arrest point. The cells cannot
progress further from this point in the absence of another T cell signal, even after the restoration of
extracellular TRP levels, which eventually causes autoreactive T cells to diminish [255,256]. One of the
most potent modulators of the adaptive immune system, dendritic cells—in which cell line IDO-1 is
exceptionally highly expressed—have been linked to relapses/chronicity of neuroinflammation, and to
the breakdown of tolerance to CNS autoantigens [257,258]. The importance of immunomodulation
exerted by IDO-1 is further underlined by the fact that the ameliorating effect of stem cells in EAE
pathogenesis was abrogated by the inhibition of IDO-1. In line with this, other studies not involving
stem cells confirmed IDO-1 suppression to exacerbate EAE [181,182,259].

Another way through KYN can exert its immunomodulatory effects is by being a precursor for
NAD+ production. It is proposed that kynurenine is taken up by APCs with induced IDO-1 activation
and is readily metabolized into NAD+ to act as a second messenger, which may be more important
to kynurenine’s immunomodulatory effects, than the depletion of TRP itself [260,261]. This theory is
supported by the confirmed ability of plasmacytoid DCs—a subset of professional APCs—to create
a profoundly suppressive microenvironment. This is completely dependent on IDO-1 activity via
the constant stimulation of CD4+, CD25+, and Foxp3+ Treg cells, which send tolerogenic signals to
other T cells [261]. In light of this information, the production of NAD+ and its activity as a second
messenger may be just as important in immunosuppression in APCs, as is the actual local depletion of
its precursors.

In a mammalian EAE model, the depletion of NAD+ has been linked to PARP activation based on
immunostaining findings of its metabolite poly(ADP-ribose). It was abundantly found not only in
astrocytes surrounding demyelinated EAE plaques but in microglia, oligodendrocytes, and endothelial
cells surrounded by microglia and infiltrating peripheral blood cells as well [262].

TRP levels have been shown to be decreased both in the serum and CSF in MS patients (see
before) [8,193,209,263]. In RRMS patients, a more than 50% reduction in serum NAD+ levels, as well
as a two-fold increase in NADH levels and three-fold reduction in the NAD+/NADH ratio was seen
compared to controls. Furthermore, among MS patients NAD+ levels were the highest among RRMS
patients, followed by primary progressive MS patients, and were the lowest in secondary progressive
MS [264]. Administration of pharmacological doses of nicotinamide and calorie restriction was,
however, able to rise the NAD+ levels and ameliorate EAE pathogenesis in animal models [265–268].

In summary, during neuroinflammation, the NAD+ level is elevated in APCs, causing a measurable
net increase in NAD+ content in the CNS; however, at the same time, the adjacent tissue is starved from
NAD+, causing the neurons to be particularly vulnerable to various oxidative and neuroexcitatory
insults, resulting in neurodegeneration due to NAD+ deficiency and subsequent bioenergetic collapse
and ultimately cell death. The excessive activation of IDO on one hand can deplete the extracellular
TRP—a precursor to NAD+—on the other hand, it can increase intracellular NAD+ levels in immune
cells. IFN can enhance the viability and endurance of astrocytes against oxidative stress via the
increasing intracellular NAD+ levels [247,269–271]. The increment in intracellular NAD+ mediated
by IFN-γ is abrogated by the inhibition of IDO-1. Additionally, stimulation with IFN-γ along
with the concomitant inhibition of PARP-1 results in increased NAD+ production in glia cells and
macrophages [247,269–271]. IFN-γ possesses potent antiviral and antimicrobial activities, which were
found to completely rely on its ability to induce IDO-1 activity in various immune cells [272–277].

4.5.6. Treating MS in Light of Kynurenines

As described in detail above, kynurenines are important modulators of the immune system, redox
reactions, and excitotoxicity. Different members of the pathway exert opposite effects; thus, some
induce neurodegeneration, while others promote neuroprotection. It is therefore rational to think that
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by modulating this pathway, these effects can be harnessed to develop new therapies in a number of
diseases, including MS.

In the past decades, several promising pre-clinical data emerged regarding kynurenines and its
analogs as therapeutic targets in experimental models of MS, showing potential benefits. Their in-depth,
detailed description, however, exceeds the scope of this study [8]. From many potential candidates,
we would like to highlight one molecule, laquinimod, which is of particular interest. In addition
to showing remarkable structural similarity to KYNA, it was investigated in several human clinical
studies for a number of conditions, including MS. In the next paragraphs, we aim to summarize
the mechanism of action and effect on the immune system and potential neuroprotective attributes
of laquinimod.

Laquinimod

Laquinimod (or N-ethyl-N-phenyl-5-chloro-1,2-dihydro-4-hydroxy-1-methyl-2-oxo-3-quinolinec
arboxamide) (Figure 2) was first synthesized as a structural variant of roquinimex, an initially promising,
but later retracted drug for MS (due to severe adverse effects) [278,279]. It displays a remarkable
structural similarity to kynurenines, with proposed immunomodulatory and neuroprotective attributes,
rather than immunosuppressive effects. It is almost completely (98%) bound to proteins in the plasma,
with the ability to diffuse freely across the BBB [280,281]. Estimations put its concentration in the
CNS around 13% of the blood concentration [282]. It has a half-life of approximately 80 h and it is
metabolized by cytochrome P450 (CYP 450) enzyme family [279].

Even though laquinimod’s mechanism of action is still not clear, several studies have shown its
strong capabilities to guide the immune system toward the anti-inflammatory paths. In vitro studies
established that laquinimod reduces the expression of MHC class II genes and alters the expression of
genes involved in the activation of T and B cells [283]. Seemingly it also increases the CD86+ CD25+

and IL10+ CD25+ immunoregulatory subpopulations of B cells, in turn reducing the proliferation and
the percentage of INFγ+ T cells [284].

 

Figure 2. The chemical structure of laquinimod and kynurenic acid.

Animal models demonstrated that laquinimod blocks the release of inflammatory cytokines (TNFα
and IL-1) in monocytes and hinders the adhesion and migration of leukocytes by decreasing levels
of matrix metalloproteinase 9 (MMP9) and very late antigen-4 (VLA-4) [285–287]. Additionally (by
a dose-dependent effect), it inhibits the migration of T cells into the CNS and promotes the production of
anti-inflammatory cytokines (TGFβ and IL-4) instead of pro-inflammatory ones (TNFα and IL-12) [281].
It reduces the number of CD4+ dendritic cells and through it, the amount of Th1 and Th17 cells, while
increasing the number of Treg cells [288]. Laquinimod was also shown to decrease microglial activation,
leading to reduced axonal damage [279]. A recent study has concluded that laquinimod can induce
remyelination through the protection of oligodendrocyte progenitors during differentiation [289].

Human data are convincing as well, as decreased secretion of chemokines by mature dendritic
cells and reduced number of CD1c+ and plasmacytoid CD303+ DCs in the peripheral blood were
found in patients treated with laquinimod [290]. Laquinimod also inhibits T cell secretion of INF-γ,
IL-17, granulocyte-macrophage colony-stimulating factor, and TNF-α, while increasing the production
of IL-4 by CD4+ T cells [288,290].
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However, laquinimod is seemingly not only capable of modulating the immune system, but has
neuroprotective properties as well. By increasing the level of brain-derived neurotrophic factor—a
protein essential to the development of the CNS—it regulates synaptic plasticity and enhances neuronal
and axonal growth [291]. BDNF overexpression was found in the striatum, lateral septal nucleus,
nucleus accumbens, and the cortex of EAE mice after laquinimod treatment. Additionally, an increased
amount of immunosuppressive Foxp3+ Treg cell was observed, which was associated with reduced
astrogliosis, axonal, and myelin damage [292]. In a study evaluating blood samples of 203 MS patients
treated with laquinimod a significant increase in serum levels of BDNF was seen in 76% of the
patients [293]. Evidence from animal studies suggests that laquinimod may suppress inducible nitric
oxide synthase activity; therefore, it can decrease the level of nitric oxide, a potent neurotoxin [287].

Two pivotal, phase III clinical studies were conducted with laquinimod in MS. The ALLEGRO
study was placebo-controlled; the BRAVO study had an active comparator (IFN-β i.m.) and placebo
arm. In summary: the drug showed a modest effect on the annualized relapse rate (21% in the
BRAVO study, 0.30 ± 0.02 vs. 0.39 ± 0.03, p = 0.002 against placebo in the ALLEGRO study) [294,295].
A significant reduction in disability progression (40.6%; p = 0.042 in the BRAVO, 11.1% vs. 15.7%,
p = 0.01 against placebo in the ALLEGRO study) was observed [294,295]. Brain atrophy rates were
significantly reduced against placebo in the BRAVO study (treatment effect 0.28%, p < 0.001) [295].
There was some controversy regarding MRI endpoints: in the ALLEGRO study, laquinimod showed
a significant reduction in Gd+ T1-lesion number and the number of new or enlarging T2-lesions
(p < 0.001), while in BRAVO, it showed no significant benefits [294,295]. The safety profiles were
consequently favorable throughout the studies.

Despite this, the Committee for Medicinal Products for Human Use (CHMP) did not approve
laquinimod in 2014. The CHMP reasoned that during the animal studies, chronic laquinimod exposure
raised the occurrence of malignancies, and even though no malignancies were recorded during
human trials, it was deemed too high a risk. Furthermore, it also showed teratogenic tendencies.
Combined with the relatively modest effectiveness of the drug, they felt the potential risk of chronic
exposure outweighs the benefits of disability reduction; thus, they rejected approval.

In summary, we can conclude that laquinimod has a dual effect by modulating the immune system
and—probably even more importantly—shows strong neuroprotective attributes. In spite of these strengths,
as described above, it was not approved by the CHMP. However, there are some data that laquinimod
may be a beneficial add-on therapy in the future for MS. Additionally, as studies are still ongoing in
other diseases—e.g., Huntington’s disease—and there are strong pre-clinical results in hemorrhagic stroke,
laquinimod may still become an important neuroprotective therapy in the near future [279,296].

5. Conclusions

Alterations can be seen in several cascades and pathways involved in immunomodulation,
redox mechanisms, energy management, and the upkeep of genomic integrity of a cell in several
neurodegenerative diseases, including MS. This results in diminished resistance and increased
vulnerability of neuronal cells to oxidative stress and excitotoxicity. In the past years, intensive research
has been invested into the kynurenine system; thus, our understanding of the roles of the metabolites
and enzymes participating in the KP has been expanded considerably. Even so, many unsettled issues
and controversies remain related to their precise function in immune modulation, neuroprotection,
and excitotoxicity. Nonetheless, with recent advances confirming the kynurenine system’s pivotal role
in the pathogenesis of neurodegenerative diseases, it is highly likely that in the near future additional
physiological and pathological roles for neuroactive kynurenines might be unearthed. Additionally,
they might prove to be promising targets for drug development based on already known and their
yet to be discovered roles. With the rise of targeted drug development and genetic engineering,
overcoming past obstacles might indeed become a reality. Targeting the KP in various sites with new,
specific agents may be achieved, making the prevention and treatment of several diseases possible by
appropriate pharmacological or genetic manipulations.
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Abbreviations

3-HAO 3-hydroxyanthranilate oxidase
3-HK 3-hydroxykynurenine
AHR aryl hydrocarbon receptor
AMPA α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
ANA anthralinic acid
APC antigen presenting cell
ATP adenosine triphosphate
BBB blood-brain barrier
CDxx cluster of differentiation xx
CHMP Committee for Medicinal Products for Human Use
CNS central nervous system
DC dendritic cell
EAE experimental autoimmune encephalitis
GRP35 G-protein coupled receptor 35
IDO 1,2 izoenzymes indoleamine 2,3-dioxygenase 1 and 2
IFN-β interferon beta
IFN-γ interferon gamma
IL interleukin
KAT 1, 2 kynurenine aminotransferase 1 and 2
KMO kynure nine 3-monooxygenase
KP kynurenine pathway
KYN kynurenine
KYNA kynurenic acid
MMP9 matrix metalloproteinase 9 (MMP9)
MP methoxyndole pathway
MS multiple sclerosis
NAD+ nicotinamide adenine dinucleotide
NADP+ nicotinamide adenine dinucleotide phosphate
NaMN nicotinic acid mononucleotide
NAS N-acetylserotonin
NK natural killer cell
NMAPT nicotinamide phosphoribosyltransferase
NMDA N-methyl-D-aspartate
NMDA N-methyl-D-aspartate receptor
NMN nicotinamide mononucleotide
NMNAT nicotinamide mononucleotide adenyl transferase
PARP poly(ADP-ribose) polymerase
PBMC peripherial blood monocytes
PMN polymorphonuclear cells
PPMS primary progressive multiple sclerosis
QUIN quinolinic acid
RRMS relapsing-remitting multiple sclerosis
SS Sjögren’s syndrome
TDO tryptophan 2,3-dioxygenase
TGF-β transforming growth factor beta
TNFα tumor necrosis factor alpha
Treg regulatory T cell
TRP tryptophan
VLA-4 very late antigen-4
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Abstract: Multiple sclerosis (MS) is an immune-mediated disease that predominantly impacts the
central nervous system (CNS). Animal models have been used to elucidate the underpinnings of MS
pathology. One of the most well-studied models of MS is experimental autoimmune encephalomyelitis
(EAE). This model was utilized to demonstrate that the cytokine granulocyte-macrophage
colony-stimulating factor (GM-CSF) plays a critical and non-redundant role in mediating EAE
pathology, making it an ideal therapeutic target. In this review, we will first explore the role that
GM-CSF plays in maintaining homeostasis. This is important to consider, because any therapeutics
that target GM-CSF could potentially alter these regulatory processes. We will then focus on current
findings related to the function of GM-CSF signaling in EAE pathology, including the cell types that
produce and respond to GM-CSF and the role of GM-CSF in both acute and chronic EAE. We will
then assess the role of GM-CSF in alternative models of MS and comment on how this informs the
understanding of GM-CSF signaling in the various aspects of MS immunopathology. Finally, we will
examine what is currently known about GM-CSF signaling in MS, and how this has promoted clinical
trials that directly target GM-CSF.

Keywords: multiple sclerosis; experimental autoimmune encephalomyelitis; monocytes; granulocyte-
macrophage colony-stimulating factor

1. Introduction

Multiple sclerosis (MS) is a chronic immune-mediated disease that impacts approximately 2.3
million people world-wide [1]. MS is characterized by the formation of demyelinating lesions, which
are disseminated in both time and space. The location of the lesions correlates with the manifestation
of physical disease symptoms [2]. In addition to demyelination, peripheral immune cell infiltration
to the CNS is associated with inflammation, tissue damage, and axonal loss [3]. There are three
major subtypes of MS: (1) relapsing remitting MS (RRMS), (2) secondary progressive MS (SPMS), and
primary progressive MS (PPMS) [4,5]. RRMS is the most common subtype. This disease course is
defined by periods of exacerbation followed by periods of clinical recovery, although new lesions
can develop in clinically silent areas during periods of remission without the presentation of overt
clinical symptoms [5]. A majority of RRMS patients will develop SPMS, which is defined as the
progressive worsening of neurological dysfunction, without remission [5]. PPMS is less common
and is defined as the accumulation of neurological dysfunction following onset of clinical symptoms
with no remission [5]. While some studies have suggested that these three subtypes are one disease
with differing clinical manifestations, it is important to distinguish between these subtypes. This
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is because the current disease-modifying agents that are used to treat MS are efficacious at treating
neuroinflammation and abrogating some of the tissue damage and demyelination associated with the
active phase of the disease, when patients exhibit overt clinical symptoms [6–8]. However, these same
disease-modifying agents are not efficacious at impeding disease progression [6–8]. Consequently,
the major focus in the field of MS research is to develop novel therapeutic strategies to dampen
neuroinflammation and prevent MS progression.

Animal model systems of MS have provided insight into the immunopathology of MS. Studies
in these models have directly and indirectly contributed to the development of disease-modifying
agents that are utilized in the clinic [8]. The most widely studied murine model of multiple sclerosis
is experimental autoimmune encephalomyelitis (EAE). This animal model closely recapitulates
the neuroinflammatory process that is associated with MS [9]. Consequently, this model has
been used to identify novel therapeutic targets by ascertaining those mediators that are critical
for potentiating neuroinflammation. One such mediator that has gained attention for its role in
promoting EAE-associated inflammation is the cytokine granulocyte-macrophage colony-stimulating
factor (GM-CSF). This cytokine first drew attention when a clinical report in 1998, which assessed
cytokine concentrations in the cerebral spinal fluid of MS patients with active disease, found that the
levels of GM-CSF are significantly increased in MS patients compared to healthy controls [10]. Based
on this observation, McQualter and colleagues wanted to determine whether GM-CSF played a critical
and non-redundant role in promoting EAE pathology. [11]. This study, which will be discussed in detail
later in this review, is the first to underscore the critical role of GM-CSF in potentiating EAE pathology.
Based on their findings and the aforementioned clinical study, McQualter and colleagues posited that
GM-CSF is a putative therapeutic target for MS treatment [11]. Since then, much information has
been gleaned about the role of GM-CSF in EAE pathology, including the cells types that produce
and respond to this cytokine. It is evident from recent studies that GM-CSF plays a dynamic role in
mediating EAE pathology. In this review, we will explore the current findings related to the function of
GM-CSF signaling in EAE pathology. We will then assess the role of GM-CSF in alternative models
of MS and comment on how this informs the understanding of GM-CSF signaling in the various
aspects of MS immunopathology. Finally, we will explore the studies that have directly ascertained the
function of GM-CSF in MS, and what implications these findings have for developing novel therapies
that target GM-CSF and its downstream mediators.

2. GM-CSF

2.1. Protein Structure, Receptor Structure, and Signaling

GM-CSF is a 114 amino acid polypeptide that is secreted as a monomeric 23kDA glycosylated
small glycoprotein protein, though the molecular weight can vary depending on the extent of
glycosylation [12]. Human CSF2 is encoded by 2.5kb mRNA that consists of four exons on the
chromosome region 5q31 [12,13]. Murine and human GM-CSF share 70% nucleotide and 56% sequence
homolog, suggesting that while cross-reactivity between human and murine GM-CSF does not occur,
murine models can be utilized to study the role of GM-CSF in the context of human diseases [12].
The GM-CSF receptor is a heterodimer that consists of an α subunit and a common beta chain (βc)
subunit, which is shared with IL-3 and IL-5 [14]. Interestingly, functional mutagenesis studies and
crystal structure analysis of the GM-CSF receptor demonstrate that receptor activation is predicated on
the assembly of the GM-CSF receptor into a dodecamer or higher order structure [15]. Activation of the
GM-CSF receptor requires both the α subunit and βc subunit. The βc subunit is associated with Janus
kinase 2 (JAK2); however, the βc subunit keeps its tails far enough apart that transphosphorylation of
JAK2 cannot occur [16,17]. When GM-CSF binds to the receptor, the higher order dodecamer complex
brings the subunit tails close enough together to mediate the interaction between the JAK2 molecules,
resulting in functional dimerization and transphosphorylation [15,17]. The activation of JAK2 results
in the activation of the signal transducer and activator of transcription 5 (STAT5). STAT5 can then
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translocate to the nucleus and regulate the expression of target genes [18]. GM-CSF is known to play
an indispensable role of JAK2-STAT5 signaling [19]. GM-CSF can also activate the interferon regulatory
factor 4 (IRF4)-CCL17 pathway which is associated with pain [20]. GM-CSF signaling activates IRF4
by enhancing the activity of JMJD3 demethylase [20]. The upregulation of IRF4 results in an increased
expression of MHC II by differentiating monocytes and an increase in the production of CCL17 [20].
Additionally, GM-CSF signaling is implicated in the AKT-ERK mediated activation of NF-κB [21].
Given the pleiotropic nature of GM-CSF, it is unsurprising that this cytokine plays a major role in both
maintaining homeostasis and promoting inflammation.

2.2. Cellular Source and Function of GM-CSF during Homeostasis

GM-CSF is a pleiotropic cytokine that is known to be a major mediator in inflammation; however,
GM-CSF also functions in maintaining homeostasis. In the lungs, GM-CSF is abundantly produced
by epithelial cells. Murine studies utilizing GM-CSF-deficient mice (Csf−/−) reveal that GM-CSF
is required for the development of functional alveolar macrophages through the regulation of the
transcription factor PU.1 [22,23]. Given that alveolar macrophages play a major role in facilitating the
clearance of surfactant from the alveolar space, GM-CSF-deficient mice develop a condition known
as pulmonary alveolar proteinosis (PAP), which is characterized by the accumulation of surfactant
in the alveolar space [23,24]. Further investigation posited that GM-CSF signaling directly regulates
the differentiation of liver-derived fetal monocytes into immature alveolar macrophages during
embryonic development [23]. GM-CSF signaling also promotes the differentiation of immature alveolar
macrophages into mature alveolar macrophages, postnatally [23]. Intriguingly, immunocompromised
patients that develop cryptococcal meningitis have circulating anti-GM-CSF autoantibodies. These
patients exhibit reduced surfactant clearance, and a number of these patients subsequently developed
PAP [25].

In addition to promoting the development of alveolar macrophages, GM-CSF also appears to
play a minor role in the development of tissue-resident conventional dendritic cells (cDCs). Csf2−/−
or Csfr2−/− mice have fewer CD103+ cDCs in the lung, dermis, and intestine [24,26,27]. In other
lymphoid tissues, however, tissue-resident cDC development appears to be normal [28]. This is an
interesting observation given that, under inflammatory conditions, GM-CSF is a major cytokine that
promotes monocyte differentiation into dendritic cells, and a more critical role of this cytokine in
cDC development is anticipated [29]. Since GM-CSF and its downstream mediators are potential
therapeutic targets, it is necessary to consider the role that GM-CSF plays in the development of both
alveolar macrophages and cDCs to prevent undesirable and potentially dangerous off-target effects.

2.3. GM-CSF in Murine Models of Multiple Sclerosis

GM-CSF in Experimental Autoimmune Encephalomyelitis

Experimental autoimmune encephalomyelitis (EAE) is the most well-studied model of multiple
sclerosis. This model was established in 1933 by Rivers and colleagues in an attempt to address human
encephalitis resulting from rabbit spinal cord contamination in the human rabies vaccine [30]. Since
its development, rodent and primate models have utilized some variation of this model to generate
acute monophasic, relapsing–remitting, and chronic inflammatory phenotypes [31]. Given that the
role of GM-CSF has been elucidated in murine EAE models, we will focus on murine models for the
remainder of this review. EAE can be induced through two mechanisms [32]. The first is active EAE
induction, whereby myelin or brain tissue peptides such as myelin oligodendrocyte glycoprotein
amino acid 35-55 (MOG(35–55)), myelin basic protein (MBP), or proteolipid protein (PLP) are emulsified
in complete Freund’s adjuvant (CFA) and subcutaneously injected into naïve recipient mice [33]. This
is followed by two intraperitoneal injections (IP) of pertussis toxin at 2- and 48-h post induction. The
pertussis toxin is thought to increase the permeability of the blood–brain barrier, thereby facilitating
peripheral immune cell infiltration into the CNS parenchyma [34]. The resulting clinical presentation
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of active EAE induction is contingent on the strain of mice being utilized. For example, when EAE is
induced via active induction with MOG (35–55) in CFA in mice on a C57BL/6J background, the mice
develop a monophasic and chronic disease pattern that is characterized by white matter demyelination
and peripheral CD4+ T cell and myeloid cell infiltration [35]. The onset of clinical symptoms usually
appears between days 9–10, and the symptoms reach peak severity between days 13–15 [35]. Active
EAE induction in C57BL/6 mice is a valuable tool for recapitulating the immune cell infiltration and
resulting neuroinflammation that mediate MS pathology [31]. In addition, EAE is commonly induced
in SJL/J mice using PLP(139–151). Active EAE induction in the SJL/J mice results in a relapsing–remitting
disease course which is characterized by peripheral immune cell infiltration, inflammation, and
demyelination (relapses), followed by the resolution of inflammation but the progression of white
matter damage and axonal damage with no overt clinical symptoms (remission) [31]. This model
is a useful tool to study relapsing–remitting MS [32]. The other major mechanism to induce EAE
is through the adoptive transfer of pathogenic CD4+ T cells. In this model, antigen-specific CD4+
T cells are transferred to naïve recipient mice to induce EAE. In this model, the priming phase of
EAE that occurs in the periphery is bypassed, therefore the in vitro manipulation of CD4+ T cells
prior to transfer can allow researchers to study the role of various cytokines during the effector phase
of EAE [33]. Neither active nor passive EAE induction completely recapitulates all aspects of MS
immunopathology; however, EAE is a useful tool to study various aspects of the immune-mediate
response. This is evidenced by the successful development of standard-of-care MS disease-modifying
agents utilizing EAE models, including interferon beta, glatiramer acetate, and natalizumab (anti-alpha
4 beta 1 integrin) [36–38]. Though the exact mechanism has not been fully elucidated, interferon
beta is thought to act as an immunomodulatory agent that dampens inflammation in the CNS [39].
Additionally, interferon beta is also thought to prevent the migration of proinflammatory immune cells
into the CNS [39]. Glatiramer acetate is a synthetic amino acid copolymer that is thought to expand the
regulatory T cell population in the periphery, which can migrate into the CNS parenchyma and produce
anti-inflammatory mediators that abrogate the activation of immune cells that are reactive against
myelin [40]. Natalizumab binds to the α4 subunit of α4β1 integrin on the surface of lymphocytes,
which prevents binding to the vascular cell adhesion molecule 1 (VCAM-1). This prevents T cells
from migrating into the CNS parenchyma [41,42]. Consequently, EAE is currently the best model to
understand the role of GM-CSF in MS pathogenesis and its therapeutic implications.

The first study to assess the role of GM-CSF in EAE pathology was conducted by McQualter and
colleagues in 2001. Their goal was to determine whether GM-CSF played a critical and non-redundant
role in promoting EAE pathology, which was based on previous findings suggesting that that
concentration of GM-CSF was increased in the cerebral spinal fluid of patients with MS compared to
healthy controls [10]. To this end, they generated a GM-CSF-deficient mouse that was backcrossed
to an EAE-suspectable NOD/Lt background. EAE was induced through active induction with MOG

(35–55) and the clinical presentation in this particular stain of mice was a relapsing–remitting biphasic
phenotype. The study found that, although functionally normal in terms of hematopoiesis, these mice
are resistant to the EAE, which was demonstrated by the lack of immune cell infiltration into the
CNS in addition to the absence of clinical symptoms, suggesting that GM-CSF is important for the
development of demyelinating lesions and the migration and/or expansion of immune cells within
the CNS [11]. These findings suggest that GM-CSF is a conceivable threptic target for MS. In order to
develop these novel therapies, it is necessary to understand the cell types and subsequent signaling
pathways that regulate the production and response to GM-CSF. The proposed role of GM-CSF during
EAE is detailed in Figure 1.
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Figure 1. The proposed role of granulocyte-macrophage colony-stimulating factor (GM-CSF) during
experimental autoimmune encephalomyelitis (EAE). GM-CSF promotes the accumulation of CD103+
dendritic cells (DCs) in the lymph nodes which can present myelin antigen to CD4+ T cells. These
CD4+ T cells can then migrate into the central nervous system (CNS) parenchyma where they begin
to produce GM-CSF exclusively, or GM-CSF and IL-17. GM-CSF production by the CD4+ T cells
promotes the migration of Ly6C+CCR2+ cells from the bone marrow to the CNS. Once in the CNS,
GM-CSF signaling promotes the differentiation of monocytes into a heterogenous population of
monocyte-derived macrophages and monocyte derived dendritic cells. Monocyte-derived dendritic
cells can interact with and promote the activation of infiltrating CD4+ T cells. In addition, these
differentiated cells can secrete mediators that directly promote demyelination, tissue damage and axonal
loss. GM-CSF can also promote the activation of CNS-resident microglia. These reactive microglia can
potentiate the inflammatory milieu by producing proinflammatory mediators.

2.4. T cells Are the Predominant Source of GM-CSF during EAE

In 2007, a study published by Ponomarev and colleagues identified the cellular source of GM-CSF
during EAE as T cells and not CNS-resident microglia or other infiltrated peripheral immune cells [43].
This study suggests that Th1 CD4+ T cells are the major T cell subset that produce GM-CSF. This idea
that Th1 cells are the major source of inflammation in EAE is due to the fact that both IL-12 and IL-23
share the p40 subunit, therefore any efficacious strategies that blocked IL-12p40 subsequently block
both IL-12 and IL-23 activity [44]. With the discovery of IL-23 and Th17 cells, however, the notion that
Th1 cells are the predominant source of inflammation during EAE was quickly challenged [45,46].
One study that challenges this notion demonstrates that while it is true that the passive transfer
of IL-12p70- and IL-23-polarized cells can cause EAE, treatment with anti–GM-CSF can ameliorate
EAE induced in the mice that receive IL-23 polarized Th17 cells, but not IL-12p70 polarized Th1
cells [47]. This suggests that Th17, but not Th1 cells, are the major source of GM-CSF during EAE.
The role of Th17 cells in EAE is further supported by an elegant study that demonstrated that the
upregulation of both IL-23 and RORγt license the Th17 cells to produce GM-CSF. IL-12 and IFNγ

on the other hand, are negative regulators of GM-CSF production by these cells [48]. Furthermore,
GM-CSF secretion from Ifng−/−Il17a−/− mice was sufficient to induce EAE; however, Csf2−/− mice, which
lack GM-CSF, do no develop EAE, suggesting that other inflammatory mediators are not sufficient to
induce pathology [48]. A study by Mangalam and colleagues found that IFNγ sequesters infiltrating
immune cells to the spinal cord during EAE, and it partially suppresses the production of GM-CSF by
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Th17 cells, rendering them less pathogenic [49]. Additional studies demonstrate that targeting other
Th17-associated cytokines including IL-17F, IL-22, and IL-21 does not confer resistance to EAE [50–52].
These findings indicate that GM-CSF is the major Th17-associated cytokine that licenses the CD4+
T cells to become encephalitogenic. In fact, GM-CSF is now thought to be the only Th17-associated
cytokine that had a non-redundant function in promoting EAE pathology [53]. A recent study found
that GM-CSF production by Th17 cells is not restricted to upstream regulation by IL-23. This study
showed that STAT5 deficiency in CD4+ T cells confers resistance to EAE by impairing the expression of
GM-CSF [54]. Further investigation found that IL-7 acts upstream of STAT5. The study posited that the
CD4+ T cells regulated by the IL-7-STAT5 axis are a distinct subset of Th cells, which they named ThGM

cells. These cells have minimal expression of the master gene regulators of Th1 and Th17 cells, T-bet
and RORγt. Microarray analysis revealed that the ThGM cells co-express GM-CSF and IL-3, which is
not the case in either Th1 or Th17 cells. Additionally, when the three Th subtypes were adoptively
transferred into Rag2-/- mice, the ThGM cells caused more severe EAE compared to EAE induced by
the transfer of Th1 or Th17 cells [54]. A recent study further supported the notion that ThGM are a
distinct subset of pathogenic Th cells. To this end, they generated a fate-map and reporter of GM-CSF
expression mouse stain, whereby they were able to identify a subset of Th cells that required IL-23R and
IL-1R signaling but not IL-6R signaling, to promote pathogenesis [55]. Furthermore, when this subset
of Th cells was ablated, the inflammatory cascade was perturbed; however, the accumulation of Th1
and Th17 cells were not impacted, further underscoring the notion that these cells are a distinct subset
of GM-CSF Th cells [55]. Interestingly, the production of GM-CSF may be dependent on a subset of
CCR4-expressing dendritic cells [56]. When CCR4 expression was ablated in this cell subset, these cells
showed a significant decrease in the expression of IL-23 [56]. Consequently, these mice were protected
against EAE and had less GM-CSF overall in the spinal cords, suggesting that CCR4 expression on
DCs maintains the Th17 population, thereby regulating the production of GM-CSF [56]. It is evident
from the aforementioned findings that CD4+ T cells are the major cellular source of GM-CSF during
EAE. Additional studies are required to confirm that ThGM cells are, in fact, a distinct subset of Th
cells during EAE. These cells may serve as novel therapeutic targets. A list of cell types that produce
GM-CSF during EAE is summarized in Table 1.

Table 1. Immune cell types that produce or respond to GM-CSF during EAE.

Cell Types that Produce GM-CSF Cellular and Molecular Signals Involved

Th17 cells IL-23-mediated expression of RORγt [48,57].

ThGM IL-7-mediated activation of STAT5 [54]; IL-23R and IL-1R signaling [55].

CD8+ T cells IL-23 induces but IFN-β suppresses GM-CSF production [58,59].

B cells B-cell receptor, CD40, and IL-4-mediated STAT5/6 activation [60].

Dendritic cells CCL17/CCL22-mediated expression of GM-CSF via CCR4 [56].

CNS endothelial cells Monocyte-produced, IL-1β-mediated expression of GM-CSF [61].

Cell Types that Respond to GM-CSF Cell Type-Specific Biological Function of GM-CSF during EAE

Monocytes Stimulates CNS migration; induces the production of proinflammatory
cytokines and neurotoxic mediators; promotes cell differentiation [62–65].

Dendritic cells Induces the production of IL-23 that promotes EAE [56].

CD103+ dendritic cells Induces cell accumulation in the skin and peripheral lymph nodes that can
then present antigen to pathogenetic CD4+ T cells [66].

Neutrophils Promotes cell accumulation in the brain that causes atypical EAE [67].

Microglia Induces activation and promotes onset of EAE [43,68].

Astrocytes Promotes the upregulation of proinflammatory gene expression [69].
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2.5. Many Immune Cells Respond to GM-CSF during EAE

Once CD4+ T cells were found to be the major cellular source of GM-CSF during EAE, there was
a need to understand which immune cell types were responding to the high level of GM-CSF that
was being produced by these cells. One of the first studies to address this question suggested that
myeloid cells are a major component of the inflammatory infiltrate, and these cells must migrate into
the CNS prior to EAE relapses [70]. Using GM-CS-deficient mice, King and colleagues demonstrated
that GM-CSF promotes CD11bhi Ly6Chi egress from the bone marrow, across the blood–brain barrier,
and into the CNS parenchyma, where these cells will upregulate the expression of proinflammatory
cytokines [70]. Additional studies demonstrate that GM-CSF deletion results in fewer monocyte-derived
cells in the CNS parenchyma following EAE induction, and the overexpression of GM-CSF results
in increased monocyte migration, which underscores the role of GM-CSF in mediating monocyte
migration from the bone marrow into the CNS parenchyma [11,71,72]. The conditional deletion of
the Csf2r on various immune cells, including CD103+ conventional dendritic cells, CNS-resident
microglia, and neutrophils, does not alter the progression of EAE [64]. However, when Csf2r is deleted
on CCR2+Ly6C+ monocytes, the mice are resistant to EAE and have a similar phenotype to the
complete Csf2 −/− mice, suggesting that this particular subset of monocytes responds to GM-CSF and is
critical in mediating EAE pathology [64]. It is thought that, in addition to promoting the migration of
CCR2+Ly6C+ cells into the CNS, GM-CSF is required to promote the differentiation of these specific
infiltrated monocytes into antigen-presenting cells which can subsequently produce proinflammatory
cytokines and present antigen to and maintain the pathogenic CD4+ T cell population [62,73]. In fact,
Helft and colleagues found that when bone marrow monocytes are treated with GM-CSF in vitro, the
resulting population is heterogenous in nature, and is comprised of monocyte-derived dendritic cells
and macrophages, supporting the idea that GM-CSF promotes monocyte differentiation [29]. There
is also evidence to suggest that, once in the parenchyma, the monocyte-derived cells can produce
mediators that directly promote tissue damage, demyelination, and axonal loss [63,65].

In addition to monocytes, there are other cell-types that can respond to GM-CSF during EAE. The
accumulation of CD103+ dendric cells in the lymph nodes is dependent on the presence of GM-CSF [66].
The CD103+ dendric cells present myelin antigen to, and subsequently activate, naïve CD4+ T
cells, and therefore contribute to the onset of EAE [66]. However, when the Csf2r is conditionally
deleted in CD103+ dendritic cells, severe EAE could still be observed in these mice, suggesting
that Csf2r expression on the CD103+ dendric cells is not exclusively required for EAE initiation
and/or progression [64]. Neutrophils are an additional myeloid cell type that is known to respond to
GM-CSF [74]. Studies using anti-CXCR2, a major chemoattractant for neutrophils, demonstrate that
inhibiting the activity of this chemokine confers protection against EAE [75]. Furthermore, GM-CSF is
thought to promote the accumulation of neutrophils in the brain of mice with atypical EAE, wherein
mice exhibit extensive inflammation in both the brain and spinal cord [67]. Therefore, neutrophils
may be an important cell type that respond to GM-CSF and subsequently promote EAE pathology. In
addition to myeloid cells, CNS-resident microglia become activated in response to GM-CSF produced
by infiltrating CD4+ T cells prior to the onset of clinical symptoms, suggesting that GM-CSF-dependent
microglial activation is required for the progression of EAE [43,68]. However, there have been very
few studies to assess how GM-CSF promotes the activation of microglia during EAE. This will require
further investigation. In addition, astrocytes are known to promote EAE pathology [76]. In a recent
study, Wheeler and colleagues utilized transcriptome analyses to characterize astrocyte activation
during EAE in response to GM-CSF signaling [69]. They found that GM-CSF stimulation promoted
the expression of MAFG and MAT2α which are thought to repress anti-inflammatory transcriptional
programs. In addition, GM-CSF stimulation in astrocytes promoted proinflammatory transcriptional
programs, suggesting that GM-CSF signaling in astrocytes renders them pathogenic in the context of
EAE [69]. It is evident that monocytes are the predominant cell type that respond to GM-CSF during
EAE. Consequently, targeting GM-CSF and/or the downstream mediators of GM-CSF signaling in
these cells may be a promising therapeutic approach to curtail pathogenic monocyte infiltration and
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differentiation in the CNS. A list of cell types that respond to GM-CSF during EAE is summarized in
Table 1.

2.6. GM-CSF in Other Murine Models of MS

The role of GM-CSF in less commonly used models of MS has not been well elucidated. One
model that may depend on GM-CSF signaling is the Theiler’s murine encephalomyelitis virus-induced
demyelinating disease (TMEV-IDD) [77]. Theiler’s murine virus is an enteric commensal in most
mouse stains; however, when injected via intracranial injection into susceptible mice, such as SJL/J
mice, the result is a chronic and progressive demyelinating disease [78,79]. The chronic phase of
TMEV-IDD is characterized by inflammation, demyelination, axonal degeneration, and astrogliosis,
making this a suitable model to study MS progression [79]. One study suggested that GM-CSF
may play a role in promoting pathology in this model. Bone marrow cells stimulated with GM-CSF
were infected with TMEV, and the presence of GM-CSF was found to promote virus replication
and the production of proinflammatory cytokines, indicating that GM-CSF is important in inducing
TMEV-IDD [77]. The importance of GM-CSF in this model further highlights the important role
of GM-CSF in promoting neuroinflammation associated with immune cell infiltration into the CNS
parenchyma, although additional in vivo studies need to be performed to further characterize the
role of GM-CSF in this model of demyelinating disease. Interestingly, in the Cuprizone model,
which is a non-inflammatory model of MS that promotes demyelination by promoting the death of
mature myelin-producing oligodendrocytes, there is no literature to support the notion that GM-CSF
plays a role in promoting pathology [80,81]. This suggests that GM-CSF does not directly facilitate
demyelination, rather it promotes the differentiation and activation of immune cells that can then
directly promote demyelination. Consequently, as therapies are being developed, co-treatment with a
mediator that prevents demyelination by protecting mature oligodendrocytes should be considered.

2.7. Controversy over GM-CSF in Murine Models of MS

Studies from animal models have convincingly demonstrated that GM-CSF plays a critical role in
promoting EAE pathology. However, recent studies have brought the importance of this cytokine in the
onset of disease into question. The first study performed by Pierson and Goverman sought to determine
the role of GM-CSF in EAE that is induced in C3HeB/FeJ mice, which develop an inflammatory disease
in both the brain and spinal cord [67]. This model is unique because the inflammation resulting from
EAE induced in mice on a C57BL/6 background has a strong predilection for the spinal cord [31].
GM-CSF-deficient C3HeB/FeJ mice develop EAE because IL-17 is able to compensate for the loss of
GM-CSF, and is able to promote neutrophil accumulation, inflammation, and demyelination [67].
Interestingly, this study also determined that the co-expression of IL-17 and GM-CSF is required to
promote immune cell migration into the brain, which is normally inhibited by IFNγ [79]. This suggests
that, while GM-CSF may be important for promoting EAE pathology, it is not the only cytokine that
is essential. Therefore, when therapeutics are being generated, an approach that involves targeting
multiple cytokines, including GM-CSF, should be considered. This notion is further supported by a
study that posited that GM-CSF is required for the accumulation of pathogenic CD4+ T cells in the
lymph nodes, but is not required for the activation of these cells, and is therefore not required for the
onset of EAE [71]. To determine whether or not this was the case, active EAE was induced in Csf2−/−
mice, and the number of pathogenic CD4+ T cells in the lymph nodes was significantly decreased,
suggesting that the accumulation of CD4+ T cells in the lymph nodes is dependent on GM-CSF [71].
However, when these T cells were expanded in vitro under Th17-polarizing conditions, and were
adoptively transferred to wild-type recipient mice, these cells were able to induce EAE, suggesting
that GM-CSF is not exclusively required for the development of encephalitogenic CD4+ T cells [71].
Additionally, when wild-type pathogenic CD4+ T cells were adoptively transferred to Csf2−/− mice, the
onset of clinical EAE symptoms was unaltered; however, perturbing GM-CSF signaling did alter the
immune cell profile in the CNS, thereby decreasing disease severity and preventing the progression
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to chronic disability [71]. This study suggests that GM-CSF is indispensable for promoting EAE
onset; however, GM-CSF signaling is compulsory for EAE progression. These findings emphasize
the importance of considering the role of additional cytokines that can be therapeutically targeted in
conjunction with GM-CSF.

3. GM-CSF in MS

3.1. Immune Cells that Produce and Respond to GM-CSF during MS

Animal models of MS have allowed us to gain significant insight into the role of GM-CSF in
promoting this immune-mediated disease. Despite the breakthroughs in our understanding of this
cytokines in murine models, the role of GM-CSF in MS is still not completely elucidated. It has been
known for some time that the concentration of GM-CSF is significantly increased in the cerebral spinal
fluid (CSF) of patients with active MS compared to healthy controls [10]. Similar to murine EAE models,
GM-CSF is thought to be produced by CD4+ T cells that contain an MS-associated polymorphism in
the IL-2 receptor alpha gene [82]. Similar to EAE, a distinct subset of CCR6-expressing Th cells that
exclusively produce GM-CSF have been found in high numbers in the CSF of patients with active
disease, suggesting that CD4+ T cells are the major cellular source of GM-CSF during MS [83]. In
fact, efficacious treatment with the disease-modifying agent interferon beta significantly decreases the
number of GM-CSF-producing CD4+ T cells in the peripheral blood and in the CSF of patients with
MS compared to untreated patients [59]. In addition to CD4+ T cells, GM-CSF is produced by a subset
of B cells and CD8+ T cells during active MS [59,60]. The recent success of the disease-modifying agent
Ocrelizumab, which depletes CD20-expressing B cells, for the treatment of progressive MS, suggests
that pathogenic B cells may play an important role in mediating MS pathology [84]. Additional
mechanistic studies are needed to address the role of GM-CSF-producing B and T cells in MS. Such
mechanistic studies can inform more efficacious therapeutics to prevent MS progression.

Similar to EAE, monocytes appear to be the major cell types that respond to GM-CSF in MS [85].
GM-CSF increases the migration of monocytes across the blood–brain barrier and, once in the
parenchyma, promotes the differentiation of monocytes into monocyte-derived antigen-presenting
cells [85]. Analyses of postmortem brain tissue obtained from patients with MS demonstrate that these
monocyte-derived antigen-presenting cells are the predominant cell type found at the site of active
demyelinating lesions [85–88]. Moreover, these same cells have been found to persist at the sites of
chronic demyelinating lesions [89]. Since GM-CSF plays a critical role in promoting the migration of
these cells across the blood–brain barrier, targeting GM-CSF therapeutically may prevent the migration
of pathogenic monocyte-derived cells into the CNS. Additionally, an analysis of active and chronic
demyelinating lesions found that the expression of the GM-CSF receptor is highly upregulated on
the lesion-associated astrocytes and microglia, suggesting that both of these CNS-resident cells may
upregulate proinflammatory genes in response to GM-CSF signaling [90]. Additional studies are
required to ascertain the role of GM-CSF signaling in these CNS-resident cells, and how this signaling
contributes to MS pathology.

3.2. Clinical Trials Therapeutically Targeting GM-CSF

There are numerous clinical trials that are attempting to target GM-CSF or the GM-CSF receptor
for the treatment of autoimmune diseases [91]. One biologic that has been tested in clinical trials as an
MS therapy is MOR103 [91]. MOR103 is a humanized monoclonal antibody against GM-CSF [92]. In a
20-week, randomized, double-blind, placebo-controlled phase 1b dose-escalation trial, patients with
relapsing–remitting MS or secondary progressive MS with less than 10 gadolinium-enhancing lesions
were administered through intravenous infusions of either MOR103 or a placebo control [92]. The
primary objective of this study was safety, and although MOR103 demonstrated only modest efficacy,
it was well-tolerated in patients with MS, and overall had a favorable safety profile [92]. This study is
important, because there are some risks associated with blocking the biological activity of GM-CSF,
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which are important to keep in mind when developing a therapy against GM-CSF. Targeting GM-CSF
and its receptor has been associated with exacerbations in pre-existing intestinal inflammation and
the onset of colitis [93,94]. Additionally, as was previously mentioned, GM-CSF signaling is critical
for the development of alveolar macrophages [22,23]. The accumulation of autoantibodies against
GM-CSF is associated with an increased risk of developing pulmonary alveolar proteinosis, which
is characterized by decreases in alveolar macrophages which result in the abnormal accumulation
of surfactant in the lungs [95]. Additional clinical trials will need to further evaluate the efficacy of
MOR103. Although this is the only clinical trial that has assessed the use of anti-GM-CSF or GM-CSF
receptor inhibitors to treat MS, there are numerous clinical trials that are attempting to utilize these
biologics to treat Rheumatoid Arthritis [91]. Many of these therapeutics will likely also be tested for
efficacy to treat MS in the future.

4. Conclusions

Murine models of MS have allowed us to gain insight into the important role that GM-CSF plays
in mediating neuroinflammation. These models have proven to be a useful tool for studying immune
cell infiltration and the resulting inflammatory milieu, given that many of the major underpinnings of
EAE pathology have been validated in patients with MS. These models have established that CD4+
T cells are the major cellular source of GM-CSF during EAE, and the monocytes are the major cell
type that responds to that GM-CSF. These monocytes can then infiltrate into the CNS and promote
inflammation, demyelination, and axonal loss. These cells and their downstream mediators are ideal
targets for MS therapies. However, there is still much to be learned about the role of GM-CSF in
mediating EAE pathology. Additional studies need to access the importance of ThGM cells, the role
of GM-CSF signaling in lesion-associated microglia and astrocytes, and the functional importance of
GM-CSF-producing B cells in patients with MS. Despite these shortcomings in the literature, GM-CSF
appears to be a promising therapeutic target for treating MS progression. Evidence from the literature
also strongly alludes to the notion that a combined therapy approach that includes inhibiting the
biological function of GM-CSF will likely be the most efficacious approach to treat MS.
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