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Abstract: This Special Issue covers the broad topic of structural integrity of components subjected
to either static or fatigue loading conditions, and it is concerned with the modelling, assessment
and reliability of components of any scale. Dealing with fracture and fatigue assessments of
structural elements, different approaches are available in the literature. They are usually divided
into three subgroups: stress-based, strain-based and energy-based criteria. Typical applications
include materials exhibiting either linear-elastic or elasto-plastic behaviours, and plain and notched
or cracked components subjected to static or cyclic loading conditions. In particular, the articles
contained in this issue concentrate on the mechanics of fracture and fatigue in relation to structural
elements from nano- to full-scale and on the applications of advanced approaches for fracture and
fatigue life predictions under complex geometries or loading conditions.

Keywords: fracture; fatigue; notch; crack; metal; structure; welded joint; FEM

1. Introduction

This Special Issue was introduced to collect the latest research on fracture and fatigue of structural
elements, and more importantly, to address present challenging issues in the context of the integrity of
structures from nano- to full-scale and components under complex loading conditions. In light of the
above, this Special Issue embraces interdisciplinary works aimed at understanding and deploying
physics of fatigue and failure phenomena, advanced experimental and theoretical failure analysis,
modelling of the structural response with respect to both local and global failures, and providing
structural design approaches to prevent engineering failures. Original contributions from engineers,
mechanical and material scientists, computer scientists, physicists, chemists, and mathematicians are
presented, following both experimental, numerical and theoretical approaches. There were 34 papers
submitted to this Special Issue, and 11 papers were accepted (i.e., 33% acceptance rate).

2. Fracture

A number of papers in this Special Issue are specifically devoted to fracture mechanics
problems [1–3]. Different approaches have been adopted, including experimental investigations,
theoretical models, and numerical simulations.

Gallo and Sapora [1] have proposed a method which could be useful for predicting the static
failure of micro- and nano-electromechanical systems (MEMS, NEMS). In more detail, the authors have
applied a coupled stress-energy approach—so-called Finite Fracture Mechanics—to predict the failure
load of notched nano-components made of single crystal silicon.

In [2], the authors developed a two-dimensional ordinary state-based peridynamic modeling
of mode-I delamination growth in a double cantilever composite beam test using revised
energy-based failure criteria. The proposed analytical model has successfully been validated against
experimental results.

Appl. Sci. 2020, 10, 6327; doi:10.3390/app10186327 www.mdpi.com/journal/applsci1
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Finally, in [3], a stress field analytical model of the wellbore coal rock has been established by
considering the irregularity of the cleat distribution and the influence of the cleat filler. The analytical
model has been compared with numerical simulations obtaining a good agreement.

3. Fatigue

In this Special Issue, the fatigue phenomenon has been investigated from experimental, numerical,
and theoretical points-of-view in different papers [4–11]. Contributions [4–8] were focused on the
application of advanced analytical or numerical approaches to predict the experimental fatigue strength
of laboratory specimens; while, on the other hand, papers [9–11] were mainly devoted to the fatigue
assessment of full-scale, real structures undergoing complex loading conditions.

Ronchei and co-authors [4], have applied a critical plane-based multiaxial fatigue criterion for the
fatigue life assessment of Ti-6Al-4V notched specimens. The accuracy of the proposed criterion has
successfully been evaluated through experimental data available in the literature.

In [5], the authors proposed an energy-based approach for the fatigue life estimation of welded
joints through thermal-graphic measurement. A model based on intrinsic energy dissipation was
applied to high strength steel welded joints showing a good agreement between estimations and
experimental results.

Paper [6] was devoted to presenting a multiscale fatigue damage evolution model for describing
both the mesoscopic voids propagation and fatigue damage evolution process, reflecting the progressive
degradation of metal components in the macro-scale. A method of defect classification was employed
to implement 3D reconstruction technology based on the micro-computed tomography scanning
damage data with FE simulations. The predictions were validated through a comparison with
experimental data.

The aim of [7] was to characterize the propagation of fatigue cracks using the damage index
derived by various acoustic features of ultrasonic guided waves. The method has been validated by
monitoring the fatigue crack propagation in a steel plate-like structure.

In [8], the authors have formulated a numerical model to simulate the thorough failure process on
concrete, ranging from microcracks growth, crack coalescence, macrocrack formation and propagation,
to the final rupture. The model has been applied to simulate the fatigue rupture of three-point bending
concrete beams, observing a good agreement between numerical results and experimental observations
available in literature.

Paper [9] focused on the assessment of fatigue life and characterization of the fatigue crack behavior
of an aluminum scroll compressor, taking into account both mean stress effects and elastic-plastic
behavior of the material. The authors took advantage of both analytical and numerical models.

In [10], the authors have investigated the factors inducing fatigue crack initiation from the
positioning block weld toe of metro bogie frame, which is the critical safety part of the urban metro
vehicle. Metallographic analyses were employed to study the failure modes and fracture characteristics
of the weld toe of positioning block. On-track testing was carried out to obtain acceleration and the
stress response information of the bogie, and to investigate which factors could be optimized in order
to reduce the failure probability.

Finally, the aim of [11] was to develop a master–slave model with fluid-thermo-structure interaction
for the thermal fatigue life prediction of a thermal barrier coat in a nozzle guide vane. The master–slave
model integrates the phenomenological life model, multilinear kinematic hardening model, fully
coupling thermal-elastic element model, and volume element intersection mapping algorithm to
improve the prediction precision of thermal fatigue life.
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Featured Application: The work provides an extremely useful method to predict the static failure

of Micro- and Nano-Electromechanical Systems (MEMS, NEMS). The Finite Fracture Mechanics

approach may have an enormous impact on the failure characterization of notched and cracked

components in the field of nanodevices.

Abstract: The present paper focuses on the Finite Fracture Mechanics (FFM) approach and verifies its
applicability at the nanoscale. After the presentation of the analytical frame, the approach is verified
against experimental data already published in the literature related to in situ fracture tests of blunt
V-notched nano-cantilevers made of single crystal silicon, and loaded under mode I. The results show
that the apparent generalized stress intensity factors at failure (i.e., the apparent generalized fracture
toughness) predicted by the FFM are in good agreement with those obtained experimentally, with
a discrepancy varying between 0 and 5%. All the crack advancements are larger than the fracture
process zone and therefore the breakdown of continuum-based linear elastic fracture mechanics is
not yet reached. The method reveals to be an efficient and effective tool in assessing the brittle failure
of notched components at the nanoscale.

Keywords: finite fracture mechanics; nanoscale; silicon; brittle; notch; fracture; nanodevice

1. Introduction

Recent technological developments have enabled the fabrication of electronic devices with
high-density integration. Small size components, e.g., at the nanometer scale, can be fabricated
with different shapes including features such as notches and may have defects such as cracks [1,2].
These circumstances have brought problems commonly addressed by fracture mechanics and fatigue
theory to a completely new scale level, raising several new questions, experimental challenges, but
also attractive new scientific possibilities [3–5]. The demand for static and fatigue assessment of
nanoscale components is increasing, on the one hand, and the validity of continuum-based approaches
is questioned on the other. Indeed, at a very small scale, the simplification of a body as continuum and
homogeneous may not hold, and the discrete nature of atoms should be considered [6–8]. Clarification
of these aspects could not only bring enormous development in the field of nanotechnology, but
macroscale could benefit as well, e.g., multi-scale modeling of fatigue with focus on short cracks
and interaction with local micro-structure [9,10], atomistic investigation of stresses, strains and grain
boundaries [11], fracture properties of advanced materials [12,13], experimental evaluation of fatigue
curve of microscale samples [14].

Appl. Sci. 2020, 10, 1640; doi:10.3390/app10051640 www.mdpi.com/journal/applsci5
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Several studies have recently quantified the small scale breakdown of continuum-based linear
elastic fracture mechanics (LEFM) and have demonstrated that continuum-based methods are still
valid at small scale if that limit is not reached [15–18]. The breakdown was expressed in terms of
the ratio between the crack singular stress field length, which surprisingly is still characterizing the
crack at a very small scale [19–21], and the fracture process zone. When this ratio is in the order of
4–5, continuum-based LEFM breaks down and the discrete nature of atoms cannot be ignored. Some
researchers have gone at a further small size, and have tried to propose approaches that consider
the atomic structures and would be valid at different scales. In this regard, it is worth mentioning
those based on Griffith’s criterion applied to single crystal silicon [22,23] and graphene [24], and more
recently on averaged strain energy density concept [17]. On the other hand, as briefly mentioned
earlier, when that limit is not reached, continuum-based approaches should be valid. This conclusion
opens up a large number of possibilities in the field of nanotechnology since well-known tools could
be extended to small scale for, e.g., nanoscale mechanical characterization, static/fatigue assessment of
cracked or notched components [14,25]. For example, the continuum formulation of averaged strain
energy density concept has been demonstrated to be valid for nanoscale notched-samples [26,27].
Similarly, by using the Theory of Critical Distances (TCD) [28,29], a fast and extremely simple method
was proposed to evaluate with high accuracy the fracture toughness of single crystal silicon by using
notched samples [30]. At small scales, indeed, the fabrication of pre-cracks is extremely difficult, since
an atomic sharp crack is ideally necessary to obtain a reliable fracture toughness when dealing with
brittle materials. Even for small values of the tip radius, the defect would behave as a notch and would
result in an apparent fracture toughness [19,31]. In regard to the experimental challenges, it is also
worth mentioning a recent study on experimental conditions affecting the measurement of the fracture
toughness in elastic-plastic materials [32].

Among well-known fracture models, the Finite Fracture Mechanics (FFM) approach has several
similarities with the methods mentioned before [33]. The FFM was originally proposed to deal with
crack initiation in brittle material and to overcome the limitation of classical fracture mechanics, which
assumes the pre-existence of a crack and deals only with its growth [34,35]. The FFM, instead, is a
coupled criterion, i.e., it requires two conditions to be full-filled simultaneously: One based on a stress
requirement and the other involving the energy balance. When these conditions are met, there is an
instantaneous formation (or growth) of a crack of finite size (finite step). This assumption drastically
re-defines the concept of crack growth, which becomes a structural parameter rather than a simple
material constant. Over the past decades, the approach has been applied or extended successfully to a
large variety of problems, both in static and fatigue, by considering different materials, features and
loading conditions, e.g., to rounded V-notches made of ceramic, metallic and plastic materials [36,37],
crack at interfaces and at bi-material junctions [38,39], 3-D failure onset from sharp V-notch edge [40],
failure initiation at the atomic scale by means of molecular simulations [41], multiaxial loading
conditions and notch sensitivity [42,43], moderate and large scale yielding regimes [44]. Furthermore,
FFM predictions have been recently proved to be very close to those by the powerful cohesive zone
model (CZM) in different research frameworks [45–48], so one can use FFM for preliminary sizing in
structural design, letting the CZM for subsequent study refinements. By considering the advantages of
the FFM approach and the similitude with other methods successfully applied to small scale specimens,
it is worth investigating the validity of the FFM at the nanoscale. FFM would be, indeed, a very useful
method for the brittle failure characterization of nanostructures.

By considering experiments available in the literature, the present paper verifies the applicability
of the FFM approach at the nanoscale. At first, the analytical frame of FFM is presented; subsequently,
recent experimental tests on nanoscale notched cantilevers, made of single crystal silicon, are briefly
reviewed and presented; finally, the results are discussed. Only mode I loading condition and brittle
fracture are considered. The work represents an additional proof that, when far from the small scale
breakdown of continuum-based LEFM, classic concepts such as FFM can be employed successfully to
characterize the fracture process of nanodevices.
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2. Materials and Methods

2.1. Fundamentals of FFM Approach for Blunt V-Notches

The FFM approach [35] assumes that a crack advances of a finite length l when two criteria, one
based on stress and the other on the energy balance, are full-filled simultaneously. The stress criterion
requires that the average stress σy(x) upon the crack advance l is higher than the material tensile
strength σu:

∫ l

0
σy(x)dx ≥ σul, (1)

where (x, y) is the Cartesian coordinate system centered at the notch root (Figure 1). The energy
criterion ensures that the energy available for a crack increment l is higher than the energy necessary
to create the new fracture surface. Irwin’s relationship allows expressing the requirement in the form

∫ l

0
K2

I (c)dc ≥ K2
Icl, (2)

KI(c) and KIc being the stress intensity factor (SIF) related to a crack of length c stemming from the
notch root (Figure 1) and the fracture toughness, respectively. At incipient failure, Equations (1) and (2)
coalesce into a system of two equations in two unknowns: The critical crack advancement lc and the
failure load.

Figure 1. Blunt V-notch geometry: c represent the length of a crack stemming from the notch tip.

Focusing on blunt V-notched geometries [37] and assuming the notch tip radius ρ sufficiently
small with respect to the notch depth a (Figure 2), the stress field along the notch bisector can be
expressed as [49]:

σy(x) =
KV,ρ

I
[2π(x + r0)]1−λ

[
1 +

(
r0

x + r0

)λ−μ

ηθ(0)

]
, (3)

where KV,ρ
I is the apparent generalized (or notch) SIF, and

r0 =
π − ω

2π − ω
ρ. (4)

The parameters λ, μ and ηθ(0) depend on the notch amplitude ω, and their values are reported in
Table 1. Furthermore, supposing a crack of length c sufficiently small with respect to the notch depth a
(Figures 1 and 2), the following relationship was proposed for the SIF KI [50]:

7
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KI(c) =
βKV,ρ

I cλ−0.5⎡
⎣1 +

[
r0

c

(
β

α

) 1
1−λ

]m⎤⎦
1−λ

m
, (5)

where

α = 1.12
√

π
[1 + ηθ(0)]
(2π)1−λ

, (6)

and β,m are provided in Table 1.

Table 1. Dimensionless parameters used in the present analysis as a function of the notch amplitude ω.
See [37] as reference.

ω (deg) m λ μ ηθ(0) β

0 1.82 0.5000 −0.5000 1.000 1.000
33 1.45 0.5021 −0.4515 1.035 1.005
48 1.38 0.5040 −0.4285 1.007 1.010
59 1.35 0.5075 −0.4105 0.9700 1.017
68 1.34 0.5122 −0.3950 0.9310 1.030

150 1.22 0.7520 −0.1624 0.2882 1.394

Within brittle structural behavior, it is legitimate to suppose that failure takes place as soon as the
apparent generalized SIF reaches its critical value KV,ρ

I = KV,ρ
Ic , usually termed as apparent generalized

fracture toughness. As expected, FFM can be implemented by inserting Equations (3) and (5) into
Equations (1) and (2), respectively, and integrating. Simple analytical manipulations lead to the
following two coupled equations:

KV,ρ
Ic

σur1−λ
0

= f (lc), (7)

and

r0
σ2

u

K2
Ic

=
h(lc)

f 2(lc)
, (8)

where the functions f , h rising from the integration procedure are [37]:

f (l̄c) =
l̄c(2π)1−λ[

(l̄c+1)
λ−1

λ

]
+ η0(0)

[
(l̄c+1)

μ−1
μ

] (9)

h(l̄c) =
l̄c∫ l̄c

0

c̄(2λ−1)β2

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1 +

⎡
⎢⎢⎢⎢⎣
(

β

α

) 1
1 − λ 1

c̄

⎤
⎥⎥⎥⎥⎦

m⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

2 (1 − λ)

m

dc̄

, (10)

l̄c = lc/r0 and c̄ = c/r0 . The system of Equations (7) and (8) is solved numerically through a simple
MATLAB R© code: For a given structure, after extracting lc from Equation (8), the apparent generalized
fracture toughness can be estimated through Equation (7).
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2.2. Review of Recent In Situ Experimental Tests

The analytical frame presented in Section 2.1 is verified against experimental tests recently
published by Gallo et al. [30]. That work was originally proposed to characterize the fracture toughness
of silicon by using the TCD. In detail, in situ fracture tests were carried out in a transmission electron
microscope (TEM). Four specimens were considered, made of single crystal silicon, and fabricated by
a focused ion beam (FIB) processing system. The fabrication process and orientation are simplified
in Figure 2 while the detailed procedure is provided in [30]. Geometry and example of a sample are
presented in the lower-half of Figure 2, whilst Table 2 gives the geometrical details.

Figure 2. Example of main steps of fabrication process, orientation, final sample (specimen 2) and
geometrical details of the blunt V-notched nano-cantilevers. At first, a block is carved from bulk single
crystal silicon plate; later, the block is positioned on a gold wire and the nano-cantilever is cut; the
notch is finally introduced by focused ion beam (FIB).

Table 2. Geometrical parameters of the blunt V-notched nano-cantilevers (see Figure 2).

Sample ω (deg) ρ (nm) a (nm) d (nm) S (nm) L (nm) B (nm) W (nm) Pf (μN)

1 33 ≈10 155 217 837 1307 494 502 45.33
2 48 ≈14 161 96 682 1019 529 544 84.80
3 59 ≈20 179 119 651 1201 484 495 65.11
4 68 ≈6 144 87 875 1252 454 456 30.84
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The samples have different notch radii ρ and opening angles ω measured at the best of authors
capability by means of scanning electron microscope (SEM). It is worth noting that the samples have
an a/W ratio varying between 0.3 and 0.36, while ρ/a varies between 0.07 and 0.11. Experimental
mechanical characterization at the considered scale gave an ultimate strength σu of 13.9 GPa, and
a fracture toughness KIc of approximately 1 MPa m0.5. The latter is determined experimentally by
employing the TCD [30], pre-cracked samples [19] and even by considering the atomic scale by means
of molecular simulations [15,22]. The fracture tests are realized by pushing the nano-cantilevers
towards an indenter which is able to detect the applied load. Table 2 summarizes the load at failure, Pf,
as obtained in [30], which should be consulted for additional details on experimental procedures and
loading device.

3. Results

The analytical frame developed in Section 2.1 is fully applicable provided the low ratios a/W and
ρ/a presented in the previous section (Table 2). By recalling the apparent fracture toughness of a sharp
V-notch defined according to [35]

KV
Ic = λλ

[
(2π)2λ−1

β2/2

]1−λ K2(1−λ)
Ic

σ1−2λ
u

, (11)

the dimensionless apparent generalized fracture toughness is plotted in Figure 3 versus the
dimensionless notch root radius ρ/lch, where lch = (KIc/σu)2 ≈ 5.18 nm is the so called “Irwin’s length”
(see Section 2.2 for the mechanical properties). In addition to the geometries considered in the present
work, Figure 3 also includes the results for the opening angle ω = 0◦ and ω = 150◦, as references.
When ρ → 0, the fracture toughness ratio correctly tends to 1 since KV,ρ

Ic is approaching the value of the
sharp (ρ = 0) V-notch KV

Ic. Given a fixed value of the normalized notch root radius, the ratio increases
as the the opening angle ω decreases, i.e., the lower the notch amplitude, the higher the influence of
the radius.

0 2 4 6 8 10
/l

ch

1

1.5

2

2.5

3

3.5

K
IcV

,
/K

IcV

=0°
=33°
=48°
=59°
=68°
=150°

Figure 3. Dimensionless apparent generalized fracture toughness versus dimensionless notch root
radius for the opening angles of the nano-cantilever considered in Section 2.2. For the sake of clarity,
two additional opening angles are added as references, i.e., ω = 0◦ and ω = 150◦. Irwin’s length
lch = (KIc/σu)2 ≈ 5.18 nm.
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The dimensionless crack extension is plotted in Figure 4. As ρ → 0, the geometry reverts to the
sharp V-notch case, with the curves approaching the values provided by the function [35]:

lV
c =

2
λβ2(2π)2(1−λ)

lch, (12)

which leads to a decreasing crack length for higher notch amplitudes. As ρ increases the element

becomes smoother, and each function converges to the asymptotic value lc = 2/π
(

KIc
1.12σu

)2
. The

most significant deviations from the sharp case are again generally observed as the notch amplitude
decreases. Semi-analytical values of crack advancements are also reported in Table 3, showing that for
the current geometries all the crack advances were within 10%. Dimensionless values of the notch root
radius are reported as well.
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=0°
=33°
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=59°
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Figure 4. Critical crack advancement versus notch root radius normalized by Irwin’s length, lch =

(KIc/σu)2 ≈ 5.18 nm.

Table 3. Critical crack advancement for the geometries under consideration. The reference crack
advancement related to a sharp notch provided by Equation (12) is also reported. Irwin’s length is
equal to lch = (KIc/σu)2 ≈ 5.18 nm.

ω (deg) ρ/lch lV
c (nm) lc (nm) lc/lV

c

33 1.97 3.27 2.64 0.806
48 2.67 3.25 2.62 0.807
59 3.90 3.23 2.60 0.805
68 1.22 3.17 2.83 0.894

Finally, the theoretical FFM estimations based on Figures 3 and 4 are compared with experimental
values. In order to obtain the experimental apparent fracture toughness, the stress at the notch
root σmax = σy(0) at incipient failure must be evaluated through FEM analysis. Indeed, numerical
simulations were already carried out in [30] to study the local stress state and are here exploited, for
the sake of simplicity. The experimental values of KV,ρ

Ic can be then easily obtained from Equation (13):
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KV,ρ
Ic exp. = σmax

(2πr0)
1−λ

[1 + ηθ(0)]
, (13)

and results are summarized in Table 4 and Figure 5. It is clear that FFM accurately estimates the
apparent generalized fracture toughness with a negligible error of 4.7% in the worst case (ω = 33◦),
and an excellent agreement in the best case (ω = 48◦).
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Figure 5. Comparison between experimental (denoted by exp.) and Finite Fracture Mechanics (FFM)
apparent generalized fracture toughness for the considered nano-cantilevers. The ratio is plotted
against the dimensionless notch root radius.

Table 4. Comparison between experimental (denoted by exp.) and FFM apparent generalized fracture
toughness (MPa m1−λ) for the considered nano-cantilevers. For the sake of clarity, dimensionless
values of the notch root radius are reported as well, where lch = (KIc/σu)2 ≈ 5.18 nm.

ω (deg) ρ/lch KV
Ic KV ,ρ

Ic FFM KV ,ρ
Ic exp.

33 1.97 1.04 1.50 1.43
48 2.67 1.08 1.70 1.70
59 3.90 1.15 2.05 2.04
68 1.22 1.25 1.56 1.50

4. Discussion

The results presented in Section 3 clearly show that the FFM is able to characterize the fracture
process of single crystal silicon nanoscale samples. The main advantage of the approach is that,
similarly to the TCD [30], it can easily handle notched and cracked geometries. Difficulties in realizing
accurate cracks, when dealing with ideal brittle fracture, are indeed well-known and could result in
apparent scale dependent fracture toughness. Figure 3 clearly shows that also for a very small notch
radius, the apparent generalized fracture toughness deviates from the sharp case. This means that
small notch radii cannot be assumed or simplified as sharp. This mistake is commonly made when the
FIB processing system (or chemical etching) is used to directly introduced a crack-like notch, based
on the assumption that for a small ρ/a ratio the geometry could be treated as a crack. Unfortunately,
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this assumption does not hold at a very small scale for ideal brittle materials such as the single crystal
silicon, that would require, ideally, an atomically sharp crack (ideal Griffith’s crack) [22] to determine
the proper constant and scale independent fracture toughness. The FFM approach proposed here,
instead, provides directly the generalized apparent fracture toughness and gives the possibility to
handle different notch radii and opening angles. This conclusion is supported by Figure 5, where the
failure assessment is reliable for all the geometries, with negligible differences.

FFM is added therefore to the list of methods that have been proven to be successful when applied
at small scale, such as the TCD [30] and the strain energy density [17]. Indeed, these methods share
several similarities. Strain energy density and FFM have the same proportionality between the critical
notch stress intensity factor and the two fundamental properties i.e., the fracture toughness and the
ultimate tensile strength. The difference is that in the FFM the relation depends on notch opening
angle only, while in the strain energy density it depends on Poisson’s ratio as well [51]. TCD and
FFM, instead, both rely on the definition of a critical length scale parameter. While according to the
TCD the critical distance is a material constant, the FFM critical crack advancement lc depends both
on the notch radius and amplitude [33]. Figure 4 shows that when the notch radius tends to large
values, i.e., smooth samples, all the curves converge towards the same constant value. In this case, the
energy requirement provides a constant crack advancement in agreement with the quantized fracture
mechanics (QFM) [52], while the stress condition reduces to σ = σu and determines the final failure.
When the notch radius tends to zero, the geometry reverts to the sharp V-notch case: In the crack case
(ω = 0◦), the energy balance reverts to KI = KIc and governs the failure mechanism, while the stress
requirement leads to the constant critical crack advancement related to the TCD line method [36].

Generally speaking, for all the methods based on a length parameter, the latter can be related
to Irwin’s length lch = (KIc/σu)2, with lch ≈ 5.18 nm in the present work. Recalling the synthesis by
means of the TCD presented in [30,36], it could be asserted that all the critical distances are proportional
to [53]:

lc =
1
π

(
KIc
σu

)2
=

1
π

lch. (14)

By substituting numerical values in Equation (14), a critical length lc ≈ 1.65 nm is obtained. This
value obviously agrees with the critical distance evaluated experimentally in [30] i.e., ≈ 1.3–1.9 nm,
and it is very close to the critical singular stress field length of 1.5–3 nm at which the continuum-based
LEFM breaks down, i.e., 4–5 times the fracture process zone of 0.4–0.6 nm [15,17,22]. Interestingly,
all the crack advancements presented in Table 3 are well far from the fracture process zone size.
Generalizing, Figure 4 shows that lc can only vary in a range of ≈ 0.45–0.65 lch, i.e., 2.3–3.4 nm. Again,
these values are larger than the fracture process zone size and the critical length. The results confirm
that if that low limit is not reached, continuum-based FFM method is still valid, despite the small
scale involved.

At a smaller scale, e.g., atomic scale, extension and generalization of the approach are possible.
The FFM, as introduced earlier, is a coupled criterion, i.e., it requires two conditions to be full-filled,
one based on stress and the other on energy considerations. The stress criterion could be developed by
considering the virial stress, provided that it is accepted as a representation of the mechanical stress at
the atomic scale as recently showed in [20], or by employing a traction vector-based stress recently
proposed in [54]. The energy criterion, instead, could be defined based on interatomic potential energy
as provided in some recent examples based on the energy release rate [22,23] and on the averaged
strain energy density [17].

The analysis presented here is limited to mode I loading conditions and to ideal brittle material.
In case of semi-brittle materials, experimental conditions could affect the elastic-plastic fracture
toughness, and scale dependency of fracture properties may occur [32,55]. This aspect should
be carefully considered to define proper mechanical properties and therefore failure conditions of
semi-brittle materials.
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5. Conclusions

When approaching small scales, the validity of continuum-based LEFM methods is questioned.
The present work sheds light on the applicability of the FFM approach by using experimental data
available in the literature related to blunt V-notched nano-cantilevers, made of single crystal silicon. The
work, therefore, focuses on ideal brittle fracture and mode I loading condition. The main conclusions
can be summarised as follows:

• The comparison with experimental tests shows that the FFM is able to predict the failure load
of notched nano-cantilevers at the considered small scale (Figure 5). The agreement between
experimental and theoretical apparent fracture toughness was excellent for all the opening angles
and notch root radii considered, with a maximum discrepancy of 4.7%.

• The validity of the FFM at the considered scale is due to the fact that the low limit of
continuum-based LEFM is not yet reached. Indeed, the crack advancements obtained are larger
than the fracture process zone of 0.4–0.5 nm evaluated by other authors (Figure 4 and Table 3).

• The critical length lc ≈ 1.65 nm agrees well with the critical distance and the singular stress
field length available in the literature and at which continuum-based LEFM breaks down. The
crack advancements obtained here are all well far from this value (Figure 4), further justifying the
validity of the method.

• Moreover, for very small notch root radii, the apparent generalized fracture toughness deviates
from the sharp case (Figure 3). The deviation is larger for small notch opening angles. When
dealing with cracks, if attention is not paid in the realization of an ideally sharp crack-tip, an
apparent size dependent fracture toughness may result from experimental tests.

• Based on the evidence presented in the current work, the FFM can be an extremely useful method
to predict the static failure of micro and nanodevices made of ideal brittle materials. Further
investigations should be done when dealing with semi-brittle materials.

• As further development, the extension of the method to the atomic scale is possible by substituting
continuum stress and energy formulations with the virial stress and interatomic potential
energy, respectively.
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Abstract: This study presents a two-dimensional ordinary state-based peridynamic (OSB PD) modeling
of mode-I delamination growth in a double cantilever composite beam (DCB) test using revised
energy-based failure criteria. The two-dimensional OSB PD composite model for DCB modeling is
obtained by reformulating the previous OSB PD lamina model in x–z direction. The revised energy-based
failure criteria are derived following the approach of establishing the relationship between critical bond
breakage work and energy release rate. Loading increment convergence analysis and grid spacing
influence study are conducted to investigate the reliability of the present modeling. The peridynamic (PD)
modeling load–displacement curve and delamination growth process are then quantitatively compared
with experimental results obtained from standard tests of composite DCB samples, which show good
agreement between the modeling results and experimental results. The PD modeling delamination
growth process damage contours are also illustrated. Finally, the influence of the revised energy-based
failure criteria is investigated. The results show that the revised energy-based failure criteria improve
the accuracy of the PD delamination modeling of DCB test significantly.

Keywords: peridynamics; composite; ordinary state-based; double cantilever composite beam
(DCB); delamination

1. Introduction

Carbon fiber-reinforced polymer (CFRP) composite materials have been widely used in aerospace
structures due to their high specific stiffness/strength, low coefficient of thermal expansion, and excellent
fatigue resistance. In the design procedure of composite structures, testing and analysis are both needed
due to the overall consideration of cost and reliability. Laminate delamination is one of the main failure
modes of composite structures and, hence, has become a major concern of CFRP composite design and
analysis for many years [1–5]. Currently, the most widely used analysis method for capturing delamination
initiation and growth of CFRP composites is based on the framework of finite element method (FEM), such
as cohesive zone element (CZE) and virtual crack closure technique (VCCT). Although these techniques
have been successfully applied to many delamination problems of CFRP composites [6–8], they usually
have to preset the delamination growth path, which is difficult for many real engineering problems.
Besides, as stated in [9–12], these conventional analysis methods based on classical continuum mechanics
require that the displacement field of body be continuously differential in space. This requirement is in
contradiction with inherent spatial discontinuity existing in delamination growth problems.
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As an alternative to conventional analysis method, Silling et al. [13–15] introduced the
peridynamic (PD) theory of solid mechanics, which attempts to unite the mathematical modeling
of continuous media, cracks, and particles within a single framework. Peridynamic theory
replaces the partial differential equation of the classical theory of solid mechanics with integral
or integral-differential equations, and “spontaneous” formation of fracture and damage of composites
could be simulated without any prior knowledge of damage path [16–19]. Peridynamic theory has
been successfully applied to capture the delamination damage of CFRP composites. The interlayer
delamination damage patterns of composite laminate under low velocity impact were given by Askari
et al. [11] and Xu et al. [10]. The delamination damages between each layer of composite laminates
with notch or open hole were presented by Hu et al. [20–23]. “Spontaneous” delamination damages
were captured by peridynamic theory in these works, without any presetting of delamination path or
refinement of the delamination front mesh.

Although the above works have proved the potential advantages of peridynamic theory in
delamination modeling of CFRP composites, currently, few studies have focused on the quantitative
delamination growth modeling of CFRP composite by peridynamics. Double cantilever composite
beam (DCB) test provides a good benchmark example for validating an approach’s basic ability in
modeling mode-I delamination in composites. It is meaningful to conduct DCB modeling work
to examine the reliability of an approach in modeling structural delamination problem, such as
for CZE [24,25] and VCCT [26]. Hu et al. [12] developed an energy-based approach to simulate
delamination in composites using bond-based peridynamics. Delamination growth in double cantilever
beam (DCB) test is simulated and the convex delamination front was well captured.

In the present study, a two-dimensional ordinary state-based peridynamic (OSB PD) modeling of
mode-I delamination growth of CFRP composite DCB test is presented. Double cantilever beam
(DCB) test is the basic experiment to measure mode-I delamination fracture toughness, GIC, of
CFRP composites. This simple loading case provides a good benchmark example to quantitatively
verify the ability of peridynamic theory in modeling delamination growth of CFRP composites.
The two-dimensional OSB PD composite model used in the present study for DCB modeling is
obtained by reformulating the previous OSB PD lamina model [27] in the x–z direction. The revised
energy-based failure criteria are derived following the approach proposed by Silling et al. [15] of
establishing the relationship between critical bond breakage work and energy release rate. Loading
increment convergence analysis and grid spacing influence study are conducted. Comparisons
of load–displacement curve and delamination growth process between PD modeling results and
experimental results are shown. Delamination growth process damage contours are illustrated.
Numerical results using revised and original energy-based failure criteria are also compared.

2. Two-Dimensional Ordinary State-Based Peridynamic Model for DCB Modeling

2.1. Governing Equation

The two-dimensional OSB PD composite model used in the present study for DCB modeling
is obtained by reformulating the previous OSB PD lamina model (Madenci and Oterkus [27]) in x–z
direction. The detailed derivation process is given in Appendix A. The governing equation of the
present two-dimensional OSB PD composite model can be written as

ρ(k)ü(k) =
∞

∑
j=1

[t(k)(j) − t(j)(k)]V(j) + b(k), (1)

where ρ(k) is the density of material point x(k), ü(k) is instantaneous acceleration of x(k), as shown in
Figure 1, b(k) is the external load density, and t(k)(j) and t(j)(k) are PD force density between x(k) and
x(j). The PD force density can be expressed as
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t(k)(j) = A(k)(j)
y(j) − y(k)∣∣∣y(j) − y(k)

∣∣∣ , (2)

t(j)(k) = B(j)(k)
y(k) − y(j)∣∣∣y(k) − y(j)

∣∣∣ , (3)

with
A(k)(j) = 2ad

δ∣∣∣x(j) − x(k)

∣∣∣Λ(k)(j)θ(k) + 2δbs(k)(j) + 2δ(μFbF + μZbZ)s(k)(j), (4)

B(j)(k) = 2ad
δ∣∣∣x(k) − x(j)

∣∣∣Λ(j)(k)θ(j) + 2δbs(j)(k) + 2δ(μFbF + μZbZ)s(j)(k), (5)

and

s(k)(j) =

∣∣∣y(j) − y(k)

∣∣∣− ∣∣∣x(j) − x(k)

∣∣∣∣∣∣x(j) − x(k)

∣∣∣ , (6)

and

μF =

{
1
0

(x(j) − x(k)) ‖ fiber direction
otherwise

, (7)

μZ =

{
1
0

(x(j) − x(k))⊥fiber direction
otherwise

, (8)

where s(k)(j) is the stretch of bonds, and δ is the radius of the horizon zone. The direction cosines of the
relative position vectors between the material points x(k) and x(j) in the undeformed and deformed
states are defined as

Λ(k)(j) =
y(j) − y(k)∣∣∣y(j) − y(k)

∣∣∣ ·
x(j) − x(k)∣∣∣x(j) − x(k)

∣∣∣ . (9)

The PD dilatation θ(k) can be expressed as

θ(k) = d
∞

∑
j=1

δs(k)(j)Λ(k)(j)V(j). (10)

Figure 1. Peridynamic model notations.
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The PD material parameters a, d characterize the effect of dilatation, and b, bF, bZ are associated
with deformation of material points in arbitrary directions, fiber direction, and thickness direction,
respectively. These parameters are related to material properties of CFRP composite and horizon
radius. The detailed derivation procedures to get these PD material parameters are illustrated in
Appendix A.2. These PD material parameters are related to composite material parameters as

a =
1
2
(Q13 − Q55), (11)

d =
2

πδ3 , (12)

b =
6Q55

πδ4 , (13)

bF =
Q11 − Q13 − 2Q55

2δ
J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j)

, (14)

bZ =
Q33 − Q13 − 2Q55

2δ
J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j)

, (15)

where Q11, Q33, Q13, and Q55 are coefficients of stiffness matrix [Q] presented in Appendix A.1.

2.2. Revised Energy-Based Failure Criteria

Following the approach for deriving the relationship between critical bond breakage work
and energy release rate by Silling et al. [15], revised two-dimensional energy-based failure criteria
for mode-I delamination growth of CFRP composites are proposed. The influence of the revised
energy-based failure criteria will be investigated in Section 4.3.

This approach assumes that the energy consumed by a growing delamination front equals the
work required, per unit delamination front area, to separate two halves of a body across a plane
(Figure 2). Suppose a plane A separates two halves of a two-dimensional body B into B+ and B−.
The delamination front area a is on the plane. Consider a mode-I delamination motion with velocity
field on Figure 2. The total energy E absorbed by P in this motion is

E =
∫ t

0
Wabs(P)dt′ =

∫ t0

0

∫
P

∫
B

tz(vz
′ − vz)dV′dVdt. (16)

Figure 2. Computation of total energy absorbed by P for delamination front area a.

22



Appl. Sci. 2019, 9, 656

The assumed critical bond breakage work wIC in this motion is

∫ t0

0
tz(vz

′ − vz)dt = wIC. (17)

Therefore,

E = wIC
∫

P

∫
B dV′dV = wIC(

∫
P−

∫
B+\P+

dV′dV +
∫

P+

∫
B−\P− dV′dV +

∫
P−

∫
P+

dV′dV)

= wIC(2
∫

P−
∫

B+
dV′dV − ∫

P−
∫

P+
dV′dV)

= wIC(2a
∫ δ

0

∫ δ
z

∫ cos−1(z/ξ)

− cos−1(z/ξ)
ξdθdξdz − a

∫ δ
0 a(δ − z)dz)

= wIC(
4
3 aδ3 − 1

2 a2δ2)

, (18)

For Equation (18), as stated by Silling et al. [15], bonds that do not cross plane A have no
contributions to the integrand. However, in the present study, bonds that cross plane A are separated
into three parts: bonds connecting P− and B+\P+, bonds connecting P+ and B−\P−, and bonds
connecting P− and P+, as shown in Figure 2. The bond breakage work between P− and P+ is calculated
only once compared with the original procedure in [15]. Adding these three parts of the bond breakage
work together gives the revised total absorbed energy E shown in Equation (18).

Assuming this total absorbed energy equals the critical energy release rate times the area of
delamination front,

GIC = E/a = wIC(
4
3

δ3 − 1
2

aδ2). (19)

Thus, the critical bond breakage work for mode-I delamination is related to critical energy
release rate,

wIC =
GIC

4
3 δ3 − 1

2 aδ2
. (20)

For two-dimensional numerical modeling, the delamination front area a can be set as the
discretized grid spacing dx,

wIC =
GIC

4
3 δ3 − 1

2 dxδ2
. (21)

From the above derivation, revised energy-based failure criteria for mode-I delamination growth
are proposed as

∣∣∣∣ wI

wIC

∣∣∣∣ ≥ 1, wIC =
GIC

4
3 δ3 − 1

2 dxδ2
, wI =

∫ t

0
tz(vz

′ − vz)dt = tz(w′ − w). (22)

Local damage at a material point is defined as the weighted ratio of the number of eliminated
interactions to the total number of initial interactions of the material point with its family members [28].

The status variable for delamination damage, μ, is defined as

μ =

⎧⎨
⎩

1,
∣∣∣ wI

wIC

∣∣∣ < 1 no damage

0,
∣∣∣ wI

wIC

∣∣∣ ≥ 1 damage
. (23)
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The delamination damage between ply (n) and (n + 1) at a point can be quantified as
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ
(n)
out−of−plane_upper = 1 −

N(upper)
(k)

∑
j=1

μ
(n)(m)
(k)(j)

N(upper)
(k)

ϕ
(n+1)
out−of−plane_lower = 1 −

N(lower)
(k)

∑
j=1

μ
(n)(m)
(k)(j)

N(lower)
(k)

ϕ
(n)(n+1)
delamination = 1

2 (ϕ
(n)
out−of−plane_upper + ϕ

(n+1)
out−of−plane_lower).

(24)

2.3. Numerical Implementation

Although the peridynamic governing equation is in dynamic form, it can still be used to solve
quasi-static or static problems [29–31]. Adaptive dynamic relaxation (ADR) method [29] is currently the
most widely used method to solve quasi-static or static problems for PD. ADR method is particularly
effective for solving highly nonlinear problems, including geometric and material nonlinearities [31].

According to the ADR method, Equation (1) at the nth iteration can be rewritten as

..
U

n
(X, tn)+cn .

U
n
(X, tn)=D−1Fn(Un, U

′n
, X, X

′
), (25)

where D is the fictitious diagonal density matrix and c is the damping coefficient which can be
expressed by

cn = 2
√
((Un)T1KnUn)/((Un)TUn), (26)

in which 1Kn is the diagonal “local” stiffness matrix, which is given as

1Kn
ii = −(Fn

i /λii − Fn−1
i /λii)/(Δt

.
un−1/2

i ), (27)

where Fn
i is the value of force vector Fn at material point x, which includes both the peridynamic force

state vector and external forces, and λii are the diagonal elements of D which should be large enough
to avoid numerical divergence.

By utilizing central-difference explicit integration, displacements and velocities for the next time
step can be obtained:

.
U

n+1/2
=
((2 − cnΔt)

.
U

n−1/2
+ 2ΔtD−1Fn)

(2 + cnΔt)
(28)

and
.

U
n+1

=Un + Δt
.

U
n+1/2

. (29)

To start the iteration process, we assume that U0 �= 0 and
.

U
0
= 0, so the integration can be

started by
.

U
1/2

=
ΔtD−1F0

2
. (30)

Due to the large computational amount of PD model, GPU-parallel computing is introduced.
The PGI CUDA FORTRAN compiler, PGI/17.10 Community Edition, is used for compiling. The GPU
node at Cranfield University Delta HPC Cluster is applied for running the GPU-parallel program. The
GPU block threads are fixed to 256, and the number of blocks depend on the total number of parallel
processes [32].
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3. Experimental Setup and Results

In order to validate the reliability of the present two-dimensional OSB PD composite model, a
CFRP double cantilever beam (DCB) test is conducted. The CFRP composite DCB test setup is shown
in Figure 3a. The experiment was conducted in accordance with ASTM standard D5528-13 [33]. The
DCB test specimens are bonded with two piano hinges at the initial delamination end. White paint
marking is sprayed on the side of the specimen for visualizing the delamination front position. As
shown in Figure 4, the length of the specimen is 167 mm, with 25 mm width and 4 mm thickness. The
layup of the specimen is [0]32, with 0.125 mm/ply. Initial delamination a0 = 50 mm is preset on the
mid-plane of the specimen, between Layer 16 and 17. In this experiment, five DCB specimens are tested.
The loading velocity is 1 mm/min. The resulting load–displacement curves of the specimens are
presented in Figure 12. The delamination growth of each specimen is also recorded in Table 1. Modified
beam theory (MBT) method from ASTM standard D5528-13 was used to analyze the experimental
data, and the resulting average GIC of the CFRP composite is shown in Table 2.

Figure 3. Carbon fiber-reinforced polymer (CFRP) double cantilever beam (DCB) test and
two-dimensional PD modeling. (a) Double cantilever composite beam (DCB) test setup, (b) peridynamic
(PD) modeling deformed displacement field in thickness direction (mm).
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Figure 4. CFRP double cantilever beam (DCB) test specimen.

Table 1. Experimental delamination growth process observed in DCB test (DELL: delamination length).

DELL
(mm)

DCB-1 DCB-2 DCB-3 DCB-4 DCB-5
Disp.
(mm)

Load
(N)

Disp.
(mm)

Load
(N)

Disp.
(mm)

Load
(N)

Disp.
(mm)

Load
(N)

Disp.
(mm)

Load
(N)

50 4.77 88.04 5.07 97.22 5.52 86.16 5.27 94.29 4.79 91.07
51 5.17 87.59 5.23 86.22 5.59 79.09 5.27 94.29 5.24 91.09
52 5.18 85.84 5.26 82.09 5.60 77.87 5.75 89.35 5.34 90.19
53 5.20 85.23 5.29 81.60 5.62 77.53 5.75 89.35 5.62 92.44
54 5.26 85.60 5.30 80.78 5.65 72.54 5.75 89.35 5.62 92.44
55 5.54 84.56 5.34 80.10 5.67 69.59 5.96 81.77 6.02 93.91
60 6.15 62.19 5.52 77.25 5.89 55.74 6.47 74.20 6.42 66.33
65 6.79 68.00 6.15 66.52 6.03 47.80 7.13 62.66 8.12 73.22

Table 2. Material properties of CFRP composite DCB specimen.

E1 (GPa) E2 (GPa) G12 (GPa) ν12 GIC (N/mm)

127 7.9 4.2 0.32 0.512

4. Numerical Results and Discussion

The double cantilever composite beam test described in Section 3 is modeled using the
two-dimensional OSB PD composite model in Section 2. The DCB specimen shown in Figure 4
is made of CFRP composite with material properties shown in Table 2. The horizon of the present
two-dimensional OSB PD model is δ = 3 dx, dx is the grid spacing. The boundary conditions for PD
DCB model are shown in Figure 5. Displacement boundary conditions are applied at the loading
end. The loading increment for each iteration step is noted as dL. No-fail zones are set for preventing
possible premature failure due to boundary effects [12]. The modeling flowchart is shown in Figure 6.
For each loading step, firstly, a displacement boundary condition dL is applied; secondly, ADR is used
to get the static results; thirdly, the revised energy-based failure criteria derived in Section 2.2 are used
to check bond failure; and finally, a new loading step is applied. The two-dimensional PD modeling
deformed displacement field in thickness direction is shown in Figure 3b.

Figure 5. Boundary conditions for PD DCB model.
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Figure 6. PD DCB modeling flowchart.

4.1. Loading Increment Convergence Analysis and Grid Spacing Influence Study

In order to investigate the reliability of the present modeling, loading increment convergence
analysis and grid spacing influence study are conducted. Four different grid spacing dx are studied:
1.0, 0.5, 0.25, and 0.125 (mm). For each grid spacing, four different loading increments dL are studied:

(1) For dx = 1.0, dL: 0.128, 0.064, 0.032, 0.016 (mm);
(2) For dx = 0.5, dL: 0.064, 0.032, 0.016, 0.008 (mm);
(3) For dx = 0.25, dL: 0.032, 0.016, 0.008, 0.004 (mm);
(4) For dx = 0.125, dL: 0.016, 0.008, 0.004, 0.002 (mm).

Firstly, loading increment convergence analysis for each grid spacing dx was conducted, as
shown in Figures 7–10. It can be seen that with the decrease of loading increment dL, the PD
modeling load–displacement curve converges for all grid spacing. As expected, the slope of the
linear load–displacement part is not influenced by the loading increment, and the loading increment
only influences the peak force value for a fixed grid spacing.
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Figure 7. Convergence analysis of loading increment dL for grid spacing dx = 1.0 mm, PD modeling
load–displacement.

Figure 8. Convergence analysis of loading increment dL for grid spacing dx = 0.5 mm, PD modeling
load–displacement.
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Figure 9. Convergence analysis of loading increment dL for grid spacing dx = 0.25 mm, PD modeling
load–displacement.

Figure 10. Convergence analysis of loading increment dL for grid spacing dx = 0.125 mm, PD modeling
load–displacement.

Then, the influence of grid spacing was studied in Figure 11. The second least loading increment,
dL, was used for each grid spacing. For example, dL = 0.008 mm was used for grid spacing dx = 0.25
mm. It can be seen that with the decrease of grid spacing, the linear loading part of the PD modeling
load–displacement curve converges. However, PD modeling delamination growth initial point of
load–displacement curve seems sensitive to grid spacing. Similar mesh sensitivity of PD modeling can
be found in the work by Beckmann et al. [34], Henke et al. [35], and Steward et al. [36]. In the present
study, in order to balance the computation reliability and efficiency, dx = 0.25 mm and dL = 0.008 mm
are used in the following discussion.
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Figure 11. Influence of different grid spacing, PD modeling load–displacement.

4.2. Comparison of Load–Displacement Curve and Delamination Growth Process

The DCB load–displacement curve of the PD and experimental results are compared as shown in
Figure 12. The load–displacement curve of PD delamination growth is shown in Figure 13. The results
in Figure 12 show that the PD-based analytical result agrees well with experimental results. It is also
noted that the modeling load–displacement curve of PD delamination growth shows a zigzag-shaped
curve in Figure 13. This is due to the fact that when the delamination front grows for a grid spacing,
the displacement-controlled load will drop. Before the next delamination front growth happens, the
load will slightly increase with the increase of displacement. A similar phenomenon is also observed
in the load–displacement curves obtained from experiments, as shown in Figure 12. However, due
to the complex specimen manufacturing process, preset delamination condition, and experimental
setup condition, the load–displacement curve obtained from experiments show significant discrepancy
between different specimens.

Figure 12. Comparison of load–displacement curve between DCB test and PD (dx = 0.25 mm,
dL = 0.008 mm).
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Figure 13. Zigzag-shaped load–displacement curve of DCB test delamination growth process.

Quantitative delamination growth process is also compared between PD and experiment as
presented in Table 3, and the delamination growth process damage contours are illustrated in Figure 14.
In Table 3, the average delamination growth process of the five DCB test samples from 50 (initial
delamination) to 65 mm (shown in Table 1) is compared with the modeling results. From the results,
it noted that the present PD simulation results for the composite DCB delamination growth process
agree well with the experimental results. The maximum difference between PD and experimental
average results in displacement is −14.10%, and is 11.78% in load. In Figure 14, the delamination
damage coefficient ϕ

(16)(17)
delamination is calculated using Equation (24). The delamination length growing

from 50 (initial delamination) to 65 mm is vividly shown. It is worth noting that the PD delamination
growth process shown in Figure 14 is “spontaneous”. It does not need presetting of delamination path,
nor non-physical stabilization parameters which are required for FEM modeling [26]. Also, it does not
require the refinement of delamination front grid spacing.

Table 3. Comparison between PD delamination growth with experimental average results (DELL:
delamination length).

DELL (mm)
Experimental Avg. PD Difference
Disp.
(mm)

Load
(N)

Disp.
(mm)

Load
(N)

Disp.
(mm)

Load
(N)

50 5.09 91.35 4.39 88.66 −13.78% −2.95%
51 5.30 87.66 4.55 87.16 −14.10% −0.57%
52 5.43 85.07 4.72 85.64 −13.00% 0.67%
53 5.49 85.23 4.89 84.13 −11.00% −1.30%
54 5.52 84.14 5.06 82.62 −8.29% −1.81%
55 5.70 81.99 5.23 81.24 −8.26% −0.91%
60 6.09 67.14 6.16 75.05 1.16% 11.78%
65 6.84 63.64 7.16 69.72 4.66% 9.55%
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Figure 14. PD modeling delamination growth process damage contours on the mid-plane of DCB
specimen, between Layer 16 and 17.

4.3. Comparison of Numerical Modeling Using Revised and Original Energy-Based Failure Criteria

In order to investigate the influence of the revised energy-based failure criteria proposed in
Section 2.2, a comparison study is conducted by modeling the DCB delamination using the revised
and original energy-based failure criteria. The revised energy-based failure criteria are illustrated in
Equation (22). And the original energy-based failure criteria [15] for two-dimensional modeling are

∣∣∣∣ wI

wIC

∣∣∣∣ ≥ 1, wIC =
GIC
4
3 δ3

, wI = tz(w′ − w). (31)

The modeling load–displacement curve using revised and original energy-based failure criteria, as
well as the experimental results, are shown in Figure 15. The comparison of maximum load using the
revised and original energy-based failure criteria and the average experimental results are presented
in Table 4.

Figure 15. Comparison of load–displacement curve obtained using revised and original bond
energy-based failure criteria.
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Table 4. Influence of the revised bond energy-based failure criteria on maximum load.

Comparison Experimental Avg. PD_original PD_revised

Max load 95.29 82.97 88.66
Difference / −12.93% −6.96%

From Figure 15, it is observed that the modeling load–displacement curve using revised and
original energy-based failure criteria overlapped each other before delamination initiation. However,
the modeling delamination initiation was delayed using the revised energy-based failure criteria, which
agrees more closely with the experimental results. As shown in Table 4, the differences in the maximum
load of the modeling load–displacement curve in comparison with the average experimental results
was reduced from −12.93% to −6.96% by using the revised energy-based failure criteria. The above
results show that the revised energy-based failure criteria can significantly improve the accuracy of the
PD delamination modeling of DCB test.

5. Conclusions

In this study, a two-dimensional ordinary state-based peridynamic (OSB PD) modeling
of mode-I delamination growth in double cantilever composite beam (DCB) test is conducted.
The two-dimensional OSB PD composite model for DCB modeling is obtained by reformulating
the previous OSB PD lamina model in x–z direction. Additionally, revised energy-based failure criteria
are proposed for modeling delamination initiation and growth.

In order to investigate the reliability of current modeling, loading increment convergence analysis
and grid spacing influence study are conducted. It is shown that the PD modeling load–displacement
curve converges with the decrease of loading increment. The linear loading part of PD modeling
load–displacement curve converges with the decrease of grid spacing. However, the delamination
growth initial point of PD modeling load–displacement curve seems sensitive to grid spacing, similar
to the previous literature work.

The standard DCB test was performed with five composite DCB specimens to measure the mode-I
delamination fracture toughness GIC. The load–displacement variation and delamination growths
were also measured. The modeling load–displacement curve and delamination growth process using
the present PD model are then compared with experimental results. The results show that the PD-based
load–displacement curve agrees well with experimental results. The zigzag load–displacement curve
for delamination growth was observed both in experimental results and the present PD modeling
results. Well agreement of the PD modeling delamination growth progress with experimental results
is achieved. In particular, the maximum difference between PD and experimental average results
in displacement is −14.10%, and in load is 11.78%. Besides, the PD modeling delamination growth
process damage contours are illustrated.

To demonstrate the influence of the revised energy-based failure criteria, a comparison study
using the revised and original energy-based failure criteria in the PD modeling is conducted. It is
shown that the modeling delamination initiation was delayed using the revised energy-based failure
criteria, which agrees more closely with the experimental results. In particular, by using the revised
energy-based failure criteria, the differences with experimental results in the maximum load of the
modeling load–displacement curve was reduced from −12.93% to −6.96%, which show significant
improvement in the accuracy of delamination modeling of DCB test.
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Appendix A

Appendix A.1. Stiffness Matrix of DCB Composite Specimen in x–z Direction

Assuming plane strain condition for DCB composite specimen (shown in Figures 4 and 5) in x–z
direction:

ε22 = 0, γ12 = γ23 = 0, τ12 = τ23 = 0. (A1)

Similar to plane stress assumption for unidirectional lamina in x–y direction, the strain–stress
relationship and compliance matrix can be written as

⎡
⎢⎣ ε1

ε3

γ13

⎤
⎥⎦ =

⎡
⎢⎣ S11 S13 0

S13 S33 0
0 0 S55

⎤
⎥⎦
⎡
⎢⎣ σ1

σ3

τ13

⎤
⎥⎦. (A2)

Using uniaxial loading condition, the compliance matrix can be related to the engineering elastic
constants of CFRP composite:

(1) σ1 �= 0, σ3 = 0, τ13 = 0

ε1 = S11σ1, ε3 = S13σ1, γ13 = 0, (A3)

E1 =
σ1

ε1
=

σ1

S11σ1
=

1
S11

, (A4)

ν13 = − ε3

ε1
= −S13σ1

S11σ1
= −S13

S11
, (A5)

S11 =
1

E1
, (A6)

S13 = −S11ν13 = −ν13

E1
. (A7)

(2) σ3 �= 0, σ1 = 0, τ13 = 0

ε1 = S13σ3, ε3 = S33σ3, γ13 = 0, (A8)

E3 =
σ3

ε3
=

σ3

S33σ3
=

1
S33

, (A9)

ν31 = − ε1

ε3
= −S13σ3

S33σ3
= −S13

S33
, (A10)

S33 =
1

E3
. (A11)

(3) τ13 �= 0, σ1 = 0, σ3 = 0

ε1 = 0, ε3 = 0, γ13 = S55τ13, (A12)

G13 =
τ13

γ13
=

τ13

S55τ13
=

1
S55

, (A13)

S55 =
1

G13
. (A14)

The stiffness matrix of DCB composite specimen in x–z direction can be proposed by the inverse
of compliance matrix, ⎡

⎢⎣ σ1

σ3

τ13

⎤
⎥⎦ =

⎡
⎢⎣ Q11 Q13 0

Q13 Q33 0
0 0 Q55

⎤
⎥⎦
⎡
⎢⎣ ε1

ε3

γ13

⎤
⎥⎦, (A15)
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[Q] = [S]−1 =

⎡
⎢⎢⎣

S33
S11S33−S13

2 − S13
S11S33−S13

2 0

− S13
S11S33−S13

2
S11

S11S33−S13
2 0

0 0 1
S55

⎤
⎥⎥⎦, (A16)

Q11 =
S33

S11S33 − S13
2 =

E1

1 − ν13ν31
, (A17)

Q13 = − S13

S11S33 − S13
2 =

ν13E3

1 − ν13ν31
, (A18)

Q33 =
S11

S11S33 − S13
2 =

E3

1 − ν13ν31
, (A19)

Q55 =
1

S55
= G13. (A20)

Appendix A.2. Derivation Procedure of PD Material Parameters

The PD strain energy density of the present two-dimensional OSB PD composite model for CFRP
composite can be expressed as

W(k) = aθ2
(k) + b

∞
∑

j=1
δ
∣∣∣x(j) − x(k)

∣∣∣s2
(k)(j)V(j) + bF

J
∑

j=1
δ
∣∣∣x(j) − x(k)

∣∣∣s2
(k)(j)V(j) + bZ

J
∑

j=1
δ
∣∣∣x(j) − x(k)

∣∣∣s2
(k)(j)V(j). (A21)

The PD material parameters in Equations (4), (5) and (10) can be derived by comparing the PD
strain energy density and the strain energy density of continuum mechanics under simple loading
conditions. Four simple loading conditions are assumed: (1) Pure shear loading on x–z plane (γ13);
(2) Uniaxial stretch in fiber direction (ε11); (3) Uniaxial stretch in thickness direction (ε33); (4) Biaxial
tension on x–z plane (ε11, ε33).

(1) Pure shear loading on x–z plane (γ13)

Under this loading condition, we assume γ13 = ζ and all other strains equal zero. From the
derivation in Appendix A.1,

θCM
(k) = 0, WCM

(k) =
1
2

Q55ζ2. (A22)

Firstly, the stretch of bonds s(k)(j) should be calculated under γ13 = ζ. As shown in Figure A1,
under this simple loading condition, material point M moves to M’.

Figure A1. Pure shear loading on x–z plane (γ13).
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OM′ =
√

OP′2 + M′P′2 =
√
(ξ cos θ + ξ sin θζ)2 + (ξ sin θ)2

=
√

ξ2 + 2ξ2 cos θ sin θζ + ξ2 sin θ2ζ2

≈ √
ξ2 + 2ξ2 cos θ sin θζ

, (A23)

s(k)(j) = OM′−OM
OM =

√
ξ2+2ξ2 cos θ sin θζ−ξ

ξ =
√

1 + ζ2 cos θ sin θ − 1
≈ 1 + 1

2 ζ2 cos θ sin θ − 1 = ζ sin θ cos θ
. (A24)

Then the PD dilatation can be derived as

θ(k) = d
∞
∑

j=1
δs(k)(j)Λ(k)(j)V(j) = d

∞
∑

j=1
δζ sin θ cos θΛ(k)(j)V(j)

= d
∫ δ

0

∫ 2π
0 δζ sin θ cos θξdθdξ = 0

, (A25)

and the PD strain energy could be derived as

W(k) = aθ2
(k) + b

∞
∑

j=1
δ
∣∣∣x(j) − x(k)

∣∣∣s2
(k)(j)V(j) + bF

J
∑

j=1
δ
∣∣∣x(j) − x(k)

∣∣∣s2
(k)(j)V(j) + bZ

J
∑

j=1
δ
∣∣∣x(j) − x(k)

∣∣∣s2
(k)(j)V(j)

= a(0) + b
∫
H

δξ(ζ sin θ cos θ)2dH + bF(0) + bZ(0)

= b
∫ δ

0

∫ 2π
0 δξ(ζ sin θ cos θ)2ξdθdξ = πδ4ζ2

12 b = 1
2 Q55ζ2

. (A26)

Comparing with Equation (A22),

b =
1
2 Q55ζ2

πδ4ζ2

12

=
6Q55

πδ4 . (A27)

(2) Uniaxial stretch in fiber direction (ε11)

Setting ε11 = ζ, similarly,

θCM
(k) = ζ, WCM

(k) =
1
2

Q11ζ2, (A28)

s(k)(j) = ζ cos2 θ, (A29)

θ(k) = d
∞
∑

j=1
δs(k)(j)Λ(k)(j)V(j) = d

∞
∑

j=1
δζ cos2 θΛ(k)(j)V(j)

= d
∫ δ

0

∫ 2π
0 δζ cos2 θξdθdξ = π

2 dδ3ζ = ζ

, (A30)

W(k) = aθ2
(k) + b

∞
∑

j=1
δ|x(j) − x(k)|s2

(k)(j)V(j) + bF
J

∑
j=1

δ|x(j) − x(k)|s2
(k)(j)V(j) + bZ

J
∑

j=1
δ|x(j) − x(k)|s2

(k)(j)V(j)

= aζ2 + b
∫
H

δξ(ζ cos2 θ)
2dH + bF

J
∑

j=1
δ|x(j) − x(k)|(ζ cos2 θ)

2V(j) + bZ(0)

= aζ2 + b
∫ δ

0

∫ 2π
0 δξ(ζ cos2 θ)

2
ξdθdξ + ζ2bFδ

J
∑

j=1
|x(j) − x(k)|V(j)

= aζ2 + π
4 bδ4ζ2 + ζ2bFδ

J
∑

j=1
|x(j) − x(k)|V(j) =

1
2 Q11ζ2

. (A31)

Comparing Equation (A28) with (A30) and (A31),

d =
2

πδ3 , (A32)

a +
π

4
bδ4 + bFδ

J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j) =

1
2

Q11. (A33)
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Substituting Equation (A27),

a + bFδ
J

∑
j=1

|x(j) − x(k)|V(j) =
1
2

Q11 − 3
2

Q55. (A34)

(3) Uniaxial stretch in thickness direction (ε33)

Setting ε33 = ζ, similarly,

θCM
(k) = ζ, WCM

(k) =
1
2

Q33ζ2, (A35)

s(k)(j) = ζ sin2 θ, (A36)

θ(k) = d
∞
∑

j=1
δs(k)(j)Λ(k)(j)V(j) = d

∞
∑

j=1
δζ sin2 θΛ(k)(j)V(j)

= d
∫ δ

0

∫ 2π
0 δζ sin2 θξdθdξ = π

2 dδ3ζ = ζ

, (A37)

W(k) = aθ2
(k) + b

∞
∑

j=1
δ|x(j) − x(k)|s2

(k)(j)V(j) + bF
J

∑
j=1

δ|x(j) − x(k)|s2
(k)(j)V(j) + bZ

J
∑

j=1
δ|x(j) − x(k)|s2

(k)(j)V(j)

= aζ2 + b
∫
H

δξ(ζ sin2 θ)
2dH + bF(0) + bZ

J
∑

j=1
δ|x(j) − x(k)|(ζ sin2 θ)

2V(j)

= aζ2 + b
∫ δ

0

∫ 2π
0 δξ(ζ sin2 θ)

2
ξdθdξ + ζ2bZδ

J
∑

j=1
|x(j) − x(k)|V(j)

= aζ2 + π
4 bδ4ζ2 + ζ2bZδ

J
∑

j=1
|x(j) − x(k)|V(j) =

1
2 Q33ζ2

(A38)
Comparing Equation (A35) with (A37) and (A38),

d =
2

πδ3 , (A39)

a +
π

4
bδ4 + bZδ

J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j) =

1
2

Q33. (A40)

Substituting Equation (A27),

a + bZδ
J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j) =

1
2

Q33 − 3
2

Q55. (A41)

(4) Biaxial tension on x–z plane (ε11, ε33)

Setting ε11 = ζ, ε33 = ζ, similarly,

θCM
(k) = 2ζ, WCM

(k) =
1
2
(Q11 + 2Q13 + Q33)ζ

2, (A42)

s(k)(j) = ζ, (A43)

θ(k) = d
∞
∑

j=1
δs(k)(j)Λ(k)(j)V(j) = d

∞
∑

j=1
δζΛ(k)(j)V(j)

= d
∫ δ

0

∫ 2π
0 δζξdθdξ = dδ3πζ = 2ζ

, (A44)
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W(k) = aθ2
(k) + b

∞
∑

j=1
δ|x(j) − x(k)|s2

(k)(j)V(j) + bF
J

∑
j=1

δ|x(j) − x(k)|s2
(k)(j)V(j) + bZ

J
∑

j=1
δ|x(j) − x(k)|s2

(k)(j)V(j)

= a(2ζ)2 + b
∫
H

δξζ2dH + bF
J

∑
j=1

δ|x(j) − x(k)|ζ2V(j)bZ
J

∑
j=1

δ|x(j) − x(k)|ζ2V(j)

= 4aζ2 + b
∫ δ

0

∫ 2π
0 δξζ2ξdθdξ + ζ2bFδ

J
∑

j=1
|x(j) − x(k)|V(j)ζ

2bZδ
J

∑
j=1

|x(j) − x(k)|V(j)

= 4aζ2 + 2
3 πbδ4ζ2 + ζ2bFδ

J
∑

j=1
|x(j) − x(k)|V(j) + ζ2bZδ

J
∑

j=1
|x(j) − x(k)|V(j) =

1
2 Q11 + 2Q13 + Q33)ζ

2

. (A45)

Comparing Equation (A42) with (A44) and (A45),

d =
2

πδ3 , (A46)

4a + bFδ
J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j) + bZδ

J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j) =

1
2
(Q11 + 2Q13 + Q33 − 8Q55). (A47)

Solving Equations (A34), (A41), and (A47),

a =
1
2
(Q13 − Q55), (A48)

bF =
Q11 − Q13 − 2Q55

2δ
J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j)

, bZ =
Q33 − Q13 − 2Q55

2δ
J

∑
j=1

∣∣∣x(j) − x(k)
∣∣∣V(j)

. (A49)
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Abstract: Currently, coal borehole collapses frequently occur during drilling. Considering that
the coal near to the wellbore is cut into blocks, and the cleat filler of the coal influences the stress
distribution near the wellbore, a new theoretical solution of a near-wellbore Stress Field in coal
bed wells is established. In addition, according to the limit equilibrium theory and the E.MG-C
criterion, the limit sliding formula of the quadrilateral and triangular block is deduced, and the
slipping direction of the blocks is further judged. Finally, the wellbore stability model of the coal
seam is established. The accuracy of the theoretical model is verified through a numerical method
by using the PFC software. Based upon this wellbore stability theoretical model of coal, many cleat
affecting factors such as cleat spacing, cleat length, cleat angle and the cleat geometric position,
are studied, and the results show that a quadrilateral block slides offmore easily than a triangular
block under the same boundary condition; the bigger the cleat spacing and cleat length are, the lower
is the risk that blocks slide off, and increasing the cleat angle could cause blocks to slide off easily.
Under the same boundary condition, whether blocks slide off or not is closely related to the well
round angle.

Keywords: cleat filler; broken coal seam; wellbore stability; analytical model; affecting factors

1. Introduction

It is an essential part of the unconventional development of energy to exploit coalbed methane in
China [1]. Under the condition of natural strata, the coalbed presents its discontinuous and fragile
properties, due to the limitation of the structural characteristics, such as natural fracture extension,
abundant cleat system, low elastic modulus and strong anisotropy [2,3]. When the drilling contacts
with this kind of broken coal seam, it tends to cause the collapse of the coal wellbore by the disturbance
of the drilling string and the intrusion of the drilling fluid [4–6]. Until now, many specialists have
carried out a number of studies about the stability of the sandstone wall through the continuum theory,
which is useful for quasi-continuous reservoirs, such as sandstone, but is not useful for a broken coal
seam. So, it is urgent to study the mechanism of the wellbore instability of the broken coal seam.

Specialists have achieved a number of results [7–10] on the study of the wellbore stability of oil
and gas wells, which can give us ideas on solving the problems of a broken coal seam. Zhang et al. [11]
proposed the coupling system of both flow and solid in rock failure process analysis, in order to
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study how the size-effect of a horizontal wellbore in a coal seam impacts on wellbore stability
by RFPA2D. Chu and Shen et al. [12–14] proposed fracture mechanics and a 3-D discrete element
method to analyze the mechanical properties of the coal bed methane wellbore stability and the
method to determine the window of drilling fluid density. Since the coal seam was non-continuum,
Chen et al. [15] established the discrete element model of the collapse pressure of a coal seam based
on non-continuum mechanics considering mud intrusion strata. Zhu et al. [16] proposed the model
of coal seam wellbore stability based on the discrete element method. Qu et al. [17] presented
the evaluation model of borehole stability in a coal seam by using a stress intensity factor to describe
the concentrative degree of crack stress. Zhao and Zhang et al. [18,19] concluded the stress field
expression around the broken coal seam wellbore by considering the cleat as the crack and computing
the additional stress fields of cracks. But those papers did not distinguish the differences between
the cracks and cleats of coals and rocks [20]. Cracks are fractures which can easily separate from each
other, and cleats are endogenetic fractures, and this means that they contain fillers in the fracture gap
space. Through the researches, the impact of the cleat filler and its connected state on the stress field
around the entire wellbore were critical [21]. Through reviewing related literatures and materials,
cleats are divided into full filled cleats, filled cleats and unfilled cleats [22]. Therefore, the impact on
the near stress field of the cleat filler around the entire wellbore could not be eliminated.

According to the current literature review, it was extremely regular that the previous approaches
were calculated by simplification; for example, the cleat system included in the above analytical model
was extremely regular, and additionally, they did not distinguish the differences between the cleat
system and the crack system, which is quite different from the actual cleat. Thus, it would cause
a significant error in the result. Given the irregularity of the fracture distribution in broken coal
seams and the impact of the cleat filler, the stress field theory model of the broken coal seam wellbore
is established, which considers the influence of the cleat filler. In this paper, the stability model of
the broken coal seam wellbore is established, which evaluates the block sliding near the wellbore,
by introducing the E.MG-C criterion and the limit equilibrium method to analyze the strength failure
and tensile resistance of the cleats. The sliding condition of the triquetrous block and the quadrilateral
block are also taken into account, and the accuracy of the analytical model is verified through
a numerical method by the Particle Flow Code (PFC) software.

2. Stability Model of Fracture Coal Seam Wall

One of the important features of fractured coal seams is that the coal seams contain a large number
of cut fractures. These cleat fractures destroy the integrity of the coal seams, as shown in Figure 1,
and cut the coal seams into the quadrilateral blocks, trilateral blocks and a few polygonal blocks.
As shown in Figure 1, the quadrilateral block includes the block 1, 7, 8, and the triangular block includes
the block 2, 4, 6, 9. As their falling depends on whether their adjacent blocks fall off, the block 3 and 5
are not taken into account. Considering that the axial deformation of the borehole is approximately 0,
the stress field around the borehole can be simplified to the plane strain state. In the plane, the wall
surrounding rock is affected by non-uniform stress σH, σh, drilling fluid pressure P0 and the induced
stress caused by the cracks.

 

Figure 1. Model of coal wellbore stability.
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3. Stress Analysis of the Wellbore Surrounding Rocks in Broken Coal Seams

3.1. Stress Analysis of the Wellbore Surrounding Rocks as a Continuous Body

In order to obtain the stress distribution of broken coal seams, firstly we assume that the coal
rock is a continuous body. Then, the stress field around the wall of the well can be obtained under
non-uniform, in-situ stress and wellbore pressure P0:

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
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, (1)

where σr, σθ, τrθ, are radial stress, cyclic stres, and shear stress under polar coordinates, respectively.
2σm = σH + σh, 2σn = σH − σh; R0 is the wellbore radius; r is the length of the calculation point to
the wellbore central axis; θ is the wellbore angle; αBiot is Biot coefficient.

Then wellbore rock displacement [23] can be expressed as follows, and the specific derivation
process of the formula can be referred to paper 23:
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where E, μ are the elastic modulus and Poisson’s ratio of coal seam under plane strain conditions,
respectively; u′r, u′θ are the radial displacement and the cyclic displacement, respectively;
R2 is the radius of the circular outer boundary set for the solution, R2 � R0; K is a constant
coefficient determined by the geometric size of the model. Its specific calculation formula can be
written as Equation (3): ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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The displacement field under the polar coordinates obtained by Equation (2) can be changed
to the displacement field under the orthogonal Cartesian coordinate system by the coordinate
transformation method. The transformed displacement component can be expressed as u′x and u′y,
and the transformation process is shown in Equation (4).

{
u′x
u′y

}
=

[
cosθ − sinθ
sinθ cosθ

]{
u′r
u′θ

}
, (4)

3.2. Induced Stress Analysis

According to the research, we find that the internal filling material is not completely filled,
and it appears to be intermittent along the orientation of the cleat direction. Therefore, it could be
assumed that the filler is composed of multiple rod structures, which is like a spring, as shown in
Figure 2. There is no connection between these rods. The strong effect of the rod structure is only
connected with the upper side Γ1 and the lower side Γ2 on the cleat. When the normal displacement
occurs on both sides of the cleat, the filler can be considered as a rod structure. When the cleat surface
undergoes a tangent displacement, the filler can be considered as a beam structure.
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Figure 2. Mechanical model of the cleat filler.

Therefore, under the external loading, the relationship between the filler and the normal load P
and the tangent load Q generated on the cleat surface, and the relative displacement on both sides of
the cleat surface, can be written as [24]:

P = EF ·
∣∣∣∣uΓ1

y′ − uΓ2
y′
∣∣∣∣

DF
, (5)

Q =
EFdb

4
·
∣∣∣∣uΓ1

x′ − uΓ2
x′
∣∣∣∣

D3
F

, (6)

where, EF is the elastic modulus of the cleat filler; x′, y′ are directions along the cleat and the vertical
cleat, respectively; ux′ and uy′ are displacements in the x′ and y′ directions, respectively; db is the width
of the filler, which can be set as the width of the unit; due to the length of the cleat, along the cleat
direction, the normal load P and the tangent load Q will change with different positions, so the cleat
load and the cleat distribution load are the function of positions, seen in Figures 3 and 4.

 

 

Figure 3. A normal load model with asymmetric distribution for cleats.

 

 

Figure 4. A tangential load model with asymmetric distribution for cleats.
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According to the strength factor under a single normal load and a tangent load in the stress field
intensity factor manual, and using the superposition principle, the strength factor under an asymmetric
distribution load is obtained by integrating [25], seen in Equations (6)and (7):
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√
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√
1
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√
a + b
a− b

Q(b)db, (8)

Then the stress field expression near the crack tip can be written [25] in Equation (9):
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where, σ′′ x, σ′′ y and τ′′ xy are the normal stress and the shearing stress in the additional stress field,
respectively. The stress state is shown in Figure 5, where ρ, ϕ are the radius and angle of the point to
the cleat tip, respectively.

 
Figure 5. Stress field near the cleat tip in plane problems.

The induced displacement field distribution near the cutting tip can be written as [23]:
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where G represents the shear elastic modulus; κ = 3−μ
1+μ .

Thus, it can be obtained that the total displacement field of coal seam considering the cleats can
be expressed as: {

ux = u′x + u′′ x
uy = u′y + u′′ y

, (11)

Through the change of coordinates, the relationship between the displacement field and the total
displacement field of coal rocks can be obtained:

{
ux′
uy′

}
=

[
cosφ sinφ
− sinφ cosφ

]{
ux

uy

}
, (12)
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where φ is the cutting inclination.
Through the simultaneous Equations (2), (5), (8), (10) and (11), the specific solution can

be obtained. In this paper, we propose a program to gain the result of the above formula,
because Equations (5)–(8) and (10) keep positive correlation with displacement ux′ , uy′ . So, we firstly
set the values of ux′ and uy′ , and next through the above formula, we can get other values of ux′ and uy′ .
Then taking the result of the previous iteration as the initial value of the continued iteration, we stop
iterating until the error between the former and the latter is within the allowable range.

3.3. The Total Stress Field of the Broken Coal Seam Wellbore Surrounding Rocks

The Equations (1) and (9) can be obtained by the stress field distribution of a non-continuous
coal seam containing a single shearing. Equations (1) and (9) are in different coordinate systems.
For this purpose, the calculation results need to be unified into the same coordinate system for
superposition. The coordinate system of the axis X and Y with the σH and σh directions is the final
coordinate system. The stress in Equations (1) and (9) are all converted to this coordinate system,
and the stress expression of the non-continuous coal seam is obtained by superposition.

By extension, if n cleats exist in the coal seam, the stress States of σx, σy and τxy at any point in
the coal seam can be expressed as:
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where σ′′ ix′ , σ
′′ i

y′ , and τ′′ ix′y′ are the induced stress fields caused by the i cutting, respectively;
φi is the direction of section i.

4. Stable Analysis of Wellbore Coal Rocks

4.1. The Theory of Block Slip and the Determination of Movable Block

The rock in the engineering structure tends to be divided into different shapes by faults, joints,
or weak interlayers. Because the strength of the joints and weak interlayers is weaker than the strength
of the rock body, the damage of the engineering structure can be attributed to the sliding damage of
rocks along the joint surface and the weak interlayer plane, and both the damage and the deformation
of rocks are basically ignored.

The block slip theory assumes that the through structure surface is a spatial plane, the mosaic
block body is regarded as a convex body, and the various loads of the structure surface are regarded
as a spatial vector. Under the conditions of each spatial plane, the geometric method is used to pass
simple static force calculation. Then, using the vector operation algorithm, the force of each plane
of the mosaic block is summed up by vectors, and the sliding force of the mosaic block instability is
obtained. Due to natural cutting, the coal rock is cut into finite rock bodies and infinite rock bodies.
The finite rock blocks are divided into movable rock bodies and immovable rock bodies. The key to
block theory is to determine the movable blocks.

Through the research, it is found that the parameters that determine the motility of the blocks
mainly include the shear plane parameters and the geometric parameters of the near-empty plane.
By moving the half-space interface of the constituent block to the coordinate zero point, a series of
cones can be formed: the crack cone (CP) is a cone formed by the semi-space of the thermal fracture
plane, and the excavation cone (EP) is a cone composed of barely the semi-space of the near-empty
plane and the block cone (BP). Combining the block finiteness theorem and the mobility theorem,
we can determine the movable block [26] as in Equation (14):

{
CP � ∅

BP = EP∩CP = ∅
, (14)
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where ∅ represents an empty set.

4.2. Coal and Rock Cleat Failure Criterion

A large number of rock strength tests show that the strength of rock materials in high stress areas
is hyperbolic. Therefore, we use the Extend Mogi-Coulomb (E.MG-C) criterion proposed by A.M.
Ai-Ajm [27] as a criterion for the shear strength failure of dry, hot rock cracks. It can be expressed as:

τoct = a + bσm + cσ2
m, (15)

τoct =
1
3

√
(σ1 − σ2)

2 + (σ2 − σ3)
2 + (σ3 − σ1)

2, (16)

where τoct is octahedral shear stress; σ1, σ2, σ3 are the first, second and third main stresses respectively;
σm is the average main stress; a, b are parameters related to the cohesive force and internal friction
angle of the rock, respectively, and c is the parameter of the nonlinear nature of the rock strength curve
in high stress areas.

The criterion for tensile damage to cracks is shown as:

σt ≥ [σt], (17)

where σt is the positive tensile stress and [σt] is an allowable positive stress.

4.3. Block Sliding Direction

The block sliding direction is mainly determined by the structure of the block itself and the force

of the block. Assuming that α is the angle between the side of the block and the direction
→
k , which is

from the center of the block to the center of the wellbore, and α is marked as positive in a clockwise

direction from the direction
→
k , αi

bc is the angle between the boundary i and
→
k , and the sliding angle

range determined by the block’s own structure can be expressed as:

min
{
αi

bc

}
≤ αsl ≤ max

{
αi

bc

}
, (18)

where αsl is the sliding angle of the block; min
{
αi

bc

}
, max

{
αi

bc

}
are the minimum and maximum values

of the αi
bc composition set when it can slide alone along the boundary i.

The equation for calculating the force on the cleat surface and the weak sandwich plane of
the movable block is: ⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

Fix′
bc =

n∑
j=1
τ jl jd

Fiy′
bc = d

n∑
j=1
σ jl jd

, (19)

where Fix′
bc and Fiy′

bc are the combined forces along the x′ and y′ directions on the boundary I, respectively.
x′ direction is along the boundary i of the block, and y′ direction is perpendicular to the boundary i of
the block; n is the number of segments of the boundary i of the block. Since the weak surfaces such as
cracks, cleat and weak interlayers, are generally very long, the stress is unevenly distributed along
the thin and weak surfaces, and the calculation accuracy of the result by summation after segmentation
calculation is higher in solid segments; σ j, τ j, l j are the positive stresses, shear stresses, and lengths of
segment j above the boundary i respectively; d is for the thickness of weak surfaces such as cracks,
joints and the weak mezzanine.
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The equation for calculating the force on the thermal fracture of a movable block can be shown as:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Fix′

bc = Fiy′
bc f

Fiy′
bc = d

n∑
j=1
σ jl jd

, (20)

where f is the coefficient of the friction on the surface of the hot fracture.
Combining the above two equations, the combined force on the boundary i of the block is:

→
F
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bc = Fix′
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→
i′ + Fiy′

bc

→
j
′
, (21)

Assuming the x direction is along the direction
→
k , and the y direction is perpendicular to

the direction
→
k , the two components of force
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F

i

bc are calculated as:⎧⎪⎪⎨⎪⎪⎩ Fix
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The resultant of forces
→
Fbc on the entire block is:

→
Fbc =

N∑
i=1

→
F

i

bc, (23)

where N is the number of boundaries on the block. The size and direction of the joint force
→
Fbc

on the block can be expressed as:
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where Fbc is the size of the resultant of forces; γf is the angle between the resultant of forces and the

direction
→
k .

If γ f ∈
[
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bc

}
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}]
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{
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}
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→
k , or else it slides down the angle max

{
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bc

}
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→
k .

5. Case Analysis

Taking vertical well HG61-4-X in the Qinshui Basin (Shanxi) as an example, it is affected by the fault
zone and the tectonic stress around. Therefore, the cleats grow extremely. During the drilling, there is
a collapse in the range of 834.90–845.12 m in the coal seam. The numerical model of the coal seam
blocks is established based on the slide theoretical model. As shown in Figure 6a, quadrilateral ABCD
is the quadrilateral block. As shown in Figure 6b, triangle AED is the triquetrous block. Coal and rock
mechanics parameters are shown in Table 1. The basic parameters are listed as follows: the depth
is 841 m, the maximum horizontal principal stress σH = 17.87 MPa, the minimum horizontal principal
stress σh = 16.68 MPa, the drilling fluid pressure P0 = 8.3 MPa, the formation pore pressure is 8.15 MPa
and the borehole diameter R0 = 153.1 mm.
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(a) 

 
(b) 

Figure 6. Calculation Model. αSL1 , αSL2 , αSL3 are geometric angles of each cleat respectively; α1, α2 are
geometric position controlled angles of the block respectively; SL1, SL2, SL4 are face cleats, SL3 is butt
cleat. (a) the quadrilateral block, (b) the triquetrous block.

Table 1. Mechanic parameters of coal.

Coal and Rock Mechanics Parameters Value

Elastic modulus E/GPa 10.15
Poisson ratio μ 0.25

Biot coefficient αBiot 0.76
Tensile strength St/MPa 0.56

Elastic modulus of cleat filler Ef/GPa 1.015
Face cleat tensile strength Stm/MPa 0.274
Butt cleat tensile strength Std/MPa 0.426

a 1.613
b 0.864
c −0.0014

5.1. The Stress Field Comparative Analysis of Coal Seams Containing Multiple Cleats

In order to verify the accuracy of the coal seam stress field containing the multiple cleats analytical
solution, the identical mechanical parameters are used, and the finite element model is established.
Meanwhile, the principal stress map is obtained, as shown in Figure 7.

 
(a) 

 
(b) 

Figure 7. The main stress map of coal bed containing multiple cleats gained by field-emission
microscopy (FEM). (a) The maximum principal stress map. (b) The minimum principal stress map.
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As shown in Figure 7, the existence of cleats makes the stress yielded around the coal bed in
the wellbore extraordinarily complicated. According to the calculation consequence, the stress value
of any point in the coal seam is vitally impacted by the cleats around. The following assumption is
made, that is, the stress values are completely different among two points which are closed in the coal
seam. To verify the accuracy of the analytical solution, the finite element results in the wellbore should
be taken into account. Additionally, after calculation of the consequence at the counterpart position,
the curve comparison is shown in Figure 8.

Figure 8. The main stress curves of the wellbore gained by FEM and the theory method.

According to Figure 8, the maximum and minimum principal stresses calculated by the theory
method are slightly larger than those calculated by the finite element method, and the relative error
of those methods ranges from 0.64% to 9.16%. When the round angle ranges from 120◦ to 300◦,
the error is minimum. Based on these analyses, the proposed analytic model of the coal bed stress
yield is reliable.

5.2. The Wellborn Stability Analysis of the Coal Seam

ηSH, ηEQ are defined as block strength coefficient and equilibrium slide coefficient, respectively,
in this paper.

ηSH =
τoct

a + bσm + cσ2
m

, (25)

ηEQ =
FEQ

Stl
, (26)

If ηSH ≥ 1, the cleats present strength failure, but on the contrary, the cleats do not present
strength failure. If ηEQ ≥ 1, the load balance of the block along the slide is broken, which means that
the block begins sliding. Otherwise, the load balance of the block along its sliding is maintained.
For the quadrilateral block, the only way to slide is by overcoming the strength in both sides along
the sliding, and breaking the limit equilibrium in the side which is perpendicular to the sliding direction.
So, there are three conditions required to judge the falling of the quadrilateral block. For the triquetrous
block, the only way to slide is in overcoming the strength fracture on one side and breaking the limit
equilibrium on the other side. Therefore, there are two conditions required to judge the falling of
the triquetrous block.

In order to verify the accuracy of the analytical model, the numerical model is established by PFC
software. The boundary condition (B.C.) of the numerical model is the same as that of the analytical
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model. The PFC numerical model is presented in Figure 9, and the red lines represent the face cleats,
while the blue lines represent the butt cleats.

 
(a) 

 
(b) 

Figure 9. Discrete element method (DEM) model by the Particle Flow Code (PFC) software.
(a) The quadrilateral block. (b) The triquetrous block.

As seen from Figure 10, the PFC has calculated the sliding result of the block around the wellbore.
The calculated result shows that the sliding coefficients of the analytical model prediction are listed
as follows: the quadrilateral block, ηSH1 = 1.58, ηSH2 = 3.31, ηEQ = 69.79; the triquetrous block,
ηSH = 2.49, ηEQ = 1.43. Since all sliding coefficients are greater than 1, it indicates that the block
will fall off. The prediction made by the discrete element method is in accord with the theoretical
prediction. To further verify the accuracy of the analytical model, the minimum drilling fluid pressure
of maintaining the stability of the wellbore will be calculated spontaneously by the analytical model
and the discrete element model. From the results, for the quadrilateral block, the minimum drilling
fluid pressure by the analytical mode is 9.4 MPa, and that by the discrete element model is 9.7 MPa
and the gap is 3.19%; for the triquetrous block, the minimum drilling fluid pressure by the analytical
model is 11.1 MPa, and that by the discrete element is 11.5 MPa, and the gap is 2.68%. Those results
indicate that the analytical model and the discrete element model keep highly identical.

 
(a) 

 
(b) 

Figure 10. Slip map of the coal block near the wellbore by numerical simulation. (a) The quadrilateral
block. (b) The triquetrous block.

5.3. The Effect Factor Analysis

The stability of the coal seam wellbore is impacted greatly by the geometry and the position
of the block. Therefore, this paper focuses on discussing how the face cleat spacing, the butt cleat
spacing, the cleat length, the cleat inclination angle and the block geometric position have an effect
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upon the strength sliding coefficient and the equilibrium slip coefficient of the quadrilateral block
and the triquetrous block. The calculation parameters and the analysis parameters can be referred to
Figure 6.

5.3.1. Face Cleat Spacing

In order to analyze the influence of the face cleat spacing for block sliding coefficient, the face
cleat spacing between SL1 and SL2 is modified, keeping the other parameters invariant. The face cleat
spacing ranges from 2.09 cm to 3.19 cm.

According to Figure 11, the addition of the face cleat distance will cause the decrease of the strength
coefficient and equilibrium slip coefficient of the quadrilateral block, and the decrease of ηSH2 is greater
than ηSH1. When the distance is above 3.13 cm, the quadrilateral block stops falling off. On the contrary,
the addition of the face cleat distance will cause the increase of the strength coefficient and the
equilibrium slip coefficient of the triangular block, and the increase of ηSH2 is greater than that of ηSH1.
When the distance is above 2.87 cm, the triangular block starts to drop. The increase of the face cleat
distance decreases the interference among the cleats. Additionally, it reduces the stresses of the lines
AB and CD on the face cleats, and it causes the reduction of the strength slip coefficient. The difference
of the direction and the length of the face cleats SL1 and SL2 are both the reason why the ranges
of the discount are different between ηSH2 and ηSH1. The increase of the face cleat distance causes
the addition of the resistance to the triquetrous block sliding, and it reduces the un-equilibrium force in
blocks, so the equilibrium slip coefficient decreases. For the triquetrous block, the shape becomes blunt
and wide from a cuspidal, and the face cleat distance becomes narrow. Meanwhile, the angle of cleat
SL4 decreases. Based on Equations (4)–(6), with the increase of shearing stress and tensile stress on
the cleat SL4, the stresses on cleats AE, DE, the strength coefficient and the equilibrium slip coefficient,
all increase.

 
(a) 

 
(b) 

Figure 11. Influence of the face cleat distance on the slip coefficient distribution. (a) the quadrilateral
block. (b) the triquetrous block.

5.3.2. Butt Cleat Distance

In order to analyze how the butt cleat distance makes an impact on the block slip coefficient,
the length of line AF is modified, keeping other factors invariant. The length of the line AF ranges
from 4 cm to 14 cm.

According to Figure 12, with the increase of the butt cleat distance, the strength slip coefficient of
the quadrilateral block increases, and the equilibrium slip coefficient of the quadrilateral block climbs
up and then declines. But for the triquetrous block, the strength slip coefficient and the equilibrium
slip coefficient decline. When the butt cleat distance is longer than 5 cm, the triquetrous block stops
falling off. The reason is that under the local coordinate system of cleat SL3, the dimensionless
radius among the midpoints of cleats AB and CD increases as the addition of the butt cleat distance.
In addition, this causes the increase of the stress on cleats AB and CD, and at the same time, it affects
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the increase of the strength slip coefficient. It is hard to conclude the change law of the equilibrium
slip coefficient, because the change of the butt cleat distance causes the stress changes on all the sides
of the quadrilateral block. Therefore, the calculation is required to define these values. Because of
the addition of the butt cleat distance, the body areas of the quadrilateral block and the triquetrous
block increase, as well as the angle of cleat SL4. By Equations (4) and (5), we can know that it causes
the decline of the shearing stresses and the tensile stresses on cleat SL4, as well as stresses on cleats AE
and DE. As a result, the strength coefficient and equilibrium slip coefficient decline.

 
(a) 

 
(b) 

Figure 12. Influence of the butt cleat distance on slip coefficient distribution. (a) The quadrilateral
block. (b) The triquetrous block.

5.3.3. Cleat Length

Keeping other parameters invariant, we change cleat SL1 length and analyze the effect of the cleat
length on the sliding coefficient of the block. SL1 ranges from 15 cm to 24 cm.

From Figure 13, it can be seen that the increase in the length of the cleat SL1 reduces the strength
and equilibrium sliding coefficient. When the length of the cleat SL1 is greater than 21 cm, the quadrilateral
block stops falling off, and the triquetrous block never falls off. The increase in the length of the cleat
reduces the dimensionless radius of the midpoints of the cleat, thereby reducing the stress of the midpoints
of the cleat, so the strength slip coefficient decreases. However, the internal pressure of the well wall has
not changed. From the limit equilibrium equation, it is known that the decrease of the block slide force is
larger than that of the resistant force, so the uneven force of the block decreases and then the equilibrium
slip coefficient decreases.

 
(a) (b) 

Figure 13. Influence of the cleat length on the slip coefficient distribution. (a) The quadrilateral block.
(b) The triquetrous block.

5.3.4. Cleat Inclination

Keeping other parameters invariant, we change the inclination αSL2 of the cleat SL2 and analyze
the effect of the cleat inclination on the sliding coefficient of the block. InclinationαSL2 ranges from 15◦ to 21◦.
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From Figure 14, it can be seen that with the increase of the inclination of the cleat, the strength slip
coefficient of the quadrilateral block increases, the equilibrium slip coefficient decreases, and the strength
and equilibrium slip coefficient of the triangular block increases. When αSL2 ≥ 20◦, the triquetrous
block changes start falling off. As αSL2 increases, from Equations (4)–(6), it can be seen that the shear
stress and the tensile stress on the cleat SL2 increase, and this results in an increase in the stress on
the cleat AB and CD, and an increase in the strength slip coefficient of the quadrilateral block. Similarly,
the strength slip coefficient of the triquetrous block increases as αSL2 increases. The increase of αSL2

shortens the length of the cleat BC, and reduces the block slide force, so the equilibrium slip coefficient
of the quadrilateral block is reduced; and for the triquetrous block, the effect of the αSL2 increase on
the strength and equilibrium slip coefficient is the same as the increase in the distance between face
cleats (see Section 5.3.1).

 
(a) 

 
(b) 

Figure 14. Influence of the cleat angle on the slip coefficient distribution. (a) The quadrilateral block.
(b) The triquetrous block.

5.3.5. Block Geometric Position

Keeping other parameters invariant, we change α1 and analyze the effect of the block geometry
position on the strength and equilibrium slip coefficient. α1 ranges from 0◦ to 180◦.

From Figure 15a, we can see that with the increase of α1, the strength slip coefficient and the
equilibrium slip coefficient of the quadrilateral block are approximately sinusoidal changes. When α1

changes from 30◦ to 120◦, the quadrilateral block starts falling off. From Figure 15b, we can also
observe that with the increase of α1, the equilibrium slip coefficient of the triquetrous block is
approximately sinusoidal, but the strength slip coefficient is undulating. When α1 changes from
−20◦ to 10◦, and from 60◦ to 120◦, the triquetrous block starts falling off. The change of α1 causes
the change of the cleat angle around the block, which causes the change in the induced stress field
and at last causes a fluctuation in the strength and equilibrium slip coefficient.
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(a) 

 
(b) 

Figure 15. Influence of the block geometric position on the slip coefficient distribution. (a) The quadrilateral
block. (b) The triquetrous block.

6. Discussion

This paper presents a novel stress field analytical model of the wellbore coal rock in the broken
coal seam. This analytical model considers the influence of the cleat filler, and by simplifying the cleat
filler as the multiple rod structures (see Figure 2), we use the mechanics of materials and fracture
mechanics to establish the induced stress field and the displacement field.

According to the limit equilibrium theory and the E.MG-C criterion, we further establish the stable
analysis of the wellbore coal rock. The steps are: Firstly, we determine the motility of the block
mainly including the shear plane parameters and the geometric parameters of the near-empty plane;
secondly, we gain coal and rock cleat failure criterion; and lastly, we gain the block sliding direction.
Taking vertical well HG61-4-X in the Qinshui Basin as an example, this paper uses a numerical method
(see Figures 7 and 9) to judge the validity of the analytical model.

This paper also analyzes the effect factors such as the face cleat spacing, the butt cleat spacing,
the cleat length, the cleat inclination angle and the block geometric position. The results show that
a quadrilateral block slides off easier than a triangular block under the same boundary condition;
the bigger are the cleat spacing and cleat length, the lower is the risk at which blocks slide off, and the
increasing cleat angle could cause blocks to slide off easily. Under the same boundary condition,
it is closely related to the well round angle at which blocks slide off.

In addition, we merely consider the drilling fluid fluctuation in this paper. Thus, an improved
and more general approach should be proposed in the future work to completely resolve the issue.

7. Conclusions

This paper establishes a stress field analytical model of the wellbore coal rock by considering
the irregularity of the cleat distribution and the influence of the cleat filler. According to the limit
equilibrium theory and the E.MG-C criterion, the wellbore stability model of the coal seam is established
by determining, firstly, the motility of the block, secondly, the cleat failure criterion and thirdly, the block
sliding direction. In order to judge the validity of the analytical model, this paper uses a numerical
method to make a comparative analysis. At the same time, cleat affecting factors are studied in
the paper.
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Abstract: In the present paper, the fatigue life assessment of notched structural components is
performed by applying a critical plane-based multiaxial fatigue criterion. Such a criterion is
formulated by using the control volume concept related to the strain energy density criterion.
The verification point is assumed to be at a given distance from the notch tip. Such a distance is taken
as a function of the control volume radii around the notch tip under both Mode I and Mode III loading.
The accuracy of the present criterion is evaluated through experimental data available in the literature,
concerning titanium alloy notched specimens under uniaxial and multiaxial fatigue loading.

Keywords: control volume concept; critical plane approach; fatigue life assessment; severely notched
specimens; strain energy density

1. Introduction

From the pioneering work by Jasper at the beginning of the 1920s [1], energy-based criteria have
been widely used for estimating multiaxial fatigue lifetime of engineering components subjected to
time-varying loading [2–10]. The fundamental idea on which such criteria are based is the assumption
that energy (calculated in different ways) is always proportional to fatigue damage.

Among the different energy-based criteria available in the literature [2], those proposed by
Garud [3] and Ellyin et al. [4–6] are very interesting. The multiaxial fatigue assessment has to be
performed through the cyclic plastic deformation according to Garud, whereas Ellyin et al. argued
that both cyclic plastic energy and elastic energy have to be properly taken into account in the fatigue
lifetime estimation.

It is worth noting that the fatigue life of notched structural components subjected to cyclic loading
can be evaluated by means of energy-based concepts. In particular, the concept of strain energy density
(SED) has originally been implemented in different criteria available in the literature to predict the
fatigue behavior of notched components under uniaxial tensile loading [7,8]. Subsequently, SED-based
criteria have been formulated for multiaxial loading [9,10].

The main drawback of the above criteria is that the fatigue behavior is assumed to depend only on
the stresses at the notch tip. Therefore, any SED-based criterion cannot be applied at the tip of sharp
notches since both the stress state and SED tend toward infinite.

In order to overcome the above problem, Lazzarin and Zambardi suggested considering a small
but finite volume of material close to the notch tip (that is, the point of stress singularity), over which
the SED has a finite value [11]. More precisely, the fatigue damage parameter for blunt and sharp
notched structural components under tensile loading (Mode I) is the mean value of the SED, related
to a control volume around the notch tip [11,12]. The radius of the above volume depends on the
unnotched specimen fatigue limit, the notch stress intensity factor (NSIF) range and the elastic Poisson’s
ratio. The Lazzarin and Zambardi criterion has also been extended to notched structural components
subjected to multiaxial loading [13–18] as well as to welded joints [19–21].
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Recently, an attempt to perform the fatigue lifetime assessment of notched specimens through
energy concepts has been made by Carpinteri and co-workers [22–24], relatively to Ti–6Al–4V titanium
alloy specimens under uniaxial and multiaxial loading (biaxiality ratio 0.6 and 2.0), where the control
volume concept has been implemented in the original formulation of the critical plane-based multiaxial
fatigue criterion [25,26].

In the present paper, the above criterion is proposed to be applied together with the control
volume concept, and fatigue assessment is performed in a verification point at a distance related to
energy concepts.

It is validated by means of experimental data related to V-notched specimens made of titanium
grade 5 alloy, subjected to mixed mode loading [27]. Such material and other titanium alloys have
attracted significant interest being extensively used in leading industries, due to their low density and
high specific strength at elevated temperature (aeronautics, nuclear energy) and their compatibility
with human tissues (applications in the biomedical field) [28–32]. In the latter field, such materials can
be used, for example, in the form of β-type titanium porous structures [30,31], and functionally graded
Ti-6Al-4V alloy interconnected mesh structures [32].

In Section 2, the theoretical framework of the strain-based criterion by Carpinteri et al. is outlined,
also implementing the concept of control volume [22–24]. Then, the validation of such a criterion by
means of experimental data for combined tension and torsion cyclic loading on V-notched specimens
is shown in Section 3, and finally, the conclusions are drawn in Section 4.

2. Theoretical Framework of Strain-Based Multiaxial Fatigue Criterion

The strain-based multiaxial fatigue criterion by Carpinteri et al. [25,26] is related to the critical
plane approach and consists of three steps detailed in the following sub-sections: Step I, where the
verification point position (point P) is analytically defined by means of the control volume concept,
Step II, where the critical plane orientation is theoretically determined, Step III, where the fatigue life
assessment is performed in such a plane at point P. The criterion is suitable to be applied to ductile
materials under low cycle fatigue loading.

2.1. Step I: Verification Point Position

The fatigue lifetime is computed at point P which is on the notch bisector at a certain distance, r,
from the notch surface [25,26] (Figure 1). The expression of the above distance is obtained by means of
a best fitting procedure (details are provided in Reference [24]) and is given by [22]:

r = −(0.221)λ−1.484 ·Rm + 11.3Rm (1)

where λ is the ratio between the amplitude of the remote shear stress and the amplitude of the remote
normal stress (named biaxiality ratio) and Rm is computed as the mean value of R1 (control volume
radius under Mode I loading) and R3 (control volume radius under Mode III loading). The last ones are
calculated by the SED criterion, and are functions of notch stress intensity factor (NSIF) ranges (ΔK1A,
ΔK3A), high-cycle fatigue strengths of smooth specimens (Δσ1A, Δτ3A) and the notch geometry [33].
More precisely, the above radii are computed according to the following equations [33]:

R1 =

(√
2e1 · ΔK1A

Δσ1A

) 1
1−λ1

(2a)

R3 =

(√
e3

1 + νe
· ΔK3A

Δτ3A

) 1
1−λ3

(2b)

where e1 and e3 are two parameters depending on the V-notch geometry, νe is the elastic Poisson ratio,
and λ1 and λ3 are the eigenvalues for Mode I and Mode III, respectively, calculated by means of finite
element analysis, as is discussed in Reference [33].
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Figure 1. Verification point position according to the control volume concept for V-notch.

A finite element model is employed in order to numerically compute the strain state at verification
point P [24]. In particular, linear transient dynamic analyses are performed on notched specimens
through the Commercial Package Straus7® [34], by adopting both 6- and 8-node tridimensional finite
elements. Only one half of each specimen is modeled, taking advantage of the geometric symmetry.
Moreover, the adopted discretization is shown in Figure 2, where the finite element mesh is that
adopted after a convergence analysis, being the minimum finite element size equal to about 0.25 times
the value of the notch root radius.

Figure 2. Discretization adopted for the finite element model.

2.2. Step II: Critical Plane Orientation

Let us consider the strain state at point P and a generic time instant t of the fatigue loading history,
the principal strain ε1, ε2 and ε3 (with ε1 ≥ ε2 ≥ ε3) and the corresponding directions 1, 2 and 3
(identified by means of the principal Euler angles φ, θ and ψ) can be determined. Since the principal
directions are usually time-varying under fatigue loading, Carpinteri et al. proposed to compute the
averaged directions 1̂, 2̂ and 3̂ on the basis of the instantaneous ones, through the averaged values of
the principal Euler angles [35].
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Then, the critical plane orientation is regarded to depend on such averaged directions. In more
detail, the normal vector w to the critical plane is assumed to be linked to the 1̂-direction through an
off-angle δ, given by the following empirical expression [25,26]:

δ =
3
2

⎡⎢⎢⎢⎢⎢⎢⎢⎣ 1 −
⎛⎜⎜⎜⎜⎜⎜⎝ 1

2
(
1 + νe f f

) γa

εa

⎞⎟⎟⎟⎟⎟⎟⎠
2⎤⎥⎥⎥⎥⎥⎥⎥⎦ 45◦ (3)

being νe f f the effective Poisson ratio (that is, function of both elastic, νe, and plastic, νp, Poisson’s ratio),
and εa and γa the strain amplitudes in the well-known tensile and torsional Manson–Coffin equations,
respectively. Note that the above rotation (Equation (2)) has to be performed from 1̂ to 3̂ in the principal
plane 1̂3̂.

2.3. Step III: Fatigue Life Assessment

The fatigue life assessment is performed through the following expression, where the left-hand
term corresponds to an equivalent strain whose amplitude is a function of the amplitudes ηN, a and
ηC, a of both the normal and the tangential displacement vectors [25,26]:

εeq,a =

√
(ηN,a)

2 +

(
2
(
1 + νe f f

)
· εa

γa

) 2

(ηC,a)
2 (4)

Note that all terms in Equation (3) depend on the number of loading cycles to failure. Moreover,
the values of ηN, a and ηC, a are obtained from an analytical procedure by taking into account both the
strain tensor at point P and the critical plane orientation. Details can be found in Reference [24].

The fatigue life (i.e. the theoretical number of loading cycles to failure, N f ) is iteratively computed
by equaling Equation (4) [24] with the Manson–Coffin normal strain amplitude εa.

3. Criterion Validation

In order to check the accuracy of the criterion presented in Section 2, some experimental data are
selected from the technical literature [27,33]. Such data are related to uniaxial and multiaxial fatigue
tests (with nominal loading ratio equal to −1) carried out on circumferentially V-notched cylindrical
specimens characterized by (Figure 3):

• V-notch with a depth of 6 mm;
• Opening angle of 90◦;
• Notch root radius of 0.1 mm.

 
Figure 3. Geometrical sizes of the titanium alloy V-notched specimens subjected to tension and/or
torsion fatigue loading.

The above specimens were made of grade 5 titanium alloy (Ti-6Al-4V), commonly used in
aerospace and naval applications. The above titanium alloy is characterized by very good static and
fatigue properties (Table 1) with a high strength-to-mass ratio.
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Table 1. Static and fatigue properties of material examined [27,33].

E
[GPa]

νe
[-]

σu
[MPa]

σy
[MPa]

ΔK1A
[MPa·mm0.445]

ΔK3A
[MPa·mm0.333]

Δσ1A
[MPa]

Δτ3A
[MPa]

110.0 0.3 978.0 894.0 452.0 1216.0 950.0 776.0

The Manson–Coffin parameters of both tensile and torsional equations are reported in
Reference [22].

By taking full advantage of νe, ΔK1A, ΔK3A, Δσ1A and Δτ3A, the control volume radii R1 and R3

are equal to 0.051 mm and 0.837 mm, respectively.
Before being fatigue tested, the specimens have been polished in order to remove surface scratches

and marks due to machine tools. Fatigue tests have been performed by means of an MTS 809
servo-hydraulic axial-torsional testing system with a 100 kN axial cell and a 1100 Nm torsion cell.
Moreover, all tests have been carried out under load control, with a frequency between 10 and 15
Hz. Details of the loading conditions related to the experimental fatigue tests being examined are
reported in Reference [27,33]. In particular, we consider four different loading conditions characterized
by experimental fatigue life, N f ,exp, between 103 and 6 · 105 loading cycles, and more precisely:

1. Pure tension fatigue loading;
2. Pure torsion fatigue loading;
3. Combined in-phase (Φ = 0◦) tension and torsion fatigue loading;
4. Combined out-of-phase (Φ = 90◦) tension and torsion fatigue loading.

The biaxiality ratio λ related to multiaxial loading conditions is equal to 2.
According to the above loading conditions, the value of the distance r (Equation (1)) turns out

to be:

(a) r = 1.9 ·Rm for pure tension fatigue loading (λ = 0);
(b) r = 11.3 ·Rm for pure torsion fatigue loading (λ = ∞);
(c) r = 10.8 ·Rm for combined tension and torsion fatigue loading (λ = 2.0).

Figure 4 shows experimental fatigue life, N f ,exp, plotted against the theoretical one, N f .
In particular, 79% of results is conservative and 63% is included into 3× band. Moreover, we can remark
that better estimations are obtained by considering only the in-phase multiaxial fatigue data (Figure 4b)
since all the results fall within 3× band, whereas almost all the results related to out-of-phase data are
outside the above band (Figure 4c).

In any case, when estimations do not fall within the reference bands, the errors made by the
present criterion are, in general, on the conservative side. This strongly supports the idea that the
Carpinteri et al. criterion, applied together with the control volume concept, can be used successfully
to assess notched components in situations of practical interest, always allowing an adequate margin
of safety to be reached.
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Figure 4. Accuracy of the present criterion in estimating the fatigue lifetime of Ti-6Al-4V
notched specimens: (a) Uniaxial loading, (b) multiaxial proportional loading, (c) multiaxial
non-proportional loading.

64



Appl. Sci. 2019, 9, 2163

Figure 5 shows N f ,exp as a function of the equivalent strain amplitude, εeq, a (see Equation (4)).
Note that the solid line is the experimental tensile Manson–Coffin equation. Since all the theoretical
data lie very close to the experimental curve, it can be concluded that the accuracy level of the employed
criterion is satisfactory.

 

Figure 5. Experimental fatigue life N f ,exp against equivalent strain amplitude εeq,a.

The above considerations can also be made by examining the values of the error index, I, computed
as follows [24]:

I =
εeq,a − εa

εa
· 100% (5)

In particular, Figure 6 shows the relative frequency of the I absolute value. It can be observed that
the frequency distribution is close to zero, with 74% of the results in the range 0% ≤ |I| ≤ 15%.

 

Figure 6. Absolute value of the error index I according to the present criterion.

In conclusion, we can remark that the implementation of energy concepts, based on the control
volume, in the above strain-based multiaxial fatigue criterion appears an interesting tool for evaluating
the fatigue behavior of severely notched components.
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4. Conclusions

In the present paper, the fatigue life assessment of notched structural components has been
performed by applying a critical plane-based multiaxial fatigue criterion. Such a criterion has been
formulated by using the control volume concept related to the strain energy density criterion.

The material point located at a given distance from the notch tip is assumed to be the verification
point. Such a distance has been taken to be a function of the control volume radii around the notch tip
under both Mode I and Mode III loading. Once the position of the verification point and the orientation
of the critical plane have been analytically determined, the fatigue lifetime has theoretically been
evaluated through an equivalent normal strain amplitude, acting on the critical plane, together with
the tensile Manson–Coffin curve.

The accuracy of the present criterion is evaluated through experimental data available in the
literature, related to titanium alloy V-notched specimens under uniaxial and multiaxial fatigue loading.
As far as the experimental data here examined are concerned, the joint application of the strain-based
criterion and the control volume concept provides quite satisfactory fatigue life estimations.

On the basis of the encouraging results herein obtained, the present criterion seems to be able to
correctly estimate the fatigue life of a structure with a stress concentrator (as a notch), by reaching an
adequate margin of safety. However, different materials, notch geometries, and loading conditions
need to be examined in order to develop a useful fatigue design tool.
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Nomenclature

1, 2, 3 principal strain directions
1̂, 2̂, 3̂ averaged principal strain directions
E elastic modulus
I error index
N f theoretical fatigue life
N f ,exp experimental fatigue life
P verification point
r distance of the verification point P from the notch tip
Rm mean control volume radius
R1 control volume radius related to Mode I
R3 control volume radius related to Mode III
t time
w perpendicular unit vector to the critical plane
γa Manson–Coffin shear strain amplitude
δ angle between the averaged direction 1̂ and the normal w to the critical plane
ΔK1A notch stress intensity factor range under Mode I
ΔK3A notch stress intensity factor range under Mode III
Δσ1A high-cycle fatigue strength of smooth specimens under Mode I
Δτ3A high-cycle Fatigue strength of smooth specimens under Mode III
ε1, ε2, ε3 principal strains, with ε1 ≥ ε2 ≥ ε3
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εa Manson–Coffin normal strain amplitude
εeq,a equivalent normal strain amplitude
ηN,a amplitude of the normal displacement vector component acting on the critical plane
ηC,a amplitude of the tangential displacement vector component acting on the critical plane
λ biaxiality ratio
νe elastic Poisson ratio
νe f f effective Poisson ratio
νp plastic Poisson ratio
σu ultimate tensile strength
σy yield strength
Φ phase angle between tension and torsion loading
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Abstract: The traditional methodologies for fatigue life assessment of welded joints strongly depend
on geometries and surface characteristics, as well as time. In this paper, an energy-based approach,
independent of structures though thermal-graphic measurement, was presented to predict life
expectancy of welded joints, via limited number of tests. In order to eliminate the thermal elastic
effect caused by the welding residual stress, annealing was first conducted on welded specimens.
Both monotonic and cyclic tests for welded joints were implemented. Then, based on the thermal
evolution of welded joints measured by the quantitative thermo-graphic method, an energy-based
approach, taking the linear temperature evolution and the intrinsic dissipation into account, was
employed on the fatigue life prediction of flat butt-welded joints. The estimated results showed
good agreement with the experimental ones, and the energy tolerance to failure Ec for different stress
amplitudes was found to be constant.

Keywords: fatigue life prediction; dissipated energy; thermo-graphic technique; thermal evolution

1. Introduction

The welded joints of high strength steel are frequently used in bridges and buildings, in light
of good mechanical properties and excellent weldability [1]. However, compared with its parental
materials, the fatigue strength of welds generally declines due to the existence of possible welding
porosity and impurity defects, and tensile residual stress caused by the inconsistent recrystallization
process with temperature gradient. In order to ensure sufficient service life at design stage and avoid
fatigue failures occurring in welded engineering structures at usage stage, it is necessary to clarify the
lifetime estimation model and fatigue damage evolution mechanism [2,3].

The traditional fatigue life evaluation approaches mainly depend on the S − N curves of
welded joints to characterize mathematical relationship between different mechanical responses
and lifespans [4]. In the normal stress method, the S − N curves estimate fatigue life by means of
the structural nominal stress range in the presence of possible cyclic loads [5]. Based on the S − N
curves obtained from fatigue tests on actual welded joints, the extrapolated maximum structural
stress in consideration of local geometries was utilized to predict life expectancy in the hot-spot stress
method [6–8]. In order to concern detailed geometrical features and stress concentration effects, the
maximum notch stress at the weld toe and weld root is treated as lifetime assessment parameter,
proposed by the notch stress approach [9,10]. Similarly, the so-called E − N curves are expressed in
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terms of plastic and elastic strain energy density (SED) at the weld seam, and relevant number of
cycles in the SED method to estimate fatigue life of welded joints [11,12]. However, the selection of
S − N curves from different fatigue classes could be subjective, since they depend on the geometry of
welded joints and loading modes. The corresponding mechanical responses are not easy to precisely
determine as well. Another fracture mechanics approach could make the determination of lifetime for
cracked welded components based on the Paris law, according to the relationship between the crack
growth rate and stress intensity factor range [13]. Nevertheless, it is sensitive to the initial crack size,
and thus the known crack is needed.

The intrinsic energy dissipation method could rapidly confirm the fatigue limit and evaluate
life expectancy, based on the thermal evolution on the surface of welded joints under cyclic loadings
obtained from the thermo-graphic measurement [14–16]. This approach is independent of geometrical
characteristics of welded joints, and does not require some given assumptions or prerequisites,
compared with the notch stress approach, fracture mechanics method, and so on. This temperature
variation is representative of the microstructure’s movement and evolution in some way, which
could be deemed as the connection between different scales. In the meantime, the intrinsic dissipation
method supported by the thermo-graphic technique has great advantages in saving time and specimens.
It could rapidly confirm the high-cycle fatigue limit, and construct a fatigue life assessment model via
a very limited number of tests without sacrificing the calculation precision, proposed by Risitano and
Luong et al. [17,18]. Essentially, the dissipation of energy directly reflects a material’s fatigue failure
mechanism, caused by the internal friction between the micro-structures. Meanwhile, the direction
judgment falls into disuse when the dissipated energy is treated as damage parameter. Currently,
a so-called Quantitative Thermo-graphic Methodology (QTM) has been widely used in studying the
fatigue behavior of pure metal materials, notched specimens, and welded joints [19,20]. However,
this approach is based on the assumption of a constant temperature increment during the stabilized
stage [21,22], and the temperature is directly considered a fatigue damage parameter. In this paper,
the linear increase of temperature increments in the stable stage II was measured on the surface of
a flat butt welded joint, and was taken into account for constructing a fatigue life estimation model of
welded joints. A well-suited energy form (instead of temperature) was treated as the fatigue indicator
for characterizing the heat dissipation behavior.

First, in order to eliminate the thermal elastic effect caused by the welding residual stress,
annealing was carried out. Its mechanical behavior was obtained through a monotonic test. The
fatigue tests were conducted on the butt joint under fully reversed tension-compression loading. Then,
based on the fatigue life estimations model, taking the linear temperature evolution and the intrinsic
dissipation into account, the estimated life spans calculated from the energy-based approach were
compared with experimental ones.

2. Experimental Work

2.1. Specimen Preparation

The flat butt-welded joints were designed, as in Figure 1, and connected by the arc-welding
process. The weld seam is located at the middle of the specimen (purple marks). Its thickness is 6 mm.
The parental material is high strength steel, and its yield strength is 460 MPa, which is widely utilized
in bearing structures, like bridges or buildings.

Some research [19,20] found that if a mean stress existed, there would be a very small heat
contribution offered by a thermo-elastic heat source. In general, the welding procedure could produce
residual stress located at the welded zone. This tensile residual stress is usually treated as a kind of
equivalent mean stress. In order to eliminate the inherent mean stress, the specimens were annealed
by raising the temperature to 500 ◦C and preserving heat for two hours. After they were cooled to
room temperature, the residual stresses on the surface of the specimen around the welded area were
measured by X-ray, as shown in Figure 2. The three measuring points are shown in Figure 3, and the
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tested results are listed in Table 1. The residual stresses of those points on the surface of the specimen
are all small, and could be considered as non-residual stress.

Figure 1. Specimen geometry of welded joint (all dimensions in mm, roughness in micrometers,
tolerance for all dimensions ±0.01).

 

Figure 2. Residual stress measurement by X-ray.

 

Figure 3. Layout of measurement points.

Table 1. Residual stress measured by X-ray.

Point 1 (MPa) Point 2 (MPa) Point 3 (MPa)

−14.55 ± 3.27 −16.84 ± 12.51 5.09 ± 6.86

2.2. Monotonic Test

A monotonic tensile test was conducted on the butt joint specimen under displacement control
at the rate of 0.01 mm/s. An Instron uniaxial extensometer (INSTRON, Norwood, MA, USA) with
a 12 mm gauge length was utilized for measuring the strain. The true and engineering stress–strain
curves are both shown in Figure 4. According to the stress and strain responses, the mechanical
parameters of welded joints are listed in Table 2. The yield strength of welded joints is less than
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the parental material, which is possibly caused by the welding process parameters and the welding
wire material.

Figure 4. Stress and strain responses under monotonic tensile loading.

Table 2. Mechanical parameters of welded joint.

Young’s Modulus E (GPa) 205

Yield Strength σy (MPa) 365

Ultimate Tensile Strength σUTS (MPa) 500

2.3. Cyclic Test

The installation diagram of the uniaxial fatigue test and thermal measurement is shown in Figure 5.
The temperature distribution contour on the surface of the specimen during the cyclic loading was
recorded by a high-performance infrared (IR) camera (FLIR, Boston, MA, USA), as shown in Figure 6.
This camera has high sensitivity to perceive the thermal variation of 20 mK at room temperature, and
its resolution could reach 640 × 512 pixels in full field mode.

In the fully reversed fatigue tests, the applied constant stress amplitudes were 240 MPa, 260 MPa,
300 MPa and 340 MPa, which aimed at constructing a fatigue life estimation model and testing its
prediction accuracy. All the fatigue tests were under load control, and the failure criterion was 50%
drop of displacement. The frequency of applied uniaxial loading was 20 Hz.

Figure 5. Installation diagram of the fatigue test and thermal measurement.
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Figure 6. Temperature distribution contour measured by IR camera (unit: ◦C).

2.4. Thermal Evolution

The heat caused by the internal friction between microstructures under cyclic loading is dissipated
through weld metal. The temperature increment θ with respect to initial temperature could be obtained
from the thermal-graphic measurement. The thermal evolution in whole life cycles under stress
amplitudes 300 MPa and 260 MPa are shown in Figures 7 and 8, respectively. Before the temperature
increment comes into the stable stage II, as shown in Figure 7, the temperature of the material surface
increases continuously, due to cyclic straining, until a relative equilibrium state between the internal
heat production and external heat exchange is reached [19–23]. Being different from pure metal
materials, the temperature increment of this welded joint linearly increases during the stable stage II
both in high stress amplitude and low stress amplitude. Thus, the method for calculating accumulated
intrinsic dissipation and predicting lifespan has to be developed.

Figure 7. The thermal evolution in whole life cycles under stress amplitude 300 MPa.
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Figure 8. The thermal evolution in whole life cycles under stress amplitude 260 MPa.

3. An Energy-Based Fatigue Life Prediction Method

3.1. Intrinsic Dissipation

According to the literature [23,24], the intrinsic dissipation based on a quantitative thermo-graphic
method is considered as the fatigue indicator, instead of temperature produced on the material surface
under cyclic loads. From the perspective of the fatigue damage mechanism, repeated work generated
by the external loads facilitates micro grain movement and friction until the macro crack appears.
During this damage evolution process, the mechanical energy transforms into heat energy, elastic and
plastic strain energy, storage energy, and so on. Certainly, most of them are released in the form of heat
energy, which results in thermal variations in the procedure of heat conduction, heat exchange, heat
convection and heat radiation. However, it is not hard to see that the intrinsic dissipation determines
thermal evolution, which is more suitable to describe fatigue failure behavior. It is assumed that
there is an external heat source r during cyclic loading, while the total heat source s mainly includes
three parts:

s = sthe + d1 + r (1)

where sthe is the thermoelastic heat source generated by the reversible elastic strain, and d1 represents
the intrinsic dissipation caused by the irreversible strains.

In view of thermodynamic laws, the heat source could be expressed by temperature differential
equation, presented in the previous references [20–24]:

s = ρC
∂θ

∂t
− kΔθ (2)

where ρ is density, C is specific heat, k is isotropic thermal conductivity, θ is temperature increment with
respect to the initial temperature, t is time, and Δ is the Laplace operator. According to Chrysochoos
and co-authors’ work [25], proposing 0D, 1D, 2D methods to solve the above differential equation,
the 0D model is considered as the most appropriate approach for the heat solution in the high cycle
fatigue test. Then, the term kΔθ could be removed from Equation (2).

When the stress ratio R is minus one, the heat source sthe tends to be zero because of the
thermo-elastic coupling effect under tension-compression loading. If there is a mean stress, the
heat contribution provided by the heat source sthe is extremely small, so that it could be neglected in
the thermal differential equation. The external heat source r is defined to describe heat conversion
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between the specimen and the environment. However, since the thermal parameters and exchange
conditions are not easy to accurately determine, it has to be simplified according to the heat loss
behavior. Finally, a linear equation is utilized to establish the relationship between the heat loss and
temperature variation:

r = −ρC
θ

τ
(3)

where τ stands for a time constant characterizing the heat loss.
After Equation (1), Equation (2) and Equation (3) are integrated and deduced, the intrinsic

dissipation d1 could be expressed like this:

d1 = ρC(
∂θ

∂t
+

θ

τ
) (4)

It is worth mentioning that the intrinsic dissipation d1 is defined as the average dissipated energy
intensity of the affected region on the surface of the testing specimen. The heat diffusion along the
thickness of specimen is assumed to be identical, while the heat loss between the specimen and the
environment is still characterized by the term ρCθ/τ, as shown in Equation (4).

3.2. Energy-Based Fatigue Life Model

In this paper, the intrinsic dissipation d1 is regarded as the fatigue indicator. Once the fatigue
damage is produced by each cyclic load, the dissipated energy is accumulated. In order to simplify
calculation of the accumulated intrinsic dissipation d1c, the time t could be converted into the term
N/ f ( f = N/t). Then, the total accumulated intrinsic dissipation d1c could be obtained from the
definite integral of the intrinsic dissipation d1 during the whole life cycle:

d1c =
∫ Nf

0
d1/ f dN (5)

Based on the damage evolution law, the total accumulated intrinsic dissipation d1c has clear
physical meaning, which represents the energy tolerance to failure of a kind of material applied by the
cyclic loading. In other words, it is equal to the energy tolerance to failure Ec.

In the Equation (4), it is noticed that the term ∂θ/∂t would be zero if the asymptotic portion of
temperature increase in stage II θAS was constant. A large number of studies [23,24] support this
conclusion for most pure materials. However, the welding process brings impurities and porosities,
which results in non-linear fatigue damage evolution behavior and varying thermal dissipation during
the whole fatigue process. Some researchers [22–27] also found there is the linear temperature evolution
after the material gets into a stabilized stage II, as shown in Figure 9. Then, the energy tolerance to
failure Ec could be evaluated like this:

Ec = d1c =
∫ Nf

0

ρC
f
(

∂θ

∂N
+

θ

τ
)dN (6)

Wang et al. [28] presented that the temperature increment θ in stage II could be converted into
the asymptotic portion of temperature increase θAS and the incremental temperature θΔ. It should
be noted that the incremental temperature θΔ represents the increased temperature with respect to
the asymptotic portion of temperature increase θAS during the stabilized stage II. According to the
linear evolution behavior of the temperature increment θ in stage II versus the life cycles, the slope of
the temperature variation curve is treated as the temperature increment rate λ, which is expressed
like this:

λ =
∂θ

∂N
=

θΔ

N
(7)

Then, substituting Equation (7) into Equation (6) and taking the decomposition terms θAS and θΔ
into account, the energy tolerance to failure Ec is resolved by the following equation:
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Ec =
∫ Nf

0

ρC
f
(

∂θ

∂N
+

θAS + λN
τ

)dN (8)

In fact, the number of cycles in both initial stage I and final stage III only accounts for a small part
of whole life cycles, and could be ignored in the following definite integral of Equation (8). Then, its
integrating result is indicated like this:

Ec =
ρCλ

2 f τ
Nf

2 +
ρCλ

f
Nf +

ρCθAS
f τ

Nf (9)

According to Equation (9), the fatigue life Nf related with dissipated energy could be calculated
as the following equation:

Nf =
f τ

ρCλ
(

√
2

ρCλ

f τ
Ec + (

ρC
f

λ +
ρCθAS

f τ
)

2
− ρC

f
λ − ρCθAS

f τ
) (10)

Based on Equation (10), the cyclic loading had to at least reach into the early stage II for calculating
the asymptotic portion of temperature increase θAS and the temperature increment rate λ. Once these
two parameters were defined, the remaining lifetime or fatigue damage could be derived according to
Equation (10) regardless of whether the thermal measurement is suspended or not.

Figure 9. Schematic diagram of temperature evolution versus life cycles during three stages.

In order to calculate intrinsic dissipation, the thermo-physical parameters and loading frequency
needed to calculate the intrinsic dissipation are given in Table 3. It is worth mentioning that the
time parameter τ was ascertained by calculating the heat loss from the peak temperature to the room
temperature, also listed in Table 3.

Table 3. Thermo-physical and boundary parameters of the welded joints.

ρ (kg·m−3) C (J·kg−1·K−1) k (WK−1·m−1) τ (s) f (Hz)

7850 460 45.5 14.7~35.2 20

Furthermore, from the above Equation (9), the energy tolerance to failure Ec could be estimated
once the fatigue life and loading conditions are determined. Combined, the thermal evolution in the
whole lifespan under constant stress amplitudes with thermo-physical parameters, and the energy
tolerances to failure Ec for different stress amplitudes are listed in Table 4. It is very interesting to note
that all energy tolerances to failure Ec are close to 1.0 × 109 J/m3. The energy tolerance to failure Ec

represents the inherent nature of the material or structure in some way and is independent of loading
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conditions. Its significance lies in allowable precise fatigue life estimation, based on Equation (10),
if the thermal evolution within a certain cycle could be ascertained.

Table 4. Energy tolerance to failure EC under different stress amplitude.

Stress Ratio R Stress Amplitude σa (MPa) EC (J/m3)

−1 300 1.0091 × 109

−1 260 0.9653 × 109

Based on the results mentioned above, the thermal evolution in 2000 cycles under stress
amplitudes 340 MPa and 240 MPa are shown in Figures 10 and 11, respectively. The asymptotic
portion of temperature increase θAS during the stabilized stage II and the temperature increment
rate λ could be obtained from the temperature variation. Then, according to Equation (10), their life
expectancies are assessed and listed in Table 5. The predicted cycles for these welded joints under high
stress amplitude and low high stress amplitude are both close to experimental ones. This energy-based
approach could effectively predict fatigue life for high strength welded joints through thermal-graphic
measurement, merely based on the thermal evolution in several thousand cycles. Once the energy
tolerance to failure Ec is determined, only a very small amount of time is needed to predict life
expectancy. Notably, this specimen is a typical flat butt welded joint and is applied with traditional
fully reversed cyclic loadings, so its thermal evolution behavior could be helpful for characterizing the
energy dissipation mechanism of similar welded structures with the same loading modes.

Figure 10. The thermal evolution in 2000 cycles under stress amplitude 340 MPa.

Figure 11. The thermal evolution in 2000 cycles under stress amplitude 240 MPa.
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Table 5. Predicted results under different stress amplitude.

Stress Ratio R Stress Amplitude σa (MPa) Predicted Cycles Experimental Cycles

−1 340 11,809 12,877
−1 240 401,025 386,302

4. Conclusions

A fatigue life assessment model based on intrinsic energy dissipation was conducted on high
strength steel welded joints. This method suggested that the intrinsic energy dissipation was considered
as a fatigue indicator, rather than temperature. In this model, the linear temperature evolution in
stage II was fully taken into account to guarantee calculation precision, and its predicted results were
in good agreement with experimental ones for different stress amplitudes. This approach had an
apparent distinct advantage in testing efficiency, because limited testing time and specimens were
needed for lifetime modeling and estimation.

It was interesting to find that the energy tolerance to failure Ec tended to be a constant for these
welded joints under different stress amplitudes. In some way, this parameter characterized fatigue
damage accumulation in the whole lifespan, and was equal and load-independent. This result may
also be helpful for predicting the remaining service life of welded engineering structures, once the
thermal evolution in certain cycles is obtained.
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Featured Application: Life prediction for engineering materials.

Abstract: The evaluation of fatigue life through the mechanism of fatigue damage accumulation is still
a challenging task in engineering structure failure analysis. A multiscale fatigue damage evolution
model was proposed for describing both the mesoscopic voids propagation in the mesoscopic-scale
and fatigue damage evolution process, reflecting the progressive degradation of metal components in
the macro-scale. An effective method of defect classification was used to implement 3D reconstruction
technology based on the MCT (micro-computed tomography) scanning damage data with ABAQUS
subroutine. The effectiveness was validated through the comparison with the experimental data of
fatigue damage accumulation. Our results indicated that the multiscale fatigue damage evolution
model built a bridge between mesoscopic damage and macroscopic fracture, which not only used
the damage variable in the macro-scale to characterize the mesoscopic damage evolution indirectly
but also understood macroscopic material degradation behavior from mesoscale with sufficient
precision. Furthermore, the multiscale fatigue damage evolution model could offer a new reasonable
explanation of the effect of load sequence on fatigue life, and also could predict the fatigue life based
on damage data by nondestructive testing techniques.

Keywords: multiscale; fatigue damage evolution; ABAQUS subroutine; 3D reconstruction;
MCT scanning; fatigue life

1. Introduction

Fatigue fracture is one of the most common failure modes for engineering structures, and 80–90%
of failures fall into this category [1–3]. Therefore, fatigue failure of metals has been the subject of study
by many researchers. However, the understanding of fatigue mechanisms for evaluation of fatigue
damage accumulation and fatigue life is still a challenging task up to now. With the development
of theory and framework of the continuum damage mechanics (CDM), probably first presented by
Kachanov [4], and the advance in technique for micro-observation of interior structure of steel materials,
such as scanning electron microscopy [5], different methods and theories have been employed to
study the evolution law of fatigue damage processes, such as the number of cycle load to failure,
dissipated energy, and degradation in mechanical properties [6–16]. In recent years, more and more
scholars have devoted to the study of fatigue damage processes.

On the one hand, many researchers pay attention to the continuous average damage variable to
describe the degradation of material on a larger macro-scale, which is easy for engineering applications
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due to its simplicity and effectiveness. Since Miner expressed this concept in the description of fatigue
damage accumulation in 1945 [17], the cumulative fatigue damage theories have been developed
increasingly, including the works of Marco and Starkey [18], Henry [19], Gatts [20], Manson [21],
Chaboche [22], and many others. As a result, many different fatigue damage models have been
developed based on the concept of CDM developed by Chaboche, Manson [23], Franke [24], and many
others. However, most of the methods for macroscopic fracture are short for a deep and comprehensive
understanding of microscopic damage mechanics theory in the study of the macro-scale fatigue process.

On the other hand, the methods of microscopic fatigue analysis, which are used to describe the
microscopic defects initiation and growth behavior, are studied by some researchers, e.g., Miller [25],
Angelova [26], and Polák [27], among many others. McClintock [28] and Rice and Tracey [29] have
studied the nucleation, growth, and coalescence of cylindrical and spherical voids related to the fracture
theory. McDowell et al. [30] developed a micro-scale fatigue model, which was able to characterize the
effect of many micro-structural entities (cracks, voids, grains, etc.) on high cycle fatigue response of
metallic materials. Leuders et al. [31] used the computed tomography for detecting the distribution
of voids in Ti–6Al–4V samples manufactured by selective laser melting. More recently, Hu [32]
analyzed the fatigue crack growth process in the material by using synchrotron X-ray micro-computed
tomography. However, such attempts providing insight into the fatigue damage process have built-in
complexities, which require accurate and detailed knowledge of microstructural features.

Both of the above research methods are based on the study of fatigue damage evolution in
a single macro-scale or microscale. On the macro-scale, using a macro-variable to describe the
continuous average fatigue damage accumulation extent cannot be explained by the fatigue failure
mechanisms viewed from a smaller microscale. Nevertheless, the micro-analysis of microscopic defect
behavior, focusing on only a few single cracks or voids, cannot evaluate average fatigue damage
extent in a larger macro-scale. It has long been regarded as a very important issue to establish the
micro-macro relationship for the fatigue accumulation process because such a relationship can enhance
our understanding of the fundamental nature of fatigue mechanisms, but it is still a challenging task
up to now.

There are few scholars who have studied multiscale fatigue damage evolution process and
models. For instance, Desmorat et al. [33] employed the Eshelby–Kröner scale transition law and used
a double-scale model to describe the HCF (high-cycle fatigue) phenomenon in which damage occurred
only at the microscopic scale. Wan et al. [34] considered the phenomenon of building orientations and
porosity in the additive manufacture structures and used the micro-scale damage-evolution equation
to describe the damage evolution process at the macroscopic scale. However, such attempts focused
on exploring the evolution process of micro-defect size and neglected the influence of microscopic
defect shape and position distribution on fatigue damage. There is a paucity of modeling methods
and fatigue damage evolution analyses based on micro-defects visualization processing and 3D
reconstruction, considering aspects of the real random uniform micro-structural morphology. In this
regard, this paper aimed to create a multiscale damage evolution model by an efficient and simple defect
classification method and 3D reconstruction technology based on MCT (micro-computed tomography)
scanning data. Firstly, fatigue specimens at different loading stages were scanned by MCT technology.
The defect information for fatigue specimens was graded and simplified by the defect classification
method, considering not only the micro-defect size but also the shape and position distribution on
fatigue damage via AVIZO (3D visualization software, September 2, 2016, FEI SAS, Mérignac, France)
visual processing. Then, 3D reconstruction was carried out. An equivalent simplified model was
established by the ABAQUS subroutine. This model provided an effective tool to build a bridge
between mesoscopic damage and macroscopic fracture, using the damage variable in macro-scale
to characterize the mesoscopic damage evolution indirectly. At the same time, the residual fatigue
life for engineering structures under unknown loading times could be predicted easily through the
microstructure by nondestructive detection based on this methodological study.
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2. Experiment

2.1. Material and Specimen Preparation

The composition of 6061-T6 aluminum alloy, which was used to manufacture test specimens,
is shown in Table 1.

Table 1. Composition of 6061-T6 aluminum alloy.

Chemical
Composition

Cu Si Fe Mn Mg Zn Cr Ti Other AL

Ratio 25% 60% 70% 15% 85% 25% 16% 15% 15% margin

The test pieces were prepared in accordance with the American Society for Testing Materials
ASTM E8/E8M-15a standard and the metal material axial equal amplitude cyclic fatigue test method.
While high-speed cutting is required, the alignment of the specimen should be ensured. The surface
roughness was controlled by a polishing treatment. The specimen designed in this paper is shown in
Figure 1.

 

(a) (b) 

Figure 1. Specimens (a) Two-dimensions size of the specimens. (b) Three-dimensional view of
the specimens.

2.2. Fatigue Test Procedures

The servo-hydraulic testing machine MTS809 with the capability of 100 kN in axial load (Figure 2)
was used to accomplish the fatigue test at room temperature. The constant amplitude fatigue
experiments were conducted at a loading rate of 50 Hz with the stress ratios R = 0.1 (R = σmin/σmax)
by using sinusoidal waveform control.

 

Figure 2. MTS (Systems Corporation) fatigue tensile testing machine.

In advance, a large number of tests had been conducted to determine the fatigue life of the
specimens experimentally, ranging from 10,779 to 11,453 cycles at a loading frequency of 50 Hz and
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stress ratios R = 0.1 (R = σmin/σmax) by using sinusoidal waveform control. To reduce accidental
experimental errors, the fatigue test was divided into three groups, and each group consisted of 5 cyclic
loading stages (20,000 loading cycles, 40,000 loading cycles, 60,000 loading cycles, 80,000 loading
cycles, 100,000 loading cycles), which were based on the maximum number of cycles determined as
100,000 cycles. These 5 stages were conducted on the corresponding 5 samples in each group, as shown
in Figure 3.

 

Figure 3. Test specimens.

3. Acquisition and Analysis of Defect Characteristics Information

3.1. Acquisition of Defect by X-ray Micro-Computed Tomography (MCT)

X-ray micro-computed tomography (MCT) (Vendor: Pheonix, AZ, USA), as a nondestructive
technique, was used to get a quantitative estimate of mesoscopic voids in the damage specimens
(Figure 4). In this process, an X-ray beam was focused on a particular region called the region of
interest (ROI) of the specimen. ROI scan of the gauge length portion of the fatigue specimen could
provide a deep insight into the shape and location distribution of voids, which is otherwise difficult to
detect using any other conventional techniques, such as ultrasonic testing technology. A complete
360◦ scanning about the rotation axis of the specimen was carried out, and a total of 1600 images were
taken. The exposure time for each image was 500 ms. The complete CT TIF section images of the
ROI region were carried out by using Visual studio software from 2D data of each image. Four TIF
diagrams selected randomly for specimen labeled 8-3 are shown in Figure 5; it would show different
degrees of volume defects depending on perspectives.

  

Figure 4. X-ray micro-computed tomography system.
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Figure 5. TIF slice diagram with different volume defects.

3.2. Visualization Processing of Defects Based on AVIZO

An effective visualization processing of slice data generated from CT was performed through
importing TIF images with defect information into AVIZO, and the modular processing was conducted,
as shown in Figure 6.

Figure 6. The flow chart of modular processing.

The resolution was set to 3 μm (CT scanning accuracy) in the process of importing TIF images
into Avizo. The ortho-slice module was added to perform the TIF images data positioning explicit,
as shown in Figure 7a. The non-local means filter module was used to filter the slice to remove the
influence of the material itself on the hole defect recognition. The effect of TIF slice after noise removal
is shown in Figure 7b. Comparing Figure 7a,b, it could be seen that the brightness of Figure 7b after
noise removal was improved. The two-dimensional slice with noise removal was subjected to threshold
segmentation through the interactive-threshold module to separate the matrix material from the void
defect. The selection of the threshold was controlled during the segmentation process. If the threshold
was too large, the matrix material would default to the void defect; and if the threshold was too small,
the identified hole defect would be less than the actual number. Both of these situations were not
conducive to subsequent defect analysis. The TIF diagram after segmentation and identification is
shown in Figure 7c. The blue dot-like area in the figure indicates the void defect.
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(a) (b) (c) 

Figure 7. TIF diagram display. (a) TIF diagram after positioning display processing, (b) TIF diagram
after noise filtering, (c) TIF diagram after threshold segmentation processing.

Moreover, voxel rendering was performed on the void defect by volume rendering, and the
damage defect was three-dimensionally displayed and reconstructed to visually determine the position
and degree of the damage. The 3D visualization of internal void defects for specimen labeled 8-3 is
given in Figure 8.

Figure 8. The 3D visualization of internal void defects for specimen labeled 8-3 from
different perspectives.

3.3. Extraction and Analysis of Defect Characteristic Information

The characteristic information of defect (including void defect position, volume size, etc.) was
obtained through the label analysis module for each cycle stage 3D model. Table 2 shows characteristic
statistics of damage defects in different cycles.
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Table 2. Characteristic statistics of damage defects in a different cycle.

Load Sequence
(×104)

Stage 2 4 6 8 10

Total number of
voids (n)

Group1 35,106 215,398 125,703 35,684 20,982
Group2 36,061 233,821 104,895 30,569 16,456
Group3 34,854 190,636 76,695 24,534 18,672

The volume of
maximum void

(μm3)

Group1 972 1810 1970 3210 5671
Group2 1190 2161 2275 3841 5319
Group3 1021 2013 2144 3511 4782

Maximum damage
surface area (μm2)

Group1 0.0022 0.0392 0.0345 0.0596 0.24
Group2 0.0151 0.0275 0.0226 0.0459 0.197
Group3 0.0073 0.0157 0.0553 0.0412 0.211

Porosity (%)
Group1 0.0004 0.0046 0.0031 0.0287 0.2421
Group2 0.0009 0.0025 0.0673 0.0562 0.3866
Group3 0.0006 0.0051 0.0242 0.0901 0.5293

The variation of the defect characterization with the different loading stages is illustrated in
Figure 9. Figure 9a shows that the number of voids increased first to the peak and then decreased
rapidly. Figure 9b–d is plotted for the variation of the maximum void, maximum damage surface,
and porosity with the number of cycles. It could be seen that the rate of damage growth was not
obvious at the beginning loading stage; however, at the later stage of loading, the damage growth rate
increased sharply with the growth and association of defects.

 
(a) (b) 

 
(c) (d) 

Figure 9. Variation of the voids damage characterization with the number of cycles N. (a) Variation of
the total number of voids with the number of cycles N. (b) Variation of the volume of maximum void
with the number of cycles N. (c) Variation of the maximum damage surface area with the number of
cycles N. (d) Variation of the Porosity with the number of cycles N.
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According to the variation of these damage characterizations (the number of hole defects,
maximum hole, maximum damage surface, and porosity) with respect to the number of cycles, it could
be concluded that the damage behavior mainly manifested that the initiation of void defects led to
a slower growth of damage in the early loading stage. However, the growth rate of damage increased
rapidly in the subsequent loading stages with the growth of micro-voids and the connection between
adjacent voids.

The fatigue damage evolution process could be effectively characterized by the above damage
parameters. Although some damage characterizations had volatility in the individual cycle stages,
the overall tendency was consistent with the damage evolution law.

4. Damage Model

4.1. Establishment of an Equivalent Damage Model

It was difficult to conduct a damage evolution analysis and reduce the calculation time due to the
shape and position of the plenty of mesoscopic defects inside the specimen. Therefore, a simplified
equivalent multiscale damage model, which could reflect both mesoscopic damage and macroscopic
fractures based on the grading of an internal defect, was established.

The equivalent mesoscopic void defects volume Vn and position information Pn were calculated
based on original damage voids feature information. The volume of voids appeared in three orders
of magnitude (10−6 mm3, 10−7 mm3, and 10−8 mm3), which were, respectively, recorded as level 1,
level 2, and level 3. The volume and position information of nth void for level 1 defects were recorded
as V1n, P1n, and the remaining level 2 and level 3 were, respectively, recorded as V2m, P2m for mth

void and V3q, P3q for qth void. The volume of the level 3 voids (10−8 mm3) was averaged according to
Equation (1) to obtain the average volume V3 since the volume of the level 3 voids was small. The
level 1 voids were selected as base points, which were the main points with volume and location
information; the level 2 and level 3 voids were selected as the reference points; the smallest volume
in the level 3 voids was eliminated based on the effect of size on defect. Three levels (level 1, level 2,
and level 3) of voids position information were placed in matrices P1, P2, and P3, respectively. Matrix
P1 was a position matrix for the base points, and matrices P2 and P3 were recorded as the position
matrices for the reference points, respectively, as shown in Equation (2).

V3 =

q∑
i=1

V3i

q
(1)

P1 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x11 y11 z11

x12 y12 z12
...

...
...

x1n y1n z1n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p11

p12
...

p1n

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, P2 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x21 y21 z21

x22 y22 z22
...

...
...

x2m y2m z2m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p21

p22
...

p2m

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, P3 =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x31 y31 z31

x32 y32 z32
...

...
...

x3q y3q z3q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

p31

p32
...

p3q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2)

p1n =
[

x1n y1n z1n
]

is a coordinate vector of the nth void of level 1, and p2m =[
x2m y2m z2m

]
and p3q =

[
x3q y3q z3q

]
are the coordinate vector of the mth void of the

level 2 and the qth void of the level 3, respectively. The MATLAB was applied to solve the aggregation
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problem through the distance d between the reference points position vectors p2m, p3q and the base
points position vector p1n.

d(1)1 =

∣∣∣∣∣p11 − p21

∣∣∣∣∣=
√
(x11 − x21)

2 + (y11 − y21)
2 + (z11 − z21)

2,

d(1)2 =

∣∣∣∣∣p11 − p22

∣∣∣∣∣=
√
(x11 − x22)

2 + (y11 − y22)
2 + (z11 − z22)

2,

...

d(1)m =

∣∣∣∣∣p11 − p2m

∣∣∣∣∣=
√
(x11 − x2m)

2 + (y11 − y2m)
2 + (z11 − z2m)

2,

d(1)m+1 =

∣∣∣∣∣p11 − p31

∣∣∣∣∣=
√
(x11 − x31)

2 + (y11 − y31)
2 + (z11 − z31)

2,

...

d(1)m+q =

∣∣∣∣∣p11 − p3q

∣∣∣∣∣=
√
(x11 − x3q)

2 + (y11 − y3q)
2 + (z11 − z3q)

2,

(3)

From Equation (3), the distance between the first base point p11 and the remaining reference points
could be obtained, and the result obtained was recorded as a vector D1. Similarly, the distance from
the nth base point to the remaining reference points could be calculated and recorded as a vector Dn,
as shown in Equation (4).

D =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

D1

D2
...

Dn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

d(1)1 d(1)2 · · · d(1)m+q

d(2)1 d(2)2 · · · d(2)m+q
...

... · · · ...

d(n)1 d(n)2 · · · d(n)m+q

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(4)

While the distance d(n)o (1 ≤ o ≤ m + q in matrix D was less than 3 mm, which was determined
according to the simulation analysis by Digmat software, the volume information of the reference

points with d(n)o was retained and recorded as V(n)
2r , V(n)

3 . Where V(n)
2r is the rth volume of level 2 void,

and V(n)
3 is the average volume of level 3 voids, respectively. In addition, Table 3 shows that the

distance d between each pair of the base points was larger than 3 mm, eliminating the interaction
between the base points. The effective voids volume Vn and position information Pn in the equivalent
model were derived from Equations (5) and (6).

Vn = V1n +
r∑

i=1

V(n)
2i + wV(n)

3 (1 ≤ r ≤ m , 1 ≤ w ≤ q) (5)

Pn = P1n (6)

Table 3. Distance d between each pair of base points.

Reference
Point (n)

1 2 3 4 · · · n

1 0 3.6457 5.1247 4.2487 · · · 3.8546
2 3.6457 0 4.2136 4.8712 · · · 5.0147
3 5.1247 4.2136 0 3.0014 · · · 3.2387
4 4.2478 4.8712 3.0014 0 · · · 3.5601
...

...
...

...
... · · · ...

n 3.8546 5.0147 3.2387 3.5601 · · · 0
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The schematic diagram of the distance between the base point voids and the reference point voids
is shown in Figure 10.

 

Figure 10. Schematic diagram of the distance between the base point voids and the reference point voids.

In addition, the voids defect was equivalent to a sphere model based on the simulation analysis
by Digmat software. A lossless solid model was created by ABAQUS, and the equivalent position
information Pn was assigned to the corresponding void defect model after the equivalent void model
was created by the ABAQUS subroutine based on the equivalent void volume Vn. Then, the voids
defect model assigned to the position information was moved to the corresponding position of the
solid model by the ABAQUS subroutine and subjected to an ablation processing. Finally, the damage
model with the equivalent void information was obtained. The schematic diagram of the equivalent
damage model created by ABAQUS subroutine for specimen labeled 8-3 is demonstrated in Figure 11.
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Figure 11. Schematic diagram of the equivalent damage model created by ABAQUS subroutine for
specimen labeled 8-3.

4.2. Fatigue Model Analysis and Validation

The equivalent multiscale damage evolution model was subjected to finite element tensile analysis
by using displacement control in ABAQUS. The simulation results of the multiscale damage model of
a fatigue specimen labeled 8-3 is shown in Figure 12. The effective Young’s modulus Eds obtained by
the finite element analysis of the equivalent multiscale damage evolution model of three groups of
fatigue specimens was fitted into a curve, as shown by the dotted line in Figure 13.

  
(a) (b) 

Figure 12. The tensile simulation results of damage model of specimens labeled 8-3. (a) Stress cloud
map, (b) strain cloud map.
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Figure 13. The verification of the fatigue damage evolution model.

In addition, the tensile experiments were conducted at a loading rate of 0.2 mm/min by using
displacement control in electronic tensile testing machine to obtain damage Young’s modulus Edt of
three groups of fatigue specimens. Table 4 shows the damage Young’s modulus Edt of three groups of
fatigue specimens after the quasi-static tensile test.

Table 4. The Young’s modulus Edt of three groups of fatigue specimens after the tensile test.

load Sequence
(×104)

Stage
Group

2 4 6 8 10

Damage Young’s
modulus Edt (GPa)

Group1 36.581 31.816 29.109 24.169 11.356
Group2 39.647 33.169 32.147 27.549 9.365
Group3 34.946 34.149 30.564 28.764 13.248

In order to verify the proposed multiscale damage evolution model, the comparisons between the
curve, predicted by the finite element numerical model parameters Eds, obtained from ABAQUS and
the tensile experimental results (Table 4) are shown in Figure 13. The comparisons showed that the
fatigue damage evolution curves predicted by the multiscale damage evolution model agreed well
with the experimental results, indicating that the proposed multiscale damage evolution model could
describe not only macro-scale fatigue damage evolution process by using Young’s modulus E but also
describe the behavior of voids initiation and growth in mesoscopic scale. Therefore, the model built
a bridge that used the effective Young’s modulus E at the macro-scale to characterize the mesoscopic
damage evolution.

5. Fatigue Life Prediction

Fatigue lives were predicted by establishing the relationship between the several important
characteristic parameters: the damage Young’s modulus Ed, the damage variable D, and the number
of cycles.

By the continuous damage mechanism (CDM) [35,36] theory, the damage variable resulted from
the initiation and growth of microvoids was often used to describe the degradation of material
properties. For isotropic metal materials, the stiffness degradation represented by damage variable D
is given by.

D =
E− Ed

E
(7)
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where E represents Young’s modulus of material without damage, and Ed is the effective Young’s
modulus with damage.

The damage variable D of each loading stage was calculated by Equation (7) based on
the effective Young’s modulus Ed of each fatigue specimen after static tensile test in ABAQUS.
Consequently, the relationship between damage parameter D and fatigue life in the fatigue process
could be obtained. The variation of the damage variable D and the damage Young’s modulus Ed with
the number of loading cycles N is, respectively, plotted in Figure 14a,b.

 
(a) (b) 

Figure 14. (a) Variation of Young’s damage modulus Ed with the number of cycles N. (b) Variation of
the damage variable D with the number of cycles N.

It could be seen from Figure 14a,b that the damage variable D increased with the increase
of the number of loading cycles N, and the damage Young’s modulus Ed decreased gradually.
However, the damage Young’s modulus Ed decreased drastically if the damage degree D exceeded
0.1, resulting in a sharp degradation of material properties. Moreover, Figure 14b shows that the
damage parameter D of three groups of curves increased slowly in the early stage, which is the stable
initiation stage of voids, and accounted for 10% to 80% of total life. After that, the damage parameter
D increased rapidly in the unstable propagation stage of voids. However, no matter which damage
stage the material was in, fatigue life could also be predicted conveniently based on the calculated
damage variable D by the proposed multiscale damage evolution model for nondestructive detection.

6. Conclusions

The effectiveness of our multiscale damage evolution model was confirmed by using the
experimental data of fatigue damage accumulation during the stages of voids initiation and growth.
After that, the developed model was, respectively, applied to explain the effect of load sequence on
fatigue life. In addition, the fatigue life of metal components and structures due to mesoscopic voids
and growth and linkage was calculated from the damage variable D and the effective Young’s modulus
Ed at the macro-scale. According to the results of this study, the following conclusions could be
presented:

(1) The proposed method of defect classification was effective to realize the three-dimensional
reconstruction of the mesoscopic defects based on the mesoscopic defect data obtained by CT
scanning technology.

(2) A new multiscale damage evolution model for fatigue damage accumulation had been developed,
which built a bridge to describe the continuous average damage evolution process for metal fatigue
components and structures in mesoscopic scale by macro damage variables for understanding
metal fatigue failure mechanisms.
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(3) The fatigue life was predicted with the damage data measured by nondestructive testing
technology (CT scanning technology, etc.) based on the effectiveness of the multiscale damage
evolution model.

Author Contributions: Conceptualization, H.C. and J.S.; methodology, Y.Y.; software, Y.B.; validation, Y.B., Y.L.,
and S.Y.; formal analysis, Y.B.; investigation, S.Y.; resources, H.C.; data curation, Y.B. and Y.L.; writing—original
draft preparation, Y.B.; writing—review and editing, Y.B., Y.Y., and J.S.; supervision, H.C.; funding acquisition,
H.C.

Funding: This research was funded by the Natural Science Foundation of Shanghai (18ZR1416500) and
Development Fund for Shanghai Talents, and the “Shuguang Program” supported by the Shanghai Education
Development Foundation and Shanghai Municipal Education Commission.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Kaynak, C.; Ankara, A.; Baker, T.J. Effects of short cracks on fatigue life calculations. Int. J. Fatigue 1996, 18,
25–31. [CrossRef]

2. Lillbacka, R.; Johnson, E.; Ekh, M. A model for short crack propagation in polycrystalline materials.
Eng. Fract. Mech. 2006, 73, 223–232. [CrossRef]

3. Cheung, M.S.; Li, W.C. Probabilistic fatigue and fracture analyses of steel bridges. Struct. Saf. 2003, 23,
245–262. [CrossRef]

4. Kachanov, L.M. Time of the rupture process under creep condition. TVZ Akad. Nauk. Ssr Otd. Tech. Nauk.
1958, 8, 26–31.

5. Pathan, A.K.; Bond, J.; Gaskin, R.E. Sample preparation for scanning electron microscopy of plant
surfaces—Horses for courses. Micron 2008, 39, 1049–1061. [CrossRef]

6. Risitano, A.; Risitano, G. Cumulative damage evaluation of steel using infrared thermography. Appl. Fract. Mech.
2010, 54, 82–90. [CrossRef]

7. Fan, J.L.; Guo, X.L.; Wu, C.W.; Zhao, Y. Research on fatigue behavior evaluation and fatigue fracture
mechanisms of cruciform welded joints. Mater. Sci. Eng. 2011, A528, 8417–8427. [CrossRef]

8. Fan, J.L.; Guo, X.L.; Wu, C.W. A new application of the infrared thermography for fatigue evaluation and
damage assessment. Int. J. Fatigue 2012, 44, 1–7. [CrossRef]

9. Belaadi, A.; Bezazi, A.; Bourchak, M.; Scarpa, F. Tensile static and fatigue behaviour of sisal fibres. Mater. Des.
2013, 46, 76–83. [CrossRef]

10. Zhou, Y.F.; Jerrams, S.; Chen, L. Multi-axial fatigue in magnetorheological elastomers using bubble inflation.
Mater. Des. 2013, 50, 68–71. [CrossRef]

11. Azadi, M.; Farrahi, G.H.; Winter, G.; Eichlseder, W. Fatigue lifetime of AZ91 magnesium alloy subjected to
cyclic thermal and mechanical loadings. Mater. Des. 2014, 53, 639–644. [CrossRef]

12. Moreno-Navarro, F.; Rubio-Gámez, M.C. Mean damage parameter for the characterization of fatigue cracking
behavior in bituminous mixes. Mater. Des. 2014, 54, 748–754. [CrossRef]

13. Li, D.Z.; Han, L.; Thornton, M.; Shergold, M.; Williams, G. The influence of fatigue on the stiffness and
remaining static strength of self-piercing riveted aluminium joints. Mater. Des. 2014, 54, 301–314. [CrossRef]

14. Shiri, S.; Pourgol-Mohammad, M.; Yazdani, M. Probabilistic Assessment of Fatigue Life in Fiber Reinforced
Composites. In Proceedings of the ASME 2014 International Mechanical Engineering Congress and
Exposition, Montreal, QC, Canada, 10–14 November 2014; p. V014T08A018.

15. Shiri, S.; Pourgol-Mohammad, M.; Yazdani, M. Effect of strength dispersion on fatigue life prediction of
composites under two-stage loading. Mater. Des. 2015, 65, 1189–1195. [CrossRef]

16. Shiri, S.; Yazdani, M.; Pourgol-Mohammad, M. A fatigue damage accumulation model based on stiffness
degradation of composite materials. Mater. Des. 2015, 88, 1290–1295. [CrossRef]

17. Miner, M.A. Cumulative damage in fatigue. J. Appl. Mech. 1945, 67, 159–164.
18. Marco, S.M.; Starkey, W.L. A concept of fatigue damage. Trans. ASME 1954, 76, 627–632.
19. Henry, D.L. A theory of fatigue damage accumulation in steel. Trans. ASME 1955, 77, 913–918.
20. Gatts, R.R. Application of a cumulative damage concept to fatigue. J. Basic Eng. Trans. ASME 1961, 83,

529–540. [CrossRef]

94



Appl. Sci. 2019, 9, 5251

21. Manson, S.S.; Freche, J.C.; Ensign, C.R. Application of a Double Linear Damage Rule to Cumulative Fatigue;
NASA TN D-3839; NASA: Washington, DC, USA, 1967.

22. Chaboche, J.L.; Lesne, P.M. A non-linear continuous fatigue damage model. Fatigue Fract. Eng. Mater. Struct.
1988, 11, 1–17. [CrossRef]

23. Manson, S.S.; Halford, G.R. Practical implementation of the double linear damage rule and damage curve
approach for treating cumulative fatigue damage. Int. J. Fract. 1981, 17, 169–192. [CrossRef]

24. Franke, L.; Dierkes, G. A non-linear fatigue damage rule with an exponent based on a crack growth boundary
condition. Int. J. Fatigue 1999, 21, 761–767. [CrossRef]

25. Miller, K.J.; Mohanmed, H.J.; DelosRios, E.R. The Behaviour of Short Fatigue Cracks; Mechanical Engineering
Publications: London, UK, 1986.

26. Angelova, D.; Akid, R. A note on modelling short fatigue crack behaviour. Fatigue Fract. Eng. Mater. Struct.
1998, 21, 771–779. [CrossRef]

27. Polák, J.; Liškutíne, P. Nucleation and short crack growth in fatigued polycrystalline copper. Fatigue Fract.
Eng. Mater. Struct. 1990, 13, 119–133. [CrossRef]

28. McClintock, F.A. A criterion for ductile fracture by the growth of holes. J. Appl. Mech. Trans. Asme 1968, 35,
363–371. [CrossRef]

29. Rice, J.R.; Tracey, D.M. On the ductile enlargement of voids in triaxial stress fifields. J. Mech. Phys. Solids
1969, 17, 201–217. [CrossRef]

30. McDowell, D.L.; Gall, K.; Horstemeyer, M.F.; Fan, J. Microstructure-Based fatigue modeling of cast a356-t6
alloy. Eng. Fract. Mech. 2003, 70, 49–80. [CrossRef]

31. Leuders, S.; Thöne, M. On the mechanical behaviour of titanium alloy TiAl6V4 manufactured byselective
laser melting: Fatigue resistance and crack growth performance. Int. J. Fatigue 2013, 48, 300–307. [CrossRef]

32. Hu, Y.N.; Wu, S.C.; Song, Z.; Fu, Y.N.; Yuan, Q.X.; Zhang, L.L. Effect of microstructural features on the failure
behavior of hybrid laser welded AA7020. Fatigue Fract. Eng. Mater. 2018, 41, 2010–2023. [CrossRef]

33. Desmorat, R.; Tertre, A.D.; Gaborit, P. Multiaxial haigh diagrams from incremental two scale damage analysis.
AerospaceLab 2015, 1–15.

34. Wan, H.L.; Wang, Q.; Chenxue, J.; Zhang, Z. Multi-Scale damage mechanics method for fatigue life prediction
of additive manufacture structures of Ti-6Al-4V. Mater. Sci. Eng. A 2016, 669, 269–278. [CrossRef]

35. Lemaitre, J.; Chaboche, J.L. Mechanics of Solid Materials; Cambridge University Press: Cambridge, UK, 1994.
36. Lemaitre, J.; Desmorat, R. Engineering Damage Mechanics: Ductile, Creep, Fatigue and Brittle Failures; Springer

Science & Business Media: Cachan, France, 2005.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

95





applied  
sciences

Article

Monitoring of Fatigue Crack Propagation by Damage
Index of Ultrasonic Guided Waves Calculated by
Various Acoustic Features

Hashen Jin, Jiajia Yan, Weibin Li * and Xinlin Qing *

School of Aerospace Engineering, Xiamen University, Xiamen 361005, China;
35120170154978@stu.xmu.edu.cn (H.J.); yanjj210@163.com (J.Y.)
* Correspondence: liweibin@xmu.edu.cn (W.L.); xinlinqing@xmu.edu.cn (X.Q.);

Tel.: +86-187-5021-8190 (W.L.); +86-187-5928-7299 (X.Q.)

Received: 18 September 2019; Accepted: 3 October 2019; Published: 11 October 2019

Abstract: Under cyclic and repetitive loads, fatigue cracks can be further propagated to a crucial
level by accumulation, causing detrimental effects to structural integrity and potentially resulting in
catastrophic consequences. Therefore, there is a demand to develop a reliable technique to monitor
fatigue cracks quantitatively at an early stage. The objective of this paper is to characterize the
propagation of fatigue cracks using the damage index (DI) calculated by various acoustic features of
ultrasonic guided waves. A hybrid DI scheme for monitoring fatigue crack propagation is proposed
using the linear fusion of damage indices (DIs) and differential fusion of DIs. An experiment is
conducted on an SMA490BW steel plate-like structure to verify the proposed hybrid DIs scheme.
The experimental results show that the hybrid DIs from various acoustic features can be used to
quantitatively characterize the propagation of fatigue cracks, respectively. It is found that the fused
DIs calculated by the acoustic features in the frequency domain have an improved reliable manner
over those of the time domain. It is also clear that the linear and differential amplitude fusion DIs in
the frequency domain are more promising to indicate the propagation of fatigue cracks quantitatively
than other fused ones.

Keywords: monitoring of fatigue crack; damage index; ultrasonic guided waves; sensor network;
structural health monitoring

1. Introduction

Fatigue cracks, which originate from a damaged precursor at an imperceptible level under
repetitive loading, is one of the cardinal reasons for the failure of metallic structures. It is reported that
up to 90% of the failures of in-service metallic structures are typically caused by fatigue cracks [1],
and the formation of an initial fatigue crack does not necessarily result in immediate failure for
the real-world structure [2]. Under cyclic loads, fatigue cracks at the scale of a few micrometers
are then accumulated into microcracks by accumulation, which can deteriorate continuously and
eventually amalgamate to form macrocracks [3,4]. Under repetitive loads, the macrocracks can be
further propagated to a crucial level at an amazing rate without sufficient warning, causing detrimental
effects on structural integrity and potentially resulting in catastrophic consequences [5]. Therefore,
the early perception of small-scale fatigue cracks has become a critical measure to ensure the durability,
reliability, and integrity of engineering structures [6,7].

The majority of current guided wave-based non-destructive testing (NDT) and structural health
monitoring (SHM) techniques [3,8–13] have been proposed for monitoring crack propagation in
different engineering structures, which exploit the variations from temporal features associated
with baseline signals. More research studies of temporal signal features primarily focus on the
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magnitude-based and energy-based signals [14,15], wave reflections or transmissions [16,17], energy
dissipation [18], and mode conversions [19]. Meanwhile, acoustic emission (AE) technology is widely
used for continuously monitoring fatigue cracks, and AE-based fatigue crack evaluation techniques are
exploited based on counting the number of signals allured by crack propagation [20,21]. The scattering
and attenuation of ultrasonic guided waves caused by fatigue cracks are applied to quantify the cracks’
growth [22–24]. Although most approaches of temporal features have the capacity to locate fatigue
cracks, characterizing the orientation and size of fatigue cracks accurately still remains an extremely
challenging task [25], because small-scale fatigue cracks can lead to a feeble signal difference for
the damage-scattered waves in the time domain. Therefore, signal features processing and analysis
associated with the frequency domain are then extracted to characterize the fatigue crack propagation,
because the signal features in the frequency domain are more stable, accurate, and recognizable than
those of the temporal domain.

The ultrasonic guided waves methods based on damage indices (DIs) have become research
hotspots in the field of damage detection over the years, which aim to highlight the variations of
structural fatigue cracks. The accuracy and effectiveness of the techniques substantially rely on the
means of the defined DI at each path [25], thus, there is an increasing interest in introducing DI
for guided wave-based SHM [26]. Based on linear (time of flight (TOF) and energy) and nonlinear
temporal features of guided waves, damage indices (DIs) are respectively constructed, which are used
to locate fatigue damage near a rivet hole of an aluminum plate [3,9,25]. Moreover, the synthetic
DI methods are easily interpretable, which can intuitively reflect the overall health status in the
inspected structure. A hybrid DI characterization scheme for ultrasonic guided waves is developed
and experimentally validated in aluminum plate specimens, which can be used to evaluate the
statistical distribution of fatigue cracks under uncertainties and update the prognosis results. However,
according to the aforementioned literature survey, damage indices are used to locate cracks and
identify the existence of multi-scale cracks in practice [25]. The crack growth is a gradually patulous
process, the ultrasonic guided waves DI approach has been rarely employed to characterize the crack
propagation quantitatively. In addition, a hybrid DI scheme is proposed that is associated with
various acoustic features, which can be used to indicate the fatigue crack propagation quantitatively by
experimental validation. This is deemed as an improvement to characterize crack growth in current
monitoring studies. Although it is a highly challenging assignment in perceiving small-scale fatigue
cracks, it is also of vital importance for continuously monitoring the crack propagation [10].

The objective of this paper is to propose a technique to monitor the fatigue crack propagation
in an SMA490BW steel plate-like structure. Ultrasonic guided waves DIs calculated by various
acoustic features are used to track the crack propagation. The features of crack characterization are
firstly expressed by magnitude/amplitude-based and energy-based DIs extracted from time-frequency
domain signals. Based on the DI weights of each actuator–sensor path, a hybrid fusion scheme is
then proposed to fuse all the available DIs of each path. Subsequently, an experimental setup of
an active sensor network with a sparse transducer configuration is used for actuating and sensing
guided waves. Finally, the different synthetic fusion DI algorithms of the S0 guided waves mode are
calculated to emphatically characterize the crack propagation and destruction level of an in-service
metallic structure.

2. Fundamental Theory

2.1. Propagation of Ultrasonic Guided Waves in SMA490BW Steel Plate

Figure 1 illustrates the dispersion curves of ultrasonic guided waves in an SMA490BW steel
plate, which is calculated using DISPERSER®. Generally, the phase velocity and group velocity of
the propagating guided waves are respectively described by Cp and Cg. The phase velocity is the
speed of a particle moving at a specific frequency. The group velocity is the disseminated speed of all
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wave packets [27]. The phase velocity Cp has the relationship with the wavelength λguided wave and
frequency f, as shown in Equation (1).

Cp = fλguided wave (1)
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Figure 1. Dispersion curves of ultrasonic guided waves in an SMA490BW steel plate (a) Phase velocity
curves; (b) Group velocity curves.

Since the selected excitation frequency of guided waves is 270 kHz, the uniform thickness of the
SMA490BW steel plate is 3 mm, and the product of frequency–thickness is 0.81 MHz·mm, as marked
in Figure 1. The S0 mode propagates at the fastest velocity among all available modes, thus, it can be
completely separated from the other modes, boundary reflection, attenuation, and mode conversion
signals. Therefore, the acquired signals of the S0 mode are adopted for the corresponding signal
processing and analysis in this paper.

2.2. Features for Fatigue Crack Characterization

The TOF, magnitude/amplitude, and wave energy extracted from the captured signals are three
sorts of the most representative ultrasonic guided waves features, which have proven effectiveness
in locating gross damage [9,25,28]. In this study, the magnitude/amplitude and wave energy signals
acquired from a piezoelectric active sensor network with a pitch–catch configuration are respectively
extracted at different crack lengths for establishing magnitude/amplitude-based and energy-based DIs,
which are opted to indicate guided waves signal features.

2.2.1. Magnitude/Amplitude-Based DIs

In this study, in order to interpret ultrasonic guided waves features acquired by individual
actuator–sensor paths in an active sensor network. A damage index (DI) is established across the
entire inspection area, within which fatigue cracks, if there are any, are expected to be visualized by
an intuitive DI. Here, the DI is defined with the magnitude/amplitude alteration of a scattering wave
caused by the occurrence of a crack at a particular actuator–sensor path in the inspection area, denoting
a magnitude/amplitude-based DI.

DI(i, j)magnitude-k-t =
u(i, j)B-k(t) − u(i, j)D-k(t)

u(i, j)B-k(t)
(2)

DI(i, j)amplitude-k-f =
u(i, j)B-k(f) − u(i, j)D-k(f)

u(i, j)B-k(f)
(3)

In Equations (2) and (3), DI(i,j) stands for the DI calculated at the Ai–Sj actuator-sensor path,
magnitude/amplitude refers to the temporal magnitude/spectrum amplitude features of an ultrasonic
guided wave, and subscript k represents the kth (Ai–Sj) actuator–sensor path. The t and f refer to
the time and frequency domain, respectively. u(i, j)B-k(t) and u(i, j)D-k(t) exclusively correspond to
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the baseline signal and current signal of the magnitude peaks of the S0 mode, which are acquired by
the Ai–Sj actuator–sensor path in the time domain. Similarly, their corresponding benchmark signal
and current signal in the frequency domain are u(i, j)B-k(f) and u(i, j)D-k(f). u(i, j)B-k(t) − u(i, j)D-k(t)
and u(i, j)B-k(f) − u(i, j)D-k(f) are the scatter magnitude/amplitude signal of the S0 mode caused by
fatigue cracks in the time and frequency domain. On account of Equations (2) and (3), the defined
magnitude/amplitude-based DIs are used for quantitatively characterizing the crack propagation at
each path in the inspected engineering structure.

2.2.2. Energy-Based DIs

The discrepancy in fatigue cracks (different distances to an actuator–sensor path, severities,
and orientations [25]) can result in a distinct damage-scattered magnitude of ultrasonic guided waves.
Therefore, the deviations of wave energy, which depend on the ultrasonic guided waves signals
captured from the target structure (called damage or current signal) and its healthy counterpart
acquired from a pristine benchmark (denoted baseline signal), can be employed to develop a DI.
In consideration of the correlations between the current and baseline signals, as follows:

D(i, j)energy-k-t =

∫ t2
t1

[
u(i, j)B-k(t) − u(i, j)D-k(t)

]2
dt∫ t2

t1 u(i, j)2
B-k(t)dt

(4)

D(i, j)energy-k-f =

∫ f2
f1

[
u(i, j)B-k(f) − u(i, j)D-k(f)

]2
df∫ f2

f1 u(i, j)2
B-k(f)df

(5)

Equations (4) and (5) are similar to Equations (2) and (3), in which DI(i, j)energy alludes to the DI
that is defined at the Ai–Sj path for ultrasonic guided waves signal features associated with energy.
The baseline signal u(i, j)B-k(t) and damage signal u(i, j)D-k(t) in the time domain are acquired by
the Ai–Sj actuator-sensor path, and their corresponding benchmark signal and current signal in the

frequency domain severally are u(i, j)B-k(f) and u(i, j)D-k(f).
∫ t2

t1

[
u(i, j)B-k(t)

]2
dt is the baseline signal

energy of the S0 mode in the time domain. The t1 is the initial time position of the S0 mode, and the

t2 is the end time position of the S0 mode.
∫ f2

f1

[
u(i, j)B-k(f)

]2
df is the baseline energy signal of the

S0 mode in the frequency domain. The f1 is the initial frequency position of the S0 mode, and the

f2 is the end frequency position of the S0 mode. Similarly,
∫ t2

t1

[
u(i, j)B-k(t) − u(i, j)D-k(t)

]2
dt and∫ f2

f1

[
u(i, j)B-k(f) − u(i, j)D-k(f)

]2
df are the scatter energy of the S0 mode caused by fatigue cracks in

the time and frequency domain. An energy-based DI related with the guided waves signal feature
can be constructed at each path, which is applied to quantify the crack growth and characterize the
destruction level in the inspected structure range. Furthermore, the greater DI(i, j)energy-k obtained
along with the Ai–Sj path, the larger the indicated fatigue crack propagation.

3. Fusion of DIs

Driven by the incentive to visualize the procedure of fatigue crack propagation, a damage index
synthetic fusion algorithm of each actuator–sensor path is further developed in this study. Using a
hybrid fusion method does not weaken the characterization of crack propagation, but it does intuitively
and rapidly comprehend the overall health status within the inspection of the SMA490BW plate-like
structure. The fatigue crack propagation can be described by the fitting correlation of hybrid fused DIs
of various acoustic characteristics.

In terms of Equations (2)–(5), the extracted various signal features are used to establish different DIs.
The corresponding magnitude/amplitude and energy DIs are calculated at each actuator–sensor path,
which are applied to define the original DIs. The original DI has a prior perception for fatigue cracks on
the current path. In practice, an original DI not only contains information associated with cracks, but also
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unwanted signal features such as ambient noise and measurement uncertainties, multiple guided
waves modes conversion, and reflections from structural boundaries. These unwanted signal features
possibly dilute crack-associated features and weaken the proportion from a single actuator–sensor
path [25]. Therefore, based on the DI weights of different paths, the signal representations of the fused
DIs are embodied by Equations (6)–(9). The ultimate fitting result is a straight line, which can be used
to indicate the fatigue crack propagation effectively.

To summarize the above, each actuator–sensor path (N in total) offers an original DI via a
pitch–catch configuration. Then, a hybrid fusion scheme is proposed to coalesce all the available DIs of
each path in the sensor network, as follows:

DI(i, j)magnitude-fusion-t =
N∑

k=1

(
αmagnitude-k-tDI(i, j)magnitude-k-t

)
(6)

DI(i, j)amplitude-fusion-f =
N∑

k=1

(
αamplitude-k-fDI(i, j)amplitude-k-f

)
(7)

DI(i, j)energy-fusion-t =
N∑

k=1

(
αenergy-k-tDI(i, j)energy-k-t

)
(8)

DI(i, j)energy-fusion-f =
N∑

k=1

(
αenergy-k-fDI(i, j)energy-k-f

)
(9)

where DI(i, j)magnitude-fusion-t and DI(i, j)energy-fusion-t are the ultimate fusion DIs in the time domain,
meanwhile, DI(i, j)amplitude-fusion-f and DI(i, j)energy-fusion-f are the synthetic DIs in the frequency domain.
The k stands for the kth actuator–sensor path, while α refers to the weights of each path. The incentive
to build such a hybrid fusion scheme is twofold:

(i) An arithmetic fusion equally takes into account prior perceptions from each actuator–sensor
path and well decentralizes individual contributions. Although the arithmetic fusion fully encompasses
previous perceptions from all paths, information including ambient noise and measurement
uncertainties are also engaged, which might overstate the presence of fatigue cracks and lead
to false alarms, and

(ii) The synthesized fusion DI method is obtained by implementing a probability weighting
operation on the original DIs of each actuator–sensor path. A hybrid DI scheme is constructed to
enhance the approach tolerance for environmental noise, measurement uncertainties, and erroneous
perceptions from individual paths.

The hybrid fusion scheme can be used to represent the fatigue crack propagation quantitatively,
which effectively strengthens the individual original DIs of crack-related information and enhances the
availability, stability, and signal-to-noise ratio of the fitting signals.

4. Experiment

4.1. Specimens

The research objective is to monitor the fatigue crack propagation by means of the DIs in ultrasonic
guided waves. Furthermore, the material type of the bogie frame is SMA490BW steel. The intensity
and rigidity of SMA490BW steel are confirmed in accordance with JISE4208 standard (railway vehicle
bogie static load test method).

A 190 mm × 187 mm × 3 mm bogie steel plate is used in the experiment, whose material
properties and chemical composition are shown in Tables 1 and 2. Using an active sensor network
with a comparatively sparse transducer configuration, six manufactured identical PZT-5As are
surface-mounted on the specimen by conductive epoxy. Each PZT-5A has a diameter of 8 mm and
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thickness of 0.48 mm. A1–A3 of PZT-5As are respectively used for actuators as ultrasonic guided
waves inputs, whereas S4–S6 of PZT-5As are used for sensors, forming nine actuator–sensor paths:
A1−S4, A1−S5, A1−S6, A2−S4, A2−S5, A2−S6, A3−S4, A3−S5, and A3–S6 are respectively named the
first to ninth actuator–sensor paths, as schematically shown in Figure 2. Those paths are deployed
by the physically existing actuators (A1–A3) and sensors (S4–S6), the actuator–sensor path network
can also be formed to locate any position of interest within the inspection area virtually [25]. Fatigue
cracks propagate approximately from 0.0 mm to 180.0 mm in steps of 5.0 mm, which are cut using a
1.0 mm thick saw blade. The visible fatigue crack through the plate thickness and in parallel with the
187.0 mm side is generated.

Table 1. Material parameters of the SMA490BW steel plate.

Material D (mm) ρ(kg/m3) f (kHz) E (Gpa) G (Gpa) υ

SMA490BW 3 7850 270 210 80.7 0.3

Table 2. Chemical composition of the SMA490BW steel plate.

Material C Si Mn P S Cr Ni Cu Other

SMA490BW 0.18 0.65 1.4 0.035 0.75 0.75 0.30 0.5 0.15

Figure 2. Experimental setup of an SMA490BW steel plate (a) The experimental equipment and
specimen; (b) Schematic diagram of the specimen.

4.2. Experimental Setup

The 64-channel Scan-Genie II data acquisition integration system developed by Acellent
Technologies, Inc. is used for signals excitation and reception. At each crack length measurement,
the relevant ultrasonic guided wave signal responses are recorded. Considering that the signal energy
of the guided waves is mostly concentrated in the vicinity of the narrowband probing frequency
domain and the dispersion characteristics can also be reduced accordingly, the narrowband sinusoidal
tone burst modulated by a Hanning window is calculated by Equation (10) as an excitation frequency.
The excitation signal is applied to A1–A3 of PZT-5As, respectively, and the peak-to-peak voltage
of the output signal is 50 V, it is amplified by the gain parameter setting before it is sent to A1–A3.
The remaining S4–S6 of PZT-5As are used to measure the guided waves signals. In the meantime,
the sampling rate is 24 MHz, the sampling point is 6000 and the quality of measurement is improved by
averaging the signals with multiple acquisitions. Therefore, the output signal responses are obtained
six times and averaged to improve the signal-to-noise ratio.
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h(n) =
1
2

[
1− cos

( 2πn
N− 1

)]
(n = 0, 1, . . . , N− 1) (10)

4.3. Exciting Frequency Selection

Firstly, a mode-tuning experiment [7] is carried out to select the optimal excitation frequency that
could maximize the magnitude/amplitude responses of the guided waves. The sweep ranges of central
frequency are determined by considering the local resonance characteristics of PZT-5A. As a result,
the driving frequencies are swept from 110 kHz to 330 kHz in steps of 20 kHz. Then, it is applied
to one of the actuators to generate guided waves and the rest of the sensors are used for receiving.
At each excitation frequency, the magnitude signals of ultrasonic guided waves are recorded. The local
resonance frequency of PZT-5A measured by a WK-6500B impedance instrument is 265 kHz, as shown
in Figure 3, and the resonance frequency [29] calculated by theoretical Equation (11) is 304 kHz.
The central frequency error between theoretical calculation and experimental measurement is less than
13%, and the difference can be negligible. The frequency near the resonance frequency of PZT-5A is
selected as the central excitation frequency of the experimental because the signals acquired at this
frequency have a high stability and a high signal-to-noise ratio. Therefore, the excitation frequency
of 270 kHz is chosen to excite guided waves in the rest of the studies. Figure 4 shows the excitation
signal of five-cycle Hanning-windowed sinusoidal tone bursts at 270 kHz, it can also be seen that the
amplitude of the central frequency from the spectrogram is maximum at 270 kHz.

fres-PZT =
ηn

2πr

√
1

ρE(1− υ2)
(11)
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Figure 3. The measured impedance of PZT-5A by a WK-6500B impedance instrument.

0.0 5.0E5 1.0E6
0.0

0.2

0.4

A
m
pl
itu

de

Frequency ( Hz )

270kHz

0 5 10 15
1

0

1

M
ag

ni
tu
de

(V
)

Time ( s )

270kHz

(a)

Figure 4. The 270 kHz excitation signals of five-cycle sinusoidal tone bursts modulated by
Hanning-windowed (a) Excitation signal; (b) Excitation spectrum signal.

ηn = ηn(υ), in which n generally equals 1, υPZT = 0.35, η1 = 2.0795, r refers to the radius of
PZT-5A, and E stands for the elastic modulus.
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5. Results and Discussions

The measured guided wave signals from the damaged specimen and baseline signals in intact
specimen are used to construct magnitude/amplitude-based and energy-based DIs for quantitatively
characterizing crack growth in an SMA490BW steel plate-like structure along with the actuator–sensor
paths. In cases where a crack is exactly located near the path or the crack size is equivalent to the
same order of magnitude of the detection wavelength, the representative acoustic features of the
measured guided wave are changed significantly, which corresponds to the larger DI coefficient
between two signals. In contrast, the signal deviation would be trivial if the crack is far away
from the actuator–sensor path or the crack size is much smaller than the probing wavelength [25].
In particular, the magnitude/amplitude-based and energy-based DIs have proven the susceptibility to
signal magnitude/amplitude variation as well as signal energy transformation.

This section includes four parts: (1) data comparison of different sampling points,
(2) magnitude-based and energy-based DIs in the time domain, (3) amplitude-based and energy-based
DIs in the frequency domain, and (4) signal fusion for all the actuator–sensor paths.

5.1. Data Comparison of Different Sampling Points

In general, it is well accepted that the more sampling points are acquired at an active sensor
network, the better the signals are measured in an accurate, stable, and practicable manner. Different
sampling points signals of S0 mode are extracted to calculate the magnitude/amplitude-based DIs
and energy-based DIs in the time-frequency domain. We only select the representative path such as
actuator–sensor path A1–S4, as shown in Figures 5 and 6.
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Figure 5. The magnitude and energy damage indexes (DIs) of different sampling points in the time
domain (a) Normalized magnitude-based DIs; (b) Normalized energy-based DIs.
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Normalized amplitude-based DIs; (b) Normalized energy-based DIs.
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A1-S4 stands for the sampling points of the common length in the time domain, and A1–S4–L refers
to the sampling points of the longer length from the time domain. A1–S4–f and A1–S4–L–f correspond
to the common length and longer length in the frequency domain, respectively. In the time domain,
the magnitude-based and energy-based DIs of two different types of sampling points are exactly
identical, as shown in Figure 5. Based on the amplitude-based DIs in the frequency domain, it is found
that almost no fluctuations of DIs are observed for the reason that the measured signals are prone to be
contaminated with lower noise and improved reliability in practice. Moreover, ultrasonic guided waves
are highly dispersive and multimodal, which causes some difficulties in the process of signal feature
extraction. Nevertheless, the overall distribution of magnitude/amplitude-based and energy-based DIs
are well consistent. Considering that the differences between the magnitude/amplitude-based and
energy-based DIs of different sampling points are very small, and they can be ignorable, to some extent.
Therefore, the sampling points of the common length are selected to analyze and process the acquired
signals in the following studies.

5.2. Magnitude-Based and Energy-Based DIs in Time Domain

The intensity of damage-reflected wave energy is taken as a sensitive indicator to determine the
orientation of fatigue cracks, as correlated in which the strongest reflection is captured perpendicular to
the direction of incidence. With the increase of the incidence angle of the guided waves, the intensity of
the crack-reflected signal energy declines quickly. Based on this, the actuator–sensor paths are selected
by extracting signal features associated with higher intensity energy [30], the gained signals also have
a higher signal-to-noise ratio. Therefore, the investigations successively select the actuator–sensor
paths A1−S4, A2−S5, A3−S6, A2−S4, and A2−S6 as representative paths in the time-frequency domain,
as displayed in Figures 7–10. On this condition, the different paths A1–S4, A2−S5, and A3−S6 are
perpendicular to the crack orientation with a fixed crack length of 1.0 cm. Similarly, A2−S4, A2−S5,
and A2−S6 are selected as the comparison paths of A1−S4, A2−S5, and A3−S6, the magnitude variations
of the extracted S0 mode in the time domain are presented in Figure 7.
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Figure 8. The magnitude and energy DIs of different actuator–sensor paths in the time domain (a)
Normalized magnitude-based DIs of the A1−S4, A2−S5, and A3−S6 paths; (b) Normalized energy-based
DIs of the A1−S4, A2−S5, and A3−S6 paths; (c) Normalized magnitude-based DIs of the A2−S4, A2−S5,
and A2−S6 paths; (d) Normalized energy-based DIs of the A2−S4, A2−S5, and A2−S6 paths.
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Figure 9. The amplitude of signals with different actuator–sensor paths in the frequency domain (a)
A1−S4, A2−S5, and A3−S6 paths; (b) A2−S4, A2−S5, and A2−S6 paths.

The normalized magnitude-based and energy-based DIs in the time domain are calculated by
Equations (2) and (4). As shown in Figure 8, in cases where the crack of the A1−S4 actuator–sensor
path propagates from 0.0 cm to 3.0 cm, the A2−S5 actuator–sensor path propagates from 0.0 cm to
8.0 cm, or the A3−S6 actuator–sensor path propagates from 0.0 cm to 12.0 cm, there are no obvious
variations in the DIs with some negligible fluctuations. The detection features of magnitude-based and
energy-based DIs are substantially restricted to evaluate the fatigue crack, in case that the crack size is
comparable with the probing wavelength. It is also found that the temporal features of guided waves
are fairly limited to characterize the fatigue crack growth near the actuator–sensor paths with high
sensitivity. When the progressive crack is large enough or near the actuator–sensor paths, with an
increase of the fatigue crack, the remarkable DIs can be obtained. On the contrary, when the extended
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fatigue crack locates far from the actuator–sensor paths, it shows that the DIs are less sensitive to
characterizing the crack variations without significant changes.
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Figure 10. The amplitude and energy DIs of different actuator–sensor paths in the frequency domain (a)
Normalized magnitude-based DIs of A1−S4, A2−S5, and A3−S6 paths; (b) Normalized energy-based DIs
of A1−S4, A2−S5, and A3−S6 paths; (c) Normalized magnitude-based DIs of A2−S4, A2−S5, and A2−S6

paths; and (d) Normalized energy-based DIs of A2−S4, A2−S5, and A2−S6 paths.

5.3. Amplitude-Based and Energy-Based DIs in Frequency Domain

The normalized magnitude-based and energy-based DIs in the time domain can provide convenient
conditions for crack propagation quantification, but their effectiveness in depicting crack size and
damage level are still controversial. This is because small-scale cracks can cause a feeble variety for the
crack-scattered wave in the time domain, that is, the magnitude of fatigue crack is often altered at an
imperceptible level within the temporal information. Therefore, the signal features associated with
the frequency domain are extracted to improve the sensitivity and stability of amplitude-based and
energy-based DIs, in accordance with a pitch–catch sensor network configuration [25]. Fast Fourier
transform (FFT) is used to process time-domain signals to obtain a frequency spectrum [31], as shown
in Figure 9. Compared with the magnitude variations in the time domain from Figure 7, the amplitude
variations in the frequency domain are illustrated in a more obvious and reliable manner.

The signals shown in Figure 8 are subsequently preformed with fast Fourier transform (FFT)
to obtain the corresponding frequency spectrogram, as shown in Figure 10. The overall trend
of DIs obtained in the frequency domain is basically consistent with that of the time domain.
However, when the crack of the A1−S4 actuator-sensor path spreads from 0.0 cm to 6.0 cm, the A2−S5

actuator–sensor path spreads from 0.0 cm to 11.0 cm, or the A3−S6 actuator–sensor path spreads
from 0.0 cm to 15.0 cm, there are no outstanding peaks for the amplitude-based and energy-based
DIs. It is clearly observed that the variations of DIs are gradually and steadily obverted to the stable
stage. In addition, the variations of DIs can be regarded as insignificant in the stable stage, which are
consistent with the observations in Figure 8.

107



Appl. Sci. 2019, 9, 4254

5.4. Signal Fusion for All Actuator–Sensor Paths

In order to strengthen the crack-interrelated features of the individual original DIs,
the environmental noise and measurement uncertainties (unwanted information in individual original
DIs) need to be lessened effectively, and the signal-to-noise ratio of the captured crack signal features
need to be heightened as much as possible. According to the DI weights of each actuator–sensor path,
the extracted original DIs are required to decentralize individual contributions equally and amalgamate
all available signal features at each specific crack. A synthetic DI related with fatigue crack is proposed,
which can be used to characterize the crack propagation at all paths. Based on the analysis in the
time-frequency domain, the hybrid magnitude/amplitude-based DIs (defined by Equations (6) and
(7)) and energy-based DIs (defined by Equations (8) and (9)) calculated by the fusion arithmetic are
separately illustrated in Figures 11 and 12.
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Figure 11. The magnitude and energy DIs of different fusion methods in the time domain (a) Linear
and differential fusion magnitude DIs; (b) Linear and differential fusion energy DIs; (c) Differential
fusion of magnitude-energy DIs; and (d) Linear fusion of magnitude-energy DIs.

Firstly, the linear fitting of DIs is conducted at different crack growth regions for each
actuator–sensor path. Based on the DI weights of different paths, linear fusion DIs are extracted for
all the actuator–sensor paths. The first-order differential is the difference between two consecutive
neighbors in a discrete DI function. Differential fusion DIs are obtained by different weights of
all the paths. Based on the analysis of linear fusion DIs and differential fusion DIs (including
magnitude/amplitude-based and energy-based DIs), Figure 11 severally displays the ultimate DIs in
the time domain. Experimental results show that the propagation of the fatigue crack can be calibrated
by the synthetic DIs quantitatively. It is found that the fitting differences between the linear magnitude
and differential magnitude DIs are especially tiny, and the fitting straight lines are mostly coincident.
Moreover, it can also be clearly observed that the stability of linear and differential magnitude fitting
DIs is better than that of linear energy fitting and differential energy fitting DIs. Simultaneously,
the results indicate that the stabilities of differential energy fitting DIs are the worst in the time domain.
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In other words, the fitting effectiveness from different fitting methods can be represented alternatively
by the fitting correlation coefficients and mean squared error in Tables 3 and 4.
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Figure 12. The amplitude and energy DIs of different fusion methods in the frequency domain (a) Linear
and differential fusion amplitude DIs; (b) Linear and differential fusion energy DIs; (c) Differential
fusion of amplitude-energy DIs; (d) Linear fusion of amplitude-energy DIs.

Table 3. The correlation coefficients of various acoustic features.

Correlation Coefficients Time Domain Analysis Frequency Domain Analysis

Linear magnitude/amplitude 0.97529 0.9806
Differential magnitude/amplitude 0.97284 0.97793

Linear energy 0.94154 0.96643
Differential energy 0.85893 0.96573

Table 4. The mean squared error of various acoustic features.

Mean Squared Error Time Domain Analysis Frequency Domain Analysis

Linear magnitude/amplitude 0.00682 0.00384
Differential magnitude/amplitude 0.00554 0.00445

Linear energy 0.01491 0.00577
Differential energy 0.0064 0.00589

Similarly, the fitting DIs from the frequency domain can characterize the propagation of
crack accurately, as shown in Figure 12. Obviously, it indicates that the overall fitting DIs in
the frequency domain coincide with the fitting in the time domain. Whereas, it is corroborated that
the stability and reliability of the fitting DIs in the frequency domain are better than those in the time
domain. Simultaneously, it is particularly interesting that small differences between the experimental
measurement DIs and the fitting DIs can be clearly identified in Figure 12, Tables 3 and 4.

109



Appl. Sci. 2019, 9, 4254

It can be concluded that the synthetic fusion DIs of different acoustic features can be used to
calibrate the propagation of fatigue crack quantitatively to a certain extent. However, considering
the stability, reliability, and practicability of the signals, the linear and differential amplitude fusion
schemes in the frequency domain are shown to have better promising alternatives for characterizing
the crack propagation.

6. Conclusions

It is of great significance but also a highly challenging assignment to monitor small-scale fatigue
crack continuously. In addition, it is of vital importance for calibrating the fatigue crack propagation
quantitatively, synchronously. In this paper, the typical ultrasonic guided waves signal characteristics
in the time-frequency domain are acquired from an SMA490BW steel plate associating with an active
sensor network. The crack characterization approaches using various acoustic features (capitalizing on
the magnitude/amplitude-based and energy-based DIs in the time-frequency domain) are established
by constructing different DIs from the extracted S0 mode signals of ultrasonic guided waves, which
are used for online monitoring of the fatigue crack propagation quantitatively. The results reveal
that the magnitude/amplitude-based and energy-based DIs of individual actuator–sensor paths are
substantially restricted to characterize the fatigue crack with a size on the same order of the magnitude
of the central wavelength or indicate fatigue crack propagation near the paths with high sensitivity.
Subsequently, according to the weights of individual paths, a synthetic fusion scheme is developed
to fuse all available DIs for all paths. Using the linear fused DIs and differential fused DIs in the
time-frequency domain, a synthetic fusion DI scheme of different acoustic features is proposed, which
can indicate the propagation of fatigue crack accurately. It is also clear that the stability and reliability
of the fused DIs calculated by the acoustic features in the frequency domain are better than those in the
time domain. Ultimately, it is important to realize that the linear and differential amplitude fusion DIs
of a bogie plate-like structure in the frequency domain are more promising to characterize the crack
propagation quantitatively than other fused ones.
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Abstract: Microcracks in concrete can coalesce into larger cracks that further propagate under
repetitive load cycles. Complex process of crack formation and growth are essentially involved in
the failure mechanism of concrete. Understanding the crack formation and propagation is one of
the core issues in fatigue damage evaluation of concrete materials and components. In this regard,
a numerical model was formulated to simulate the thorough failure process, ranging from microcracks
growth, crack coalescence, macrocrack formation and propagation, to the final rupture. This model
is applied to simulate the fatigue rupture of three-point bending concrete beams at different stress
levels. Numerical results are qualitatively consistent with the experimental observations published
in literature. Furthermore, in the framework of damage mechanics, one damage variable is defined
to reflect stiffness reduction caused by fatigue loading. S-N curve is subsequently computed and
the macroscopic damage evolution of concrete beams are achieved. By employing the combined
approaches of fracture mechanics and damage mechanics, made possible is the damage evolution of
concrete beam as well as the microscopic multiple fatigue crack simulation. The proposed approach
has the potential to be applied to the fatigue life assessment of materials and components at various
scales in engineering practice.

Keywords: microcracks; multiple fatigue crack; crack coalescence; concrete beams; damage evolution

1. Introduction

Fatigue problems are prevalent in the service life of concrete structures such as bridge slabs,
highway pavements and offshore structures [1–3]. Concrete lies in the category of quasi-brittle material
and it is microscopically heterogeneous. Combination of concrete and other materials are extensively
applied in engineering practice [4–6]. A large number of flaws are inevitably created before the loading,
which can be considerably attributed to the loss of concrete moisture [7]. Under repetitive fatigue
load cycles, pre-existing flaws or microcracks in concrete can trigger the initiation, coalesce into larger
cracks that further propagate, ultimately leading to the final rupture. The so-called fatigue damage
accumulation is a progressive, permanent and localized internal changes in the concrete. Complex
process of crack formation and growth are essentially involved in the failure mechanism of concrete.
Understanding the crack formation and propagation is one of the core issues in fatigue damage
evaluation of concrete materials and components. How crack progression throughout the fatigue life
affects and causes the final failure modes remains to be clarified.

The approaches of damage mechanics and fracture mechanics are generally employed to model the
progressive fatigue accumulation in concrete materials [8–12]. In the framework of damage mechanics,
a damage variable is required to be defined. A physically reasonable damage evolution law needs to be
formulated such that the progressive material degradation caused by microcrack initiation, coalescence
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and propagation is reflected through the process. Both the microcrack evolution and stiffness reduction
simultaneously reflect the material deterioration, microscopically and macroscopically. It should be
pointed out that, in the concepts of damage mechanics, it is assumed that there are no pre-existing
microcracks or flaws in material specimens. Damage evolution is a continuous process that describes
damage or strain localization and characterizes the fatigue behavior of concrete, though microcracks
are randomly distributed in specimens.

A series of fatigue models have been formulated based on thermodynamics concepts in the
framework of damage mechanics [13,14]. Progressive stiffness reduction is straightforwardly reflected
in these models. Nevertheless, most of these models are empirical and lack of physical basis.
Damage parameters are highly dependent on experimental data. In recent years, state-of-the-art
experimental technology has been introduced to this field. By using industrial computed tomography
(ICT) technology, spatial distribution of fatigue cracks within concrete is observed. Subsequently a
macroscopic fatigue damage parameter D is subsequently defined based on the quantitative description
method of the overall distribution of fatigue cracks in concrete [15]. This combined micro–macro
approach can better characterize the evolution process of material fatigue damage of concrete under
compression from the overall distribution of fatigue cracks. A refined engineering rule for the
assessment of remaining fatigue life of concrete under compressive cyclic loading with varying
amplitude is proposed in [16]. The proposed empirical rule is derived based on a combined numerical
and experimental investigation of the loading sequence effect. The equivalent tensile strain rate is
adopted to govern the fatigue damage evolution in the applied modeling approach. It is generally
accepted that models derived from physical principles are relatively reliable compared to the empirical
models. These physical laws include energy principles, dimensional analysis as well as similitude
concepts. It is noteworthy, a fatigue model for plain concrete under variable amplitude loading is
proposed in [17] by unifying the concepts of damage mechanics and fracture mechanics through an
energy equivalence. The whole work is on the basis of thermodynamic framework using the principles
of dimensional analysis and self-similarity. A closed form expression for dual dissipation potential
is derived. A damage evolution law is further proposed to compute damage in the volume element
subjected to fatigue loading. This proposed model incorporates the complex behavior of concrete
under fatigue and provides a more rational method for fatigue life evaluation of concrete materials
and components. Some other physically based constitutive modeling of concrete fatigue can be found
in [9,14,18].

Fracture mechanics serves the ideal mechanistic tool for concrete fatigue damage evolution,
considering the inherent microcracks and flaws in concrete. Fracture mechanics approach is also
extensively applied to crack initiation, crack growth rate, crack density evolution and stiffness
degradation in other materials such as composite laminates [19–21]. The fatigue models in fracture
mechanics are mostly the empirical Paris type equation, in which the crack growth rate with respect
to number of fatigue load cycles is correlated to the stress intensity factor range. Not surprisingly,
the Paris law is empirically formulated on the basis of metallic fatigue. Efforts have been taken to
modify the Paris law by introducing extra crack growth influencing parameters [22,23]. Based on
previous models, a newly proposed fatigue crack propagation model for concrete beam incorporates
the effect of loading frequency of applied load, loading history as well as size effect parameters. An
analytical crack growth model is developed to predict fatigue behavior of quasi-brittle materials in [24].
Early work related to concrete fatigue implies that parameters in the classical power law are dependent
on micro-structural size, crack size and size scale [23]. An improved crack propagation model for plain
concrete under fatigue loading is derived in [25], considering the effect of critical energy dissipation
in fatigue. The so-called fatigue fracture energy is able to capture the observed size effect in concrete
fatigue. The model is analytical and influence of fracture process zone is incorporated in the proposed
formulation. An irreversible cohesive zone model for interface fatigue crack growth simulation is
developed in [26]. The improved CZM is physically based and the traction–separation behavior
does not follow a predefined approach. This proposed model for the computational simulation of
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FCG provides a crucial step in the direction of mechanistic mode developments in the area of fatigue
crack growth. A predictive cohesive modeling framework for corrosion fatigue is proposed in [27].
These CZMs could also offer reference for concrete fatigue modeling.

In recent years, it is noteworthy that efforts are particularly being devoted to both microscopic
and macroscopic aspects [28–30]. A microplane constitutive damage model is developed in [28].
The proposed model is able to describe both the fatigue crack growth and the nonlinear triaxial
damage behavior of concrete. A discrete element modeling approach for fatigue damage growth
in cemented materials are developed in [29]. The model formulation is based on coupling damage
mechanics and plasticity theory and combining with a fatigue damage evolution law to describe
the degrading response of cemented materials subjected to cyclic loading. Global fatigue damage
response as well as microstructural effects could be reflected. A physical stochastic damage model for
concrete subjected fatigue loading is formulated in [30]. It could be put in the framework of mesoscopic
stochastic fracture models that are capable of reflecting the general nonlinearity and randomness in the
mechanical behavior of concrete. It is fair to say, our work is motivated by the aforementioned efforts.

In this context, the purpose of approaches related to damage or fracture mechanics is to develop
effective models that are able to reflect the progressive material degradation under fatigue loading.
It shall be pointed out that the model is stipulated to pure concrete materials, the internal longitudinal
and transverse reinforcements with related effects [4–6] are not considered in the present work.
Based on these proposed models, attempts have been particularly made to the numerical simulation
of fatigue [18,31]. The advantage of implementing a developed fatigue model in available finite
element codes is that both constitutive equations and interface models can be included in the
numerical simulation. The fatigue and mechanical behaviors of concrete materials and components are
predicted through the numerical implementation in commercial FE software. A numerical procedure
is developed to simulate crack propagation behaviors at the concrete aggregate-matrix interface in [31].
It shall be pointed out that, modeling of single aggregate-matrix interface crack is studied. Based on the
conclusions in [31], it is assumed that interface crack can be mapped into idealized crack along the main
axis of aggregate to solve the multiple crack coalescence and propagation in concrete. This leads to the
work described in [32]. On the basis of these work, microscopic multiple fatigue crack simulation and
macroscopic damage evolution of concrete beam subjected to cyclic loads is investigated in the present
work. We are mainly focused on the fatigue damage analysis microscopically and macroscopically.
In this regard, the aim of the present work is to define a damage variable that reflect the fatigue
evolution of concrete specimens, on the basis of the multiple crack simulation in concrete beams.

The work presented in this paper is structured as follows: described in Section 2 are the numerical
model for multiple crack simulation and fatigue crack growth law. Numerical modeling of three-point
bending beams are presented in Section 3. Macroscopic fatigue damage analysis is discussed in
Section 4. The main conclusions are summarized in Section 5.

2. Microscopic Multiple Crack Simulation and Fatigue Crack Growth Law

At early age, initial microcracks usually emerge at the interface of cement paste and aggregate due
to the natural shrinkage combined with other factors at the time of curing. The crack could propagate
along the interface or penetrate into matrix or aggregate. In our previous work [31], modeling of one
crack propagation in concrete is made possible (Figure 1). The multiple-phase structure of concrete
material could be simplified as a continuum with multiple microcracks. Here we are mainly focused
on simulation of multiple cracks as well as their parallel growths under fatigue loads. Figure 2 shows
an example of the multiple crack model for concrete material.
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Figure 1. Schematic of single crack growth in concrete. (a) Schematic of concrete material; (b) growth
of single microcrack.

Figure 2. Multiple microcrack growth and linking: an example.

2.1. Modeling of Multiple Crack Growth

When a number of microcracks start to propagate simultaneously, induced by external fatigue
load, the morphology of crack linking with each other may be very complex. However, it could be
decomposed into three basic modes. As shown in Figure 3a, the two endpoints of Crack 1 and 2
meet together such that the two cracks merge into a single crack. Figure 3b shows Crack 4 is growing
intersecting with Crack 3. In this situation, stress singularity at the intersected endpoint of Crack 4
vanishes—this crack tip will stop growing. Therefore, the situation of Figure 3c will not happen in the
present work, though it could be simulated as well.

1 2 3 4 5 6

(a) (b) (c)

Figure 3. Basic modes of crack linking. (a) meeting; (b) merging; (c) intersecting.

In the present study, a program has been developed comprehensively to achieve all crack growing
situations, including detecting and treating crack merging and intersecting, multiple crack growth,
and detecting boundary edges [32]. Presented in the highlighted area of Figure 2 is a relatively
complicated situation of crack growth and multiple crack linking. It could be seen that the method
could successfully simulate the concurrent growth of microcracks, crack coalescence, the formulation
and growth of macrocracks, and the final rupture. Details of the approach can be found in [31,32].
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On the basis of the formulated multiple crack simulation, we are mainly focused on the fatigue crack
growth in concrete materials.

2.2. Fatigue Crack Growth Law

The fatigue crack propagation law is formulated by Paris and Erdogan based on experiments [33],
which points out the relationship between stress intensity factor and crack growth rate, namely

da
dN

= C(ΔK)m. (1)

Here da/dN refers to the crack growth rate. a is the current crack length, and ΔK is the incremental
stress intensity factor. C and m are the empirical fatigue constants obtained from material tests. In this
paper, a modified Paris law is introduced to govern the growth behavior of microcracks. The whole
crack growth process is divided into three stages as displayed in Figure 4.

1. In the low rate zone (Stage I) ΔK < ΔKth,1, the crack is set not to propagate because the rate is
very low. The fatigue threshold is chosen as

ΔKth1,J = 0.2KC,J . (2)

2. In the medium rate zone (Stage II) ΔK > ΔKth,1 and ΔK < ΔKth,2, the crack growth follows the
Paris law [33].

daJ

dN
= C(ΔKJ)

m. (3)

According to the experiments, the value of m for concrete is generally between 1.0 and 2.5. In order
to make the crack growth rate lies between 10−5 mm/c and 10−2 mm/c [12,34], the empirical
parameters C and m are adopted as C = 10−8, m = 1.5.

3. In the high rate zone (Stage III) ΔK > ΔKth,2, the crack will quickly propagate in an unstable
fashion, finally lead to rupture. For the convenience of numerical simulation, here in this zone,
the growth rate is practically set to be 1.2 × 10−3 mm/c. Also, the 2nd fatigue threshold ΔKth, 2 is
set to be

ΔKth2,J = 0.8KC,J . (4)

Figure 4. Fatigue crack growth rate.

Microcracks subjected to repetitive load, start to propagate, though advancement of some cracks
can be ignored. Subsequently, these cracks may coalesce into several macrocracks and finally reach to
the stage of final rupture. In the actual computing process, one ‘computational step’ is not equal to one
‘load cycle step’. Since the crack shows a ‘significant’ growth only after the load has been repeated
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for a certain number of cycles, Δa-controlled rather than N-controlled strategy is used here. In each
step, marked by superscript i, the growth length of the crack that has the highest rate, assuming
to be the βi-th crack, is controlled to be Δai. The number of load cycles ΔNi is determined by the
following formula

ΔNi =
Δai

C(ΔKβ)
m . (5)

Then, incremental lengths for all cracks in this step could be calculated as

Δa(i)J = C(ΔK(i)
J )

m
ΔN(i). (6)

Summing up to get the total fatigue life

N = ∑ ΔNi (7)

Displayed in Figure 5 is the flowchart of numerical algorithm for multiple fatigue crack simulation.
It shall be emphasized that both macroscopic and microscopic models are created such that a multi-scale
model is further created via interface linking. Fatigue crack growth law is subsequently adopted to
study the multiple microcrack growth, coalescence and macrocrack formation. After the final rupture
is reached, result extraction and data analysis is made possible.

Aggregate packing

Generate micro structure

Convert to multiple crack model

Create macro model

Fatigue simulation

Rupture

 Link interfaces, create
 multi-scale model

in  macro

 in micro

Paral el fatigue growth 
of multiple microcracks, crack 

coalescence, 
micro-to-macro crack evolution

Result extraction,
data analysis

Fatigue crack
growth law

Figure 5. Algorithm for concrete fatigue simulation.

3. Fatigue Modeling of Three-Point Bending Beams

3.1. Three-Point Bending Beam Model

Beam is an important object in the study of concrete fatigue. Liner elastic constitution law
is adopted for concrete. The model discussed in this paper is a three-point bending beam with a
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length of L, height of H and thickness of T. A concentrated force F is applied at the mid-span point,
refer to Figure 6.

F

L

H

Figure 6. Model of a three-point bending concrete beam.

In order to improve the computational efficiency, the whole model is divided into two areas,
the macro-scale area ΩMacro(side area) and the micro-scale area ΩMicro (middle area). The difference
between the two regions is: (1) The macro-scale region is considered as homogeneous material,
while the micro-scale region is heterogeneous, meaning that this area contains randomly distributed
microcracks, (2) the typical element size d of the two regions is different, dMacro is usually about 10 to 40
times of dMicro. The element size of middle area is usually about 0.2–0.4 mm. Eight-node quadrilateral
elements are subsequently generated.

In order to accurately simulate the stress field at the crack tip and to obtain stress intensity factor
in the microscale area, singular elements needs to be added at crack tips, as shown in the Figure 7d.
On the interface between these two regions, the connections are made by forcing the displacements to
be equal. On the interface, the nodes of the coarse mesh are the master nodes, and the nodes of the
fine mesh are the slave nodes. That is to say, for any microscopic node A ∈ ∂ΩMicro locating at x, its
displacement uMicro is forced to be

uMicro(x) = ∑
i

NMacro
i (x)uMacro

i . (8)

macro

 = macro  m

m

Cracks

(a)

(b)

(c)

(d)
Singular elements 

Figure 7. Multi-scale model of concrete beams. (a) Concrete model; (b) interface of macro-scale area
and micro-scale area; (c) microcracks at micro-scale area; (d) singular elements.

Figure 8 shows a stress contour of a bending concrete beam at the stage of fatigue rupture. It
could be seen that in a global sense, the numerical results agree with the corresponding conclusion
from classical beam theory. Moreover, the stress level may fluctuate in the local area, which can be
attributed to the microscopic heterogeneity in concrete material.
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Figure 8. Stress contour of micro-scale area of concrete beam.

3.2. Case Design

As shown in Figure 6, beam height H = 200 mm, length L = 800 mm, The concentrated sinusoidal
loading is located at the middle span, and the loading frequency is 10 Hz. The parameter

R = Fmin/Fmax

is chosen to be constant 0.1, where Fmin and Fmax denote the maximum and minimum force per cycle,
respectively. Considering that

R =
Fmin

Fmax
=

KJ,min

KJ,max
, (9)

We have
ΔKJ = KJ,max(1 − R). (10)

That is to say, in each step, we can simply apply Fmax on the beam to get ΔKJ at all crack tips.
Also, stress level S is introduced as

S =
Fmax

Fu
. (11)

Here Fu is the bending capacity of this beam. For three-point bending case, Fu could be estimated
as 100 N via the formula

Fu = σu
2T · H2

3L
, (12)

where σu is the tensile strength of concrete. In this paper, the value of S is tuned from 0.1 to 0.9, to
investigate the influence of fatigue stress ratio.

3.3. Fatigue Failure Analysis

In order to perform fatigue failure analysis, it shall be defined that the ultimate fatigue load is
reached once the nominal stiffness of the beam is only 5% left. The so-called macroscopic mechanical
behaviors are substantially influenced by microscopic fatigue crack growth. A cycle-jump technique is
employed to model load cycles such that the computational cost can be saved. In the simulations of
regular cyclic loading scenarios with the same loading range, a cycle can be adopted to reduce
the computational cost. As an example, the results at the stress level S = 0.4 are shown here.
The three-point bending concrete beam is ruptured after 42,000 load cycles. Figure 9 shows crack
propagation diagrams of the whole failure process, where Nf is the fatigue life of this specimen.

There are naturally a large number of distributed microscopic cracks in concrete, usually
occurring on the mortar-aggregate interfaces during cement hydration process. Under the fatigue
load, microcracks in tensile zone of the beam start to stably grow at a medium rate (Stage II) according
to Paris law, as shown in Figure 9a,b. As the number of fatigue load increases, crack coalescence
initially takes place at the lower left corner of the specimen. Localized damage subsequently appears.
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It shall be pointed out that, crack coalescence does not necessarily occur in the designated area. The
localized damage at the lower left corner of the specimen here is a reflection of random distribution
of microcracks in concrete. To be able to describe this stochastic behavior is the strongest point of
our algorithm. Once macrocrack appears, fatigue crack growth start to accelerate (but still in a stable
fashion), gradually entering into Stage III, as shown in Figure 9c,d. The formation of macrocrack can
be firstly seen in Figure 9c. Its further propagation will lead to final beam rupture. It should be noted
that at this stage, cracks in other areas still grow at a low or medium rate. At later period of fatigue
rupture, the neutral axis gradually moves up, the macrocrack on the left side propagates at a high rate,
and the localized damage (on the upper left side) increases dramatically, which eventually leads to the
rupture of beam, as shown in Figure 9e.

It is noteworthy that the unsymmetrical pattern of crack formation and propagation is clearly
displayed in the middle area of concrete beam. It is reflective of the microscopically stochastic
phenomenon of crack distribution. This is the strong point that our proposed model is able to achieve.

(a) N=0

(b) N=0.36 Nf

(c) N=0.60 Nf

(d) N=0.71 Nf

(e) N=0.89 Nf

Figure 9. Evolution of crack diagrams.

3.4. Influence of Stress Level on Fatigue Behaviors

Figure 10 shows different failure patterns under various stress levels, where (a) and (b) represent
the final crack configurations at low stress level (S = 0.4) and high stress level (S = 0.9), respectively.

It could be observed that under low fatigue stress level, a relatively smaller number of microcracks
propagate during the failure process. Rupture of the beam is mainly caused by one macrocrack, so
the damage is highly localized. While in high fatigue stress situation, it could be seen that a relatively
larger number of cracks have been propagating, thus macrocracks appear in large quantities. In rupture
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state, macrocracks scatter over the entire area. Calculated failure modes are basically consistent with
the observed ones in literature [35], which could verify the effectiveness of the numerical model. In the
experimental observation, macrocracks firstly emerge at certain local areas. Further crack progression
will lead to final failure. It shall be emphasized that the experimental observation phenomenologically
agrees with our numerical results. Quantitative agreement is limited.

(a) S=0.4

(b) S=0.9

Figure 10. Stress level and failure pattern.

4. Fatigue Damage Analysis of Concrete Beams

Numerical experiments are executed under different fatigue stress levels varying from S = 0.1
to S = 0.9, from which the fatigue life could be extracted for each stress level. Made possible is the
S-N curve that is for engineering reference. Furthermore, since the whole fatigue response has been
recorded, macroscopic damage evolution could also be quantitatively analyzed.

4.1. Fatigue Life and S-N Curve

Table 1 lists the calculated results of the numerical experiments. It shows that when the stress
level S of the fatigue load decreases from 0.9 to 0.1, the fatigue life of specimen gradually increases
from 3000 to 201,000 cycles, refer to Figure 11.

Table 1. Stress level of load and corresponding fatigue life.

No. S Fmax (N) Nf (103)

1 0.9 90 3
2 0.8 80 5
3 0.7 70 10
4 0.6 60 25
5 0.5 50 36
6 0.4 40 42
7 0.3 30 66
8 0.2 20 122
9 0.1 10 201

S-N curve could also be plotted by fitting above data using the classical S-N exponential formula.
Note each point represents the fatigue life under designated stress level.

Nf = α exp(−βS) (13)

Here we have α = 3.56 × 105 and β = 5.12.
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Figure 11. S-N curve obtained by numerical modeling.

4.2. Macroscopic Damage Analysis

Though S-N curve is enough for engineering use to estimate remaining life, it has some limits
when it comes to evaluating the current performance state of structure. This is because fatigue
life estimation based on S-N curve has an implicit assumption that the fatigue damage is linearly
accumulated. In fact, the fatigue damage evolution is a nonlinear process. The period from microcracks
propagation and coalescence to the formation of macroscopic cracks is relatively longer, while the speed
from the initiation of macrocracks to the final rupture is relatively fast. In this sense, damage evolution
based fatigue evaluation is required. According to Lemaitre’s concept of damage variable [36], damage
is related to stiffness reduction [37,38].

D = 1 − K̃
K0

(14)

Here, D is the damage variable, K0 denotes the effective stiffness in defect-free state, and K̃ is the
stiffness in damaged state. Obviously, the larger D grows, especially near 1, the closer material or
structure is to the failure state. For three-point bending beams, effective stiffness could be defined as

K̃ =
F
d

. (15)

Here, F and d are mid-span force and displacement respectively, which could be extracted from
calculated database. In defect-free or damage-free status, d0 could be obtained as

d0 =
FL3

48EI
, (16)

where E is the initial Young’s modulus of concrete.
Curves of damage evolution at different stress levels are plotted in Figure 12. It can be observed

that the fatigue damage evolution of concrete can be roughly divided into three stages. When the cycle
ratio n/Nf is less than 0.2, the damage value is relatively small, and the damage evolution rate is also
slow. Growth rate of most microcracks fall in zone I. Crack coalescence has not occurred yet. With the
increase of load cycles, damage evolution enters into a stable stage that the value of damage increases
linearly with the number of load cycles. In this period, microscopic crack growth rate may vary from
area to area (some areas in zone II, some still in zone I). Microcracks begin to link with others, gradually
forming macroscopic cracks (crack coalescence). When cycle ratio reaches 0.8, structure enters into an
unstable crack growth stage. Macroscopic cracks continue to propagate forward, merging small or
microcracks along the rupture path. Correspondingly, the value of damage rapidly approaches the
value of 1, finally leading to the fracture of beams.
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Figure 12. Curves of fatigue damage evolution of concrete beams.

5. Conclusions

The numerical model developed in this paper is directly based on microscopic mechanism of
concrete fatigue. Thus it can simulate the fatigue growth of multiple microcracks in concrete, as well
as the macroscopic damage evolution. The numerical method is applied to three-point bending beams.
Results clearly show that, no matter from macroscopic or microscopic view, fatigue rupture of beams
endures three stages: (1) Microcrack growth and coalescence, (2) the formulation of macrocracks and
stable fatigue damage evolution, and (3) unstable crack growth and the final fracture of concrete beam.

It is also observed from the simulation that different stress levels of fatigue load can lead to
different failure patterns. At low stress level, the rupture of beam is mainly caused by one (or several)
macrocrack and damage is highly localized. For high fatigue stress situation, macrocracks appear
in large quantities, mostly scattering over the entire area. The computed results are consistent with
experimental observation in published literature.

The numerical model could be used to calculate S-N curve. The macroscopic damage evolution of
concrete beams is achieved. Based on the results of damage evolution, structural fatigue assessment is
also made possible.

Although the present work is about plain concrete, the method can also be applied to other types
of concretes, such as high-performance concrete or fiber reinforce concrete, or even masonry materials
and structures, as long as the fatigue failure is mainly caused by the growth of microcracks. Last but
not least, it shall be pointed out that the numerical modeling is currently stipulated to 2D problems.
Computational cost will be substantially added once it comes to 3D. Computational efficiency shall be
further improved in our forthcoming work.
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Abstract: Currently, a scroll compressor is used in many industrial fields; hence, research on its
reliability is important. The major loading type during operation is pressure. However, unexpected
contact between scroll compressors typically occurs, and thus, the severe loading condition should
be considered. To consider this condition, the study modified the scroll compressor’s structure to
a C-type specimen. The study applied cyclic axial load in the specimen. The main objective of the
study is to define a proper fatigue life method for the aluminium scroll compressor and proper finite
element method (FEM) modeling. To define the method, the study included a case study for various
parameters, such as mean stress effects. Furthermore, a crack propagation study is presented. In the
study, the Darveaux method that considers the Bauschinger effect of ductile material is used. It is
expected that the consideration of the parameters can help define the fatigue life assessment of an
aluminium scroll compressor.

Keywords: life assessment; crack initiation; crack propagation; finite element method;
scroll compressor

1. Introduction

In recent years, scroll compressors have been widely used in the automobile industry. They are
operated under axial and radial loading conditions [1]. The rotation of the scroll leads to pressure and
temperature changes. Thus, reliability is an important issue for the scroll. Yaubin Yang [2] attempted
to simulate the pressure using ANSYS software. This research studied thermal stress during operation.
Furthermore, Christophe Ancel [3] examined fatigue simulation via nCode DesignLife. Christophe
used Dang Van analysis to assume the pressure during the operation. The dynamic model was studied
by Qiang et al. [4]. He defined the scroll compressor’s dynamic motion using dynamic characteristics
such as pressure distribution, tangential force, and axial force. Furthermore, the accelerated condition
was studied by Chang [5]. This study carried out research about wear under the accelerated condition.
By using temperature as a parameter, we can define the crack initiation condition more thoroughly.
Various types of gas force in scroll compressors were considered by Wang et al. [6]. By calculating the
axial and radical force of gas during cycle, they ran the ANSYS program to calculate the deformation
of the scroll. Dominique Gross [7] studied rotation speed. In Gross’s study, the structure received axial,
tangential and friction forces. For various RPM, they calculated force, which is sometimes more serious
for the structure than pressure. After these processes, they predicted fatigue life with the stress–life
curve of the material. To reduce the contact force, Lantian Ji [8] applied diamond-like carbon (DLC)
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film to the compressor. By reducing friction force, resistance can be reinforced. The commonality
of the studies [2–7] is that they only calculated regular operation, and did not consider the scroll
compressor itself. However, during the operation, the scroll compressor came under an unexpected
loading condition, specifically, contact with the counterpart, i.e., the fixed scroll. Although previous
research mentioned that the scroll compressor easily succumbs to failure during the operation, there is
only a small amount of research which concentrates on the scroll compressor itself. Even though they
ran the finite element method (FEM) for the scroll compressor, the validation of the structure was
operated under the operating condition, which was dominated by pressure and thermal conditions
in those references. Thus, the design of more conservative experiments is needed, which was not
studied in previous research. To achieve this requirement, the study modified the scroll compressor to
a C-specimen, thereby making it possible to apply concentrated force at the weak point. Furthermore,
the fatigue parameter should also be considered with changes in the loading condition. This is
because previous research [2,3,5,7] tends to focus on high cycle fatigue under elastic deformation.
To recommend a proper fatigue parameter, fatigue life should be divided into two regions: initiation
and propagation [9].

Crack initiation follows Miner’s rule [10]. The rule states that, although the application of stress
may not be sufficient to induce failure, the accumulation of repeating stress can lead to failure. If the
damage accumulation arrives at one, then it implies crack initiation. The Stress–life (S-N) curve method
is generally applied [9] to determine this cycle. This method is advantageous because measurements
can be easily performed. The relationship between amplitude stress and fatigue cycle is given in
Equation (1) as follows; [9].

σa = σ
′
f × (2N)b (1)

where N is the life cycle, σa is amplitude stress, σ′f is the fatigue strength coefficient and b is fatigue
strength exponent.

In addition to the fatigue curve, the mean stress effects must also be considered. The mean stress
effect is a counting method for correcting non-uniform loading conditions [9]. Typically, the Goodman
method (Equation (2)) and Gerber method (Equation (3)) [9] are used to correct non-uniform loading
conditions. The Gerber method is less conservative when compared with the Goodman method.
Additionally, in case of brittle materials, both methods tend to be similar to the Goodman method [9].
However, actual test data tend to exist between the Goodman and Gerber lines.

σa

σar
+
σm

σu
= 1 (2)

σa

σar
+
(
σm

σu

)2
= 1 (3)

where σar is the equivalent fully reversed stress amplitude resulting in the same fatigue life, σa is the
amplitude stress, σm is the mean stress and σu is the ultimate stress.

However, the methods tend to be inaccurate in severe loading conditions wherein plastic
deformation can occur in the structure. The strain–life (ε-N) curve should be considered to solve the
problem [11]. The method is advantageous because it can depict the Bauschinger effect of a material.
By highlighting the Bauschinger effect, the method can consider the plastic deformation of the material
between loading and unloading regions. The method is given in Equation (4) as follows; [11].

εa

2
=
σ′f
E
× (2N)b + ε′f (2N)c (4)

where εa is the strain amplitude, σ′f is the fatigue strength coefficient, N is life cycle, E is young’s
Modulus, b is the fatigue strength exponent, ε′f is the fatigue ductility coefficient and c is the fatigue
ductility exponent.
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With respect to the strain(ε)–life(N) curve, there are two mean stress effect correction models,
the Morrow (Equation (5)) [12] and Smith Watson Topper (SWT) (Equation (6)) models [13]. Ince et al. [14]
indicated that the SWT model can apply changes in the load by calculating the energy that is multiplied
with σmax. This method is rather flexible, especially in high loading conditions.

εa

2
=
σ′f − σm

E
(2N)b + ε′f

⎛⎜⎜⎜⎜⎜⎝σ
′
f − σm

σ′f

⎞⎟⎟⎟⎟⎟⎠
c
b

(2N)c (5)

σmaxεa =

(
σ′f
)2

E
(2N)b + ε′fσ

′
f (2N)b+c (6)

where σmax is the max stress during the cycle.
Based on these mean stress effects, many researchers developed models. Ince [15] suggested a

multiaxial fatigue damage model based on strain energy. By considering strain shear energy, multi
axial fatigue life can be considered. This method can also be adopted in distortion [16]. The form of
energy was similar with that of SWT, which can be calculated by multiplying the strain and force of
each type. There is little research applying Optistruct in the scroll compressor. However, there are
another cases using Optistruct in fatigue simulation. Kim [17] calculated the fatigue life of the skate
frame using FEM. In this study, he studied the surface effect and size effect, which can modify the
fatigue limit. Musaddiq [18] compared the stress–life and strain–life curve in calculating the fatigue life
of the joint prosthesis using FEM. He suggested that, for composite structures which receive excessive
force, the strain–life curve is a proper parameter rather than the stress–life curve.

The fatigue lifetime of a structure can be divided into three mechanisms, i.e., crack initiation, crack
propagation and dynamic instability. Among them, the time for dynamic instability is extremely short
compared with the other two mechanisms. However, the contribution of crack propagation on the
entire lifetime of a structure should be considered, unless the material fabricating a structure is brittle
enough. Therefore, the lifetime of the scroll compressor should be studied by considering both the crack
initiation and crack propagation behaviors. Hence, crack propagation should be considered to predict
the lifetime until failure of the scroll compressor. The general method to depict crack propagation is
the Paris law as follows; [19,20].

da
dN

= ΔG > G1c (7)

where N is the life cycle, a is the length of the crack, G is the energy release rate, G1c is the critical
energy release rate.

This equation presents that if the energy release rate exceeds critical energy release rate, the crack
propagates. This method is based on the linear elastic fracture mechanism (LFEM). Thus, if plastic
deformation occurs in the structure, it tends to be inaccurate. To compensate for the weakness,
the Darveaux method [20,21] should be considered (Equation (8) and Figure 1). By using strain energy
density per cycle, the Darveaux coefficient is calculated as follows; [20,21].

N0 = c1(Δw)c2 , DN+ΔN = DN +
ΔN
L

c3(Δw)c4 (c1, c2, c3, c4 −material constant) (8)

where N0 is cycle number for damage initiation, Δw is inelastic hysteresis strain criteria. DN is damage
variable for degradation stiffness assumption. Thus, the degradation of the element can be calculated
as follows; [20].

σ = (1−D)σ, is the stress of the current increment. (9)
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Figure 1. Plastic shakedown in a direct cyclic analysis [20].

The Darveuax method was used in many recent studies. Liulu [22] used the Darveux method to
predict solder joints. By tracking individual solder failures, he mentioned that the Darveuax method
can depict the change of inelastic region during repeated cyclic load. Thus, he suggested that the
Darveuax method have advantages for depicting ductile material due to the inelastic strain energy
density accumulated per cycle. Liuyang [23] proposed a method to calibrate the damage material
parameters using both the Darveuax method and the strain–life curve. Even though there was no
recent research which applied the Darveuax method to the scroll compressor, these recent studies have
become helpful examples.

In the study, a parametric investigation is presented to determine the appropriate parameter for
the customized C-specimen test. The entire cycle is calculated separately by dividing the initiation and
propagation cycles. The crack initiation cycle is calculated by using Altair Optistruct software, which
can accumulate element damage during cyclic loading. Specifically, ABAQUS 6.14 is used to calculate
the crack propagation cycle. The specific results of the analysis are expected to aid in determining safe
specifications of the scroll compressor.

2. Experiments

The scroll compressor used in this study is made of a silicon-manganese aluminium alloy, i.e.,
Al 4007A, as it is quite difficult to evaluate fatigue characteristics in the scroll compressor due to its
complicated geometry and loading conditions. Therefore, a newly designed specimen, by considering
the most dangerous region under operating conditions, is proposed and used in this study. To design
the customized C-specimen, the stress distribution and deformation profile during the operation are
considered, as shown in Figure 2. Prior to performing the experiment with the C-specimen, 4007A’s
material fatigue curve (S-N curve) was evaluated. A rotary bending test machine from Shimadzu
Corporation, Kyoto, Japan was utilized. The advantage of the machine is that it increases speed to
50 Hz, which is five times faster than a tensile test machine. Furthermore, the rotary bending machine’s
fatigue R-ratio corresponds to −1, which is the ideal number for the fatigue curve.

As previously mentioned, the structure of C-specimen was revised based on the operating
conditions, as shown in Figure 2, to apply severe loads comparable with the pressure. By removing a
part of the wrap, the experimental device can accurately apply a vertical load at Point A, which is the
weak point during scroll compressor operation as per operation and simulation data. The experimental
device for the fatigue test of C-specimen was MTS 810 (MTS Systems Corp., Minneapolis, MN, USA).
An additional guide structure was designed and used to prevent unexpected loading types (e.g.,
tangential loading between zig and wrap) as shown in Figure 3. The operation frequency was 10 Hz,
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and the R-ratio of the loading condition was 0.05. Additionally, five amplitude loads were applied as
follows: 1900, 1662.5, 1444, 1140, and 948 N.

Figure 2. Modified scroll compressor to C-specimen.

      

Figure 3. Guide structure (left) and experiment setting (right).

3. Finite Element Modeling Information

3.1. Material Information

Aluminium 4007A was used as the material for the scroll compressor [24]. The composition of the
material is described in Table 1. The 4000 series aluminium contains more than 1% silicon, and thus
the material is generally characterized with high yield strength and low elongation when compared
with that of other aluminium materials.

Table 1. Composition of the aluminium alloy 4007A [24] (unit: %).

Elements Al Si Mn Fe Ni Cr

Percentage 96.3 1.4 1.2 0.7 0.3 0.1

The mechanical properties of the tensile test, listed in Table 2, were used in Optistruct and
ABAQUS. In order to use Optistruct, stress–life and strain–life curves should be used. The parameters

131



Appl. Sci. 2020, 10, 3226

used in Optistruct are listed in Table 3. Essentially, fatigue strength coefficient (σ′f ) and exponent (b)
are identical in the S-N and ε-N curves. They can be calculated from the S-N curve (Figure 4) measured
from the rotary bending machine. The equation used for the other parameters is calculated from [9].

Table 2. Mechanical properties of Al 4007A.

Elements Young’s Modulus Yield Strength Tensile Strength Elongation to Break

Percentage 70.0 GPa 340 Mpa 405 Mpa 0.09

Table 3. Strain–life curve information in Optistruct.

Symbol σ
′
f ε

′
f b C K

′
n
′

Value 723 Mpa 0.11 −0.091 −0.705 455 Mpa 0.12

Equation - Elongation - n′ = c
b [9] From S-S

curve [9]
From S-S
curve [9]

Figure 4. Stress–Life curve of Al 4007A.

With respect to the Paris law and Darveaux method, the following parameters in Table 4 are used.
If the model only considers Paris law, G1c is used. To consider the Darveaux method, c1 ∼ c4 should
be added. The parameters were calculated from the cyclic S-S curve of the material from the tensile
test machine.

Table 4. Values used in the Paris law and Darveux coefficient in ABAQUS extend finite element method
(XFEM).

Symbol G1c c1(Cycles/MPac2 ) c2 c3 c4

Value 0.014 Mpa 0.9× 10−7 −0.1 6× 10−5 0.327

3.2. FEM Modeling

3.2.1. Loading and Boundary Condition

Geometry and boundary conditions are identical for simulations in Optistruct and ABAQUS.
The size of the element was 0.5 mm in Optistruct and ABAQUS. The type of the element was a hexagon.
The force acting on the nodes was used to depict the loading condition. The total amount of loads
was summary of the load given at each node. The red area shown in Figure 5 is the fixed area in FEM.
This is because if the guide structure is used, the complete back side of C-specimen would be fixed
firmly, even though only six bolting points were used in the actual experiment. This is the same effect
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as the structure fixed on the wall. Thus, all degree of freedom (DOF) of nodes on the back side were
fixed. In the study, crack initiation and crack propagation were measured separately. Total cycle can be
counted via a summary of cycle results of Optistruct and ABAQUS XFEM.

Figure 5. Boundary and loading conditions of the finite element method (FEM).

3.2.2. Crack Initiation

With respect to crack initiation, the study used Altair Optistruct 2018. If the crack occurred,
it represented the damage contour as 1 (Figure 6) based on the Miner’s rule [10]. Both Optistruct and
ABAQUS software run fatigue based on one static step. This means that one cycle step should be
utilized as an initial condition before using the fatigue step to run the fatigue module. The study used
both stress–life curve and strain–life curve in Optistruct. Thus, by performing the parametric study
for various mean stress effects such as the Goodman, the Gerber, the Morrow and the SWT, the study
recommends proper parameters by comparing the results of the experiment and FEM.

Figure 6. Damage contour of fatigue simulation in Optistruct.

3.2.3. Crack Propagation

Crack propagation was examined via ABAQUS extend finite element method (XFEM). When
ABAQUS XFEM is used, it is assumed that crack is already initiated, and that the location of crack
initiation is accurate. Specifically, ABAQUS XFEM depicts the crack propagation line that connects
between virtual nodes, which are not on the element. The advantage of the method is that it conserves
the stiffness of the structure because it does not delete the element. The basic enrichment function of
the XFEM is in Figure 7 and Equations (10)–(12) [25].

u =
N∑

I=1

NI(x)

⎡⎢⎢⎢⎢⎢⎣uI + H(x)aI +
4∑
α=1

Fα(x)bαI

⎤⎥⎥⎥⎥⎥⎦ (10)
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H(x)
{

1, i f (x− x∗) ∗ n ≥ 0
−1 , otherwise

x∗ is the point on the crack closet to x (11)

Fα(x) =
[√

rsin
θ
2

,
√

rcos
θ
2

,
√

rsinθsin
θ
2

, sinθcos
θ
2

]
, (12)

where N1(x) is the usual nodal shape functions and uI is the displacement vector of the elements in the
part. H(x) is the discontinuous function which can be presented like equation 11 [25]. Fα(x) is the
stress asymptotic function of crack tip can be represented as Equation (12) [25]. (r,θ) in Equation (12),
is polar coordinate from origin crack tip. aI and bαI in Equation (10), are nodal enriched degrees of
freedom vectors of H(x) and Fα(x).

Figure 7. Illustration of normal and tangential coordinates for a smooth crack [25].

Equation (10) consists of the near tip asymptotic functions that capture singularity around the
crack tip and a discontinuity that represents the jump in displacement across the crack surfaces. uI

is applicable for all nodes. H(x)aI is cut by crack.
4∑
α=1

Fα(x)bαI is used only for nodes whose shape

function is cut by the crack tip.
To decide the direction parameter, (r, θ), the XFEM crack looks for the location which satisfies

damage initiation criterion. Without this criterion, the crack will just extend without a crack path
change (θ = 0). If the Paris law is used without the Darveuax coefficient, the onset of delamination will
follow Equation (7), which satisfies ΔG > G1c. However, if the damage initiation criterion is used, such
as the Darveuax method, it will change the damage variable of the element, D, used in Equation (8).
This means that ΔG changes due to degradation of the element. This degradation can change the crack
path by changing stress distribution near the crack tip based on Equation (9).

To count the cycle, the direct cycling step in ABAQUS was used. Based on the results of the static
step, the program calculates the cycle to propagate. The important assumption made in order to run
ABAQUS XFEM is that the location of the initial crack is exact. In the study, the crack initiation point is
same with the location of Optistruct results. Thus, the crack initiation point is based on the results of
Optistruct as presented in Figure 6. Constants for the empirical Paris law are considered in XFEM.
To apply the Darveux coefficient, a material keyword, * Damage initiation/evolution, should be used.
A basic elastic–plastic curve and boundary condition are identical to those of Optistruct. The effect
of the Darveuax method is presented in the next chapter, by comparing the model which used the
Darveuax method in its material keyword and the model that did not. If the Darveux method is not
used, the crack will be only be propagated with the fracture criterion keyword using the critical energy
release rate without strain energy change.

4. Results

4.1. Experiment

Figure 8 shows an example of the load–displacement curve of the C-specimen. The displacement
tends to rise significantly when the crack initiates and propagates. This is because after the crack
initiates, the wrap tends to bend more than before.
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Figure 8. Example of displacement–cycle curve for the c-specimen at 1680 N.

The typical shape of the crack is shown in Figure 9. The crack initiated at the root below the
loading point (Figure 9). After a crack initiates, the crack propagates along the wrap’s root shape
(Phase 1 in Figures 8 and 9). After a certain number of cycles from the end of Phase 1, the crack
changes direction outside from the wrap root (Phase 2 in Figure 10). In this phase, the displacement
is approximately about 1.2 times larger than the displacement of crack initiation. The fracture mode
implies fracture of the wrap. The length of Phase 1 tends to increase when the applied load decreases.
This is because a decrease in the load delays severe fracture and Phase 2 in the wrap.

   

Figure 9. Crack shape picture and example of crack occurrence when the amplitude load is 1920 N.

Figure 10 shows the load amplitude and cycle curve of crack initiation, namely Phase 1. The curve
shape of the crack initiation and Phase 1 is similar. Hence, it is estimated that all phases are affected by
the same mechanical behavior. For example, in the case of the load exceeding 1900 N, at which plastic
deformation occurs, all phases in progress should consider the Bauschinger effect.

4.2. Finite Element Method

4.2.1. Crack Initiation

In this study, a parametric investigation with respect to two parameters is performed. The first
parameter is criterion of damage. We recommend using max principal stress as a criterion. This is
because if the von Mises criterion is applied, then the damage contour represents the crack initiation
point at the maximum compression location as opposed to the tensile maximum point (Figure 11).
However, in the experiment, no crack is observed at this location. If the max principal stress is selected
as the criterion, it identifies the accurate location, which is similar to the results of the experiment.
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Figure 10. Load amplitude–Cycle curve of the C-specimen.

Figure 11. Damage contour of fatigue FEM for various criteria: von Mises (left)/max principal
stress (right).

With respect to stress–life curve, the Gerber and Goodman methods were examined. Figure 12
shows the FEM results of the fatigue analysis when the Goodman and Gerber methods were used.
As mentioned in the previous chapter, the Goodman method is a conservative method that exhibits
a lower cycle than the Gerber method. Thus, when the applied amplitude load exceeds 1500 N,
the results of the Goodman method are relatively inaccurate when compared with that of the Gerber
method. If the applied load is sufficiently low, then the experimental results are between those of the
Goodman and Gerber methods.

With respect to strain–life curve, the Morrow and SWT models were compared. Figure 13 shows
the amplitude of the load and life cycle curve of the structure. Under a load of 1500 N, there is no
significant difference between the Morrow and SWT. However, increases in the load increases the
difference between the two. This implies that SWT can correct high loading effects by calculating the
energy of the structure. It is expected that the SWT can model the experiment more accurately than
the Morrow as the load in the experiment increases. The result is similar to that obtained in a study
by Dowling [26], which indicates that SWT is more suitable for the aluminium alloy as opposed to
the Morrow.
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Figure 12. Comparison of the FEM and experiment when the stress–life (S-N) curve is applied in FEM.

Figure 13. Comparison between FEM and experiment when ε-N curve is applied in FEM.

4.2.2. Crack Propagation

In this subsection, crack propagation models that use the Paris law and hysteresis energy method
are compared and validated. Figure 14 shows the crack propagation characteristics predicted by
the ABAQUS XFEM when the applied load is varied. It is observed that, in the loading condition
under a load amplitude of 1400 N, the difference as to whether the Darveaux method is used is not
significant (e.g., Figure 14a with the load amplitude of 916N). This is because plastic deformation does
not dominate the structure in the loading condition due to the low loading amplitude. However, if the
load amplitude exceeds 1900 N, then the difference is based on the usage of the Darveaux method.
As shown in Figure 14b, the direction of the crack is slightly upward when the Darveaux method is not
used. This is because the structure cannot apply the Bauschinger effect during crack propagation if the
Darveaux method cannot be applied in the structure, and thus the stiffness of the structure is weak
when compared with the model with the application of Darveaux method. This assumption can also
be proven by the displacement–cycle curve as shown in Figure 15. In the absence of the Darveaux
method, the FEM analysis does not reflect the Bauschinger effect. Thus, the speed of crack propagation
exceeds that of the experiment and FEM model, which adds the Darveaux coefficient.
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Figure 14. Comparison of the crack path between experiment and FEM. (a) Amplitude load of 916N.
(b) Amplitude load of 1920N.

Figure 15. Displacement comparison between FEM and experiment from crack initiation to end of
Phase 1 (before this cycle, it is assumed that cycle before crack initiation is correct).

5. Conclusions

In the study, a conservative method for scroll compressor designs was used. The study revised the
structure of the scroll compressor by removing part of the wrap. This modification makes zig contact
possible on the weak point directly. The life cycle of the scroll compressor was measured continuously
after crack initiation. The change of the crack path can be estimated in the displacement-cycle curve of
the experiment from the change of the slope. The study divides this region as Phase 1, where the crack
changes direction outside from the wrap root. Additionally, various parameters were examined via
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the FEM. A parametric study was included to determine the correct parameters, such as mean stress
effects and crack propagation model.

With respect to the crack initiation cycle, the mean stress effect was examined. For the S-N
curve, the Goodman and Gerber method were compared. In a relatively high loading condition,
the Gerber method records more cycles than the Goodman method. With a decrease in the loading
condition, the experimental results were between the results of the Goodman and Gerber methods.
Thus, the Gerber method is recommended while using the S-N curve for the C-specimen fabricated
from 4007A. With respect to the ε-N curve model, the Morrow and SWT were compared. In the high
loading condition over 1900 N, the SWT tends to be more accurate than Morrow. The energy calculation
indicates that the SWT can more efficiently depict the high loading cycle of an aluminium structure.

With respect to crack propagation, the effect of the Darveaux method was examined. In a relatively
low loading cycle, there is no significant difference as to whether or not the Darveaux method is used.
This is because plastic deformation does not dominate during the fatigue cycle in the conditions. However,
in the loading condition over 1900 N, the results differed based on the usage of the Draveaux method. Given
its plastic deformation, the model that did not use the Draveaux method tended to crack and propagate
upward. The model that used the Draveaux method tended to be more similar than the other model.

In the study, the behavior of the C-specimen is evidently dominated by the Bauschinger effect.
To depict the fatigue result, the use of SWT and the Draveaux method are recommended. Thus, it is
expected that conservative design can be obtained by using the results of the study.
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Nomenclature

σa Strength amplitude
σm Mean stress
σu Ultimate tensile strength
N Loading cycle
εa Strain Amplitude
σ′f Fatigue strength coefficient
b Fatigue strength exponent
c Fatigue ductility exponent
ε′f Fatigue ductility coefficient
K′ Cyclic strength coefficient
n′ Cyclic strain hardening exponent
D Damage variable of the element
E Modulus of elasticity
G Energy release rate
w Strain energy density
L Characteristic length with respect to integration point
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Abstract: The welded bogie frame is the critical safety part of the urban metro vehicle. This paper
focuses on finding out the factors inducing the fatigue cracks initiated from the positioning block
weld toe of metro bogie frame. Fracture morphology and metallographic analysis were conducted to
identify the failure modes, and on-track tests about the dynamic stress at the positioning block weld
toe and vibration acceleration were performed. The typical signals of dynamic stress and acceleration
were analyzed from time and frequency domain. The relationship between wheel polygon, rail
corrugation, running speed and dynamic stress in amplitude and frequency are investigated in details.
Research results show that the micro cracks induced by welding at the weld toe of positioning block
propagate to the spring sleeve under relatively high alternating dynamic stress, which is strongly
influenced by the wheel polygon, rail corrugation and the train running speed.

Keywords: fatigue crack; welded bogie frame; wheel polygon; rail corrugation; running speed

1. Introduction

With the rapid urbanization and industrialization of China society, a huge metro rail network has
been building and running in recent years. By the end of 2019, the operating mileage of China urban
rail transit has reached about 6600 km and the vehicles in service have reached more than 35,000. As
the most important load-carrying structure for railway vehicles, the welded bogie frame undergoes
complex fatigue loads [1,2]. Under such alternating loads, the safety critical zone inside the frame
necessarily experiences cumulated fatigue damage which seriously threatens the operation safety of
rail passenger vehicles [3–5].

As frequently observed in metro vehicle frames, fatigue cracks are usually initiated from the
welded region of the bogie frame due to complex operation loads. Recently, a fatigue crack in the
Shinkansen train bogie frame [6] was found with a total length of 44 mm, which is regarded as a serious
incident in the Japan Railway system, which could possibly have led to a derailment. Compared
with high-speed railway passenger trains with covering super long distances and time, the urban
metro vehicles are used to experiencing more abnormal loading due to frequent start-stops and huge
passenger uncertainty. Therefore, lots of failures have come out in recent years, for example fatigue
cracks observed near the motor suspension seat, beam and positioning block, etc. [7,8].

The initiation mechanism of fatigue cracks has been investigated extensively, with the critical
attention to rail corrugation in terms of the causes, measurements and solutions [9–11]. The rail
corrugation with the fatigue crack in primary coil springs was tentatively correlated with structural
vibration in experiments and simulations [12]. A linear model of the corrugation of rails was established
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to reveal the relationship between the initial wheel and rail roughness and the wear rate spectra in
the contact patch [13]. The initiation and evolution of rail short-pitch corrugation and the effect on
wheelset vibration were further investigated by using the field test and simulations to eliminate the
corrugation [14].

Another argued aspect to buffer the fatigue crack is the wheel polygonalization traditionally
found in high-speed railway wheels [15–18]. By considering the real wheel out-of-roundness, the
considerably fluctuating wheel/rail contact force was observed from a vertical vehicle-track coupled
dynamics model [17]. Similarly, by using on-site experiments and simulations, the mechanism of
metro wheel polygonal wear was carefully explored at the speed of 65–75 km/h and suggested that
the wheelset flexibility could accelerate the polygonal wear and abnormal vibration [19,20]. Such an
irregular wheel profile was reasonably believed to produce a detrimental effect on the railway axle and
bogie frame [21–23].

With regard to the crack of bogie frame [24,25], initial works have been made through multi-body
dynamic system [26] and finite element simulations [27]. In this paper, on-track tests including the
dynamic stress and acceleration were performed under different loading conditions to elucidate the
cracking mechanism of metro bogie frames. By combining time, frequency and time-frequency domain
analyses, the factors inducing the cracks are confirmed and measures are proposed to prevent such
similar failures.

2. Experimental Methods

2.1. Cracking Site and Fracture Analysis

A crack was found at the spring sleeve of one metro bogie frame (as shown in Figure 1a) and the
service life is less than 200,000 km. The spring sleeve of the frame side beam is welded by upper cover,
lower cover and circular plate. The positioning block is welded to the spring sleeve lower cover by
four welds, as seen in Figure 1b. The crack initiated from the weld toe of the positioning block and
then propagated to the spring sleeve circular plate with maximum 110 mm in length, as shown in
Figure 1c,d.

 
(a) (b) 

Figure 1. Cont.
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(c) (d) 

Figure 1. The crack position and the Macro morphology of the crack: (a) the crack position found in
site; (b) the model of bogie frame and the positioning block; (c) and (d) the macro pictures of crack
initiated from the weld toe of positioning block.

The fracture morphology of the cracking zone was examined by scanning electron microscopy
(SEM) as shown in Figure 2. It can be clearly observed that some parallel marks are available near the
weld toe, which indicates a notable fatigue damage feature during operation. Metallographic specimens
were thus prepared at the critical cracking position. Columnar grains were clearly found in the weld
and the heat-affected zone, which are composed of lamella ferrite and featherlike widmanstatten
structures, as shown in Figure 3. The SEM observation of weld toe shows that the micro crack starts
from the surface of the lower plate and propagates internally, and it includes several discontinuous
sections and branches appear around the main crack (Figure 4).

  

(a) (b) 

Figure 2. Micro-fracture morphology of the crack source and the fatigue striations: (a) 800×; (b) 3000×.
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(a) (b) 

Figure 3. Microstructure of weld: (a) columnar grains enclosed by ferrite; (b) lamella ferrite and
featherlike widmanstatten structure.

  

(a) (b) 

Figure 4. SEM of weld toe: (a) 50×; (b) 1600×.

2.2. On-Track Tests

In order to precisely acquire the failure causes and stress characteristics of the failed region in the
metro vehicle bogie frame, both dynamic stress and vibration acceleration tests were firstly carried out
under the following three operation conditions considering the wheel roundness, rail corrugation and
the train running speed, as listed in Table 1.

Table 1. Testing conditions for dynamic stress and vibration acceleration.

No. Test Conditions Descriptions Test Mileage/km

1 Normal operation Bogie for normal operation 141.1
2 Normal operation Bogie with profiled wheel 124
3 Interval speed limit operation Bogie for normal operation 109

Digital dynamic signal acquisition system (IMC) was employed in this investigation due to its
high precision and fast response during the whole process. The dynamic stress and acceleration
sampling frequencies were set to 2500 Hz to ensure the completeness and reliability of the test data. The
dynamic stress testing points (denoted such as D2, D11, D17) were mounted around the positioning
block as a critical zone and on the lower cover of the side beam (such as D27), as shown in Figure 5.
Note that points D02/ D11/ D17 were specially designed vertically to the weld toe of positioning block
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because mode I crack was generally assumed in engineering applications. The acceleration sensors
were fixed on the axle box, spring sleeve and the motor, respectively, to measure the vibration induced
by wheel-rail excitation, as shown in Figure 6.

  
(a) (b) 

 
(c) 

Figure 5. Strain gauge tested points around the positioning block: (a) D02; (b) D11 and D17; (c) D27.

  

(a) (b) 

 
(c) 

Figure 6. Vibration acceleration tested points: (a) sensor on the axle box; (b) sensor on the spring sleeve;
(c) sensor on the motor.
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2.2.1. Dynamic Stress Test

The full-range dynamic stress waveforms of point D02, D11 and D17 are shown in Figure 7. The
maximum stress amplitudes of D02, D11 and D17 are 91.5 MPa, 102.4 MPa and 85.6 MPa respectively.
According to the stress-time history of each point, the stress spectrum can be obtained by adopting
rain-flow counting method. Thus, with S-N curve and Miner’s rule of accumulative damage, the
damage of each point can be calculated. The results indicate that the damages of these testing points
at the weld toe of positioning block are all larger than 1, which provide evidence of initiation and
propagation of fatigue crack.

 
Figure 7. Full-range dynamic stress waveforms of D02, D11 and D17 (from top to bottom separately).

A typical stress time history signal of point D02 shown in Figure 8. The power spectral density
(PSD) analysis and the speed-time-frequency relationship analysis of point D02 in some section are
shown in Figures 9 and 10, respectively. It could be observed that the dominant frequencies are 71 Hz,
89 Hz and 94 Hz and strongly relevant to the operating speeds. This demonstrates that these frequencies
are not the structural natural frequencies and there is no obvious behavior of the resonate vibration.

Figure 8. The stress waveform at point D02.
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Figure 9. The power spectrum diagram at point D02.

 
Figure 10. The speed-time-frequency relationship diagram at point D02.

2.2.2. Vibration Acceleration Test

The intrinsic relationship between the vibration acceleration and stress response of the bogie frame
was conducted by analyzing the dynamic stress response at D02/D27 and the vertical accelerations of
the axle box and frame, shown in Figure 11. It can be concluded that: (1) the vertical accelerations of
the frame and the axle box are coincident with frequency bands at 71 Hz, 89 Hz and 94 Hz. Moreover,
they have a significant following behavior in the time domain; (2) dynamic stresses of Point D02 and
D27 are highly coherent with the vibration acceleration of the axle box and frame in the time domain
and frequency domain, and Point D02 has much higher stress amplitude and PSD value due to the
positioning block local stress concentration. The dynamic stress and acceleration analysis clearly
indicate that the dynamic stress response at D02/D27 has obvious main frequencies and consistent
with the speed. Combined with the vibration acceleration test results, the following conclusion can be
drawn that the dynamic stress response at the positioning block weld toe is directly caused by the
vibration of frame, which mainly derives from the wheel-rail excitation.
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Figure 11. Relationship between the vibration acceleration and stress response: (a) time domain
diagram; (b) power spectrum diagram.

3. Factors Relative to Crack Initiation and Propagation

3.1. Wheel Polygon

The roundness measurement results of No.1 and No.2 wheels installed on the tested bogie are
shown in Figure 12a,b. No.1 wheel was a worn wheel after profiling, showing a good state. No.2 wheel
was a worn wheel before profiling, demonstrating a significant polygonal worn phenomenon, with
eccentric characteristics and 14- to 16-side polygon.

 

(a) (b) 

Figure 12. Polar diagram of roundness: (a) No.1 wheel; (b) No.2 wheel.

The wheel polygon will worsen the wheel-rail force and cause the high vibration of the axle box
and bogie frame. The excitation frequencies of 14- to 16-side polygon wheel are coincided with the
running speed linearly, shown in Figure 13. As indicated by the 15-sided wheel polygon analysis, for
an example, when the operating speed is 54 km/h, the dominant frequency of the wheel-rail excitation
is 86 Hz. Further, according to the analysis results of Figures 8 and 10, it can be observed that the
dominant frequency of the wheel-rail excitation (86 Hz) is similar to the dominant frequency (89 Hz) of
dynamic stress amplitude at point D02 in 54 km/h.
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Figure 13. Relationship between wheel polygon and running speed.

Figure 14 indicates the comparison results between the time-frequency diagram at point D11
and the frequency excited by the wheel polygon. It can be observed that the characteristic frequency
of 15-sides polygon (red points in Figure 13) is highly consistent with the dominant frequency of
dynamic stress.

 

Figure 14. The frequency comparison between dynamic stress at point D11 and excitation from the
wheel polygon phenomenon.

Figure 15 shows the comparison of the maximum dynamic stresses at D11 of the profiled and worn
wheels. It can be observed that the maximum stress amplitude of the profiled wheel is significantly
lower than that of the worn wheel, and the maximum reduction is 74%, indicating that the wheel
polygon has a significant influence on the stress amplitude of the frame.
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Figure 15. The comparison of the maximum stress amplitude of the profiled and worn wheels around
the cracked area.

3.2. Rail Corrugation

The investigation of the rail condition indicates that the different rail types show different
corrugation characteristics, and the obvious rail corrugation area is mainly occurred on the curve with
the radius below 600 m (denoted as R600). Figure 16 exhibits the rail corrugation diagrams in different
sections, which indicates significant rail corrugation phenomena on the rail surface.

  
(a) (b) 

Figure 16. Rail corrugation in different sections: (a) section 1; (b) section 2.

Figure 17 illustrates the comparison of the dynamic stress in the cracked area with and without rail
corrugation, where R320 section exists corrugation phenomenon but R400 section does not exist. The
operating speeds are both 54 km/h. It can be observed that in the corrugation section, the maximum rail
irregularity is 0.31 mm, and the maximum dynamic stress is 72.8 MPa. While in the non-corrugation
section, the maximum rail irregularity is 0.18 mm, and the maximum dynamic stress is 41.6 MPa.
Obviously, the dynamic stress amplitude of the measurement point with rail corrugation increases by
75% than that without rail corrugation.
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(a) (b) 

Figure 17. The relationship between rail irregularity and the dynamic stress amplitude: (a) degree of
rail irregularity; (b) dynamic stress.

Meanwhile, Figure 18 shows a comparison of the characteristics of frequency domain with and
without rail corrugation. It can be observed that in the frequency range of 60–90 Hz, the dynamic stress
amplitude with rail corrugation is significantly greater than that without rail corrugation, especially in
71 Hz. In summary, the rail corrugation phenomenon has a significant effect on the dynamic stress
amplitude at the cracked area.

 

Figure 18. The amplitude spectrum comparison of the dynamic stress of the frame with and without
the rail corrugation.

3.3. Running Speed

The wheel/rail vertical force increases with train running speed rising [17]. To investigate the
relationship between the running speed and the dynamic stress amplitude, it is necessary to eliminate
the influence of the rail condition. Therefore, a round-trip section was chosen to analyze. The round-trip
speeds were 39 and 29 km/h, respectively, as shown in Figure 19. It can be observed that when the
interval round-trip speeds were 29 and 39 km/h, respectively, the maximum values of dynamic stress
amplitude were 10 and 36 MPa, and the main frequencies were 46 and 62 Hz. In conclusion, the
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amplitude and frequency of dynamic stress are significantly increased with the higher speed, which
produces higher damage to the frame.

  

(a) (b) 

Figure 19. Round-trip time-frequency domain stress diagrams at different speeds: (a) time domain
diagram; (b) time-frequency diagram.

4. Conclusions

An extensive investigation of the fatigue crack development of positioning block welded to the
spring sleeve in metro bogie frame was conducted. Systematic studies of fracture and metallographic
analysis were employed to obtain failure modes and fracture characteristics of the weld toe of positioning
block. On-track testing was carried out to obtain acceleration and stress response information of the
bogie. After that, the test data analysis in the time domain and the frequency domain was conducted.
The results are as follows:

(1) The weld toe of positioning block was the cracking initiation site, in which micro cracks
were observed.

(2) The vibration frequency generated by the wheel polygon and the rail corrugation is highly
coherent with the dominant frequency of dynamic stress at the cracked area, indicating that the wheel
polygon and the rail corrugation have a significant effect on the dynamic stress amplitude. Further, the
response of the amplitude and frequency of dynamic stress is higher with running speed increasing.

(3) The fractography and the on-track tests show that optimizing the weld technology, improving
the weld quality, profiling the wheels, grinding the rails and decreasing the train running speed are all
effective to reduce the failure probability and elongate the bogie frame life.
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Abstract: The aim of this paper was to develop a master–slave model with fluid-thermo-structure
(FTS) interaction for the thermal fatigue life prediction of a thermal barrier coat (TBC) in a nozzle
guide vane (NGV). The master–slave model integrates the phenomenological life model, multilinear
kinematic hardening model, fully coupling thermal-elastic element model, and volume element
intersection mapping algorithm to improve the prediction precision and efficiency of thermal fatigue
life. The simulation results based on the developed model were validated by temperature-sensitive
paint (TSP) technology. It was demonstrated that the predicted temperature well catered for the TSP
tests with a maximum error of less than 6%, and the maximum thermal life of TBC was 1558 cycles
around the trailing edge, which is consistent with the spallation life cycle of the ceramic top coat at
1323 K. With the increase of pre-oxidation time, the life of TBC declined from 1892 cycles to 895 cycles
for the leading edge, and 1558 cycles to 536 cycles for the trailing edge. The predicted life of the
key points at the leading edge was longer by 17.7–40.1% than the trailing edge. The developed
master–slave model was validated to be feasible and accurate in the thermal fatigue life prediction of
TBC on NGV. The efforts of this study provide a framework for the thermal fatigue life prediction of
NGV with TBC.

Keywords: thermal fatigue; thermal barrier coat; master–slave model; life prediction; nozzle
guide vane

1. Introduction

With the improvement of aero-engine performance with a high flow rate and high thrust–weight
ratio, the temperature and pressure of gas at the outlet of the combustion chamber is rising. For instance,
the temperature before the turbine for the new generation engines (e.g., F119, F120, EJ200, etc.) is over
1850 K. To meet the harsh working environment, a thermal barrier coat (TBC) is a key technology in
protecting turbine blades (rotor blades and nozzle guide vanes (NGVs)) [1–3]. As the first stage NGV
faces high combustion outlet temperatures, the TBC at the surface of the NGVs endures a high thermal
cycle load, so its failure problems are particularly serious due to the thermal loads. Therefore, it is
necessary to consider the thermal fatigue life (TFL) of the TBC to improve the design and machining of
the first-stage NGV [4].

TBC life is seriously induced by four components as shown in Figure 1 [5]: (i) Top coat (TC)
layer: providing thermal insulation; (ii) Thermally grown oxide (TGO) layer: providing the bonding
of TBC with bond coat (BC) to slow subsequent oxidation; (iii) BC layer: containing the source of
elements to create TGO in oxidizing environment and provide oxidation protection; and (iv) superalloy
substrate: carrying mechanical loads. Through the oxidation of high-temperature gas, the aluminum
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in the BC is oxidized to produce an alumina layer (also called the TGO). With the increase in the TGO
thickness, the material properties between the TC and BC are destroyed. The mixed layer TC/TGO is
liable to crack and peel off under the combined effect of thermal stress and deformation in different
layers, which eventually leads to the failure of the NGV [6]. Therefore, it is of some urgency to study
the mechanical properties of a mixed layer TC/TGO with regard to a thermal shock environment.
Robert [7] presented a Thermo-Calc/Dictra-based approach for the life prediction of isothermally
oxidized atmospheric plasma sprayed TBCs. The beta-phase depletion of the coating was predicted
and compared to the life prediction criteria based on the TGO thickness and aluminum content in
the coating. Based on the BC test results, the life of the TBC was predicted by Song [8], according to
degradation and thermal fatigue. Many experiments indicated that the failure of the TBC systems
under thermomechanical loading was complicated due to the influences of many factors such as
thermal mismatch, oxidation, interface roughness, creep, sintering, and so forth [9–11].

Figure 1. Thermal barrier coating and its four components. TC: Top coat; TGO: Thermally grown oxide.

Among the failure factors, the effect of TGO growth is particularly prominent, because volume
expansion and compressive stress increase are correlative with the growth of TGO. When the NGV
gets to the cooling state, the induced unbalanced temperature at the mixed layer TC/TGO leads to a
high residual compressive stress, which varies directly with the strain energy. When the strain energy
reaches the limit value, cracks occur. Yang et al. [12,13] tested an oxidation weight gain of the TBC
at 1323 K and obtained the dynamic test curves for characterizing the TGO thickness. Based on this
work, Wei et al. [14] established a TFL model of a TBC regarding the phenomenological approach and
low cycle fatigue theory. However, the working environment and micro-strain characteristics of the
NGV were not discussed in detail. In the process of the thermal shock cycle, the flow, heat transfer,
and structure interact with each other, thus it is difficult to separate the temperature field from
thermal stress in the calculation of flow characteristics. Therefore, the TFL of a NGV is a typical
fluid-thermo-structure (FTS) coupling problem.

With the development of numerical simulation approaches, it is possible to calculate the thermal
shock cyclic loads of a NGV by combining computational fluid dynamics (CFD) and finite element (FE)
methods. Kim et al. [15] studied the heat transfer coefficients and stresses on blade surfaces using the
finite volume (FV) and FE methods and obtained the maximum material temperature and thermal
stress at the trailing edge near mid-span. Meanwhile, he also discussed the life prediction methods
of turbine components by coupling aero-thermal simulation with a nonlinear thermal-structural FE
model and a slip-based constitutive model [16]. Chung et al. [17] predicted the cracks on the vane
of a power generation gas turbine by the FTS method and Guan et al. [18] carried out a simulation
investigation of temperature variation, and obtained the stress and vibration characteristics of a NGV
by the FTS method.

Although the FTS technology can reveal the physical characteristics of a NGV in the thermal cycle
under macroscopic scales, the thermal fatigue problems of TBC gradually emerge from micro-cracks [19].
Up to now, it is possible to establish a mathematical grid model with respect to both the macro and
micro scales. However, the solution of the grid model requires huge computing resources and time
consumption, which seriously restricts the development of new thermal barrier coated NGVs [20].
Therefore, to provide an effective TFL model of the TBC, it is necessary to integrate flow, heat transfer,
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and structure with the micro- and macro-scale to perform an integrity design. The concept of
high-integrity was proposed by the United States Air Force in 2012 for the numerical simulation
of a NGV with a TBC [21]. High-integrity requires the consistency of the numerical simulation
with a real structure. Due to the costly computation, however, we have not found related works to
highly-integrated TBC simulation so far.

Along with the heuristic thought, it is unsatisfactory for a highly-integrated analysis of the life
prediction of a NGV with a TBC to only consider heat shock performance in the macro- or micro-scale.
This paper attempts to develop a high-integrity approach, in other words, the master–slave model
involving the FTS coupling technology, phenomenological life prediction method, and volume mesh
mapping algorithm for TBC thermal fatigue life prediction and the improvement in prediction precision
and efficiency. Here, the master–slave model was used to establish the relationship between the
macro-scale and micro-scale in the thermal fatigue life prediction of a TBC.

The remainder of this paper is organized as follows. Section 2 introduces the modeling and
simulation approaches including the physical model, material parameters, boundary conditions,
meshing, and simulation procedure. The verification strategy and establishment of thermal fatigue life
are discussed in Section 3. In Section 4, the results and discussion involving the heat transfer analysis,
temperature filed analysis, thermo-structural analysis, and thermal fatigue life prediction of the TBC
on a NGV are investigated. Section 5 gives the conclusions and findings of this paper.

2. Modeling and Simulation Methods

2.1. Thermal Fatigue Life Theory of Thermal Barrier Coat

To establish the TFL prediction model of the TBC, the classical phenomenological life prediction
method proposed by Meier et al. [22] was referred to in this paper. According to the theory, the TFL
of the TBC is related to the TGO thickness and strain range in the thermal cycle. The experimental
correlation of the TGO layer thickness is described as:

δ =

{
exp
[
Q
(

1
T0
− 1

T

)]
· t
}n

(1)

where δ, t, and T indicate the TGO thickness, oxidation time, and oxidation temperature, respectively;
Q, T0, and n are the active energy of oxygen atom diffusion in metals, undetermined temperature,
and undetermined coefficient, which are 28,230, 1572, and 0.313 at 1320 K, respectively, as determined
by the experimental investigation of a plasma sprayed TBC material [13].

The phenomenological TFL model is
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[(Δε fo

Δγi
+ aΔεi

)(
1− δ
δc

)
+
(
δ
δc

)]b
(2)

where N indicates the number of cycles; Δγi and Δεi are the shear strain range and axial strain range at
risk point in the ith thermal cycle, respectively; Δε f0 is the critical tensile strain range; δc is the critical
TGO thickness; and a and b are unknown parameters in Equation (2).

Regarding Δε f0 = 0.087 and δc = 0.058 mm for the plasma sprayed TBC material [14], Equation (2)
is considered as a time-dependent oxidation-induced cracking process accompanied by oxidation
failure at the mixed TC/TGO layer with respect to the peel off process of the TBC. Miner’s linear
cumulative damage model [22] was used to compute cyclic life in this paper.

In cumulative theory, the damage caused by one cycle is assumed to be Dm = 1/Nm. The total
damage D caused by multiple cycles is

D =
k∑

m=1

Dm =
k∑

m=1

1
Nm

(3)
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where m denotes the number of cycles; Nm is the life under m cycles; and k indicates the maximum
number of cycles. When the damage D is larger than 1, the TBC is considered to have failed.

2.2. Simulation Procedure

The high-integrity life prediction approach for the TBC on a NGV with the master–slave model is
shown in Figure 2.

 
Figure 2. High-integrity life predication approach for the thermal barrier coat (TBC) on NGV.

To find the coefficients (a and b) in Equation (2), we need the TFL test data of the NGV. Due to
the insufficient TFL measurement data of the NGV in an open database [23], the TFL of a typical
ceramic metal tube, a similar plasma sprayed TBC material, and the working environment of the
model described in this paper, was selected to calculate the value of parameters a and b in Equation (2).
The ceramic tube test has been proven to be an effective alternative test method [13]. The prediction
procedure of the TFL for the TBC is described as follows:

Step 1: Based on the geometry parameters and test conditions of a ceramic metal tube, a 2D
axisymmetric FE model was established and solved by the thermo-elastic method. Both shear strain
ranges and axial strain ranges (i.e., strain ranges in the Z direction) at the risk point in one cycle were
simulated with different TGO thicknesses, and the relationship of the strain and thickness was obtained
by fitting polynomials. The relationship was inputted into Equation (2). According to the cyclic life
test of the ceramic metal tube, the parameters a and b were obtained by nonlinear regression analysis.

Step 2: The typical thermal shock test of the NGV was divided into two states (i.e., heating
stage and cooling stage). The convection heat transfer coefficient of each stage was solved by the
CFD method, and then imported into the master model (i.e., macro NGV with TBC) as the boundary
conditions. Then, the temperature and node deformations were solved by the thermo-elastic coupling
method. The results at each time were inputted into the slave model (i.e., micro TBC) by the volume
element intersection mapping algorithm [24]. The master–slave model was based on two assumptions:
(a) The TGO hardly affects the temperature field in the TBC, and (b) the grid node deformation mainly
depends on the temperature field at the macro scale [25].

Step 3: The strain ranges at the risk points of the slave model were imported into the TFL model
to predict the cyclic life of TBC.

2.3. Physical Model and Meshing Method

The focus of this paper was on the first stage NGV of an axial flow turbojet engine [26]. The flow
cascade was comprised of 24 vanes. The internal and external radii of the link rings were 95 mm
and 135 mm, respectively. In this study, the fan-shaped cascade was simplified to the square cascade
with a vane space of 38 mm, while both cooling holes and link rings were ignored. The geometrical
size of the NGV is shown in Figure 3. As illustrated in Figure 3, the geometry of the master model
consisted of three layers (i.e., TC (material mode no. 8YSZ with thickness 0.25 mm), BC (material mode
no. NiCrAlY with thickness 0.125 mm), and Ni-based alloy substrate (material mode no. GH3030)).
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The TGO layer only existed in the slave model to calculate the strain range for different thicknesses.
The master–slave model is shown in Figure 4a.

Figure 3. Section view (mm).

  
(a) (b) 

 
(c) 

Figure 4. Meshing of the NGV and master–slave models. (a) Master–slave model; (b) Typical slave
models; (c) Flow domain.

Based on the morphological characteristics of the TGO layer [27], a sinusoidal interface, as indicated
in Figure 4b, was adopted to approximate the TGO and mixed layer with the wavelength of 0.04 mm and
amplitude of 0.01 mm. Three kinds of slave models were established, as seen in Figure 4b, for the TBC
with a flat surface, TBC with a sinusoidal interface, and TBC with a TGO layer. As high-temperature
regions are usually at the center of the leading edge and trailing edge, two pieces of the TBC layer
were defined as the subdomain of the master model in the positions. To prevent a large volume ratio
of grid elements in the master model, the subdomain was slightly larger than the slave model.

According to the structure of the master model, the gas and cooling air models were meshed.
The thickness of the first layer near the wall grids was 1 μm and the expansion ratio was 1:2. The grids
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of gas, cooling air, and master model were selected by mesh independence tests with respect to the
sizes of the cell of 520,000, 40,000, and 330,000, respectively, and the grid numbers of the subdomain
and slave model were 10,000 and 580,000, respectively. All grid models are shown in Figure 4. A fully
coupling element, ANSYS-Solid 226 (Provided by workbench 18.0 software, ANSYS, Pittsburgh, PA,
USA), was adopted in the master model. The fully coupling technology can improve the accuracy of
thermo-elastic coupling by 2% to 3% with regard to temperature displacement coupling theory [28].
As the temperature was already solved in the master model, a weak coupling element, ANSYS-Solid
186, was adopted in the slave model. As for the master–slave model, it is unnecessary to repeatedly
build and simulate the FE model with the increase in the TGO thickness. Thus, it is necessary to
improve the work efficiency of the TFL prediction.

2.4. Material Parameters and Boundary Conditions

In the above FE model, each layer of the NGV and TBC is considered as an isotropic and
homogeneous material. The TC is modeled as an elastic body, whereas the BC, TGO, and substrate are
regarded as elastic–perfectly plastic materials [29,30]. The temperature-dependent material properties
are listed in Tables 1 and 2. It should be noted that to limit stress to the experimental level [31,32],
the TGO is allowed to undergo stress relaxation at high temperatures, which is realized by introducing
the yield strength of TGO at peak temperatures [31]. The multilinear kinematic hardening model was
selected to simulate the elastic–plastic behaviors. The back-stress tensor for multilinear kinematic
hardening evolves such that the effective stress versus effective strain curve is multilinear with linear
segments defined by the stress–strain–temperature points [33]. The yield stress σyi (i = 1, 2, . . . , 7) for
the ith temperature point in Table 2 is

σyi =
1

2(1 + ν)
(3Eεi − (1− 2ν)σi) (4)

where (εi, σi) is stress and strain at the ith temperature point, respectively; E is the Young modulus;
and v is the Poisson ratio.

Table 1. Temperature dependent material parameters for different layers [30].

Parameters SUB BC TGO TC

Temperature, K 20–1100 20–1100 20–1100 20–1100
Thermal expansion coefficient, 10−5/K 1.48–1.80 1.36–1.76 0.80–0.96 0.90–1.22

Young modulus E, GPa 220–120 200–110 400–320 48–22
Poisson ratio v 0.31–0.35 0.30–0.33 0.23–0.25 0.10–0.12

Shear modulus, ×1011 Pa 0.84–0.44 0.77–0.41 1.66–1.28 0.21–0.01
Heat transfer coefficient, W/m·K 88–69 5.8–17 10–4.1 2–1.7

Density, kg/m3 8500 7380 3984 3610
Specific heat, J/kg K 440 450 755 505

Table 2. The variations of yield strength with temperature for different layers [31].

No. Temperature SUB BC TGO

1 300 K 800 MPa 426 MPa 10,000 MPa
2 473 K 800 MPa 412 MPa 10,000 MPa
3 673 K 800 MPa 396 MPa 10,000 MPa
4 873 K 800 MPa 362 MPa 10,000 MPa
5 1073 K 800 MPa 284 MPa 10,000 MPa
6 1273 K 800 MPa 202 MPa 1000 MPa
7 1373 K 800 MPa 114 MPa 1000 MPa

Table 3 reveals the performance parameters of the axial flow turbojet engine, which are employed
to derive the simulated boundary conditions of the master model.
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Table 3. Engine performance parameters [26].

Parameters Value

Inlet average total temperature T*
eng, K 290.29 K

Exhaust nozzle total temperature T*
ex, K 917.33 K

Inlet static pressure Peng, KPa 95.22 KPa
Compressor outlet total pressure P*

com, KPa 538.39 KPa
Inlet air flow of the engine Weng, g/s 3520 g/s

Fuel mass flow Wfu, g/s 54.48 g/s
Mach number of engine inlet Maeng 0.31

In line with the power balance principle of the aeroengine rotor shaft, the relationship between
the inlet Mach number Maeng and the engine inlet total pressure P*

eng is

P∗eng = Peng
(
1 + 0.2 ·Maeng

2
)3.5

(5)

where Peng is the inlet static pressure.
With respect to the efficiency of compressor ηcom = 0.89 [34], the outlet temperature of compressor

T*
com is

T∗com = T∗eng

(
1 +
π0.2857 − 1
ηcom

)
(6)

where π = P*
com/P*

eng is the pressure ratio of the compressor and T*
eng is the total temperature of

engine inlet.
The temperature of the cooling air is determined by the outlet temperature of the compressor

because cooling air is sucked up directly from the end of compressor. In light of Equations (4)–(6),
the cooling air mass flow Wc, mean temperature Tmean at the cascade inlet, and inlet total pressure Pin

*

are computed by
Wc = Weng[(1−w)(1 + F) + w] (7)

Tmean =
CgWengT∗com

CpgWcηsh
+ T∗ex (8)

P∗in = P∗com · ηrs (9)

where w = 1.88% is the percentage of coolant flow; F =Wfu/Weng is the gas–oil ratio, where Wfu is
the oil mass and Weng is the gas mass flow; Cg is the specific heat capacity of air; Cpg is the specific
heat capacity of hot gas; ηsh = 99% is the mechanical efficiency of aeroengine shaft; ηrs = 0.97 is the
total pressure recovery coefficient of combustor [34]; T*ex indicates exhaust temperature; and P*com

expresses the inlet total pressure of compressor.
In terms of Equations (5)–(9), the conditions of the NGV simulation are shown in Table 4.

Table 4. Simulation conditions of the NGV.

Variable Value

Inlet total pressure, Pin
* 522 KPa

Inlet average temperature, Tmean 1310 K
Outlet mass flow, Wout 148.9 g/s

Cooling air mass flow, Wca 2.8 g/s
Cooling air inlet total temperature, T*

com 491 K

All boundaries were set as no-slip walls, and the periodic boundary method was used to predict
periodic flow. The influence of gas kinetic energy on heat transfer is considered by the total energy
model. The selected turbulence model SST γ-θ, which is usually used in the simulation of cascades,
has a high prediction accuracy [35]. The solution scheme of the model is the second-order backward
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Euler method [36]. When the residue error of mass flow is less than 10−6, the calculation is considered
to be convergent. The bottom surface of the NGV was restrained in the z direction and the top surface
was constrained in the x and y directions.

3. Life Modeling Process

The TFL test data of the ceramic metal tube were adopted to build the phenomenological TFL model
(Equation (2)) by finding parameters a and b. The inner diameter, outer diameter, and length of the
ceramic metal tube were 11 mm, 15 mm, and 85 mm, respectively. In the TFL test experiment, the central
region of the tube with the length of 50 mm was heated for 160 s by an electromagnetic induction coil.
After heating, the inner surface was cooled for 260 s by high pressure air [13]. The measured interface
temperature of the TBC in a single cycle are shown in Figure 5. The TFL of a typical NGV was tested
under six operating conditions (case 1, case 2, . . . , case 6). The results of the tests are shown in Table 5.

Figure 5. Interface temperature of the TBC in a single cycle [13].

Table 5. Test results of the thermal fatigue experiment under a preheating temperature of 1323 K [14].

Number
Test Condition

Cycle
Preheating Time, H Heat Preservation Time, S

Case 1 0 0 298
Case 2 0 670 s 505
Case 3 50 h 0 480
Case 4 100 h 0 441
Case 5 200 h 0 400
Case 6 300 h 0 206

The 2D axisymmetric FE model was established by adopting a micro-segment with the length
of 0.125 mm in the center of the heating part, as shown in Figure 6. In the 2D FE model, the size,
structure, and material of the TBC layers were consistent with the slave model, and the thermal cyclic
load and heating/cooling period were also the same as those in the test. We separated the measured
temperature to the cooling temperature curve and heating temperature curve, which were assigned to
the inner boundary and outer boundary of the 2D axisymmetric finite element model, respectively.
Displacement constraints in the z direction and x direction were applied to the lower edge and inner
edge, respectively. A fully coupling element, ANSYS-Plane 223, was used to simulate the transient
temperature and thermal stress based on the thermoelastic damping matrix, i.e.,

[
[M] [0]
[0] [0]

]⎧⎪⎪⎨⎪⎪⎩
{ ..
u
}{ ..

T
} ⎫⎪⎪⎬⎪⎪⎭+

⎡⎢⎢⎢⎢⎣ [C] [0][
Ctu
] [

Ct
] ⎤⎥⎥⎥⎥⎦
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{ .
u
}{ .

T
} ⎫⎪⎪⎬⎪⎪⎭+

⎡⎢⎢⎢⎢⎣ [K]
[
Kut
]

[0]
[
Kt
] ⎤⎥⎥⎥⎥⎦
{ {u}
{T}

}
=

{ {F}
{Q}

}
(10)

where [M], [C], and [K] are the matric of element mass, element structural damping, and element
stiffness, respectively; {u} and {T} are the vector of displacement and temperature, respectively;
{F} indicates the um of the element nodal force; [Ct] and [Kt] are the matric of element specific heat,
element thermal conductivity, respectively; {Q}, [Kut], and [Ctu] denote the sum of the element heat
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generation load and element convection surface heat flow, the matrix of element thermoelastic stiffness,
and the matrix of element thermoelastic damping, respectively.

Six typical TGO thicknesses (0, 2 μm, 4 μm, 6 μm, 8 μm, and 10 μm) were selected in the simulation.
To find the risk time and point in the thermal cycle, the von-Mises stress was selected, i.e.,

σvon =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
(
σx − σy

)2
+ (σx − σz)

2 +
(
σy − σz

)2
2

⎤⎥⎥⎥⎥⎥⎥⎥⎦
1
2

(11)

Figure 6. Finite element (FE) model and boundary conditions of the ceramic metal tube.

The maximum thermal stress of the TC layer is shown in Figure 7a. As seen in Figure 7a,
the change in thermal stress basically agrees with the temperature curve in Figure 5, and the thermal
stress increased with the increasing TGO thickness. The maximum thermal stress occurred in 50 s
to 160 s in the first cycle. For the strain contour at the thickness of 2 μm, the shear strain and axial
strain are shown in Figure 7b. The results in Figure 7b show that the maximum shear strain and axial
strain are near by the bottom of the valley (i.e., point I and II, respectively). The cracks caused by
shear strain were perpendicular to the mixed layer of the TGO, while the cracks induced by axial
strain were tangent to the valley center (z direction in Figure 6). The value of the shear strain was
higher than that of the axial strain, thus the grid node of shear strain was regarded as the risk point for
the simulation. The axial and shear strain ranges at the risk point in one thermal shock cycle were
imported into Equation (2), and the relationship equations of TBC thickness and strain under the ith
operation condition were fitted as

{
Δγi = 0.00856− 4.649 · δ+1613 · δ2 − 183023 · δ3+7.58× 106 · δ4

Δεi = 0.0058− 4.213 · δ+1308 · δ2 − 160674 · δ3 + 6.71× 106 · δ4 (12)

According to Equation (11), Equation (1) and the cyclic data in Table 5, the coefficients of
Equation (2) can be obtained (i.e., a = 54, b = 3.45). In the same condition, more thermal fatigue test
data are provided by Geng [37], and applied to verify the accuracy of the TFL model. The verification
results are illustrated in Figure 8. As revealed in Figure 8, all of the TFL points were almost distributed
in triple dispersion zone, which supports the validity and feasibility of the fitted phenomenological life
prediction model.
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(a) (b) 

Figure 7. Simulation results of the top coat (TC) layer in ceramic metal tube. (a) Maximum von-Mises
stress in TC layer; (b) Strain contour of 2 μm.

N

N  
Figure 8. Thermal fatigue test and simulated data [14,37].

4. Thermal Cycle Analysis and Life Prediction of NGV.

4.1. Temperature Field Analysis

In general, the temperature curve of the thermal shock test is a series of trapezoidal waves,
thus it is difficult to simulate the heat transfer process considering the time-varying momentum and
temperature. As the heat transfer rate of gas is much larger than that of metals [18], the heating process
of hot gas was neglected in the numerical simulation. With respect to the simulation study, a typical
gas cycle profile is shown in Figure 9.

Figure 9. Typical gas cycle profile of the thermal fatigue test [38].

According to the heating cycle, the inlet temperatures of the heating stage and cooling stage were
1310 K and 300 K, respectively. Based on the steady state conjugate heat transfer simulation, the heat
transfer boundary conditions were obtained. The convection heat transfer coefficient is:

h =
q

Tsp − Taw
(13)
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where q is the wall heat flux; Taw is the wall temperature; and Tsp is the mean temperature at the inlet.
Through different combinations of wall temperature and mean temperature as listed in Table 6,

the convection heat transfer coefficients of different domains and stages were calculated. The convective
heat transfer coefficient of the heating and cooling stages are shown in Figure 10.

Table 6. Temperature parameters.

Domain Fatigue Test Cycle Taw Tsp

Hot gas Heating stage 300 K 1310 K
Cooling stage 1000 K 300 K

Cooling air Heating stage 300 K 500 K
Cooling stage 1000 K 500 K

  
(a) (b) 

Figure 10. Convection heat transfer coefficient of the heating and cooling stages. (a) Heating stage;
(b) Cooling stage.

As revealed in Figure 10, the high-speed heat transfer regions were located on the leading edge,
trailing edge, and the center of the inner surface of the master model, respectively. The convection
heat transfer coefficient at the leading edge was larger because the leading edge was directed against
the flow direction of the hot gas, and the kinetic energy and internal energy were directly converted
to surface temperature. At the trailing edge, the high-temperature gas flowed along the surfaces of
both the suction side (SS) and pressure side (PS), then mixed to form a strong turbulence intensity.
The increase in the turbulent energy increased the heat transfer rate. In addition, the convective heat
transfer coefficient of the heating stage was larger than that of the cooling stage due to the high gas
speed in a high-temperature environment.

Based on the acquired convective heat transfer coefficient of the heating and cooling stages,
the master model was applied to the thermo-elastic coupling calculation of the NGV for 168 s under
the thermal cycle, where the heat fluxes at the upper and lower surface were 10,000 w/m2, referring to
the solid rim [39]. The variation trend of the surface temperature field is shown in Figure 11.

 
(a) 

Figure 11. Cont.
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(b) 

Figure 11. Variation trend and temperature curves with heating time. (a) Change of temperature
contour with heating time; (b) Changing curves of maximum and minimum temperature.

As shown in Figure 11, the surfaces of the leading edge and trailing edge were heated first, and
then reached the maximum temperature quickly. The two areas corresponded to regions A and B in
the master model in Figure 4a. In the heat transfer process in Figure 11b, the surface temperature of
the NGV rose rapidly toward a stable value after 15 s.

4.2. Temperature Test

To verify the thermal-elastic simulation of the NGV, temperature-sensitive paint (TSP) technology
was adopted to measure the surface temperatures of the NGV under the maximum operation conditions
of a turbojet engine. The surface temperature tests for the NGV were performed inside an indoor
aero-engine test rig at the China Gas Turbine Establishment, the structure of which is shown in Figure 12.
The technical parameters of the engine are listed in Table 3.

 
Figure 12. Indoor aeroengine test rig [26].

As each TSP material has one dedicated temperature sensitive range, only temperatures can
be recorded in this range in the TSP test. Two typical TSP were selected to show the temperature
distributions in the NGV. Isothermal lines (also called discoloration lines) were drawn to calibrate and
explain the TSPs instead of the colors after heating. The calibrated temperatures of the thermal-indicate
standard models under the constant peak temperature for 180 s are shown in Figure 13. In the coming
work, the colors of the TSP-M02 and TSP-M05 were referred to determine the temperature distributions
gained in the thermal-elastic simulation of the NGV in Section 4.
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Figure 13. Temperature test of the standard temperature-sensitive paint (TSP) model.

For the high-integrity approach with the master–slave model, the accuracy of the TFL depends
highly on the prediction precision of the temperature field. According to the simulation, we found that
the temperature distribution of the NGV was stable after 60 s, at which the temperature fields were
compared with the result of the TSP test as shown in Figure 14.

 
Figure 14. Comparison of the predicted temperature contour with the TSP test.

As revealed in Figure 14, the temperature range of the leading edge and trailing edge were
1021 K to 1126 K and larger than 1070 K, respectively. The maximum temperature of the TSP test
was a bit higher than the simulation. The film cooling technology was used to reduce the surface
temperature. Therefore, the simulation temperature was reasonable. Compared with traditional
methods, the prediction accuracy of the temperature field was improved by using the fully coupled
technology in the heat transfer simulation [18]. Furthermore, the temperatures at the center of the
leading edge and the trailing edge were 1177 K and 1205 K, respectively, which were similar to that of
the ceramic metal tube test and indicate that the parameters in the oxidation weight gain model are
also applicable to the NGV.

4.3. Matching of Master Model and Slave Model

To transfer the boundary displacement and body temperature data from the master model
(i.e., source) to the slave model (i.e., target), we reasonably adopted the volume element intersection
mapping algorithm [24]. The first step in the process of the volume element intersection mapping
algorithm is to divide the mapping source mesh into an imaginary structured grid, with each grid
section called a “bucket.” Next, each node on the data transfer regions of the target mesh is initially
associated with a bucket. For the master–slave model discussed in this paper, the subdomain of master
model was large enough to hold the mesh element of slave model as shown in Figure 4a. Therefore,
the volume element intersection mapping algorithm was used to match each of the target nodes to
one source element in the bucket. This was done by looping through all the source elements in that
bucket and checking to see whether the target node was within their domain or not. The transferring
results are displayed in Figure 15. Obviously, the imported data in the slave model still retained the
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distribution of temperature and deformation in the master model, although the mesh number of the
master model and slave model was different.

  
(a) (b) 

  
(c) (d) 

Figure 15. Comparison of parameters before and after importation. (a) Temperature in region A;
(b) Temperature in region B; (c) Total deformation in region A; (d) Total deformation in region B.

To validate the validity of the volume element intersection mapping algorithm, we performed a
high-integrity thermal fatigue life analysis with the transferred slave model without both TGO and
sinusoidal interface. The thermal stress comparison on the TC layer of master model and slave model
is shown in Figure 16. The results in Figure 16 show that in the same thermal cycle, the stress variations
of the slave model agreed well with the master model, because the maximum error was less than
1%. Furthermore, the trailing edge endured a large thermal shock load, especially at the beginning
of the heating and cooling stage. Compared to Figure 11, the heat transfer rate at the trailing edge
was much larger than that of the leading edge, so that under a high thermal load, a large temperature
gradient was produced to induce a high thermal stress level. Therefore, compared with the traditional
simulation method, the high-integrity analysis approach is more likely to find out the essential reasons
that lead to thermal fatigue failure.

Figure 16. Comparison of maximum thermal stress in the TC layer by different models in regions A
and B.
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4.4. Thermal Fatigue Life Analysis of Nozzle Guide Vane with TBC

When the TGO thickness was 2 μm, the thermal stress simulation results in the TC layer based
on the slave model with sinusoidal interface are as shown in Figure 17. Compared to Figure 16,
the thermal stress in Figure 17 changed smoothly on the sinusoidal interface, because the shape of the
mixed TC/TGO layer was a buffer. Furthermore, we found that the risk moment was at the beginning
of the cooling stage. The strain contours of the slave model at 60.6 s are drawn in Figure 18.

 
(a) (b) 

Figure 17. Stress curves in the slave model. (a) TC layer at the leading edge; (b) TC layer at the
trailing edge.

  
(a) (b) 

Figure 18. Strain contours of the slave model. (a) Leading edge; (b) Trailing edge.

As shown in Figure 18, the peaks of the shear strain and axial strain occurred near the mixed
TC/TGO layer, and the maximum strain point was in the valley region. The distributions of the shear
and axial strain were basically consistent with those of the ceramic tube in Figure 7b. The reason for
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this is that the thermal stress level of the mixed TC/TGO layer at the trailing edge was affected by the
total deformation of the master model. The leading edge and trailing edge can be considered as a series
of ceramic tubes with different radii, which is also the reason for why the distribution of the thermal
strain was similar to the slave model and ceramic tube model. The stress and strain at the risk point
in the mixed TC/TGO layer were almost independent with the radius of the ceramic tube [14]. As a
result, the TFL model of ceramic tubes previously established is also applicable to the high-integrity
life prediction of a NGV. The grid node at the shear strain concentration points highlighted in Figure 18
was regarded as the crack initiation point (i.e., risk point) as the shear strain was much higher than the
axial strain. The stress–strain curves at the risk point are shown in Figure 19.

  
(a) (b) 

Figure 19. Stress–strain curve at the risk point of the slave model. (a) Leading edge; (b) Trailing edge.

As revealed in Figure 19, the integral area (red and black region) and strain range of the stress–strain
curve of the trailing edge were larger than that of the leading edge (black region), indicating that the
thermal shock attacking at the leading edge has a stronger failure energy under the same thermal
cycle. On the other side, the fatigue hysteresis loops at the risk point basically reached a stable state,
indicating that the thermal stress of the TC layer reached the plastic stability stage after two thermal
cycles (i.e., the axis and shear strain range do not vary by repeating the thermal cycle simulation).
Thus, the thermal strain range at the second thermal cycle was inputted into the TFL model.

By repeatedly producing the high-integrity TFL analysis of the NGV, the thermal strain ranges of
six TGO thicknesses (i.e., 0, 2 μm, 4 μm, 6 μm, 8 μm, and 10 μm) were obtained as shown in Figure 20.

 

(a) (b) 

Figure 20. Strain ranges and fitted curves. (a) Region A; (b) Region B.

As shown in Figure 20, the strain levels at the sinusoidal interface regions were correlated with
TGO thickness. The axial strain ranges were basically smaller than the shear strain range, and the
changing trends of the axial strain ranges at both the leading edge and trailing edge were opposite the
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shear strain ranges. The strain ranges of the TC layer did not change much at the beginning of the
thermal cycles, but the shear strain ranged increased obviously with the increase in the TGO thickness,
which indicates that shear strain is a key factor inducing the thermal fatigue of the TBC material.
The varying trends of strain range at the leading and trailing edge were similar, proving that the corner
radius slightly influences the micro-strain. The fitted equations of the TGO thickness and strain range
at the risk points are as follows.

Strain range of leading edge:

{
Δγi = 0.00369 + 1.139 · δ+172 · δ2 − 49908 · δ3+2.91× 106 · δ4

Δεi = 0.00364− 1.508 · δ+283 · δ2 − 1933 · δ3 + 3.49× 105 · δ4 (14)

Strain range of trailing edge:

{
Δγi = 0.0025 + 2.64 · δ− 380 · δ2+38204 · δ3 − 1.69× 106 · δ4

Δεi = 0.00198 + 2.1 · δ− 753 · δ2 + 84741 · δ3 − 3.04× 106 · δ4 (15)

Importing Equations (13) and (14) into the TFL model, the cumulative damage is calculated to
gain the number of the TBC cyclic life as shown in Table 7.

Table 7. Thermal fatigue life of the TBC on the NGV.

Number
Life Cycle Thermal Fatigue Life

Leading Edge, N Trailing Edge, N Leading Edge, H Trailing Edge, H

Case 1 1892 1558 40 33
Case 2 1345 870 279 180
Case 3 1419 916 30 20
Case 4 1310 704 28 15
Case 5 1126 558 24 12
Case 6 895 536 19 11

As demonstrated in Table 7, the service life of the NGV was reduced with the increase in the
TGO thickness. The thermal life of the TBC at the trailing edge was shorter than that at the leading
edge. Darolia [5] found that the peel off life cycle of the TBC on a NGV with a NiAl composition at
1448 K was about 1500 times. The thermal cyclic test in [40] clarified that 5–10% spallation of the BC
layer happened during 1500–2000 cycles under the temperature of 1323 K. Therefore, the developed
master–slave model was validated to be sufficiently accurate for the high-integrity life prediction.

5. Conclusions

The target of this paper was to propose an efficient master–slave model for the thermal fatigue life
(TFL) prediction method of a nozzle guide vane (NGV) with a thermal barrier coat (TBC), with respect
to flow-thermo-structural coupling, oxidation damage, and thermal fatigue damage. The modeling and
simulation methods and life molding processes were first investigated and validated. Then, the TFL
prediction method of the NGV with the TBC was performed with respect to the proposed master–slave
model in the foundation of the temperature filed analysis, temperature test, and matching of the
master and slave models. Through these studies, some conclusions and findings can be summarized
as follows:

(1) The adopted SST γ-θ turbulence model effectively predicted the convective heat transfer
coefficient by thermal-elastic simulation, and the temperature field solved by the fully coupled solid
226 element agreed well with the test data of the aircraft engine. This revealed that the fully coupling
solid 226 element is promising to improve the accuracy of the temperature field calculation. Compared
with the traditional method, the accuracy of the temperature field calculation was improved by over 5%.
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(2) Based on the volume element intersection mapping algorithm, the boundary conditions of the
temperature and displacement were successfully transferred from the master model into the slave
model with high precision. The simulation results of the master model and slave model showed good
agreement, indicating that it is possible to link macro- and micro-scales with the master–slave model
presented in this paper.

(3) The ranges of the axial and shear strains in the TC layer were affected by the thickness of the
TGO layer, but the trends of the two kind strains were almost the opposite. With the increase in the
thermal cyclic number, shear strain plays a dominant role in the life model because it seriously effects
the TFL prediction of the TBC on a NGV for an aero engine.

(4) Based on the developed master–slave model, the TFL of a typical NGV was precisely predicted
with minor errors when compared to the test data, and the life variation also met the actual usage
of the NGV. The proposed method comprehensively considers the physical characteristics of heat
transfer boundaries, macro-scale and micro-scale to reflect the coupling failure of oxidation damage
and thermal fatigue.

In short, the developed master–slave model was validated to be highly-computationally precise
and efficient with regard to TFL prediction for a NGV with a TBC by comparing the temperature and
the life cycle of the key points at the leading edge and trailing edge with the experiments. The efforts
of the study provide a promising modeling strategy (master–slave model) for the integrated TFL
prediction design of thermal structures other than NGV in engineering.
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Nomenclature

P pressure (Pa)
T temperature (K)
t time (s)
h convective heat transfer coefficient (W/m·K)
C specific heat capacity (J/kg·K)
E Young’s modulus (Pa)
K heat transfer coefficient (W/m·K)
W air mass flow (kg/s)
Ma Mach number
w percentage of cold coolant flow (%)
F gas-oil ratio
i number of temperature point
q wall heat flux
Q constant
n constant
a constant
b constant
c constant
nm cycle number
N cyclic Life
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Greek letters

ν Poisson’s ratio
σ stress (MPa)
π compressor pressure ratio
δ thickness of thermal barrier coat (μm)
γ shear strain
ε axial strain
σy yield stress (Pa)
Subscript

von von Mises
eng engine inlet
com compressor
ex exhaust nozzle
* total
c coolant
fu fuel
sh shaft
ca cooling air inlet
mean average temperature
g ideal gas
rs combustor
in mainstream inlet
out mainstream outlet
aw adiabatic wall
sp specified
Acronyms

NGV nozzle guide vane
SS section side
PS pressure side
TBC thermal barrier coat
TC top coat
BC bond coat
TGO thermally grown oxide
CFD computational fluid dynamics
FTS flow-thermo-structural
FV finite volume
FE finite element
HTC heat transfer coefficient
TFL thermal fatigue life
TSP temperature-sensitive paint
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