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Preface to ”Advances in Environmental, Economic and

Social Assessment of Energy Systems”

Achieving a sustainable energy system is a global cornerstone of sustainable development.

In this sense, technical advancements in the field of energy need to be complemented with a thorough

assessment of their life-cycle performance in terms of sustainability. Thus, Life Cycle Assessment has

become a reference methodology when it comes to evaluating the suitability of product systems,

including energy systems. However, “advances in environmental, economic and social assessment

of energy systems” are still needed to increase the robustness of energy systems analyses from

a life-cycle sustainability perspective. This book brings together five contributions belonging to

the field of energy systems analysis, with the common goal of contributing to the provision of

sustainable energy solutions. These contributions encompass a wide range of aspects, from technical

and environmental issues at the technology level (e.g., “adsorption capacity of organic compounds

using activated carbons in zinc electrowinning”, and “estimation of carbon dioxide emissions

from a diesel engine powered by lignocellulose-derived fuel”), through economic parameters on

cost-optimal energy solutions (regarding e.g., the “geographical potential of solar thermochemical jet

fuel production” and “the economic and environmental effects of the cost-optimal energy renovation

of a historic building district on the district heating system), to sustainability indicators of energy

systems for multi-criteria decision analysis (concerning e.g., “wood-based bioenergy alternatives for

residential heating”). Overall, this book contributes to enriching the literature on energy systems

analysis in the path towards sustainable energy solutions.

Diego Iribarren

Editor
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Abstract: The influence of adsorbate (D2EPHA and kerosene) on the process of zinc electrowinning
from sulfuric acid electrolytes was analyzed. The main objective was to critically compare three
factors: (1) Three types of activated carbon (AC); (2) adsorption temperatures and contact time;
and (3) zinc recovery efficiency. The results showed that organic components reduced the efficiency
of zinc recovery. Moreover, wood-based ACs had a higher adsorption capacity than coal- and
coconut-based ACs. To maintain a removal efficiency of 99% or more, wood-based ACs should
constitute at least 60% of the adsorbate. The temperature of adsorption did not affect the removal
efficiency. Additionally, the feeding rate of adsorbate in the solvent was inversely proportional to
the removal efficiency. A feeding rate of the liquid pump of over 3 mL/min rapidly increased the
delta pressure. For the same contact time, 99% of adsorbate removal occurred at 1 mL/min compared
to approximately 97% at 0.5 mL/min. In the presence of 100 mg/L zinc, with increasing adsorbate
from 0–5%, the recovery efficiency of zinc decreased from 100% to 0% and the energy consumption
increased from 0.0017–0.003 kwh/kg zinc. Considering the energy consumption and zinc deposit
mass, 0.1% of the adsorbate is recommended for zinc electrowinning.

Keywords: zinc (Zn); electrowinning (EW); activated Carbons (ACs); adsorbate; liquid phase space
velocity (LHSV); temperature

1. Introduction

Electrowinning (EW) of rare metals, such as zinc (Zn), copper (Cu), and manganese (Mg), has been
widely used due to its low energy consumption and high output [1–5]. The process of Zn electrowinning
is conducted in several stages, including solvent extraction (organic mixing and separation), Zn removal,
and electrolytic winning [6,7]. Solvent extraction is a particularly important unit operation in the
purification and concentration of these materials. Several researchers have studied solvent extraction
from an aqueous leaching solution using organic extractants [6–14]. Generally, the extraction of
Zn and selected base metal and alkali cations to produce organophosphorus-based extractants; i.e.,
phosphoric-acid extractants (de(2-ethylhexyl)phosphoric acid(D2EHPA), phosphonic-acid extractant
(Ionquest 801), and phosphinic-acid extractants (CYANEX 272), depends on the pH, O/A phase ratio,
and concentration. At first, Devi et al. investigated the extraction of Zn from sulphate solution using
sodium salts in kerosene and compared the effect of pH, extraction concentration and various sodium
salts [11]. Among the organophosphorus-based extractants, D2EHPA has shown the best extraction
efficiency for increasing Zn impurities [11,14,15]. The effects of several parameters on Zn extraction
from phosphoric acid solution were found to have the following order of importance: D2EHPA
concentration > equilibrium pH > O/A phase ratio [16].

The presence of organophosphorus-based extractants decreases metal impurities, including the
concentration of Zn [17]. Ivanov’s research group focused on Zn impurities through the addition of

Energies 2019, 12, 2169; doi:10.3390/en12112169 www.mdpi.com/journal/energies1
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inhibitors during electrowinning [18,19]. They reported that the addition of inhibitors to the electrolytes
caused Zn re-dissolution. For this reason, it is necessary to explore effective methods for the efficient
removal of organic components in sulfuric acid solvent components to improve the Zn electrowinning
process. The adsorption of organic components from sulfuric acid by carbon has been studied for
several decades and is becoming more widespread, due to large surfaces and strong adsorption [19–22].
Hydrophobic carbons are more effective adsorbents for trichloroethene (TCE) and methyl tertiary-butyl
ether (MTBE) than hydrophilic carbons because enhanced water adsorption on the latter interferes
with the adsorption of micropollutants from solutions containing natural organic matter [22]. Among
all types of carbon, activated carbon (AC) is generally considered to have a strong adsorption affinity
for organic chemicals, due to their highly hydrophobic surfaces. With respect to pore structure, optimal
AC should exhibit a large volume of micropores approximately 1.5 times the kinetic diameter of the
target adsorbate [22].

Therefore, in order to determine an efficient removal method of organic components in sulfuric
acid solvent components, it is necessary to determine the uppermost limit of organic compounds that
will not affect the Zn electrowinning efficiency. Therefore, this study has three principle objectives:
(1) To compare the performance of three types of AC as an adsorbent; (2) to investigate the effects
of adsorption temperature and contact time; and (3) to determine the efficiency of Zn recovery with
organic components.

2. Materials and Methods

2.1. Adsorbate

The D2EHPA extractants were provided by Mining Chem Co., Ltd., Seoul, Korea, and dissolved
in treated kerosene (ESCAID 110). The kerosene used as the diluent in this study was a commercial
ESCAID 110 product from Minning CAM. We prepared 2M D2EPHA using kerosene (the ratio of
D2EPHA and kerosene was 7:3). The extractants were added to the electrolytes in various proportions
from 0.00% to 5.00% in sulfuric acid as an electrolyte.

2.2. Activated Carbons (ACs) as Adsorbents

The commercially ACs were obtained adsorbents, as shown in Table 1. To compare the ACs,
wood-based AC (Wood-AC, JCG-10, Ja Yeon Science Ind. Co., Chulwon, Korea), coal-based AC
(Coal-AC, NCL, Neven Ind. Co., Pohang, Korea), and coconut-based AC (Coconut-AC, Ya-1, Yeon
Science Ind. Co., Chulwon, Korea) were tested. Before adsorption, ACs was dried at 110 ◦C and stored
in a desiccator.

The most common AC characteristics reported in previous adsorption literature are its specific
surface area, total pore volume, and micropore volume. Surface area and total pore volume were
determined from N2 isotherm data collected at 196 ◦C, which were measured using an adsorption
analyzer (ASAP-2010, Micromeritics Inc., Norcross, GA, USA). The Brunauer-Emmet-Teller (BET) theory
was used to determine the specific surface area and the total pore volume was calculated from the amount
of N2 gas adsorbed at a relative pressure of 0.95. The Horváth–Kawazoe (HK) method was applied to
calculate the micropore volume. Prior to analysis, AC samples were outgassed overnight at 110 ◦C.

For the proximate analysis, dried samples were placed in a furnace (Daeheung Science, DF-4S,
Incheon, Korea) and heated at 950 ◦C for 7 min. The weight of the samples was measured to determine
the volatile matter content. The samples were placed in the furnace again and heated at 750 ◦C for
10 h to measure the amount of ash. The ash, volatile matter, and fixed C contents within the ACs were
reported as a weight percentage. Elemental contents of carbon (C), hydrogen (H), oxygen (O), nitrogen
(N), and sulfur (S) were determined with an elemental analyzer (FLASH 2000, Thermo Fisher Scientific,
Waltham, MA, USA).
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Table 1. The list of ACs as adsorbents and their textural characteristics.

Adsorbents Wood-AC Coal-AC Coconut-AC

Raw Material Wood Coal Coconut

Surface Area (m2/g) 1398 1030 1067

Total Pore volume (m3/g) 1.19 0.52 0.45

Micropore size (A) 6.56 6.16 5.38

Proximate analysis
(wt.%)

Moisture 0.18 0.18 0.72
Volatile 2.24 2.24 2.52

Fixed Carbon 72.70 88.62 94.28
Ash 20.90 8.96 2.48

Ultimate analysis
(wt.%)

Carbon 68.8 88.2 94.2
Hydrogen 1.0 0.4 0.4

Oxygen 15.7 0.5 2.3
Nitrogen 0.3 0.3 2.0
Sulphur 0.1 0.0 0.0

2.3. Adsorption Test

We compared the continuous stirred tank reactor (CSTR) and the packed bed reactor (1PBR and
2PBR) adsorption methods, as shown in Table 2. For the CSTR method, 100 mL solvent of 3 M H2SO4

was added to the AC adsorbate and stirred for 1 h at 300 rpm. After filtration, we analyzed the organic
components. For the PBR method, 0.5–1.5 g of AC was loaded into a 1

4 -inch glass reactor and the
solvent was fed using a liquid pump (Model 781100, KD Scientific, Holliston, MA, USA). The flow rate
was set to 0.5, 1.0, 3.0, and 5.0 mL/min.

Table 2. The scheme of reactors.

Reactor Ideal Scheme Real Scheme

(a) Continuous Stirred
Tank Reactor (CSTR)

Reaction condition Adsorbent: Three types of activated carbons (ACs), Temperature: 20 ◦C~50 ◦C, Adsorbate:
2 M D2EPHA in Kerosene, Solvent: Adsorbate in 3 M H2SO4, Stirring: 1 h at 300 rpm

(b) 1-Packed Bed Reactor
(1PBR)

Reaction condition Adsorbent: Three types of ACs, Temperature: 20 ◦C, Adsorbate: 2 M D2EPHA in Kerosene,
Solvent: Adsorbate in H2SO4 (pH 2.2~2.3)

(c) 2-Packed Bed Reactor
(2PBR)

Reaction condition Adsorbent: Wood-ACs, Temperature: 20 ◦C, Adsorbate: 2 M D2EPHA in Kerosene,
Solvent: Adsorbate in H2SO4 (pH 2.2~2.3)
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2.4. Adsorbate Analysis

2.4.1. n-Hexane Extraction

The adsorbate was extracted with 100 mL of solvent and shaken twice over 5 min. After separation,
the extracted adsorbate in n-Hexane was boiled at 80 ◦C. The adsorbate contents yielded was expressed
in terms of the mass percentage of the samples. The extracted adsorbate yield can be estimated using
the following Equation (1),

Extracted Adsorbate Yield (wt.%) =
Mass of extracted adsorbate (g)

Mass of adsorbate (g)
× 100 (1)

2.4.2. Total Organic Carbon (TOC)

Total organic carbon (TOC) was evaluated using TOC cell kits (Merck, Darmstadt, Germany)
which is analogous to the APHA 5310 C (2014) method. Ten milliliters of the sample was prepared for
the TOC analysis. The solution was pretreated with a reagent containing sulfuric acid according to
the specifications of the Merck kits, titrated to pH 2.2–2.3, and stirred at a low speed for 10 min. In
order to remove a small amount of AC, filtration was carried out with a 0.2-μm syringe filter. Three
milliliters of sample was added to the cell kit. Immediately after treatment with a reagent containing
peroxydisulfate, the cell was tightly closed with an aluminum crew cap then stood upside down and
heated at 120 ◦C using a heating block for 2 h. After cooling for 1 h, it was analyzed by Spectroquant®

(Merck, Kenilworth, NJ, USA).

2.5. Characterization of Electrodes

Zn electrowinning experiments were conducted in 3 M H2SO4 solution with adsorbate using ZIVE
(MP2PC) from WonA Tech. (Seoul, Korea). The cell consisted of an aluminum anode (2 × 2.5 cm2) and
Pd-Ir-Sn-Ta/TiO2 cathode (2 × 2.5 cm2). The anode–cathode distance was 3 cm, as shown in Figure 1a. A
commercial electrode, 8.6 g Pd-Ir-Sn-Ta/TiO2, was purchased from West Co. (Changwon-si, Korea) and
the substrate was an aluminum plate. The metal composition was obtained using energy-dispersive
X-ray analysis (EDAX, Inspect F50, Thermo Fisher Scientific, Waltham, MA, USA) and the electrode
compositions of Pd, Ir, Sn, and Ta were 8.6, 39.9, 18.5, and 33.0% [23]. The thickness of coating materials
was 7.6~8.8 um and is well dispersed, as shown in Figure 1b,c.

 
Figure 1. Electrowinning test cell setup and electrode properties. (a) The electrowinning reactor
consisted of a 1 l double jacket (insert Figure showed that 8.6g Pd-Ir-Sn-Ta/TiO2 as anode and aluminum
plate as cathode). (b) The micrograph and (c) energy-dispersive X-ray analysis (EDAX) pattern of the
8.6 g Pd-Ir-Sn-Ta/TiO2 electrode.

For the Zn electrowinning, the electrolyte (100 g/L Zn and 3 M H2SO4) was prepared using
sulfuric acid and zinc oxide. After electrolyte preparation, the adsorbate was added in proportions
from 0.0–5.0%. The electrowinning reactor consisted of a 1 l double jacket, so a reaction temperature
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of 40 ◦C was maintained using bath circulator throughout. The electrowinning measurements were
carried out at a current density of 500 A/dm2 for 4 h.

3. Results and Discussion

3.1. Characterization of ACs

A list of ACs and their surface area, total pore volume, and micropore size values are presented in
Table 1. Wood-AC had high volatile and ash matter content and low moisture content. According
to the ultimate analysis, the carbon content of Coconut-ACs was higher than that of Coal-ACs and
Wood-ACs. Moreover, the oxygen content decreased in the following order: Wood-ACs > Coconut-AC
> Coal-AC (Table 1). All three commercial ACs contained approximately zero sulfur, decreasing the
potential for acid species formation.

Figure 2 shows the adsorption/desorption isotherms of nitrogen obtained for all three ACs
analyzed in this study. N2 adsorption and desorption isotherms of Wood-ACs followed the trend of
type IV isotherms (Figure 2a), whereas the isotherms of Coal-ACs and Coconut-ACs belonged to type I
isotherms according to the IUPAC classification.

Figure 2. Physical properties of ACs (�: Wood-ACs, �: Coal-ACs, and �: Coconut-ACs). (a) Nitrogen
ad-/de-sorption isotherms and (b) pore size distribution for ACs.

Furthermore, Figure 2b illustrates the pore size distribution of ACs. The pore widths of Wood-ACs
were higher than those of Coal-ACs and Coconut-ACs (Table 1). The surface area of Wood-ACs
was higher than that of Coal-ACs and Coconut-ACs. Total pore volume and micropore size (<2 nm)
decreased in the following order: Wood-ACs > Coal-ACs ≥ Coconut-ACs. In addition, the percentages
of mesopores (2–50 nm) for Wood-ACs, Coal-ACs, and Coconut-ACs were 85, 13, and 4%, respectively.

3.2. Adsorbate Removal Efficiency

To evaluate the effect of AC types (Wood-ACs, Coal-ACs, and Coconut-ACs) on adsorption
capacities in the presence of adsorbate, we conducted an adsorbate test. As shown in Table 3, the
adsorbate adsorption capacities of Wood-ACs, Coal-ACs, and Coconut-ACs were 99%, 98%, and 93%,
respectively, with Wood-ACs exhibiting the largest adsorption capacity for adsorbate, including the
highest BET surface area and total pore volume. Quinlivan et al. compared the effects of physical and
chemical activated carbon on adsorption capacities; they exhibited a large volume of micropores with
widths approximately 1.3 to 1.8 times larger than the kinetic diameter of the target adsorbent [22].
Considering the molecular weight of D2EPHA and kerosene as the adsorbate, the pore diameter is
predicted to be at least 10 A to 20 A [24,25]. AC, which is effective at adsorbing organic matter, has a

5
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large number of pores with diameters of at least 13 A to 36 A. Therefore, the large surface area and
mesopore volume of Wood-ACs indicates their high removal efficiency.

Table 3. The removal efficiency for investigated ACs.

Adsorbents Wood-ACs Coal-ACs Coconut-ACs

Removal efficiency (%)
N-Hexane 1 99.76 98.83 92.81

Ave. TOC 2 98.29 97.45 95.10
1 CSTR conditions (Adsorbents—5.0 g, Adsorbate contents—5.0 g in 100 mL of 3 M H2SO4 solvent, stirring
speed—300 rpm); 2 PBR conditions (flow rate—1.0 mL/min, Adsorbents—1.0 g, Adsorbate—1.0 g in 100 mL of pH
2.2–2.3 solvent (H2SO4 with D.I water).

Apart from textual characteristics, the behavior of ACs is often strongly influenced by oxygen,
which affects the surface hydrophobicity [19,26–29]. The surface hydrophobicity of carbon materials
plays an important role in interface and colloid science. An increase in the oxygen content of carbon
leads to a decrease in its hydrophobicity. Thus, the adsorption of adsorbate on ACs (Coal-ACs and
Coconut-ACs) decreased when the oxygen content of the carbonaceous adsorbent increased.

The removal efficiency of adsorbate components was analyzed in detail using the PBR system. The
removal efficiency trends for the PBR system were the same as those of the CSTR system; Wood-ACs
> Coal-ACs > Coconut-ACs. When adsorbing 600 mg of adsorbate, Wood-ACs exhibited residual
adsorbate values of 5.7 mg, whereas Coal-ACs and Coconut-ACs showed residual adsorbate values of
8.6 mg and 16.5 mg, respectively.

Among the ACs, Wood-ACs showed the highest removal efficiency of adsorbate (Figure 3).
Therefore, we compared the removal efficiency of adsorbate for the different weights of Wood-AC
(0.1 g to 5.0 g). As shown in Figure 4, the removal efficiency of adsorbate depended on the ratio of
adsorbents; the removal efficiency increased with decreasing adsorbate components. It should be
noted that the removal efficiency results show a very good correlation. Using the n-Hexane method,
ACs should utilize at least 60% of the sorbent to remove 99% of the adsorbate before the AC breaking
point occurs.

Figure 3. The adsorbed amount as equilibrium concentration depends on a different type of ACs viz.
Wood-ACs, Coal-ACs, and Coconut-ACs as PBR conditions, as shown in Table 3. (insert Figure means
that the removal efficiency of adsorbate as ACs type and detected adsorbate after adsorption analyzed
by n-Hexane method. CSTR conditions, as shown in Table 3).
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Figure 4. The removal efficiency of adsorbate as adsorbent contents and adsorption temperature of
20–50 ◦C. Experimental conditions—CSTR, Adsorbents—5.0 g, Adsorbate contents—5.0 g in 100 mL of
3 M H2SO4 solvent, stirring speed—300 rpm).

Generally, the adsorption temperature is thought to be important in the gas phase. However, an
adequate adsorption temperature has yet to be proven in the liquid phase for ACs. To assess the effect
of adsorption temperature on the adsorbent, Figure 4 compares the removal efficiency of Wood-AC
adsorbate at three temperatures (from 20–50 ◦C). Absorption of the adsorbate within this temperature
range is included within the error range. In previous research, they compared the adsorption isotherms
of diclofenac onto ACs at different operation temperature (30–60 ◦C). The mass of adsorbed diclofenac
was less dependent on the temperature at high concentration of diclofenac [30].

We also investigated the influence of flow rate, removal efficiency, and delta pressure (P) at a
liquid hourly space velocity (LHSV) of 0.005–0.026 h−1. As shown in Figure 5, the adsorbate adsorption
capacities were largest at lower space velocity; i.e., 0.005 h−1 > 0.016 h−1 > 0.026 h−1. Moreover, the
space velocity increased with increasing delta P. To achieve 99.5% adsorbate removal from Wood-ACs,
a space velocity of approximately 0.016 h−1 was required. However, delta P should be maintained
under 1 atm at the adsorption condition; otherwise, the elimination efficiency of the adsorbate is
reduced, and the adsorbate adsorbed onto the surface of ACs is thought to be detoxified.

To design the factors of the adsorption system, we experimentally compared the efficiency of
adsorbate removal under the same space velocity conditions. The first reaction condition supplied the
adsorbate at 0.5 mL/min and employed 1PBR. The second reaction condition supplied the adsorbate at
1.0 mL/min and employed 2PBR.

According to the results, up to 250 g/L of equilibrium concentration was adsorbed under both
conditions. However, differences appeared in the removal efficiency of the adsorbate at greater
than 250 g/L of equilibrium concentration (Figure 6). Therefore, in order to effectively eliminate the
adsorbate, it is more effective to increase the number of PBR than to regulate the supply speed of
the adsorbate.

7
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Figure 5. The adsorbate removal efficiency and delta pressure at a liquid hourly space velocity of
0.005–0.026 h−1. (a) The removal efficiency as space velocity of 0.005–0.026 h−1 (insert Figure showed
the solvents after adsorption test). (b) Delta pressure as space velocity of 0.005–0.026 h−1. Experimental
conditions—1.0 g of ACs and flow rate of solvent was set to 1.0, 3.0, and 5.0 mL/min.

Figure 6. Removal efficiency depends on adsorbents at same space velocity conditions. (�: The
flow rate of solvent is 0.5 mL/min and the weight of adsorbent is 1.0 g, �: The flow rate of solvent is
1.0 mL/min and the weight of adsorbent is 2.0 g).

3.3. Zn Electrowinning Test

This adsorbate adsorption test revealed the factors necessary for the efficient recovery of high
purity Zn during the pre-treatment process. Therefore, if the adsorbate was not efficiently removed
during the pre-treatment process, the effects of the Zn recovery process were considered. Thus, a Zn
recovery experiment was conducted using an adsorbate concentration range from 0.0–5.0%.

As shown in Figure 7, the Zn recovery efficiency tended to decrease as the adsorbate content
increased. An electrolyte containing more than 2% adsorbate led to a rapid reduction in Zn recovery
efficiency. In the case of 0% adsorbate, the voltage was maintained at 2.7 V for 4 h. For 0.1–1.0%
adsorbate in the electrolyte, the initial voltage fluctuated for 0.5–1 h. The average voltage for 4 h

8
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increased as increasing adsorbate concentration. As increased the adsorbate concentration of 0.00, 0.10,
0.30, 0.50, 1.00%, the average voltage increased 2.7972 V, 2.9874 V, 3.0109 V, 3.0466 V, and 3.0728 V,
respectively. In other words, as increased the adsorbate concentration from 0.00 to 1.00% was
increasing consumption energy for Zn recovery from 0.0017 kWh to 0.0031 kWh. According to the
previous research, the current efficiency and impurity were found to decrease with increasing additive
concentration. Also, the voltage (2.80–2.95) and energy consumption (2675–2799 kWh/t) increase with
increasing concentration of additives (0–15ppm) [30]. In the presence of organic from 0 to 100 mg/L,
the current efficiency decreased from 93 to 61% [31]. As discussed later in this paper, this organic
caused significant reductions in the current efficiency of the electrowinning process, thereby increasing
energy consumption. At more than 2% adsorbate, the voltage fluctuated rapidly and hard to verify
a stable voltage. Therefore, as the adsorbate increased, the consumption energy increased, and Zn
recovery efficiency decreased.

Figure 7. Voltage as adsorbate contents from 0.0% to 2.0% for four hours.

As shown in Figure 8a, Zn recovery efficiency in the presence of adsorbate concentration from 0.00
to 0.50% was recovered at least 99.9%. In the presence of more than 0.50% of adsorbate, Zn recovery
efficiency tends to rapidly decrease. The surface of an electrode recovered from an electrolyte with
different adsorbate contents, as shown in Figure 8b. In the absence of adsorbate, the electrode surface
exhibited uniform deposition. However, for 0.1–2% adsorbate, the electrode surface appeared to have
grown very unevenly. The addition of the organics to the electrolyte changed the features of the metal
deposit [31]. From the microscopy analysis, the addition of organics to the electrolyte leads to the
formation of pore on the deposition surface. Therefore, the presence of adsorbate reduces Zn recovery
efficiency and leads to non-uniform deposition. Thus, adsorbate removal must be less than 0.1%.
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Figure 8. Energy efficiency of Zn recovery and images after Zn electrowinning. (a) Zn recovery
efficiency as adsorbate concentration and (b) the electrode surface images after Zn recovery.

4. Conclusions

The objective of this research was to determine the effect of adsorbate on the electrolyte in the
Zn electrowinning process. Experiments were conducted to determine the effects of three different
parameters: (1) Adsorbent type, (2) adsorbate content, and (3) Zn recovery.

Among the three different types of activated carbon (AC), wood-based AC (Wood-AC) showed
the highest adsorbate adsorption capacity and is thought to be more suitable for adsorbate adsorption,
due to its surface area and pore size. If Wood-ACs with a surface area of 1000 m2/g account for at least
60% of the adsorbate, more than 99% is eliminated. Moreover, the adsorption capacity did not differ
significantly within a temperature range of 20–50 ◦C.

The Zn recovery efficiency tended to show an inversely proportional relationship to the amount of
adsorbate. In other words, the Zn recovery efficiency decreased from 100% to 0% when the adsorbate
content increased from 0% to 5%. In addition, as the adsorbate content increased, the voltage increased
from 2.7 V to 3.1 V; thus, the consumption energy increased from 0.0017 to 0.0031 kWh. Therefore,
considering the energy consumption and Zn deposit mass, 0.1% of adsorbate is recommended for
Zn electrowinning.
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Abstract: Moving towards a global bioeconomy can mitigate climate change and the depletion of
fossil fuels. Within this context, this work applies a set of multi-criteria decision analysis (MCDA) tools
to prioritise the selection of five alternative bioenergy systems for residential heating based on the
combination of three commercial technologies (pellet, wood stove and traditional fireplace) and two
different feedstocks (eucalypt and maritime pine species). Several combinations of MCDA methods
and weighting approaches were compared to assess how much results can differ. Eight indicators
were used for a sustainability assessment of the alternatives while four MCDA methods were
applied for the prioritisation: Weighted Sum Method (WSM), Technique for Order of Preference
by Similarity to Ideal Solution (TOPSIS), Elimination and Choice Expressing Reality (ELECTRE),
and Preference Ranking Organization Method for Enrichment Evaluation (PROMETHEE). Regarding
the sustainability performance indicators, the highest environmental impacts were calculated for the
fireplace alternatives, and there was not a best environmental option. Also, no clear trend was found
for the economic and social dimensions. The application of MCDA tools shows that wood stove
alternatives have the best sustainability performance, in particular wood stove with combustion of
maritime pine logs (highest scores in the ranking). Regarding the worst alternative, fireplaces with
combustion of eucalypt logs ranked last in all MCDA rankings. Finally, a sensitivity analysis for the
weighting of the performance indicators confirmed wood stoves with combustion of maritime pine
logs as the leading alternative and the key role of the analysts within this type of MCDA studies.

Keywords: bioeconomy; life cycle assessment; multi-criteria decision analysis; sustainability; thermal
energy; wood

1. Introduction

The effects of climate change and the continuous depletion of fossil fuels require a change in
the global economy that should be based on the use of renewable resources. The implementation
of processes based on the production, supply and processing of biomass can boost that change,
reducing environmental impacts and ensuring the conservation of finite resources. Thus, the concept
of bioeconomy emerges as a suitable opportunity to link economic growth with sustainable
development [1,2]. The European Commission defines the bioeconomy concept as “the production of
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renewable biological resources and the conversion of these resources and waste streams into value
added products, such as food, feed, bio-based products, and bioenergy” [3].

The bioeconomy created a turnover of 2.3 trillion € in the European Union (EU) in 2015, with the
bio-based electricity and forestry sectors having the greatest growth rates [4]. Thus, the correct
exploitation of forest resources can contribute to provide a sustainable source of energy, promoting
the development of rural areas and jobs creation [5]. In particular, bioenergy options based on wood
feedstocks are presented as a convenient solution for residential heating, especially in countries like
Portugal where forest resources are still abundant [6–8]. Several wood-based technologies are currently
available in the market for residential heating, from traditional fireplaces to wood/pellet stoves [9–11].
An appropriate selection of these technologies in terms of sustainability will be crucial for paving the
way to a future wide deployment of the European bioeconomy.

When taking into consideration the sustainability of energy systems, the search for logical and
optimal solutions is a complex process since it involves: (i) many sources of uncertainty at different
scales (e.g., at technology, company or policy level), (ii) probably long time frames according to the
lifespan of energy systems, (iii) capital intensive investments, and (iv) a large number of stakeholders
with different views and preferences [12]. In this sense, multiple criteria are needed to reflect the
complexity of the sustainability assessment for decision-makers and to create an adequate basis for a
quality and comprehensive decision. This means taking into account not only environmental criteria
but also economic and social indicators (covering the main dimensions of the sustainability concept).
In this respect, approaches with a life-cycle perspective are considered as effective sources for supplying
performance indicators in one dimension or in all dimensions of sustainability [13,14].

In addition to indicators, methods are needed to reduce the complexity of integrating and
interpreting multiple criteria and preferences of stakeholders. Multi-criteria decision analysis (MCDA)
arises as an operational evaluation and decision support approach that is suitable for addressing
complex problems (e.g., energy and environmental issues) featuring high uncertainty, conflicting
objectives, different forms of data and information, multiple interests and perspectives, and the
accounting for complex and evolving biophysical and socio-economic systems [15,16]. According
to Ibáñez-Forés et al. [17], MCDA methods can be classified into two broad groups: Multi-Attribute
Decision Analysis (MADA) and Multi-Objective Decision Analysis (MODA). The former is used when
the decision-maker has to choose between a finite number of options, while the latter implies setting
the value of decision variables (implicitly defining an infinite number of alternatives). Within the
MADA, which fits better with the interest of the present study, the most popular are the following:
Multi-Attribute Utility Theories (MAUT), the Outranking methods, Analytical Hierarchy Process (AHP)
method, and other multiple attribute decision-making (OMADM) methods (such as distance-to-target
approaches) [12,18,19].

MCDA tools have been widely applied for supporting the choice of more sustainable energy
solutions, mainly in the following areas: energy policy and management, evaluation of power
generation technologies, evaluation of other energy systems, and electrical regional planning [20,21].
However, there is a lack in the existing literature concerning the use of MCDA tools for providing
robust and sustainable choices within the bioenergy context [21]. According to the review conducted
by Scott et al. [22], the most common topic studied in MCDA applied to bioenergy is the selection of the
technology to use, comparing between technologies or between equipment within the same technology.
The sustainability of bioenergy was only evaluated in 14% of the reviewed literature. This trend remains
at present with only few studies addressing sustainable choices in the MCDA application to bioenergy
systems (mainly application to biomass conversion routes [23,24]). In addition, little attention has been
paid to MCDA studies of energy systems for heating in residential buildings [25–27]. These studies are
mainly based on the use of economic and environmental indicators for the MCDA analysis.

This paper aims to fill the knowledge gap in the literature regarding the application of MCDA
tools for bioenergy systems, as well as to provide recommendations for the selection of the best
bioenergy options for residential heating in Southern Europe. Five different wood-based residential
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heating alternatives based on the work conducted by Quinteiro et al. [8] are evaluated in this study
through the combination of three commercial technologies (pellet stove, wood stove and traditional
fireplace) and the use of two different feedstocks widely available in the selected region (eucalypt and
maritime pine species). In order to follow a sustainability perspective, the environmental analysis of
the alternatives carried out in Quinteiro et al. [8] is complemented in this study with the evaluation of
the economic and social dimensions for the prioritisation of alternatives, considering eight indicators
(four environmental, two economic and two social). Moreover, an exploratory MCDA analysis is
carried out in this work to obtain a synthesis of the results encompassing the three sustainability
dimensions. Because of the wide availability of options concerning MCDA methods and weighting
vectors, this exploratory analysis applies four of the most commonly used MCDA methods: Weighted
Sum Method (WSM) [28], TOPSIS [29], ELECTRE [30], and PROMETHEE [31]. The sensitivity of the
obtained rankings concerning the weighting approach is also carried out. Together, these analyses
allow assessing the influence of the MCDA modelling options (method and weighting approach) on
the recommended choice.

2. Materials and Methods

2.1. Five Wood-Based Residential Heating Alternatives

Five different wood-based residential heating alternatives for a single-family house are considered
in this article to support decision-makers in developing sensible choices for the deployment of a
European bioeconomy context. The three selected technologies represent the most widely used systems
for residential heat supply in Southern Europe and more specifically in Portugal. In this sense, despite
the traditional use of fireplaces, they are being replaced by wood stoves (for burning logs) and pellet
stoves (for burning compressed biomass pellets) with higher energy conversion efficiency and lower
air pollution. Additionally, wood pellets have higher energy density and thus require less space for
storage than firewood. However, the selection of the most appropriate wood-fuelled system should be
linked not only to technical indicators, but also economic, environmental and social criteria. Table 1
contains a brief description of the selected bioenergy options and the main assumptions taken into
account for each one.

Table 1. List of wood-based alternatives residential heating considered in the multi-criteria decision
analysis (MCDA) prioritisation.

Alternative Code Description 1

Pellet stove, maritime pine PS–MP

Thermal energy generation through combustion of maritime
pine pellets (annual consumption of 0.53 t) in a pellet stove

(energy conversion efficiency of 82%; 9.50 kWth of
nominal power)

Wood stove, eucalypt WS–E

Thermal energy generation through combustion of eucalyptus
split logs (annual consumption of 0.70 t) in a wood stove

(energy conversion efficiency of 65%; 18.20 kWth of
nominal power)

Wood stove, maritime pine WS–MP
Thermal energy generation through combustion of maritime

pine split logs (annual consumption of 0.66 t) in a wood stove
(energy conversion efficiency of 65%)

Fireplace, eucalypt F–E
Thermal energy generation through combustion of eucalyptus
split logs (annual consumption of 4.56 t) in a fireplace (energy

conversion efficiency of 10%)

Fireplace, maritime pine F–MP
Thermal energy generation through combustion of maritime
pine split logs (annual consumption of 4.32 t) in a fireplace

(energy conversion efficiency of 10%)
1 The main assumptions taken into account for each alternative are based on Quinteiro et al. [8].
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Figure 1 shows the life cycle stages of each alternative including: (i) forest management of
both eucalypt and maritime pine species up to log loading onto trucks; (ii) pellets and wood split
logs production; (iii) distribution of pellets and wood split logs; and (iv) thermal energy generation.
The forest management stage includes all operations carried out during infrastructure establishment,
site preparation, stand establishment, stand tending, and wood felling, forwarding and loading onto
the truck. Regarding the production stage, five main operations are considered for the wood pellet
alternative: (i) log chipping; (ii) milling; (iii) drying, using the heat produced from the combustion of
maritime pine logging residues, chipped at the forest roadside; (iv) pelletising, and; and (v) packaging.
In the case of split logs production, this process consists in splitting the wood logs into smaller portions
of wood ready for burning.

Figure 1. Simplified diagram of the wood-based residential heating alternatives in the MCDA
prioritisation (E = eucalypt; MP =maritime pine).

Concerning the distribution stage of pellets, a distance of 15 km by truck is considered from
pellets mill to the storage of wood pellets packed in LDPE bags (15 kg of pellets per bag). Additionally,
another 15 km by private car from store to households is assumed. These average distances correspond
to a ‘short chain topology’, involving proximity between the places of energy consumption and
production [8]. In the case of the distribution of split logs, an average distance of 15 km by truck from
the log splitting facilities to households has been considered [8].

Regarding the thermal energy generation stage, three wood-fuelled systems are selected,
as previously mentioned, for residential heating based on the combustion of logs or pellets feedstock
(from eucalypt or maritime pine): fireplace, wood stove and pellet stove. The pellet stove has a
nominal thermal power of 9.5 kWth with an internal pellet storage tank and an auger screw to the
burner for the provision of biomass feedstock. The wood stove presents a nominal power of 18.20 kWth

and has a manual control of combustion air. Finally, the fireplace consists of a brick open fireplace
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operated manually. The annual consumption of feedstock for each alternative presented in Table 1 was
calculated taking into consideration the requirement of fuel per MJ of heat [8] and the energy demand
provided below. Further information regarding the features of the systems can be found in Quinteiro
et al. [8].

The selected alternatives are used to meet the energy demand for space heating of the living room
(total area 30 m2) of a representative single-family house [32]. The house is located in the north of
Portugal and the number of heating degree days considered in this region is 1652 ◦C·days, with an
outdoor design temperature of 10 ◦C [32]. The estimation of the useful energy for heating is made
following the methodology detailed in the decree-law n◦ 80/2006 of 4 April corresponding to the
Portuguese Regulation of product characteristics for thermal performance in buildings [33]. Thus,
7978.85 MJ·yr−1 is the maximum useful energy required for the space heating of the living room of an
average single-family house located in the north of Portugal according to the Equation (1) and the
surface area:

N = 4.5 + (0.021 + 0.037·FF)·GD (1)

where N corresponds to the maximum value of useful energy required for heating (usually measured in
kWh·m−2·yr−1); shape form (FF) is the ratio between the sum of the areas of the house envelope (outer
and inner) and its respective interior volume; and GD is the number of degree days (i.e., a measure of
the variation of 1 day’s temperature against a standard reference temperature) of the area.

2.2. Criteria for Sustainability Assessment

The following eight indicators were selected for the sustainability assessment of wood-based
alternatives: (i) global warming, (ii) terrestrial acidification, (iii) freshwater eutrophication, (iv) ozone
formation (human health), (v) annualised capital costs, (vi) annual operation and maintenance costs,
(vii) annual working hours for feedstock production, and (viii) annual number of days of absence due
to non-fatal accidents during the feedstock production (Table 2). The sample of indicators are organised
into a hierarchy that comprehends the three main dimensions of sustainability and their selection is
motivated by the specific features of the case study. Furthermore, the chosen set of indicators represents
commonly used indicators for evaluating the sustainability of energy systems [21], covering impacts
for ecosystems and human health.

Table 2. Description of indicators included in the MCDA for prioritisation of wood-based residential
heating alternatives.

Indicators Code Unit

Global warming potential env1 kg CO2 eq·yr−1

Terrestrial acidification env2 kg SO2 eq·yr−1

Freshwater eutrophication env3 kg P eq·yr−1

Ozone formation—human health env4 kg NOx eq·yr−1

Annualised capital costs ec1 €·yr−1

Annual operation and maintenance costs ec2 €·yr−1

Annual working hours—feedstock production soc1 h·yr−1

Annual number of days of absence due to non-fatal accidents soc2 days·yr−1

The environmental criteria were based on Quinteiro et al. [8], who calculated the indicators per
1 MJ of thermal energy generated by each alternative using LCA methodology. The suitability of
life-cycle approaches as robust and reliable sources of environmental indicators is demonstrated in
Martin-Gamboa et al. [21]. The functional unit is defined as 7978.85 MJ·yr−1 (i.e., the energy demand for
space heating of the living room), as already explained. The environmental indicators were calculated
with the ReCiPe 2016 impact assessment method [34].

The selected economic criteria encompass the annualised capital costs and the annual operation and
maintenance costs. The first indicator includes costs of equipment and installation of the wood-based
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technologies. The average capital costs of these technologies range from approximately 1600 € in the
case of pellet stoves to 1350 € (wood stoves) and 1050 € (fireplaces). These costs are estimated based on
price information from suppliers and literature [35]. With the aim of providing the same temporal
reference as the remaining indicators, capital costs are annualised multiplying them by the capital
recovery factor (CRF), a ratio used to calculate the present value of an annuity [36]. According to the
recommendations of García-Gusano et al. [37], an interest rate of 5% is used for the calculation of
the annualised capital costs. This value agrees with other studies that establish the discount rate for
households in energy system analysis between 3–5% [38]. Regarding the lifetime of the equipment
under evaluation, 20 years is estimated for the pellet and wood stoves while a lifetime of 50 years is
assumed for the fireplace, taking into account the average useful life of a residential house [32].

With respect to the second economic indicator (annual operation and maintenance costs), it includes
cost of feedstock, electricity, maintenance, and contingencies (e.g., breakdowns). This indicator is
computed according to the heat demand of 7978.85 MJ·yr−1. Based on the Association of Forestry
Producers of Portugal [39], a price of 0.056 €·kg−1 is estimated for eucalypt wood and 0.046 €·kg−1 for
maritime pine. In the case of pellet feedstock, an average price of 3.35 € per bag of 15 kg is assumed
according to direct suppliers. An electricity price of 0.23 €·kWh−1 is used, which is obtained from
the statistics of the European Union for Portugal [40]. Lastly, maintenance costs are calculated taking
into account a percentage (4%) of capital costs, while contingency costs are assumed as 10% of the
operation and maintenance costs [41].

Finally, the social criteria are the annual working hours and the annual number of days of absence
due to non-fatal work-related accidents. Both indicators cover the stages needed to produce the
feedstock (i.e., forest management and biomass feedstock production stages). The information for the
calculation of the annual working hours were obtained from Dias and Arroja [6] and Dias et al. [42],
used for obtaining the working hours in terms of forest management, as well as from Hunsberger and
Mosey [43], used for providing the working hours required for the whole pellet production process.
The working hours linked to the logs splitting were obtained from direct communication. It is important
to keep in mind that the calculated working hours refer to the effective working time required to
provide the annual amount of feedstock for each of the wood-based alternatives. Additionally, they
can also be understood as a contribution of the forestry sector to local economic development.

The number of days of absence is calculated according to statistical data from Dos Santos [44] for
the year 2014 (last year for which data are available). Firstly, the number of non-fatal work-related
accidents (per worker) and the days of absence due to these accidents (per year) in the forestry
sector for some districts of the north region of Portugal were obtained (see Tables A1 and A2 of the
Appendix A). The following districts were considered: Aveiro, Braga, Coimbra, Leiria, Porto, Viana
do Castelo, Vila Real, and Viseu. These districts were selected because they represent the largest
area of distribution of eucalypt and maritime pine forests in Portugal [45]. From the statistical data
of work-related accidents and their corresponding days of absence, the average values of the whole
region considered were obtained and subsequently linked to the working hours previously calculated
to obtain the annual days of absence specific to each alternative under evaluation.

2.3. MCDA Methods

The choice of the best option in terms of sustainability is a difficult decision that usually entails
the application of an MCDA method. Within the wide range of MCDA methods currently available,
the selection of a specific one highly depends on the particular characteristics of each problem
(e.g., identification of the most suitable energy technology for satisfying local electricity demand) and
the decision-makers’ needs. To ensure the robustness of the present analysis, four MCDA techniques
are applied in this case study, viz., WSM, TOPSIS, ELECTRE, and PROMETHEE. The rationale behind
the selection of these tools is that they are widely applied in the literature [12,17,21] and follow
different principles.
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2.3.1. Weighted Sum Method

The WSM [28] follows the principle of aggregating the performances of the alternatives on the
multiple criteria according to an additive aggregation:

S(ai) = w1·v1(ai) + . . . + wn·vn(ai) (2)

where S(ai) denotes the global value of the i-th alternative, ai; n denotes the number of criteria
(indicators); wj denotes the weight of the j-th criterion; and vn(ai) denotes the value of ai on the j-th
criterion (j = 1, . . . , n). Since the impacts are measured in different mathematical scales, the values
aggregated in Equation (2) must be transformed so that scales are commensurate. This can be
accomplished by a normalisation operation, with the following being one of the most popular and
selected in the present work to transform the impact of an alternative ai according to the j-th criterion,
denoted Ij(ai):

vj(ai) = |Ij(worstj) − Ij(ai)|/|Ij(worstj) − Ij(bestj)| (3)

where worstj and bestj denote the alternatives with the worst and best potential sustainability impact
according to the j-th indicator. According to Equation (3), the normalised values on each indicator vary
between 0 for the worst alternative to 1 for the best alternative.

It should be noted that the previous normalisation, despite being very popular, can be biased by
the introduction of a new alternative that is extremely good or extremely bad on some indicator [46],
and so it might be preferable to use a normalisation based on a fixed reference [47,48]. Another
sensible option is to replace normalisation by building value functions that reflect the preferences of a
decision-maker [18,19].

2.3.2. TOPSIS Method

The TOPSIS tool [29] follows the principle of aggregating the performances of the alternatives on
the multiple criteria into a single value representing how close it is to an ideal solution, represented by
the vector (best1, . . . , bestn), and how far it is from an anti-ideal solution, represented by the vector
(worst1, . . . , worstn). Denoting by di

+(ai) the Euclidean distance between an alternative ai and the ideal
solution and denoting by di

−(ai) the Euclidean distance between an alternative ai and the anti-ideal
solution, the score of ai is given by:

S(ai) = di
−(ai)/[di

− (ai) + di
+(ai)] (4)

Thus, the score varies between 0 and 1 (and more is better, meaning that the alternative is farther
away from the anti-ideal). As in the WSM, before computing distances, the mathematical scales must
be normalised so that scales are commensurate. In TOPSIS, normalisation consists in dividing the
impacts on each criterion by the square root of the sum of the squares of the impacts of the alternatives
being compared. These normalised values are also multiplied by the weights of the criteria, so that the
Euclidean distances used in Equation (4) are weighted distances. It should be noted that the weights
are non-negative and their sum is equal to 1.

2.3.3. ELECTRE Method

The ELECTRE method [30] follows the principle of building an outranking relation S resulting
from comparisons between each alternative and its competitors. In the original ELECTRE variant,
the outranking relation is crisp (true/false) rather than valued (values in [0,1]), requiring the definition
of a concordance threshold (required majority). When comparing two alternatives, ai and aj, ELECTRE
adds up the total weight of the criteria on which ai is at least as good as aj (concordance) and checks
whether ai is worse than aj by a large difference on any criterion (discordance). Then, based on the
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concordance threshold c (required majority) and the discordance threshold d (maximum discordance)
it concludes if globally ai is at least as good as (outranks) aj, denoted ai S aj:

ai S aj ⇔ Sum{for j: vj(ai) ≥ vj(aj)}wj ≥ c ∧Max{for j: vj(ai) < vj(aj)}[vj(aj)−vj(ai)] ≤ d (5)

The value of the alternatives on a given criterion, vj(ai) and vj(aj), needs to be normalised according
to Equation (3). In this work, the concordance threshold c was set to its minimum value 0.51 (a simple
majority), and the discordance threshold d was set to 0.8 (discordance vetoes an outranking relation if
it is greater than 80% of the scale amplitude).

To obtain comparable results with the WSM and TOPSIS, which yield a ranking of the alternatives,
there are several variants of ELECTRE available [49]. One of the simplest ways of obtaining a
ranking, which has a clear axiomatic foundation, is the net flow approach and its particular instance
of the Copeland method [50]. According to this method, alternatives are ranked by the number of
“wins” (alternatives they outrank) minus the number of “losses” (alternatives that outrank them).
The ELECTRE score used in this work for ranking the alternatives in a set A is then:

S(ai) = #{aj ∈ A: ai S aj} − #{aj ∈ A: aj S ai} (6)

2.3.4. PROMETHEE Method

The PROMETHEE method [31] also follows the principle of building an outranking relation
resulting from comparisons between each alternative and its competitors. However, the outranking
relation is always valued (values in [0,1]), it computes only the concordance that one alternative is
preferred to others (not computing discordance opposed by the minority criteria), and it does not rely
on the notion of a required majority threshold.

Similarly to ELECTRE, the PROMETHEE method compares each alternative against all the
competing alternatives in a set A. The preference degree of an alternative ai over another aj is equal
to 0 if ai is worse than aj, is equal to 1 if ai is better than aj by a difference of pj or larger (pj is a
parameter named preference threshold), and is a value between 0 and 1 obtained by linear interpolation
if the advantage of ai over aj is positive but less than pj. This way of computing a preference index
corresponds to Type III, one of the six formulae available in PROMETHEE to compute it [31]. In this
work, on each criterion, pj was considered to be 50% of the average performance of the alternatives
compared. Then, the single-criterion preference indexes are aggregated as a weighted sum taking into
account the criteria weights, to obtain the overall preference of ai over aj, denoted π(ai,aj).

Finally, the ranking of the alternatives in PROMETHEE follows a net flow approach, based on the
following Φ scores:

Φ(ai) = Sum{for aj ∈ A}[π(ai,aj) − π(aj,ai)] (7)

3. Results and Discussion

In the present section, firstly the sustainability profiles of each wood-based system are presented.
Then, the alternatives are prioritised through the four MCDA methods selected: WSM, TOPSIS,
ELECTRE, and PROMETHEE. Finally, a sensitivity analysis of the rankings obtained with regard to
the weighting approach is carried out. In this respect, the weights are modified—each “weighting
scenario” emphasizes a different dimension of sustainability—to evaluate their influence in the original
ranking (where an equal-weighted approach is taken).

3.1. Sustainability Assessment of Wood-Based Alternatives

Table 3 contains the results obtained for each indicator of the sustainability assessment. The highest
impact values for the environmental criteria are associated with the alternatives based on the use of a
fireplace. In particular, the alternative based on eucalypt feedstock (F–E) presents the greatest impacts
in all the environmental indicators considered, negatively affecting its sustainability performance. This
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unfavourable performance is strongly linked to an inefficient combustion of wood split logs, which
requires a higher amount of feedstock and involves a higher emission of gaseous pollutants per MJ of
thermal energy produced in comparison with the rest of alternatives. Regarding the identification of
the best alternative in terms of environmental criteria there is not a clear trend, with the pellet stove
alternative (PS–MP) being the most favourable in global warming (env1) and ozone formation (human
health) (env4), while wood stove (eucalypt, WS–E and maritime pine, WS–MP) performs better in
terms of terrestrial acidification (env2) and freshwater eutrophication (env3).

Table 3. Indicator results applied in the MCDA for prioritisation of wood-based residential
heating alternatives.

Alternative Env1 Env2 Env3 Env4 Ec1 Ec2 Soc1 Soc2

PS–MP 62.24 0.63 1.49·10−2 1.47 126.62 210.34 1.92 1.39·10−3

WS–E 181.12 0.64 4.72·10−3 2.31 108.10 107.27 1.31 9.85·10−4

WS–MP 177.93 0.47 4.01·10−3 2.14 108.10 97.46 1.18 8.92·10−4

F–E 973.42 4.09 1.84·10−2 14.84 57.48 328.64 8.49 6.40·10−3

F–MP 957.46 2.97 1.40·10−2 13.80 57.48 265.16 7.69 5.80·10−3

In the case of economic criteria, it is not possible to identify a best or worst alternative. Despite
presenting the lowest installation costs, PS–MP is the worst alternative in terms of annualised capital
costs (ec1) due to its high market price in comparison with the remaining alternatives (more than
1300 € on average). On the other hand, operation and maintenance costs (ec2) are strongly affected by
the annual feedstock costs. Thus, the systems based on the use of a fireplace to meet the residential
heat demand (especially in the case of F–E with higher prices of the biomass feedstock) are identified
as the worst alternatives because they require the largest amounts of biomass fuel within the set of
options evaluated.

Finally, a similar not-dominant trend is found in the case of social criteria. In contrast to
the remaining indicators, the annual working hours (soc1) should be maximised with the aim of
contributing to the local economic development. Fireplace alternatives are the most favourable systems
in terms of annual working hours (mainly F–E) due to the longer working times employed in these
alternatives to provide the annual amount of biomass feedstock (more than 4 tonnes of eucalypt or
maritime pine). For this indicator, wood stove alternatives emerge as the worst systems with the
lowest working hours (especially WS–MP). It should be noted that longer working times are associated
with a higher probability of accidents [44]. For this reason, fireplace alternatives are identified as the
worst alternatives when days of absence due to non-fatal work accidents are estimated. The observed
variability of indicators results makes it difficult to select directly the most sustainable bioenergy
systems. Therefore, the use of MCDA tools emerges as necessary and convenient to prioritise the set of
wood-based alternatives according to the multiple criteria evaluated.

3.2. MCDA Prioritisation of Wood-Based Alternatives

The data presented in Table 3 constitute the matrix which is the input for an own-developed MCDA
model implemented in Excel to compute the scores. The results obtained with the four different tools
(viz., WSM, TOPSIS, ELECTRE, and PROMETHEE) applying the same weights for all the indicators
are presented in Table 4. The scores obtained have different scales due to the specific mathematical
formulation of each method (Section 2.3).
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Table 4. Scores (equal weighted) of wood-based residential heating alternatives obtained through
application of: (i) WSM, (ii) TOPSIS, (iii) ELECTRE, and (iv) PROMETHEE.

Alternative WSM TOPSIS ELECTRE PROMETHEE

PS–MP 0.590 0.623 −1 0.162
WS–E 0.742 0.678 −1 0.425

WS–MP 0.762 0.682 2 0.475
F–E 0.250 0.321 −1 −0.662

F–MP 0.374 0.364 1 −0.400

Differences in the ranking of alternatives due to the application of the different MCDA tools
can be observed in Figure 2. In this sense, the best alternative according to their position in the four
rankings is WS–MP. This alternative presents the highest scores calculated through the application of
the four MCDA tools included in the analysis. Despite this fact, the scores are similar between the two
wood stoves alternatives (with exception of the application of ELECTRE method). Thus, both WS–MP
and WS–E could be considered as appropriate bioenergy systems for residential heating in terms of
sustainability performance. Regarding the worst alternative, F–E is ranked last in all rankings (in the
case of ELECTRE, tied in the last position with the wood stove and fireplace alternatives based on the
combustion of eucalypt split logs).

The similarity between rankings shows that the results are quite robust relative to the choice of
the MCDA tools used for the present case study. The only differences are found when the ELECTRE
method is applied for the prioritisation of the alternatives. These differences stem from the strong
non-compensatory nature of the discordance condition in ELECTRE. Since the pellet and wood stove
options (PS–MP, WS–E, and WS–MP) are much worse than the fireplace options (F–E and F–MP) on
the indicators annualised capital costs (ec1) and annual working hours (soc1), none of the former
three alternatives can outrank the latter two. On the other hand, since the fireplace options F–E and
F–MP are so much worse on the remaining indicators, neither can outrank PS–MP, WS–E or WS–MP.
These form two incomparable groups, according to ELECTRE. In the first group, PS–MP and WS–E are
outranked by WS–MP and outrank no other alternative; hence they are placed in the third (viz., last)
position with a net flow of -1. On the other hand, F–MP benefits because it is capable of outranking the
other fireplace alternative F–E while no other alternative outranks it.

Figure 2. Ranking (equal weighted) of wood-based residential heating alternatives obtained through
application of: (i) WSM, (ii) TOPSIS, (iii) ELECTRE, and (iv) PROMETHEE.

3.3. Influence of Weighting

The results presented in the previous section correspond to considering equal weights for all the
indicators. However, in MCDA, different decision-makers will have other preferences. Depending on
the perspective, they might wish to emphasise environmental, economic, or social criteria, possibly
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leading to different results than those obtained by considering equal weighting. It is therefore important
to analyse how sensitive the results are to changes in the sample of weights.

A possible way of assessing the effect of using different weight vectors is to consider different
“weighting scenarios”, each one overweighting a given sustainability dimension. Table 5 presents
an example of this strategy, placing 75% of the total weight on a single dimension at a time (i.e.,
the weight of each dimension is the triple of the other two dimensions together). This is a common
strategy to represent the preference of a decision-maker in a specific dimension. Computing the
results for these weights using the same methods as before does not lead to major changes. In fact,
the rankings presented in Figure 2 are maintained in the majority of the cases. When the weights
prioritising the environmental dimension are used, all the rankings remain unchanged except in the
case of ELECTRE, placing the WS–E alternative in the last position. When the weights prioritising
the economic dimension are used, the ranking changes for the WSM, ELECTRE and PROMETHEE,
with PS–MP falling from 3rd to 5th place (F–MP and F–E therefore climb one position). When the
weights prioritising the social dimension are used, the ranking changes only for the TOPSIS method,
with PS–MP climbing from 3rd to 1st place (WS–MP and WS–E therefore drop one position to become
2nd and 3rd). In the latter case, however, the scores of PS–M become very close to the scores of WS–MP
and WS–E.

Table 5. Weight vectors emphasising each sustainability dimension with 75% of the weight.

Priority wEnv1 wEnv2 wEnv3 wEnv4 wEc1 wEc2 wSoc1 wSoc2

Environmental 0.1875
(3/16)

0.1875
(3/16)

0.1875
(3/16)

0.1875
(3/16)

0.0625
(1/16)

0.0625
(1/16)

0.0625
(1/16)

0.0625
(1/16)

Economic 0.0417
(1/24)

0.0417
(1/24)

0.0417
(1/24)

0.0417
(1/24)

0.375
(3/8)

0.375
(3/8)

0.0417
(1/24)

0.0417
(1/24)

Social 0.0417
(1/24)

0.0417
(1/24)

0.0417
(1/24)

0.0417
(1/24)

0.0417
(1/24)

0.0417
(1/24)

0.375
(3/8)

0.375
(3/8)

Rather than selecting a few different weighting vectors as described above, it is also possible to
perform a stochastic analysis simulating thousands of weight vectors drawn randomly from a uniform
distribution [48,51]. Using Monte-Carlo simulation, it is then possible to obtain statistics about the
results corresponding to these stochastic weights.

Table 6 shows the Monte-Carlo simulation results (obtained with the @Risk software) for 50,000
random weight vectors uniformly distributed on the simplex defined by the constraints that weights
are non-negative and their sum is equal to 1, following the process of Butler et al. [52]. Since ELECTRE
yields tie into the rankings frequently (e.g., Figure 2), in this stochastic analysis the number of “losses”
was used as a tie-breaking procedure (but some ties still remain when the number of “losses” is the
same among tied alternatives).

It can be observed that the rankings presented in Figure 2 are rather stable, but in extreme cases
they can be quite different. Just as an example, according to the WSM, PS–MP is ranked 3rd for 79.2%
of the random weights, but for weights such as, e.g., w = (0.21, 0.02, 0.01, 0.36, 0.01, 0.03, 0.35, and 0.01)
it is ranked 1st and for weights such as, e.g., w = (0.15, 0.02, 0.22, 0.03, 0.01, 0.01, 0.49, and 0.07) it
is ranked 5th. The probability of obtaining the same rankings of Figure 2 is higher for the WSM
and PROMETHEE, but TOPSIS and ELECTRE also establish the ranking positions in Figure 2 with
high probability.
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Table 6. Rank probabilities with stochastic weights.

Alternative Rank 1st Rank 2nd Rank 3rd Rank 4th Rank 5th

WSM

PS–MP 1.5% 1.0% 79.2% 7.5% 10.8%
WS–E - 90.4% 5.1% 4.4% 0.1%

WS–MP 91.8% 3.6% 4.0% 0.4% 0.2%
F–E 0.5% 4.0% 0.3% 6.4% 88.9%

F–MP 6.2% 1.0% 11.5% 81.3% <0.1%

TOPSIS

PS–MP 11.7% 1.6% 73.6% 3.0% 10.1%
WS–E <0.1 77.0% 11.9% 8.1% 3.0%

WS–MP 76.3% 10.5% 9.3% 2.8% 1.1%
F–E 2.1% 8.6% 0.3% 6.5% 82.6%

F–MP 9.9% 2.4% 5.0% 79.6% 3.2%

ELECTRE

PS–MP 24.1% 0.5% 27.3% - 48.2%
WS–E 2.8% 0.2% 49.9% 1.4% 45.8%

WS–MP 78.8% 0.2% 19.0% 1.2% 0.8%
F–E - 2.9% 6.6% 90.6% -

F–MP 3.1% 93.4% 2.8% 0.8% -

PROMETHEE

PS–MP 5.4% 3.2% 74.4% 8.3% 8.7%
WS–E - 84.0% 11.3% 4.2% 0.5%

WS–MP 87.6% 7.5% 3.4% 0.9% 0.5%
F–E 0.5% 4.1% 0.4% 4.7% 90.3%

F–MP 6.5% 1.2% 10.5% 81.9% <0.1%

3.4. Influence of Hierarchy

The analysis reported so far considers all the sustainability dimensions on an equal standing,
but this ignores a potential issue: The environmental dimension is represented by four criteria, whereas
the economic dimension and the social dimension are represented by only two criteria each. This means
that the results presented in Section 3.2, considering equal weights, are in fact overweighting the
environmental dimension.

If decision-makers wish that all the sustainability dimensions have the same weight (1/3), then a
different weighting vector should be applied: dividing 1/3 by four yields a weight of 1/12 for each one
of the four environmental indicators; dividing 1/3 by two yields a weight of 1/6 for each one of the two
economic indicators, and the same weights apply to the two social indicators. Given this weighting
vector, the scores in Table 4 would be changed to those in Table 7. Nevertheless, the ranking of the
alternatives (Figure 2) would remain the same except in the case of ELECTRE, with PS–MP falling
from 3rd to 5th place (F–E drop one position to become 4th).

Table 7. Scores (equal weighted considering hierarchy) of wood-based residential heating alternatives
obtained through application of: (i) WSM, (ii) TOPSIS, (iii) ELECTRE, and (iv) PROMETHEE.

Alternative WSM TOPSIS ELECTRE PROMETHEE

PS–MP 0.520 0.541 −2 −0.015
WS–E 0.681 0.594 0 0.217

WS–MP 0.697 0.598 2 0.247
F–E 0.333 0.411 −1 −0.314

F–MP 0.439 0.444 1 −0.135

The same consideration is in order if a stochastic weights analysis is performed. Indeed, since
there are more environmental criteria than economic or social ones, the environment dimension will
on average have more weight than the economic or the social dimension. Correcting this requires
a two-step strategy to generate random weights. In a first step, the total weight of each dimension
(wEnv, wEc, wSoc) is generated randomly such that (wEnv, wEc, wSoc) ≥ 0 and wEnv + wEc + wSoc = 1. Then,
the relative sub-weights of the four environmental indicators (senv1, senv2, senv3, senv4) are randomly
generated such that (senv1, senv2, senv3, senv4) ≥ 0 and senv1 + senv2 + senv3 + senv4 = 1. Setting the
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sub-weights for the economic indicators requires only one random value, sec1, drawn from the uniform
distribution in [0,1], and then setting sec2 = 1 − sec1. Similarly, a random value, ssoc1 is generated,
allowing to define ssoc2 = 1 – ssoc1. Finally, dimension weights and sub-weights are combined so that
wEnv1 = wEnv.senv1, . . . , wEnv4 = wEnv.senv4, wEc1 = wEc.sec1, wEc2 = wEc.sec2, wSoc1 = wSoc.ssoc1, and wSoc2

= wSoc.ssoc2.
Considering the stochastic weights as described above, the probability results in Table 6 are

replaced by the probability results in Table 8. In every case, the most likely rank has a probability greater
than about 60% and these most likely rankings still coincide with Figure 2. However, by comparing
Table 6 with Table 8 one can observe that the latter rankings are less stable in all the cases, i.e., the
most likely ranking has less probability. The reason for this is that respecting the hierarchical structure
increases the role of the economic and social indicators in the final result, and indicators ec1 and soc1
do not favour the top-ranked alternatives. Since now they have more chances of influencing the result,
the scores of the top-ranked three alternatives tend to decrease and so they can more often be surpassed
by other alternatives.

Table 8. Rank probabilities with stochastic weights considering the dimension-indicators hierarchy.

Alternative Rank 1st Rank 2nd Rank 3rd Rank 4th Rank 5th

WSM

PS–MP 1.4% 0.9% 61.7% 8.8% 27.2%
WS–E - 74.8% 9.0% 15.8% 0.3%

WS–MP 76.5% 5.2% 13.5% 2.8% 2.0%
F–E 4.5% 13.7% 0.5% 10.7% 70.5%

F–MP 17.6% 5.3% 15.2% 61.8% <0.1%

TOPSIS

PS–MP 7.3% 1.0% 65.7% 3.6% 22.4%
WS–E <0.1% 65.9% 9.1% 20.0% 5.0%

WS–MP 65.7% 7.9% 18.2% 5.1% 3.2%
F–E 7.1% 17.8% 0.3% 7.0% 67.8%

F–MP 19.8% 7.4% 6.8% 64.3% 1.7%

ELECTRE

PS–MP 21.0% 0.5% 14.7% - 63.7%
WS–E 11.9% 0.5% 59.7% 1.7% 26.2%

WS–MP 80.5% 0.5% 11.5% 1.6% 5.9%
F–E 0.1% 8.8% 14.2% 77.0% -

F–MP 1.8% 80.4% 11.9% 6.0% -

PROMETHEE

PS–MP 3.8% 2.1% 60.7% 9.8% 23.5%
WS–E <0.1% 71.4% 13.6% 14.3% 0.7%

WS–MP 74.1% 7.9% 10.4% 4.0% 3.6%
F–E 4.6% 13.1% 0.7% 9.5% 72.2%

F–MP 17.5% 5.5% 14.6% 62.4% <0.1%

Even though TOPSIS places WS–MP in the first position with a relatively low probability of 65.7%
(Table 8), the analysis carried out in the present section corroborates the results from Figure 2. Overall,
the main conclusion that WS–MP is the most preferred option for all the methods is still fairly robust.

3.5. Final Remarks

The current development of energy policies, roadmaps or plans at all levels (i.e., national,
regional, local, etc.) should be in line with the Sustainable Development Goals (SDGs) agreed by
the United Nations [53]. The exploratory MCDA analysis conducted in the present study for the
sustainability-oriented prioritisation of wood-based bioenergy systems can contribute to set strategies
aligned with those SDGs. In particular, it facilitates the decision-making process and the provision of
plans that address most of the targets covered by both SDG7 (access to affordable and clean energy) and
SDG13 (climate change mitigation). Additionally, links with some of the targets related to well-being
(SDG3), decent work and economic growth (SDG8), and sustainable regions (SDG11) could also be
identified if the outcomes of this study are taken into account by decision-makers in the elaboration of
plans. It is important to note that the relevance of the outcomes of this research is not limited to energy
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actors in Portugal, but they are relevant to any decision-maker considering the development of energy
plans, roadmaps or strategies under sustainability aspects.

The significant involvement of stakeholders (e.g., policy-makers, actors from biomass-related
sector, local community or consumers) usually found in the energy sector encompasses a wide range
of views which could significantly vary the outcomes of the prioritisation. The weighting scenarios
reported in this study allow visualising the influence of different actors’ preferences (i.e., criteria
weights) leading to contrasting and practical recommendations. Regarding the choice of indicators
(e.g., type and number per sustainability dimension) and technical options within the MCDA methods
(e.g., normalisation, concordance and discordance thresholds, etc.), special attention should be paid
to the selection of these elements due to their influence on the final results. In this study, indicators
and technical options were chosen by academics, but a future involvement of decision-makers at
company or policy level may have modified those elements. Thus, a sensitivity analysis on the choice
of indicators and technical MCDA options should be further studied. In addition, the incorporation of
a life-cycle perspective into the economic and social criteria is also a future direction to explore.

4. Conclusions

An MCDA exploratory analysis was carried out to prioritise five bioenergy alternatives for
residential heating in Southern Europe filling a gap in the MCDA application to bioenergy systems.
The highest impacts for the environmental criteria were identified for the fireplace due to inefficient
combustion of wood split logs, while there was not a preferred environmental performance option.
Regarding the economic and social dimensions, no clear trend was found as the alternatives
present favourable or unfavourable performances depending on the criterion evaluated. This fact
strongly supported the need to apply MCDA methods for the prioritisation of alternatives in terms
of sustainability.

The MCDA prioritisation revealed the wood stove options (similar scores for combustion
of maritime pine or eucalypt logs) as the most appropriate alternatives in terms of sustainability
performance. Regarding the worst alternative, fireplaces based on the combustion of eucalypt logs were
ranked last in all MCDA rankings. Furthermore, analyses in terms of how sensitive were the results to
changes in weighting were carried out in order to incorporate the vision of decision-makers and to
facilitate their role in the prioritisation of bioenergy alternatives for residential heating. These analyses
confirmed wood stoves with the combustion of maritime pine logs as the leading alternative and the
key role of the analysts within this type of MCDA studies. Therefore, an appropriate prioritisation of
bioenergy alternatives in terms of sustainability was demonstrated to be relevant for paving the way
to a future wide deployment of the European bioeconomy sector, being the role of the analyst key to
provide robust and reliable decisions.
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Appendix A

Tables A1 and A2 present the number of non-fatal work-related accidents (per worker) and the
annual days of absence due to these accidents in the forestry sector for the selected districts of the north
region of Portugal. These values were based on statistical data of agriculture, forestry and fishing
sectors from Dos Santos [44]. Within this estimation, a simplifying assumption is made such that data
from these sectors was totally allocated to forestry sector due to lack of availability of local information.

Table A1. Non-fatal work-related accidents per worker.

Districts Non-Fatal Work-Related Accidents

Aveiro 4.50 × 10−2

Braga 3.14 × 10−2

Coimbra 5.17 × 10−2

Leiria 7.31 × 10−2

Porto 3.57 × 10−2

Viana do Castelo 2.14 × 10−2

Vila real 1.43 × 10−2

Viseu 3.56 × 10−2

Table A2. Annual days of absence due to non-fatal work-related accidents.

Districts Annual Days of Absence

Aveiro 48.12
Braga 34.95

Coimbra 40.00
Leiria 32.14
Porto 34.72

Viana do Castelo 40.94
Vila real 60.09

Viseu 34.64
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Abstract: The economic and environmental performance of a district heating (DH) system is to a great
extent affected by the size and dynamic behavior of the DH load. By implementing energy efficiency
measures (EEMs) to increase a building’s thermal performance and by performing cost-optimal energy
renovation, the operation of the DH system will be altered. This study presents a systematic approach
consisting of building categorization, life cycle cost (LCC) optimization, building energy simulation
and energy system optimization procedures, investigating the profitability and environmental
performance of cost-optimal energy renovation of a historic building district on the DH system.
The results show that the proposed approach can successfully be used to predict the economic and
environmental effects of cost-optimal energy renovation of a building district on the local DH system.
The results revealed that the financial gains of the district are between 186 MSEK (23%) and 218 MSEK
(27%) and the financial losses for the DH system vary between 117–194 MSEK (5–8%). However,
the suggested renovation measures decrease the local and global CO2 emissions by 71–75 metric ton
of CO2eq./year (4%) and 3545–3727 metric ton of CO2eq./year (41–43%), respectively. Total primary
energy use was decreased from 57.2 GWh/year to 52.0–52.2 GWh/year.

Keywords: LCC optimization; building energy simulation; energy system optimization; energy
renovation; historic building district; district heating system

1. Introduction

Fossil fuel supply sources dominate the European building heat market, representing
approximately 66% of the total end-use heat demand [1]. The total final energy use in the residential
and services sector in Sweden in 2017 was 146 TWh, according to the Swedish Energy Agency [2].
Electricity and oil represent 50% and 8% of the final energy use in the residential and services sector,
respectively. Substituting oil and electricity as sources of energy for heating systems with efficient
use of resources via district heating (DH) is, therefore, vital in order to achieve a sustainable energy
system in the building sector. DH is a heat distribution system where heat is produced at a central
plant and distributed via the DH system to end-users. It is common to cogenerate the production of
heat with electricity production, i.e., combined heat and power plant (CHP). Benefits from DH include
the possibility to use different fuels, using waste that would otherwise be sent to landfill, cogeneration
with electricity production, energy security and high supply security.

The profitability and environmental performance of a DH system are directly connected to the
buildings’ energy use within the DH system. In Sweden, DH represents 32% of the final energy use in
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the residential and services sector [2], and there is a significant potential to increase its share. However,
future heat loads in DH systems are complex to predict, due to, among other aspects, the degree
of energy renovations in the building stock. Strong incentives exist for building owners to perform
building energy renovation in the form of economic savings and environmental benefits [3]. From an
energy savings perspective, it is especially important to study the historic building stock because of
the generally poorer thermal performance of older buildings compared to newer ones [4]. An example
of investigating the energy savings potential in historic building districts includes the work presented
in Liu et al. [5] using the historic district in Visby, Sweden, as a case study. The district was connected
to the municipality’s DH system. A combination of building categorization and life cycle cost (LCC
optimization) was used. The results showed a possible decrease of 31% in energy use and LCC when
targeting LCC optimum. It is important to note that no investigation was performed for the effects
on the surrounding DH system from the suggested renovation measures. By implementing energy
efficiency measures (EEMs) in the buildings, the heat demand will be reduced in the DH system,
which is counterproductive for the DH supplier. On the other hand, EEMs could also be a beneficial
measure for the DH supplier by reducing the utilization of peak load plants during wintertime, with a
high operation cost on these days [6]. As a result, the economic and environmental influences on a DH
system from performing building energy renovation are complex to predict because of varying local
conditions in terms of fuel mix, CHP plant, heat-only production boiler etc. In addition, to overcome
difficulties during studies of complex energy systems, such as cities, there is a need for efficient and
rational use of computational software [7].

There are a number of scientific investigations addressing the impacts on the local energy systems
from building energy renovation. Åberg and Widén [8] investigated the impact of implementing
assumed EEMs in residential buildings in six different DH systems in Sweden. This was performed
using a cost-optimization model structure. It was stated that a decrease in heat demand, due to
energy efficiency in residential buildings results in reduced use of fossil fuels and biomass in the DH
system. Moreover, it was found that the decrease and reduction of heat demand, as a result of the
implementation of EEMs, mainly affect heat-only production boiler. In fact, in five out of six DH
systems, the quantity of CHP-generated electricity per unit of produced heat is improved. The same
cost-optimization tool was used during an investigation of the entire Swedish DH sector based on four
pre-defined DH systems [9]. The four DH systems were used to describe a DH sector in aggregated
form. The objective was to investigate the effects of reductions in heat demand, due to building energy
efficiency improvement. It was concluded that heat demand reductions, for the most part, decrease
global CO2 emissions and the use of biomass and fossil fuels. However, to maximize the reduction in
CO2 emissions, the heat production technologies in different DH systems should be taken into account.
Lundström and Wallin [10] also highlighted that by decreasing heat demand through the insulation
of the building envelope, the heat load curve is levelled out, resulting in decreased greenhouse gas
emissions and improved energy efficiency. The study object consisted of two multi-family buildings
in Eskilstuna, Sweden, from the 1960s and 1970s. Le Truong et al. [11] investigated the effects of
heat- and electricity-saving measures in multistory concrete-framed and wood-framed versions of an
existing residential building connected to DH in Växjö, Sweden. The measures included domestic hot
water reduction, improved building thermal envelope, ventilation heat recovery and higher household
appliance efficiency. Energy savings from these measures were calculated using building energy
simulation (BES) software. It was concluded that measures that decrease more peak load production
also give higher primary energy savings. The largest primary energy savings were obtained from
efficient household appliances. The importance of decreasing electricity use to reduce primary energy
use is in line with the findings from Lidberg et al. [12], which are based on systematic studies of the
energy renovation of a multi-family house connected to the DH system. Environmental benefits in the
form of decreased global CO2 emissions from electricity savings were also found by Difs et al. [13],
together with economic benefits for the local energy system. The investigation was performed using
an energy system optimization model where the energy conservation measures were implemented
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one at a time, with the town of Linköping, Sweden, as a case study. Åberg and Henning [6] also
studied the DH network in Linköping using an energy system optimization model, with a focus on
impacts from energy savings in existing residential buildings built during the period 1961–1980. It was
concluded that reductions in heat demand in the studied building stock result in decreased global
use of fossil fuels and global CO2 emissions, which is in accordance with the results of Difs et al. [13]
(based on a similar model of the DH system in Linköping). It was also shown that it is primarily
heat-only production that decreases when the heat demand is reduced, which supports the results from
Åberg and Widén [8]. A similar study was performed by Lidberg et al. [14] using the city of Borlänge,
also situated in Sweden, as a case study where four energy efficiency packages were investigated.
The results showed that electricity production decreases, due to building energy renovation, with less
electricity imported to the market as a result. In addition, it was concluded that global greenhouse
gas emissions are decreased for all packages, because of the assumption that biomass is a possible
replacement for fossil fuels elsewhere.

As presented above, there are a number of scientific investigations addressing the impacts on the
DH system from building energy renovation. However, research on the effects of the cost-optimal energy
renovation of a building district with regard to the consequential impact on the local energy systems is
scarce. The objective of this study is to present a systematic approach with a systematic perspective when
investigating the impact of cost-optimal energy renovation of a historic building district concerning
economics and environmental performance in terms of primary energy use and CO2 emissions on
the DH system. A novel combination of building categorization, LCC optimization, -BES and energy
system optimization procedures is the foundation for the proposed research. The approach is applicable
for aggregating LCC and heating load to clusters of buildings and districts. Hence, it is possible to
reflect the dynamic behavior of individual buildings, clusters and building districts before and after
cost-optimal renovation, and the consequential effect on the surrounding DH system. Consequently,
the contribution to the research community consists of the development of an effective and useful
approach for predicting economic and environmental effects of the optimal renovation of buildings,
clusters and districts connected to the DH system. Moreover, the present study will provide a systematic
and holistic overview of the connections between building energy performance, profitability and
environmental impact in terms of the CO2 emissions of a DH system located in a Northern European
climate during cost-optimal building energy renovation.

2. Systems Approach and Computational Tools

In this study, a systematic approach is used to predict the effects of cost-optimal energy renovation
of a building district on the DH system. Firstly, representative building types are obtained through
categorization of a building district which is the historic district in Visby, Sweden, in the current research.
The original energy use and LCCs of the building types are calculated using the LCC optimization software
OPtimal Energy Retrofit Advisory-Mixed Integer Linear Program (OPERA-MILP). By using OPERA-MILP,
the cost-optimal energy renovation strategy is also obtained for each building type. The renovation
strategy includes cost-efficient EEMs, for example, insulation of the building envelope and window
replacement, as well as airtightness. BES software IDA ICE is then used to model and simulate each
building type in order to obtain the building heat demand over time and heat load duration curve for
each building type, before and after energy renovation. The heat load for the various building types, as
well as energy use and LCCs, can be aggregated at cluster level and district level. The heat load for the
DH system is thereafter converted into a flexible time division suitable for larger DH systems by using the
software Converter [15]. Lastly, based on the converted heat load, the effects of the energy renovations
performed on the DH system in the form of environmental impact (CO2 emissions and primary energy
use), optimal DH production and system cost are calculated using the energy systems optimization model
MODEST (Model for Optimisation of Dynamic Energy Systems with Time-dependent components and
boundary conditions). The proposed approach is illustrated in Figure 1.
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Figure 1. Schematic illustration of the proposed approach.

2.1. Life Cycle Cost Optimization in Buildings: OPERA-MILP

The in-house LCC optimization software OPERA-MILP is used to obtain the cost-optimal energy
renovation package for the various building types. OPERA-MILP has been used successfully in a
number of previous scientific investigations, e.g., [16–19]. A specified period of time is set for the
optimization in the OPERA-MILP software, which is 50 years in this study. Costs related to investments
in the heating system, EEMs targeting the building envelope, energy costs and maintenance costs
for building components are all taken into consideration. The total LCC of a building is calculated
according to Equation (1).

LCCbuilding = LCCinvestment + LCCenergy + LCCmaintenance −RV, (1)

where LCCbuilding = total building LCC over the optimization period, LCCinvestment = total investment
costs for EEMs targeting the building envelope and heating system, LCCenergy = energy cost over the
specified period of time, LCCmaintenance =maintenance cost for building components and RV = residual
value of the investment costs connected to EEMs on the building envelope, heating system and
maintenance performed on the building.

The implemented EEMs targeting the building envelope in OPERA-MILP include replacing windows,
weatherstripping, floor insulation, roof insulation and inside and outside insulation of the external
walls. Concerning heating systems, DH, groundwater heat pump, electric radiators and wood boiler are
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incorporated into the software. The costs for the various measures in OPERA-MILP are calculated based
on cost functions, see Equations (2)–(5). The use of cost functions for describing the costs for the various
measures allows for calculating a mathematical optimum, and hence, optimization of LCC.

Cws. = C1·m, (2)

Cw. = C2·Awindow, (3)

Ci.m. = C3·Ab.c + C4·Ab.c + C5·Ab.c·t, (4)

Ch.s. = C6 + C7·Ph.s. + C8·Ph.s., (5)

The cost for weatherstripping is dependent on the number of windows, see Equation (2) where
Cws. = total cost for weatherstripping, C1 = the weatherstripping cost per window and m = number of
windows in the building. Meanwhile, the cost for replacing windows is dependent on the window
area, see Equation (3) where Cw. = total cost for window replacement, C2 =window replacement cost
per m2 and Awindow = total window area. Equation (4) presents the cost function for the insulation
measures where Ci.m. = total cost for the insulation measure, C3 = maintenance or inevitable cost
per m2, Ab.c = total area of the building component, C4 = fixed part of the insulation cost per m2,
C5 = variable insulation cost per m2 depending on insulation thickness and t = insulation thickness.
Equation (5) shows the cost function for the installation of a heating system. Ch.s. = total installation
cost for the heating system, C6 = base cost for the heating system not depending on power, C7 = cost
depending on the power of the heating system, Ph.s = maximum power of the heating system and
C8 = cost for piping system depending on the power of the heating system.

The building’s energy balance is calculated based on a time resolution of 12 time steps where each
step corresponds to a month during a year. The energy balance of the building includes heat losses in
the form of transmission, ventilation and infiltration and hot water use, as well as heat gains in the
form of solar gains and heat from internal sources including electrical appliances, building occupants
and heat from processes, such as cooking. A utilization factor for the internal heat gains energy is also
considered. The maximum heat power demand is calculated based on the preset indoor temperature,
the outdoor design temperature of Visby for the specific building type and the total heat losses of the
building. In addition, the power demand for domestic hot water is taken into account.

2.2. Building Energy Simulation: IDA ICE

IDA ICE is a commercial software program within the field of BES. The mathematical models
are written in Neutral Model Format (NMF) code, enabling the user to make changes in the models.
The software allows a dynamic whole-year simulation. The energy balance in IDA ICE is calculated
depending on building geometry, solar radiation, internal heat loads, HVAC (heating, ventilation and
air-conditioning) conditions and building construction data.

2.3. Energy System Optimization: MODEST

In this paper, an optimization model is known as MODEST [9,20,21] is used to model and analyze
the DH system in Visby, and to investigate the effects of the performed energy renovations of a historic
building district on the DH system. MODEST has a flexible time division, which can reflect demand
peaks and diurnal, weekly and seasonal variations in energy demand and other parameters, e.g., fuel and
electricity prices. MODEST has been applied to electricity and DH systems for approximately 50 local
utilities [22–24]. The model has been used in numerous scientific investigations, e.g., [6,13,14,25–29].
A thorough description of MODEST is given by Henning [29] and Henning et al. [24].

With the use of MODEST it is possible to calculate the net income of the DH system, see
Equation (6).

Net incomeDH system = DH income− System cost, (6)
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where Net incomeDH system = net income over the optimization period for the DH system,
DH income = income for sold DH to end-users and System cost = total cost for the optimal DH
production. It should be noted that only costs connected to the optimal DH production are considered,
and not other expenditures for running the DH system such as employee salaries.

3. Description of the Historic District and the District Heating System in Visby

3.1. The Historic District

Visby is a town located in southeastern Sweden on the island of Gotland, about 100 km east of
the mainland in the Baltic Sea, with approximately 24,000 inhabitants. The average annual outdoor
temperature in Visby is +7.7 ◦C. Twelve historic residential building types, which are typical historic
buildings in Visby, are selected as the study object [30,31]. The building types are obtained based on a
categorization study of the historic district of Visby. The categorization method can be divided into
three main steps:

1. Inventory of the building stock, i.e., gathering and compilation of building data;
2. Categorization (allocating buildings in groups depending on the number of adjoining walls,

number of stories and floor area);
3. Selection of building types that are representative of the building stock (each building type

selected based on average values of various building characteristics).

The categorization method resulted in a total of 12 building types: 1W–6W and 1S–6S (“W”
indicating a building structure of wood and “S” indicating a building structure of stone). Building
types 1W–3W and 1S–3S represent single-family houses with one story and a heated attic floor,
and building types 4W–6W and 4S–6S multi-family buildings with two stories and a heated attic
floor. Moreover, other differences between the building types include building thermal envelope
performance, basement type, adjoining walls, etc. The building types are illustrated in Figure 2 where
a photograph of the corresponding building category is also shown below each illustration. Building
category 1 is seen in the top left corner, building category 2 in the top center and so forth.

Using the 12 building types described above, Liu et al. [5] formed four clusters based on variations
in building size and type of building structure. Single-family houses 1W–3W formed Cluster I,
multi-family buildings 4W–6W Cluster II, single-family houses 1S–3S Cluster III and multi-family
buildings 4S–6S Cluster IV. Cluster I includes 500 similar single-story wood buildings, Cluster II 81
similar multi-story wood buildings, Cluster III 117 similar single-story stone buildings and Cluster IV
222 similar multi-story stone buildings. Construction data for the building types is given in Table 1,
as well as the number of buildings in each cluster. In all building types, the majority of the window area
faces east and west from the building, with double-glazed windows. All building types are naturally
ventilated. The indoor temperature is set to 21 ◦C following the recommendations by the Public Health
Agency of Sweden [32]. Internal heat generation and domestic hot water use are estimated using data
from Sveby, a development program for companies and organizations in the construction and real
estate industry. The use of domestic hot water is differentiated whether the building is a single-family
house (Cluster I and Cluster III) or a multi-family building (Cluster II and Cluster IV).
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Figure 2. The studied building types with photographs of corresponding building categories.

Table 1. The number of buildings in each cluster and construction data for the building types.

Cluster I II III IV

Building Type 1W 2W 3W 4W 5W 6W 1S 2S 3S 4S 5S 6S

No. of Buildings 309 166 25 33 30 18 55 46 16 75 83 64

Building structure
Wood × × × × × ×
Stone × × × × × ×

Basement type
Crawl space × × × × × ×
Unheated basement × × × × × ×

No. of adjoining walls 0 1 2 0 1 2 0 1 2 0 1 2

External walls
Area (m2) 86 61 45 245 180 116 80 57 43 235 173 112

U-value (W/(m2·◦C)) 0.65 0.65 0.65 0.67 0.67 0.67 1.8 1.8 1.8 1.97 1.97 1.97

Windows
Area (m2) 12 12 12 44 37 30 12 12 12 44 37 30

U-value (W/(m2·◦C)) 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9

Roof
Area (m2) 71 79 92 170 159 159 65 73 86 161 150 150

U-value (W/(m2·◦C)) 0.18 0.18 0.18 0.25 0.25 0.25 0.18 0.18 0.18 0.25 0.25 0.25

Floor
Area (m2) 49 50 58 133 124 129 44 44 52 123 115 120

U-value (W/(m2·◦C)) 1.10 1.10 1.10 0.23 0.23 0.23 1.10 1.10 1.10 0.23 0.23 0.23

Heated area (m2) 98 100 116 398 372 387 87 88 104 369 345 360

Heated volume (m3) 216 219 256 942 881 917 192 194 228 874 817 852

Air change rate (ACH) 0.76 0.74 0.72 0.65 0.64 0.62 0.77 0.75 0.73 0.65 0.64 0.62

To investigate the impact from cost-optimal energy renovation of a historic building district on
the DH system in Visby, three different cases concerning LCC and building energy use are investigated.
DH is set as the default heating system in all cases. To enable an assessment of the effects of energy
renovation, a reference case for the studied buildings is modelled. The remaining lifetime of the
building components is set to 0 years in all cases. In Case 1 (the reference case), no EEMs on the building
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envelope are allowed. DH is set as the default heating system since it is the most common heating form
in Sweden and is available in Visby. In Case 2 (LCC optimum), the lowest LCC is obtained by selecting
cost-effective EEMs on the building envelope. In Case 3, specific energy targets are achieved for the
studied building types (83 kWh/m2 and 79 kWh/m2 for the single-family houses and multi-family
buildings, respectively) according to Swedish building regulations, BBR. It should be noted that the
energy targets vary depending on geographical location and heating system type in BBR. The location
of Visby and DH as the preset heating system are, therefore, considered for the energy targets in Case 3.
The cases included in this investigation are summarized in Table 2.

Table 2. Summary of the investigated cases in this study. LCC, life cycle cost.

LCC/Energy Target EEMs on the Building Envelope Case No.

Reference Not allowed Case 1

LCC optimum Allowed Case 2

Swedish building regulations—83 kWh/m2 and 79 kWh/m2 for
single-family houses and multi-family buildings, respectively

Allowed Case 3

3.2. The District Heating System

Heat generation is carried out by energy utilities which belong to Gotlands Energi AB (GEAB),
the municipal energy utility for Visby. GEAB provides approximately 185 GWh/year (normal year
corrected using Energy-Index from the Swedish Meteorological and Hydrological Institute (SMHI)
heat to approximately 1250 end-users through the DH distribution network. The end-users of heat,
i.e., the customers, can be small single-family houses, large multi-family buildings or various types
of public buildings, such as libraries and schools. The total length of the DH pipe network is 90 km,
and the culvert heat losses are approximately 11%. The supply temperature varies between 75 and
100 ◦C depending on the outdoor temperature. A schematic description of the DH system in Visby
connected to end users, including Cluster I, Cluster II, Cluster III and Cluster IV, with heat production
facilities is shown in Figure 3. The DH production is dominated by biomass. Most of the DH production
takes place in heat-only biomass boilers (HOB 5, HOB 6) with flue gas condensation (FGC) together
with a compressor heat pump (HP). There are also a number of heat-only peak load boilers, namely
bio oil boilers (HOB 1, HOB 2, HOB 3, HOB 4), an electric boiler (HOB 8) and an oil boiler (HOB 7),
which are only in operation during the winter season. On average, the heat-only bio-fuel boilers (HOB
5, HOB 6) produce about 90% of DH demand in the system. In addition, landfill gas is utilized to
produce heat in the DH system.

Figure 3. Schematic of the DH system in Visby.
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4. Input Data

4.1. Input Data: OPERA-MILP

The modelling in terms of building properties was based on the data presented in Section 3.1
for each building. The LCC optimization of the various building types is performed based on a time
period of 50 years. The remaining lifetime of the building components is set to zero, resulting in an
inevitable cost occurring for the various building elements. DH is set as the heating system before and
after renovation. The remaining lifetime of the DH units in the building types is set to zero.

The selection of a cost-optimal energy renovation strategy is directly dependent on the input
data used in the OPERA-MILP software. Costs for the various EEMs incorporated into OPERA-MILP
are analyzed using cost functions in OPERA-MILP, see Section 2.1. The cost functions are developed
based on the Swedish database Wikells [33], which provides up-to-date market costs, as well as
using manufacturer data. The investment costs for the various EEMs are given in Table 3. Since the
twelve building types include buildings with a structure of either wood or stone, investment costs
are developed for both building structures. The minimum insulation thickness is set to 2 cm and the
maximum to 42 cm with a step resolution of 2 cm. The thermal conductivity of additional insulation is
0.037 W/(m·◦C). In addition, the cost for weatherstripping varies depending on whether the building
is a single-family house or a multi-family building. This is because of a difference in window size.
The estimated U-values for the windows are 1.5 W/(m2·◦C), 1.2 W/(m2·◦C) and 0.8 W/(m2·◦C) for the
double-glazed, triple-glazed and triple-glazed + low emission windows, respectively. It should be
noted that window replacement is inevitable in Case 2 and Case 3. However, since no EEMs are allowed
in the reference case, see Table 2, a maintenance cost for the windows is included corresponding to
the investment cost for the double-glazed windows. The lifetime is set at 50 years for all insulation
measures and 30 years for windows [34]. The lifetime for weatherstripping is assumed to be 10 years.

Table 3. Investment cost for the energy efficiency measures (EEMs).

EEMs
C1, SFH

1
/MFB

2

(SEK/Window)

C2, DG
3
/TG

4
/TG+LE

5

(SEK/m2 Window)

C3, wood/stone

(SEK/m2)

C4, wood/stone

(SEK/m2)

C5, wood/stone

(SEK/m2·m)

C6

(SEK)
C7

(SEK/kW)
C8

(SEK/kW)

Weatherstripping 441/617 - - - - - - -
Window
replacement - 6738/8492/12,169 - - - - - -

Roof insulation - - 0/0 0/0 679/679 - - -
Floor insulation - - 0/0 242/242 799/799 - -
External wall
inside insulation - - 153/153 908/1335 1267/1267 - - -

External wall
outside insulation - - 407/407 2411/2571 1267/1267 - - -

DH unit - - - - - 22,611 415 255
1 SFH = single-family house, 2 MFB =multi-family building, 3 DG = double-glazed, 4 TG = triple-glazed and 5 TG +
LE = triple-glazed + low emission glass.

The exchange rate is set to 10.30 SEK ≈ 1 Euro [35]. A discount rate of 5% is used [36]. For piping
system in the heating systems, a lifetime of 50 years is set. Data concerning fuel prices, annual cost, life
times and efficiencies connected to the DH unit is presented in Table 4. Fuel prices and annual costs for
DH are obtained from Gotlands Energi AB using data from 2016.

Table 4. Price data, life time and efficiency for the DH unit.

Heating System Data Fuel Price (SEK/MWh) Annual Cost (SEK) η (-) Life Time (Years)

DH unit 959 315 0.95 25 [37]

4.2. Input Data: IDA ICE

In the present study, version 4.8 of IDA ICE was used. The buildings were modeled using climate
data based on ASHRAE IWEC2 [38]. Each building was modelled based on the data presented in
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Section 3.1. The simulations were performed during one year with 14 days of dynamic startup in order
to achieve stability in the thermal characteristics of the building, such as the set indoor temperature,
which is also the default in the software. IDA ICE models visualizing each building category are seen
in Figure 4. Building category 1 is seen in the top left corner, building category 2 in the top center,
and so forth.

 

Figure 4. The buildings modeled in IDA ICE software.

4.3. Input Data: MODEST

The DH system in Visby is modeled in MODEST. Technical data for utilities, CO2 emission factors
and flexible time divisions that can reflect peaks and diurnal, weekly and seasonal variations in DH
demand in Visby are given as input data for MODEST, see Table 5. The DH demand (185 GWh/year)
varies continuously throughout weekdays, weekends and months. Table 6 shows the MODEST time
periods used in this study. CO2 emission factors for the fuel used in the DH model include both
production and transportation. The electricity prices in the model reflect the average value of the actual
Swedish electricity prices on the Nord Pool spot market during 2018 for Visby including electricity
distribution costs and electricity tax. A period of 50 years is studied, and the discount rate is set to 5%.
The primary energy factor for the DH produced in Visby is set as 0.31 since this is the local value [39].

Table 5. DH production plants and their properties.

Heat-Only Boilers/Heat Pump Heat Production (MW) Fuel
CO2 Emission Factor

[40,41] (g CO2eq./kWh)

HOB 1 27.2 Bio oil 5
HOB 2 10.8 Bio oil 5
HOB 3 6 Bio oil 5
HOB 4 11.8 Bio oil 5
HOB 5 with FGC 1 10 Biomass 11
HOB 6 with FGC 1 18 Biomass 11
HOB 7 6.6 Oil 290
HOB 8 2 17 Electricity 969
Heat pump (HP) 3 12 Electricity 969

1 η = 1.10, 2 η = 0.98, 3 COP = 2.5.
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Table 6. The MODEST-time periods applied in this study.

Month Days and Hours Month Days and Hours

November–March Mon.–Fri., 6–7 April–October Mon.–Fri., 6–22
Mon.–Fri., 7–8 Mon.–Fri., 22–6
Mon.–Fri., 8–16 Sat., Sun. and holiday, 6–22
Mon.–Fri., 16–22 Sat., Sun. and holiday, 22–6
Mon.–Fri., 22–6
Sat., Sun. and holidays, 6–22
Sat., Sun. and holidays, 22–6
Top day, 6–7
Top day, 7–8
Top day, 8–16
Top day, 16–22
Top day, 22–6

The DH production is dominated by biomass. Most of the DH production takes place in heat-only
biomass boilers (HOB 5, HOB 6) with flue gas condensation (FGC) together with a compressor heat
pump (HP). There are also a number of heat-only peak load boilers, namely bio oil boilers (HOB 1,
HOB 2, HOB 3, HOB 4), an electric boiler (HOB 8) and an oil boiler (HOB 7), which are only in operation
during the winter season. On average, the heat-only bio-fuel boilers (HOB 5, HOB 6) produce about
90% of DH demand in the system.

The marginal electricity production accounting model has been used in order to calculate global
CO2 emissions. This means that a coal-fired condensing power plant has been assumed to be the
short-term marginal power plant in the European electricity system. According to marginal electricity,
the production of 1 GWh electricity gives 969 metric ton of CO2eq. [40]. Hence, the local electricity
used, e.g., for heat pumps, will increase the electricity produced by coal-fired condensed power plants
and that the global CO2 emissions will, therefore, increase.

5. Results and Discussion

5.1. Energy Use, LCC, and System Cost, Net Income and Environmental Effects of the DH System before
Energy Renovation of the Studied Buildings in Visby

The following section presents energy use and LCC for the buildings before energy renovation.
This is shown at building type level, cluster level and district level. In addition, the environmental
effects and system cost are given at city level together with the total net income for the DH system.

5.1.1. Building Level

The original performance of the building types in terms of specific energy use and LCC has been
predicted using OPERA-MILP. Energy use and LCC for the various building types are presented
in Table 7. The specific energy varies between 99.1 and 200.1 kWh/m2 for the wood buildings and
between 143.2 and 324.0 kWh/m2 for the stone buildings. The overall better thermal performance of
the wood buildings compared to the stone buildings, as a result of the lower U-value of the external
walls as presented in Table 1, is the reason for the lower energy use in the wood buildings. It should
be noted that the specific energy use (heating and domestic hot water use) for buildings built before
1940 in Sweden is on average 125 kWh/m2 for single-family houses and 146 kWh/m2 for multi-family
buildings [42]. This means that all single-family houses in this study have higher energy use (in the
range of 161.2–324.0 kWh/m2) compared to the national average. The opposite trend is seen with the
multi-family buildings, where the buildings in Cluster II, i.e., building types 4W–6W, and building
type 6S have a lower specific energy use (varying between 99.1 and 143.2 kWh/m2) compared to the
Swedish average.
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Table 7. Maximum building power demand, specific energy use and LCC for the various building types.

Cluster I II III IV

Building Type 1W 2W 3W 4W 5W 6W 1S 2S 3S 4S 5S 6S

Maximum power demand (kW) 6.9 6.4 6.7 19.0 16.3 14.4 9.1 7.8 7.6 27.3 22.2 17.9
Specific energy use (kWh/m2) 200.1 178.6 161.2 128.1 115.4 99.1 324.0 266.2 218.0 219.8 187.3 143.2
Specific LCC (kSEK/m2) 5.6 5.0 4.4 3.7 3.3 2.7 8.1 6.8 5.6 5.5 4.8 3.6

In terms of specific LCC during the optimization period of 50 years, the LCC is in the range
between 2.7 and 5.6 kSEK/m2 (kSEK stands for thousands of SEK) for the wood buildings and between
3.6 and 8.1 kSEK/m2 for the stone buildings. There is a strong correlation between high/low energy use
and high/low LCC. The reason for this is that the LCC before energy renovation consists only of energy
cost and heating system installation cost, where the energy cost constitutes the largest expenditure of
LCC by a significant degree because of the low installation cost for the building’s heating system, i.e.,
the DH system, see Table 3.

5.1.2. Cluster Level

Energy use and LCC for the four building clusters are presented in Table 8. The specific energy use
for the various clusters is 190.7 kWh/m2, 117.1 kWh/m2, 284.9 kWh/m2 and 185.8 kWh/m2 for Cluster I,
Cluster II, Cluster III and Cluster IV, respectively. The corresponding figures are 207.1 kWh/m2 for all
single-family houses (Cluster I and Cluster III) and 166.4 kWh/m2 for all multi-family buildings (Cluster
II and Cluster IV), which is 82 kWh/m2 and 20 kWh/m2 above the national average for single-family
houses and multi-family buildings, respectively.

Table 8. Energy use and LCC for the four building clusters before renovation.

Cluster I II III IV

Building Type 1W 2W 3W 4W 5W 6W 1S 2S 3S 4S 5S 6S

No. of Buildings 309 166 25 33 30 18 55 46 16 75 83 64

Specific energy use (kWh/m2) 200.1 178.6 161.2 128.1 115.4 99.1 324.0 266.2 218.0 219.8 187.3 143.2

Specific energy use at the cluster level
(kWh/m2) 190.7 117.1 284.9 185.8

Total energy use at the cluster level
(GWh) 9.5 3.7 3.0 14.7

Specific LCC (kSEK/m2) 5.6 5.0 4.4 3.7 3.3 2.7 8.1 6.8 5.6 5.5 4.8 3.6

Specific LCC at Cluster level
(kSEK/m2) 5.3 3.3 7.2 4.7

Total LCC at Cluster level (MSEK) 263.8 103.2 75.6 372.9

The specific LCCs during the optimization period of 50 years are 5.3 kSEK/m2, 3.3 kSEK/m2, 7.2
kSEK/m2 and 4.7 kSEK/m2 for Cluster I, Cluster II, Cluster III and Cluster IV, respectively. Hence,
Cluster II has the lowest specific LCC (the cluster with the lowest specific energy use) and Cluster
III the highest specific LCC, which is also the cluster with the highest specific energy use. Cluster II
and Cluster IV have moderate specific LCCs. The two clusters also have moderate specific energy use.
When comparing the total LCCs of the various clusters, Cluster I and Cluster IV have total LCCs of 264
MSEK (MSEK stands for millions of SEK) and 373 MSEK, which is significantly higher compared to
Cluster II (103 MSEK) and Cluster III (76 MSEK). This is largely explained by the large heated areas in
these two clusters (Cluster I ~49,800 m2 and Cluster IV ~79,400 m2) compared to Cluster II and Cluster
III, which have heated areas of ~31,300 m2 and ~10,500 m2, respectively.

Heating load duration curves for the various clusters are constructed using hourly data obtained
through the energy simulations of the building types in IDA ICE, see Figure 5. The duration curve
visualizes the heating load in descending order in terms of magnitude, considering the periods of time
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during which the loads occur. Therefore, the duration curve directly reflects the thermal performance
of the clusters, as well as the heated area in each cluster. Consequently, Cluster IV has the highest heat
load followed by Cluster I, Cluster II and Cluster III. Furthermore, the duration curves also provide
information about the baseload that is visualized by the lowest loads in the diagram. For Cluster I to
Cluster IV, the baseload occurs approximately between 1600 h and 2600 h.

Figure 5. Duration curves for the four building clusters. Cluster I = top left corner, Cluster II = top
right corner, Cluster III = bottom left corner and Cluster IV = top right corner.

5.1.3. District Level

The total heated area before renovation for the 920 buildings in the studied district, i.e.,
the four building clusters, is 0.17 km2. The energy use at the district level is calculated at 31 GWh.
The corresponding figure in terms of specific energy use for the district is 180.8 kWh/m2. The total LCC
is 816 MSEK during an analysis period of 50 years, and the specific LCC is 4.8 kSEK/m2. The power
demand over the year for the studied district and the corresponding load duration curve are shown in
Figure 6. The peak load for the district is 9.4 MW, and the baseload is 0.45 MW. It is important to note
that due to the monthly time-step calculation procedure in OPERA-MILP, average monthly internal
heat gains are also used in IDA ICE for comparability purposes. However, a study by Milić et al. [43]
showed that the predictions of energy usage correspond to a maximum annual difference of 4% when
considering varying internal heat gains. The low impact from varying internal heat gains is explained
by that the case study consisted of buildings with overall poor thermal performance and low time
constant, similar to the buildings in the present research.

Figure 6. Power demand over the year for the building district with a corresponding duration curve.
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5.1.4. City Level

To enable a comparison to be made before and after cost-optimal energy renovation of the 920
buildings in the study object, the performance of the DH network in Visby before building renovation is
presented in the following section. As mentioned in Section 3.2, the total DH demand before renovation
is 184.6 GWh/year for Visby. The primary energy use is 57.2 GWh/year considering the local primary
energy factor for Visby (0.31). The peak load for the city is 54 MW.

The optimal DH production by the various plants in Visby is shown in Figure 7 for Case 1 (before
renovation of Clusters I–IV) using the optimization model MODEST.

Figure 7. Optimal DH production in Visby before renovation of Clusters I–IV.

In Case 1 (i.e., the Reference case), no EEMs targeting the building envelope are introduced in
the building stock and the DH demand is produced by the utilities heat-only boilers and heat pumps,
see Figure 7. Biomass heat-only boilers (HOB 5, HOB 6) generate the largest part of the DH demand
(164.7 GWh/year). Heat pumps additional supply heat of 18.0 GWh/year to the DH system. The bio oil
boilers produce the rest of the DH demand (0.5 GWh/year) during the peak load. In addition, landfill
gas supplies around 1.4 GWh/year to the DH system. Local and global CO2eq. emissions, in this case,
are 1667 metric ton/year and 8648 metric ton/year, respectively. The system cost for the DH system
is 39.8 MSEK/year and 727 MSEK during an optimization period of 50 years. The system cost is the
present value of capital costs, fixed costs, costs related to the output power and costs associated with
the amount of energy used (energy costs). The revenue from sold DH to end-users is 3232 MSEK
resulting in a net income of 2505 MSEK for the DH system, or 137 MSEK/year.

5.2. Cost-Optimal Energy Renovation; EEMs, Energy Use, LCC and System Cost, Net Income and
Environmental Effects of the DH System

This section presents the results from cost-optimal energy renovation in terms of selected EEMs,
energy use and LCC for the studied cases in this investigation. This is given at building type level,
cluster level and district level. Furthermore, an assessment of the effects of cost-optimal renovation
on the Visby DH system in terms of system cost, net income, primary energy use and CO2 emissions
is presented.

5.2.1. Building Level

Using LCC optimization, cost-optimal energy renovation strategies are identified for LCC optimum
(Case 2) and energy targets of 83 kWh/m2 and 79 kWh/m2 for single-family houses and multi-family
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buildings, respectively, according to Swedish building energy regulations (Case 3). The selection of
EEMs targeting the building envelope for the various cases is presented in Table 9. The effects of
energy renovation in terms of specific energy use and LCC are given in Table 10. It is important to
note that replacing windows is inevitable in Case 2 and Case 3 because the remaining lifetime of the
building elements is zero, resulting in weatherstripping as a side effect, since the new windows are
assumed to be airtight. From a profitability point of view, double-glazed windows are, in most cases,
the suggested window type.

Table 9. Selected EEMs targeting the building envelope.

Cluster I II III IV

Building Type 1W 2W 3W 4W 5W 6W 1S 2S 3S 4S 5S 6S

Window type
Case 2 DG

* DG DG DG DG DG DG DG DG DG DG DG

Case 3 DG DG DG DG DG DG DG DG DG DG DG DG

Floor insulation
Case 2 26 26 26 0 0 0 24 24 24 0 0 0

Case 3 24 32 26 0 0 0 24 24 24 0 0 0

Roof insulation
Case 2 12 12 12 18 16 16 10 10 10 16 16 16

Case 3 10 18 4 24 24 6 0 0 0 16 16 10

External wall inside
insulation

Case 2 0 0 0 0 0 0 20 20 20 20 20 20

Case 3 8 2 0 6 4 0 20 14 6 12 8 4

* DG = double-glazed window.

Table 10. Specific energy use and LCC for the various building type. The percentage change in Case 2
and Case 3, compared to Case 1 is indicated in parentheses with an italic font.

Cluster I II III IV

Building Type 1W 2W 3W 4W 5W 6W 1S 2S 3S 4S 5S 6S

Case 1
kWh/m2 200.1 178.6 161.2 128.1 115.4 99.1 324.0 266.2 218.0 219.8 187.3 143.2

kSEK/m2 5.6 5.0 4.4 3.7 3.3 2.7 8.1 6.8 5.6 5.5 4.8 3.6

Case 2
kWh/m2 111.5

(−44)
93.5

(−48)
80.2

(−50)
97.6

(−24)
88.0

(−24)
76.4

(−23)
79.3

(−78)
72.3

(−74)
67.8

(−70)
73.5

(−68)
69.1

(−65)
64.7

(−56)

kSEK/m2 4.3
(−24)

3.7
(−26)

3.1
(−28)

3.2
(−14)

2.9
(−14)

2.4
(−14)

5.6
(−37)

4.7
(−35)

3.8
(−34)

4.0
(−32)

3.5
(−30)

2.7
(−27)

Case 3
kWh/m2 81.8

(−61)
81.4

(−55)
83.1

(−48)
77.6

(−41)
75.9

(−36)
78.7

(−21)
83.1

(−77)
82.0

(−71)
82.1

(−63)
77.6

(−66)
76.9

(−60)
77.5

(−46)

kSEK/m2 4.7
(−20)

4.1
(−18)

3.2
(−28)

3.5
(−8)

3.2
(−7)

2.4
(−13)

5.7
(−36)

4.8
(−34)

3.9
(−32)

4.0
(−31)

3.5
(−28)

2.9
(−21)

It is important to be aware that the cost-optimal energy renovation strategy is unique for each
building type because of unique building conditions in the form of layout and construction. In any
case, the strategies in terms of selected insulation measures are very similar for the building types in
each cluster as the building properties are highly similar. The selection of 26 cm floor insulation and
12 cm roof insulation in Case 2 for all building types in Cluster I, i.e., single-family houses in wood, is
an example of this. Other trends that can be seen in Table 10 concerning selected EEMs in the building
types and clusters are:

• Floor insulation in the range between 24 cm and 32 cm is profitable for Cases 2 and 3 in Cluster
I and Cluster III, i.e., building types standing on crawl space, because of high transmission
losses originally
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• Roof insulation is generally profitable in all clusters and cases because of low retrofit costs (despite
an originally low U-value). The suggested insulation thickness varies between 10 and 18 cm
at LCC optimum (Case 2). The corresponding figure for the energy target according to the
Swedish building regulations (Case 3) for the building types varies more, due to the cost-effective
comparison between EEMs on the building envelope

• Inside insulation of the external walls is profitable for all cases in the stone buildings, Cluster III
and Cluster IV, because of a high U-value before renovation, 1.80–1.97 W/(m2·◦C). The suggested
insulation thickness is 20 cm in Case 2, but varies between 2 and 20 cm in Case 3, due to the
cost-effective comparison between EEMs. The inside insulation of the external walls is also
necessary in some of the wooden buildings to achieve the energy targets in Case 3.

The energy use at the cost-optimum point, Case 2, varies between 80.2–111.5 kWh/m2,
76.4–97.6 kWh/m2, 67.8–79.3 kWh/m2 and 64.7–73.5 kWh/m2 for Cluster I, Cluster II, Cluster III
and Cluster IV, respectively. The percentage decrease in energy use is the highest for the building types
standing on crawl space (Cluster I and Cluster III) and the building types with an external wall of stone
(Cluster III and Cluster IV). The reason for this is the additional insulation of these building elements,
as well as the poor U-value before renovation. Of the single-family houses, building type 3W and all
building types in Cluster III, 1S–3S, achieve the Swedish building regulations target of 83 kWh/m2 at
the cost-optimum point. Concerning the multi-family buildings at LCC optimum, building type 6W,
and all building types in Cluster IV, 4S–6S, achieve the energy target of 79 kWh/m2. Hence, the specific
energy use at LCC optimum is lower than the energy target in the Swedish building regulation for
all building types in stone, i.e., Cluster II and Cluster IV. In most optimizations, the energy target
in Case 3 is achieved in Case 2, only requiring cost-effective comparison between the EEMs on the
building envelope. This is, however, not the case in building types 1W, 2W, 4W and 5W where the
energy use is further decreased in Case 3 to reach the energy target of 83 kWh/m2 according to the
Swedish building regulations (BBR). Concerning LCC, the costs during an optimization period of 50
years are lowered by 14–37% at LCC optimum compared to before renovation. In Case 3, the LCC is
lowered for all buildings compared to before renovation varying between 8% and 36%. The largest
percentage decrease in LCC occurs for the building types where the energy use has been decreased
the most. For instance, the LCC is decreased the most in the building types in Cluster III (34–37%
at LCC optimum) which are also the building types with the highest percentage decrease in energy
use (70–78% at LCC optimum). The same tendencies are identified for the buildings with the lowest
percentage decrease in energy use, 23–24% for the building types in Cluster II. The decreases in LCC
are determined at 14% for the building types in Cluster II.

5.2.2. Cluster Level

Specific energy use and LCC in Cases 1–3 for the four building clusters are presented in Table 11,
with the percentage difference after renovation (Cases 2 and 3) compared to Case 1 given in the
parenthesis. The specific energy use for the various clusters varies between 69.3 kWh/m2 and
103.7 kWh/m2 in Case 2. The corresponding figures for Case 3 are 77.2 and 82.5 kWh/m2. The specific
LCC varies between 2.9–5.0 kSEK/m2 and 3.1–5.1 kSEK/m2 for Case 2 and Case 3, respectively. Of the
study’s building clusters and cases, Cluster III is the cluster with the highest percentage decrease in
energy use (76%) and LCC (31%) compared to before renovation at the cost-optimum point. Cluster
II has the lowest percentage decrease in energy use (23%), as well as in LCC (12%). The low and
high percentage decreases in energy use for Cluster II and Cluster III are explained by the originally
good thermal performance of the building types in Cluster II and the poor thermal performance of
the building types in Cluster III. Furthermore, it is shown that energy renovation according to the
energy target in Case 3 does not result in a higher LCC compared to before renovation in any of the
optimizations. In fact, the LCC is decreased by 0.2–2.1 kSEK/m2, or 6–29%.
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Table 11. Specific energy use and LCC in Cases 1–3 for the various clusters.

Cluster I II III IV

Building Type 1W 2W 3W 4W 5W 6W 1S 2S 3S 4S 5S 6S

No. of Buildings 309 166 25 33 30 18 55 46 16 75 83 64

Energy use before
renovation—Case 1 (kWh/m2) 190.7 117.1 284.9 185.8

LCC optimum—Case 2 (kWh/m2) 103.7 (−46%) 89.4 (−23%) 74.7 (−76%) 69.3 (−64%)

Swedish building
regulations—Case 3 (kWh/m2) 81.7 (−57%) 77.2 (−35%) 82.5 (−73%) 77.3 (−59%)

LCC before renovation—Case 1
(kSEK/m2) 5.3 3.3 7.2 4.7

LCC optimum—Case 2 (kSEK/m2) 4.0 (−24%) 2.9 (−12%) 5.0 (−31%) 3.4 (−28%)

Swedish building
regulations—Case 3 (kSEK/m2) 4.4 (−17%) 3.1 (−6%) 5.1 (−29%) 3.5 (−26%)

Annual energy use and total LCC during the optimization period of 50 years for the four building
clusters are shown in Figure 8 for Cases 1–3. Cluster IV has the highest energy use and LCC in all
three cases, followed by Cluster I, Cluster II and Cluster III. The annual energy use is 4.0–9.5 GWh,
2.4–3.7 GWh, 0.7–3.0 GWh and 5.3–14.8 GWh for Cluster I, Cluster II, Cluster III and Cluster IV,
respectively. The corresponding figure for LCC is 200−265 MSEK, 91–104 MSEK, 49–76 MSEK and
260–373 MSEK. When investigating the profitability of the suggested renovation measures between the
clusters, there is a clear difference in terms of potential decreases in total LCC. Cluster I and Cluster
IV show significant financial gains at the cost-optimum point (Case 2) compared to before energy
renovation. The LCC is decreased from 265 MSEK to 200 MSEK in Cluster I and from 373 MSEK to
260 MSEK in Cluster IV. It is important to note the corresponding decrease in total energy use from
cost-optimal energy renovation of Clusters I and IV, which is calculated at 13.8 GWh. This is 10.6 GWh
more compared to the total decrease in Cluster II and Cluster III (total energy use = 6.7 GWh in Case
1 and 3.5 GWh in Case 2). The consequential effect from the suggested renovation measures with a
decreased heating load on the local DH system will be addressed in Section 5.2.4. With regard to the
energy targets in Case 3 (Swedish building regulations), the energy use is decreased from 1.3 GWh
(Cluster II) to 8.7 GWh (Cluster IV). Following the tendency in terms of decrease in energy use, Cluster
IV has the highest LCC savings in Case 3 (101 MSEK). Clusters I–III also show financial gains when
performing renovation according to the energy targets in Case 3, varying between 8 and 51 MSEK.

Total LCCTotal LCC

Figure 8. Annual energy use (to the left) and total LCC (to the right) during an optimization period of
50 years for Clusters I–IV in Case 1 (solid blue), Case 2 (red checkered) and Case 3 (green vertical lines).

5.2.3. District Level

The following section presents the effects at district level from the cost-optimal renovation of the
various building clusters in terms of LCC and energy use. Consequently, the findings can be used as
guidance for various stakeholders when investigating the possibilities for energy renovating building
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districts. The total energy use and LCC for the 920 buildings in the studied district, i.e., the four
building clusters, are shown in Table 12. Total energy use is decreased in the range between 17.0 GWh
and 17.7 GWh compared to before renovation. The highest decrease occurs when performing energy
renovation according to the Swedish building regulations (Case 3), where the energy use is decreased
by 57%. Interestingly, the percentage difference in energy use in Cases 2, 3 compared to Case 1 varies
between 55% and 57%, showing that the energy use after renovation only varies slightly between Case
2 and Case 3. In terms of expenditure during the 50 years, LCC is calculated at 818 MSEK, 600 MSEK
and 632 MSEK for Cases 1–3, respectively. Hence, financial revenue between 186 and 218 MSEK are
made possible through renovation according to the cases in this study.

Table 12. Energy use and LCC of the building district in Cases 1–3.

Case
Energy Use

(GWh)
LCC (MSEK)

Energy use before renovation—Case 1 30.9 818
LCC optimum—Case 2 13.9 (−55%) 600 (−27%)
Swedish building regulations—Case 3 13.2 (−57%) 632 (−23%)

The effects of the cost-optimal renovation of each cluster on the district are unique, in terms
of both energy use and LCC. This is visualized in Figure 9 for energy renovation of each cluster at
the cost-optimum (Case 2), arranged from the cluster with the highest energy savings, Cluster IV,
to the cluster with the smallest energy savings (Cluster II) compared to before renovation. As shown
in Figure 9, the LCC for the district is decreased by 113 MSEK, 64 MSEK, 28 MSEK and 13 MSEK
when renovating Cluster IV, Cluster I, Cluster III and Cluster II, respectively. The corresponding
annual energy savings are 9.5 GWh, 4.3 GWh, 2.3 GWh and 0.9 GWh. This shows clear differences
between the clusters in terms of cost-optimal energy efficiency potential and a potential decrease
in LCC. Furthermore, using the proposed approach, it is possible to rank building clusters in a
district based on the profitability of suggested energy renovation measures, or energy savings. Hence,
various stakeholders can apply and use the approach to obtain the optimal outcome for building
energy renovation depending on both financial budget and final objectives.

Figure 9. LCC MSEK (solid blue) and total energy use GWh (red vertical lines) before renovation and
when selecting cost-optimal EEMs in the various clusters at LCC optimum (Case 2).

The corresponding effect, i.e., renovation of the various clusters according to the description above
for Figure 9, on the DH load for the historic district can be seen in a duration curve in Figure 10 using
the time steps in MODEST. The top duration curve shows the duration curve for Case 1, and the second,
third, fourth and fifth curves from the top show the duration curve after cost-optimal renovation
(Case 2) of Cluster IV, Clusters IV + I, Clusters IV + I + III and Clusters IV + I + III + II, respectively.
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Following the tendencies in terms of decreases in energy use and LCC, renovating Cluster IV and
Cluster I corresponds to the largest decreases in heat load in the duration curve compared to Case 1.
This can be exemplified by analyzing the peak load for each duration curve. The peak load (9.4 MW) is
decreased by 2.6 MW, 1.3 MW, 0.6 MW and 0.3 MW when energy renovating Cluster IV, Cluster I,
Cluster III and Cluster II, respectively.

Figure 10. Duration curve when selecting cost-optimal EEMs in the various cluster at LCC optimum
(Case 2), as well as before renovation (Case 1) for the historic district. Top left = duration curve for the
district in Case 1 and after renovating Cluster IV, top right = duration curve after renovating Clusters
IV + I, bottom left = duration curve after renovating Clusters IV + I + III and bottom right = duration
curve after renovating Clusters IV + I + III + II, respectively.

5.2.4. City Level

This section presents the optimization results for the Visby DH system after cost-optimal energy
renovation of the building stock. In addition, the effects on the Visby DH system from the cost-optimal
renovation of the various building clusters (when arranged by decreased energy use compared to
before renovation) have also been investigated and the optimization results are described in this
section. In addition, the LCC and environmental impacts from the renovation of a historic district
are shown. Table 13 summarizes the results for Cases 1–3. Table 14 summarizes the results when
carrying out energy renovation separately for each building cluster at the cost-optimum point (Case 2),
ranging from the cluster with the highest energy savings to the cluster with the lowest energy savings,
i.e., corresponding to the following order: Cluster IV, Clusters IV + I, Clusters IV + I + III and Clusters
IV + I + III + II. The results consist of the DH production, biomass/bio oil supply and electricity used
in DH system, local and global CO2 emissions, system cost and net income for the Visby DH system.
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Table 13. DH production, biomass/bio oil supply and electricity used in the DH system, local and
global CO2 emissions, system cost and net income for the Visby DH system for all cases.

DH Production, CO2 Emissions, System Cost and Net Income Case 1 Case 2 Case 3

DH (GWh/year) 184.6 168.4 167.6
Energy supply (GWh/year)

Biomass 149.7 143.4 143.0
Electricity 7.2 3.6 3.4
Bio oil 0.6 0.3 0.3

System cost (MSEK/year) 39.8 34.9 29.9
System cost over 50 years (MSEK) 726.7 637.3 546.0
Net income DH system (MSEK) 2505 2311 2388

Table 14. DH production, biomass/bio oil supply and electricity used in the DH system, local and
global CO2 emissions, system cost and net income for the Visby DH system after cost-optimal energy
renovation of the various building clusters.

DH Production, CO2 Emissions,
System Cost and Net Income

Case 1 Cluster IV Clusters IV + I Clusters IV + I
+ III

Clusters IV + I
+ III + II

DH (GWh/year) 184.6 175.7 171.4 169.3 168.4
Energy supply (GWh/year)

Biomass 149.7 146.4 144.6 144 143.4
Electricity 7.2 5.1 4.2 3.8 3.6
Bio oil 0.6 0.5 0.4 0.4 0.33

Local CO2 eq. emissions (ton/year) 1667 1630 1610 1600 1596
Global CO2 eq. emissions (ton/year) 8648 6606 5718 5285 5203
System cost (MSEK) 726.7 675.5 653.6 640.8 637.3
Net income DH system (MSEK) 2505 2400 2347 2323 2311

Cost-optimal energy renovation when targeting LCC optimum (Case 2) and Swedish building
regulations (Case 3) affects the performance of the DH system in Visby. As shown in Table 13,
biomass heat-only boilers generate the largest part of the DH in all the studied cases. Heat pump
and bio oil boilers, as well as landfill gas, supply additional heat during the year in the all studied
cases. The largest overall change in terms of environmental performance and system cost of the DH
system compared to before energy renovation occurs in Case 3, where DH production by the utilities
biomass, bio oil heat-only boilers and heat pumps decrease the most compared with all other cases.
The electricity used in the DH system, in this case, is 3.4 GWh/year. The corresponding figures for
biomass and bio oil supply are 143.0 GWh and 0.3 GWh, respectively. The system cost is reduced the
most in Case 3, calculated at 9.9 MSEK/year because of the reduced fuel supply and the use of electricity,
as shown in Table 13. The system cost in Case 2 is 34.9 MSEK/year compared to 39.8 MSEK/year before
energy renovation. When considering the net income of the DH system, it can be seen that the net
income is decreased from 2505 MSEK (Case 1) to between 2311 MSEK (Case 2) and 2388 MSEK (Case
3), due to less DH sold to end-users.

The result of cost-optimal energy renovation when targeting LCC optimum (Case 2) in the various
clusters compared with Case 1 shows that selecting cost-optimal EEMs in Clusters IV + I + III +
II decreases the system cost the most compared to the other alternatives presented in Table 14, i.e.,
separately energy renovating each cluster ranging from the cluster with the highest energy savings to
the cluster with the lowest energy savings. The system cost is decreased by 51.2 MSEK, 73.1 MSEK,
85.9 MSEK and 89.4 MSEK over a period of 50 years when renovating Cluster IV, Clusters IV + I,
Clusters IV + I + III and Clusters IV + I + III + II, respectively. However, as stated in the section above,
a result of renovating the various clusters less DH is sold to end-users, and the revenue is decreased.
The net income of the DH system is 2505 MSEK in Case 1, and 2400 MSEK, 2347 MSEK, 2323 MSEK
and 2311 MSEK when energy renovating Cluster IV, Clusters IV + I, Clusters IV + I + III and Clusters
IV + I + III + II, respectively. The local and global CO2 emissions are decreased by 37–71 metric ton
and 2042–3445 metric ton, respectively, as presented in Table 14.
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By calculating the revenue for the sold DH and the system cost, as well as LCC and energy use
for the various clusters, it is possible to predict the overall outcome of cost-optimal renovation of a
historic district in Visby in terms of economics and environmental impact. The LCC for the district and
the net income for the DH system over the course of 50 years, as well as annual figures for primary
energy use and local and global CO2 emissions, are presented in Figure 11. The net income is 2388
MSEK for the DH system when renovating according to Swedish energy targets (Case 3) compared
to the 2311 MSEK at the cost-optimum point (Case 2), which is due to the decrease in electricity use.
It is important to mention that the revenue for the DH system is decreased for both Case 2 and Case 3
compared to Case 1 by 194 MSEK and 117 MSEK, respectively. This is because less DH is sold to the
end-users. The sold DH to end-users generates an income of 3232 MSEK, 2948 MSEK and 2934 MSEK
over a period of 50 years in Case 1, Case 2 and Case 3, respectively. However, there are significant
environmental benefits from the suggested renovations. Regarding local and global CO2 emissions,
Case 3 corresponds to the lowest emissions of all investigated cases as a result of the largest decrease in
used and supplied fuel in the DH system. Local and global CO2eq. emissions are calculated at 1592
metric ton/year (4% decrease compared to Case 1) and 4921 metric ton/year (43% decrease compared to
Case 1), respectively. The primary annual energy use in the city decreases by 5.0 GWh and 5.2 GWh for
Case 2 and Case 3, respectively, compared to before renovation (57.2 GWh), which corresponds to a 9%
decrease. A reduction in CO2 emissions, due to decreased heat load is supported by earlier research
findings, e.g., [9,10].

 

Figure 11. Summary of the LCC for the district and the net income for the DH system over the course
of 50 years, as well as annual primary energy use and local and global CO2 emissions.

51



Energies 2020, 13, 276

There are several interesting aspects to study in future work. When analyzing the effects on
the local DH system from the energy renovation of a historic district, it is important to be aware
of the time-dependent behavior of the energy systems. This includes larger populations living in
cities, resulting in higher resource utilization [44], and expected higher outdoor temperature. A larger
population in Visby will most likely increase the heat load of the DH system, due to more buildings
being connected to the local energy systems. However, as an effect of global warming, higher outdoor
temperatures will occur, resulting in a lower heat load in the DH system. As shown by Shen et al. [45],
global climate change also affects the optimal energy renovation strategy for a building and varies
depending on location. Other factors that can influence the operation of the DH system include changes
in fuel prices, for both the DH and competing for heating supply systems, as well as technology
development and CO2 on fossil fuels [46]. The aforementioned factors are all of interest to study in future
work. Concerning the replicability of the results to other cities and energy systems, the authors would
like to point out that it is difficult to generalize the effects of cost-optimal energy renovation. This is
due to the fact that each building district is unique in terms of dynamic behaviour, and the operation
strategy, as well as the fuel mix of the DH system. Hence, the authors recommend performing separate
case studies on various local DH systems in cold climate to quantify economic and environmental
indicators using the proposed approach. Moreover, another aspect of interest to study is the economic
and environmental effects of the expansion to a CHP system. This is especially the case since there is
an ongoing process of electrifying the buildings, transport and industry sectors.

6. Conclusions

The majority of the research investigations in the field of building LCC optimization have tended
to focus on the building owners’ perspective. This includes financial gains and improving buildings’
environmental performance as a result of cost-optimal energy renovation. However, a connection exists
between the energy renovation of DH heated buildings and the performance of the DH system. There is
currently a knowledge gap regarding the effects on the local DH system in terms of profitability and
environmental performance from cost-optimal energy renovation of a building district. This research
proposes a systematic approach to study the effects on DH system of the above-mentioned parameters
from cost-optimal energy renovation of a building district. The study object consists of 920 buildings
located in Visby, Sweden, divided into twelve building types and four building clusters. Three different
cases are included in the study: Case 1 = no EEMs on the building envelope corresponding to the
reference case, Case 2 = LCC optimum (the cost-optimum point) and Case 3 = energy renovation
according to Swedish building regulations, BBR.

The results of this study show that by using the proposed approach, it is possible to predict the
effects of cost-optimal building renovation concerning economics and environmental performance
on the local DH system. In terms of economics, it is revealed that suggested energy renovations in
the historic district correspond to financial gains by 186–218 MSEK (23–27%). However, cost-optimal
renovation of the historic district decreases the revenue of the DH system by 117–194 MSEK (5–8%),
due to less DH sold to end-users. There is, on the other hand, a clear connection between building
renovation and decreased local and global CO2 emissions, due to decreased use and supply of fuel,
which confirms the findings of previous research within the field. This is especially true when carrying
out energy renovation according to BBR, resulting in local and global decreases of 75 metric ton of
CO2eq./year (4%) and 3727 metric ton of CO2eq./year (43%), respectively. Concerning the effects of
building renovation of the various clusters in the district, it is seen that the total heated area of each
cluster is highly significant, as well as the current thermal performance. Cost-optimal renovation
with no preset energy target (Case 2) corresponds to a decrease in energy use of 13.8 GWh (57%) and
financial gains of 178 MSEK (28%) for Cluster I and Cluster IV, where the two clusters are characterized
by overall low thermal performance and represent 76% of the total heated area in the studied district.
Meanwhile, the corresponding figures for Cluster II and Cluster III are 3.2 GWh (47%) and 40 MSEK
(22%). Lastly, the suggested renovation strategies are unique to each building type, due to differences
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in layout and construction. However, the suggested measures for the buildings in each cluster are
rather similar because building properties are comparable to a high degree. This can be exemplified
through the selection of 24–36 cm floor insulation in Cluster I and Cluster III because of a high U-value
and the selection of inside insulation of the external walls with 20 cm in Cluster I and Cluster III at
the cost-optimum point, which is also explained by the initially poor thermal performance of the
external walls.
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Abstract: Managing of wastes rich in lignocellulose creates the opportunity to produce biofuels that
are in full compliance with the principles of sustainable development. Biomass, as a suitable base for
the production of biofuels, does not have to be standardized, and its only important feature is the
appropriate content of lignocellulose, which assures great freedom in the selection of input. Biobutanol,
obtained from this type of biomass, can be used as fuel for internal combustion engines, including diesel
engines. In the era of strict environmental protection regulations, especially concerning atmospheric
air, any new fuel, apart from good energetic properties, should also show beneficial ecological effects.
This study investigates the carbon dioxide emissions from biobutanol powered diesel engine by means
of use of the simulation model. The parameters of a real passenger car powered by a diesel engine
were used for simulation carried out accordingly to the WLTP (Worldwide Harmonized Light Vehicle
Test Procedure) approval procedure as the current test for newly manufactured cars. The results
obtained for biobutanol were compared with simulated exhaust emissions obtained for conventional
diesel and with FAME (fatty acid methyl esters)—the most popular biofuel. Biobutanol, in spite of
its higher consumption, showed lower direct carbon dioxide emissions than both: the conventional
diesel and FAME. In addition, a LCA (life cycle assessment) was carried out for the fuels and vehicles
in question using the SimaPro package. Therefore, the implementation of butyl alcohol as a fuel
provides favorable environmental effects. This result gives arguments towards biofuel production
management indicating that implementation of biobutanol production technology mitigates carbon
dioxide emission, as well as promotes lignocellulosic resources rather than edible parts of the plants.

Keywords: biobutanol; clean combustion; Scilab simulations; SimaPro; CO2 emission; fuel production
management; environmental impact; non-edible resources for biofuel production

1. Introduction

Due to the vast possibilities of obtaining useful products, utilization of lignocellulose rich waste is
being analyzed in the area of natural and technical sciences with growing frequency [1,2]. In the period
of deteriorating environmental condition, it is essential that the principles of sustainable development
are followed in virtually all sectors of the economy in order to maintain balance between economic
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growth and concern about the nature around us [3,4]. Progressing climate changes, strictly connected
with emission of anthropogenic origin greenhouse gases, constitute an important factor fostering
search for state-of-the-art technologies, in particulars in the energy and transport industries [5–7].
Research into technologies to increase the energy efficiency of sustainable energy technologies for
transport is gradually accelerating. It is important to create greater synergies and consistency between
policies, as well as to develop a favorable regulatory, financial, and social environment. In addition,
it should be based on global standards, processes and tools to manage safety, environmental protection,
and cooperation with local communities.

As part of integrated efforts aimed at climate protection, in the global agreement—the Paris
Agreement—the European Union undertook to maintain average global temperature growth on the
level of 1.5 ◦C as compared with the pre-industrial period by limiting carbon dioxide emissions from
its area by 40% until 2030 (as compared with 1990) [8,9]. Road transport which, thanks to numerous
advantages, is developing dynamically and thus increasing its share in burdening the environment is
becoming an increasingly important source of negative emissions [10–13]. To reduce the consumption
of conventional sources as energy media for vehicles, biofuels, and bio-additives are applied, among
others in order to replace exhaustible fuels emitting significant quantities of carbon dioxide [14,15].
Pursuant to Directive (EU) 2018/2001 of the European Parliament and of the Council of 11 December
2018 on the promotion of the use of energy from renewable sources, pure vegetal oils, methyl and
ethyl esters of fatty or animal acids, mixtures of esters with diesel oil, and co-processed oils may be
defined as biofuels suitable for diesel engines [16]. The fuels identified in the Directive, which may be
used in the case of diesel engines also include biomass derived alcohols, such as: methanol, ethanol,
propanol, and butanol [17–19]. Ethanol and methanol are most commonly used as alternative diesel
engine fuel, but their different physical and chemical properties, such as: cetane number, flash point,
low lubricity, low calorific value, poor miscibility with other substances and high volatility, materially
hinder their suitability as diesel engine fuels [20,21]. Butanol seems an interesting alternative, due to its
lower flash point, lower volatility, higher calorific value and cetane number, as well as better lubricity
than methanol and ethanol [22,23]. What is more, butanol is characterized with better miscibility with
conventional diesel fuel, vegetal oils, fatty acid methyl esters (FAME), and lower corrosivity [24–26].

Butanol, or butyl alcohol, is a colorless flammable substance produced in the process of anaerobic
fermentation of sugar rich matter with the use of Clostridium bacteria, or from solid fuels [27–29]. It is
a good solvent of petroleum derivative substances, while demonstrating low water solubility [30,31].
It appears as four isomers (iso-butanol, tert-butanol, sec-butanol, n-butanol), differing in terms of
hydrocarbon chain structure (branched vs. straight) and hydroxyl group location [32,33]. Butanol
is commonly used as paint and lacquer solvent, and as an ingredient of hydraulic oils and brake
fluids [34,35]. It finds numerous applications in the textile and cosmetic industries. n-butanol is
most frequently used in research on engines, as an additive or independent diesel fuel, because of its
favorable physical and chemical properties (enumerated in the preceding paragraph) [36,37]. Butyl
alcohol obtained from biomass is referred to as biobutanol [38,39]. Biobutanol may be produced from
such plants as sugarcane and sugar beet, corn, grains, as well as derivative organic products obtained
from agriculture and forestry, including straw, plant stalks, or wood waste [40–43].

The comprehensive research results presented in the literature aimed to compare the properties
of butanol with those of conventional gasoline and diesel fuel as well as widely used biofuels—i.e.,
methanol, ethanol, and biodiesel—indicate that butanol has the potential to overcome many aspects
of the disadvantages of low-carbon alcohols [44–46]. The main advantages of butanol include lower
volatility, lower ignition problems, good mutual solubility with diesel without any solvents, more
suitable viscosity as a substitute for diesel, and higher heating value [47].

The calorific value of butanol is higher (33.1 MJ/kg) as compared to ethanol (24.8 MJ/kg) and
methanol (22.7 MJ/kg). This parameter, in combination with a higher stoichiometric air–fuel ratio,
allows the use of higher levels of its share in motor gasoline without changing the engine control
systems and distribution network. Oxygen content can improve the combustion process, resulting in
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less carbon monoxide (CO) and hydrocarbons (HC) emissions. In addition, butanol has a lower heat of
vaporization than ethanol, which can reduce problems with fuel atomization and combustion in cold
engine start conditions compared to typical ethanol fuels [48,49].

Compared with biodiesel, butanol contains more oxygen, which can reduce soot emissions,
and nitric oxide (NOx) emissions can also be reduced due to higher heat of evaporation, resulting in a
lower combustion temperature.

Among the major disadvantages of n-butanol should be noted the increased fuel flow due to
the lower calorific value compared to gasoline (44.5 MJ/kg) or diesel (44 MJ/kg). In addition, a lower
octane number than in the case of low-carbon alcohols inhibits the use of a higher compression ratio in
higher efficiency spark ignition engines—and also, as a gasoline substitute—may create a potential
problem due to higher viscosity [50].

With respect to the impact of butanol on CO, THC (total hydrocarbon), and NOx emissions,
it should be emphasized that they can be reduced or increased depending on the specific engine
(i.e., with partial or direct injection), operating conditions (i.e., with or without control of the air-fuel
ratio, type of the timing gear), and on the mixture ratio [51].

The results of laboratory investigations on the impact of mixtures of biobutanol with diesel fuel
on the combustion and emission characteristics of a four-cylinder diesel engine are presented in [52].
The tested fuels were a mixture of 10% biobutanol and 90% conventional diesel, 20% biobutanol and
80% diesel, and 100% diesel based on weight. The measurements were made at an engine speed of
1500 rpm and 30 Nm and 60 Nm engine load. NOx, CO, and soot emissions were lower than those
from diesel under all test conditions, while HC emissions were higher than from diesel.

In addition, as the content of butanol in the mixed fuel increased, the experimental results showed
that the ignition delay was longer than the ignition delay for diesel fuel for all studied injection times.
The indicated unit fuel consumption of mixed fuels was higher than diesel fuel consumption. However,
the exhaust gas temperature was lower than those from diesel fuel at all injection times.

Additionally, the results of studies on the CO, CO2, THC, NOx emissions for various types of cars
as a function of fuel composition (e.g., butanol share) are presented in [53,54].

The CO2 emission values resulting from the use of n-butanol mixtures in diesel [55] and gasoline [56]
engines in the context of the NEDC (New European Drive Cycle) driving test decrease, depending
on the share of butanol in the mixture, by about 1–6% in comparison to pure gasoline or diesel
(e.g., The mixing of 20% n-butanol with gasoline reduced CO2 emissions by 5.7%).

Energy recovery of lignocellulosic waste material in the form of liquid fractions can yield
alcohol-based fuels such as bioethanol or biobutanol [57].

Physicochemical properties of fuels and their mixtures influencing chemical reactions in the
combustion process and, consequently, gas emissions are discussed in detail in [58,59]. When analyzing
biofuels, particular attention is paid to autoignition reactions and the rate of heat release [60,61].

Although butanol properties (boiling point, viscosity, octane number) predetermine it for the use
in spark ignition engines as a partial substitute for conventional gasoline, a number of studies were
carried out using butanol/diesel fuel mixtures in compression ignition engines.

The advantage of butanol is its ability to reduce the viscosity of composite fuels, especially when
mixed with FAME or crude vegetable oil [62–65].

The results of laboratory tests aimed at determining the impact of a mixture of butanol derived
from lignocellulosic material and FAME based on animal fat on specific fuel consumption and CO2,
CO, NO, HC, and PM emissions of a diesel engine are available in the literature [62,66].

In [62], biobutanol derived from lignocellulose material was tested, which was then used as an
additive for diesel engines. Biobutanol was used in fuel mixtures with FAME in the amount of 10%,
30%, and 50% butanol. 100% diesel and 100% FAME were used as reference fuel.

The laboratory tests carried out showed that the use of biobutanol in fuel reduced the production
of carbon dioxide (by 15%), nitrogen oxides (by 35%), and PM (by 90%). Moreover, the use of biobutanol
as an additive in FAME, especially in oils, significantly reduced the viscosity and density of the fuel.
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Also in [67,68], conventional diesel, 30% biodiesel (FAME) and biodiesel with 25% n-butanol in a
turbocharged diesel engine were compared. In all cases, the positive effect of butanol in diesel fuel on
particulate, NOx and carbon dioxide emissions was found. In addition, a positive effect on smoke
emissions has been noted for the n-butanol mixture.

The main disadvantages of FAME include poorer storage and oxidative stability. The high cost of
the raw material is also important, especially when using vegetable oil as a raw material [21].

For environmental, logistic, and economic reasons, lignocellulosic biomass is a particularly
attractive raw material for biofuel production. When selecting appropriate conversion methods, it is
possible to obtain, among others, cellulosic ethanol, synthetic gas (bio-SG), or increasingly appreciated
furan fuels (Furanics fuel) [69–71]. Furan fuels, i.e., compounds derived from furan, have been
identified in the “Roadmap for Biofuels in Transport” prepared by the International Energy Agency
(IEA) as future biofuels for which intensive development of production technology is expected by 2050.
Currently, work on technologies for obtaining them is only at the stage of research and development.

Lignocellulose rich wood waste is very attractive thanks to a non-food character of the substrate
and possibility to obtain second generation biofuel, i.e., fuel not competitive towards food. Poland
has significant potential for production of waste wood and wood residues. Towards the end of 2017,
the area of Polish forests amounted to 9242 thousand ha, which corresponds with the forest coverage
ratio of 29.6% [72,73]. To compare, at the end of 2010 the area of forests was 9121.3 ha, which was
equivalent with the forest coverage ratio of 29.2%. Thus, an increase in the country’s forest coverage
ratio by 0.4% was recorded [74,75]. In 2017, 42,699 thousand m3 net of thick wood was produced
in Poland, including 8607 thousand m3, i.e., 21.2% of all thick wood volume obtained in connection
with forest clearing, acquisition of deadwood, wind broken trees, and trees damaged as a result of
various weather occurrences and natural processes [76]. Thick wood production of 31,822 m3 was
recorded in 2010, including 5686 m3 (17.8% of all thick wood obtained) of wood from forest clearing
and ordering processes [77]. The figures do not include information on clearing of greens located along
roads, acquisition of wood stock from parks and city green areas, residue from sawmills and wood
processing companies; therefore, the quantity of lignocellulose rich matter which may be used for
biofuel production is in fact much higher [78]. The choices of directions of technology development,
as well as the choices of biofuel production technology are the matter of economic, social, political,
and environmental issues. The carbon dioxide emission is one of the factors determining usefulness
of particular biofuel production technology. Moreover, the use of edible or nonedible resources is
another factor strongly affecting the eventual choice of technology. Consequently, the knowledge
and understanding of phenomena occurring during burning of various fuels (including biofuels) in
automotive, as well as other types of internal combustion engines, assures possibility of decisions
concerning choices of types of biofuels and technologies of their production. All these factors, when
established, provide tools for technology management in the area of biofuel production and distribution.
This technological knowledge is also needed for undertaking legal decisions concerning allowable
content of fuels available on the market.

The life cycle assessment methodology (LCA) [79,80] is increasingly used to maintain the
environmental sustainability of biofuels [81,82].

The LCA investigations should be performed at the stage of technological process designing, what
could result in more effective controls of environmental issues [83,84].

There are several recognized methods for assessing the life cycle impact, e.g., EPS 2000 (priority
strategies for environmental protection), CML (Centrum voor Milieuwetenschappen Leiden), ecological
indicator 99, IMPACT 2002+, ReCiPe, MIPS (material intensity per service) [85–90]. They are
implemented in computer programs used in the LCA investigations, eg SimaPro, GaBi, Umberto [91–93].
Based on the results of computer calculations, under specific assumptions, it is possible to estimate
the environmental impact of selected products or production processes. Comparing the results
obtained, it is possible to indicate a product or production process that will have a minimal impact on
the environment.
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2. Materials and Methods

Taking into account the potential of obtaining lignocellulosic biomass which may be used
for production of biobutanol, properties similar to conventional fuel and mitigation of negative
environmental impact, this paper focuses on analyzing the impact of butyl alcohol on diesel engine
carbon dioxide emissions.

The test used a simulation model of a contemporary diesel engine, reflecting the predefined work
cycle. This allows elimination of hazard to the actual engine which, at the development stage, did not
consider being powered with fuel different than conventional [94–96], while enabling achievement of
complete results in an accessible form and within a short time.

2.1. Materials

The simulation used actual parameters of the Fiat Panda passenger car with a modern diesel
1.3 MultiJet II drive unit, compliant with the Euro 6 norm for exhaust gases [97–99]. The vehicle is
equipped with the “start–stop” system, aimed at reducing the quantity of consumed fuel and the
quantity of emitted exhaust gases [100,101]. The system allows switching the engine off if its operation
is not needed at the given moment. In urban traffic, this takes place when the vehicle is not moving,
which happens frequently due to the infrastructure and traffic management system. Such solutions
enable reduction of exhaust gases and noise which, as fuel is not combusted and the drive unit is not in
operation, are not emitted. Development of the engine stopping system while the vehicle is not in
motion is caused by increasingly stringent limits governing harmful substance emissions and sound
levels. Continuously decreasing acceptable values force engineers to seek additional solutions next to
mere engineering modifications in contemporary combustion engines.

Emission limits for newly manufactured vehicles have been in operation since 2009 (the first
application of emission limits in 2015). The limits on average carbon dioxide emissions for passenger
cars in the European Union will be regular reduced from 130 gCO2/km in 2015 to 65 gCO2/km in
2030 [102–104].

The analyzed vehicle is characterized with the maximum power of 75 hp at 4000 rev./min and the
maximum torque of 190 Nm at 1500 rev./min. Pursuant to the manufacturer’s data, fuel consumption in
the urban cycle is 4.7 l/100 km, in the mixed cycle 3.9 l/100 km, with 3.5 l/100 km outside the city [105].

Table 1 presents basic technical parameters of the engine used in the simulation.

Table 1. Basic technical data of the engine 1.3 MultiJet II used in the simulation.

Parameter Unit MultiJet II

Cylinder layout - in-line
Number of cylinders, c - 4

Type of injection - direct, multistage
Compression ratio, e - 16.8:1

Diameter of the cylinder, D mm 69.6
Piston stroke, S mm 82

Engine displacement, Vss cm3 1251
Maximum engine power, Ne kW 55

Engine rotational speed for its maximum power, nN rpm 4000
Maximum engine torque, Me Nm 190

Engine rotational speed for its maximum torque, nM rpm 1500
Rotational speed of idle gear, nbj rpm 850 ± 20

Table 1 gives the factory characteristics of the engine (selected parameters were used in the
developed computer simulation) assuming that it is fully technically sound. Based on the characteristics
given in the table, the full course of CO2 emissions cannot be determined for changes in load and
engine speed. However, additional charts presented in the part of the article “The simulation model”
show the course of CO2 changes used for the simulation as a function of rotational speed and engine
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load for the assumed fuels. These characteristics take into account the chemical composition of the fuel
and calorific value, which determine the amount of fuel consumed and, consequently, the amount of
CO2 emitted.

The simulation model used in the experiment enables utilization of fuels characterized with
different properties. In order to analyze the emission profile, parameters of the following fuels
were implemented: conventional diesel oil ON (as reference fuel), fatty acid methyl esters (FAME)
(as the most common diesel fuel bio-additive), and butanol (main subject of the analysis). These fuels
indisputably differ in terms of elementary composition and properties necessary from the point of
view of combustion of the respective fuel. Table 2 compares properties of the fuels used.

Table 2. Selected properties of the fuels applied. FAME—fatty acid methyl esters.

Parameter Diesel FAME Butanol

Carbon content (%) 86.5 78.0 64.8
Hydrogen content (%) 13.4 12.0 13.5

Oxygen content (%) 0.0 10.0 21.6
Calorific value (kJ/g) 44.0 37.0 33.1

Air demand (gair/gfuel) 14.5 12.5 11.2

The data in Table 2 demonstrate differences among the properties of diesel and alternative
fuels. The greatest difference is noticeable in terms of oxygen content, which is absent in classic fuel,
but present in biofuels, as well as in terms of carbon content where diesel shows the highest level
among the analyzed fuels. Moreover, conventional fuel is characterized with the highest calorific
value [106–110].

From the point of view of physicochemical properties and elementary composition, the use of
100% biofuel is not possible; however, highly desirable due to the ecological effects. The vehicle under
analysis is certainly not 100% suitable for alternative fuels. Therefore, the authors used computer
simulations in their research. The simulation considered both pure fuels and mixtures with diesel.

Table 3 presents particular proportions of fuels used in the model.

Table 3. Proportions of fuels used in the model.

Diesel/FAME Diesel/Butanol

100%/0% 100%/0%
90%/10% 90%/10%
80%/20% 80%/20%
70%/30% 70%/30%
60%/40% 60%/40%
50%/50% 50%/50%
40%/60% 40%/60%
30%/70% 30%/70%
20%/80% 20%/80%
10%/90% 10%/90%
0%/100% 0%/100%

Moreover, the simulation takes into consideration operation of the “start–stop” system installed in
the vehicle and, therefore, it reflects actual movement of the car in accordance with the predefined test.

2.2. Methods

2.2.1. Simulation Model

The simulation model used in the analysis was developed in the Scilab environment, i.e.,
free of charge scientific software enabling execution of advanced mathematical calculations and
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algorithms [111]. It allows designing, performance of simulations, combining and recording of projects.
Thanks to the possibility to resolve differential equations, linear and nonlinear systems, application
of fast Fourier transform, development and optimization of algorithms, is an extremely useful tool
in the case of more complex systems [112,113]. The Xcos package was used in connection with this
analysis to prepare block diagrams reflecting actual dependencies in the analyzed engine. Graphical
presentation of the modeled system, which is simple to use and which minimizes the risk of calculation
error, is an indisputable advantage.

To be able to relate to reference emission levels applicable to the analyzed vehicle, the simulation
used the WLTP procedure, being the latest homologation test which has covered all newly manufactured
vehicles applying for traffic approval in the European Union since 1 September 2018 [114,115].
The previous test procedure was developed in the 1980s and it based on a theoretical driving profile.
At the beginning, could be considered reliable, but dynamic technological development may provide
additional variables which were not considered therein. A generalized approach to the model
driving cycle and identical treatment of all analyzed vehicles rendered numerous irregularities and
discrepancies revealed during more detailed tests of specific cars. It therefore became necessary to
amend the vehicle testing procedure for cars to be launched on the market [116]. By assumption, the
WLTP test reflects the actual vehicle operating conditions, considers the equipment installed in the
vehicle, engine versions, as well as gear settings. The new WLTP test cycle takes 10 minutes longer than
the previous procedure and the vehicle covers a distance by 12.25 km longer than during the NEDC
test. Moreover, the new procedure features as many as four dynamic work phases, with approximately
52% in the urban cycle and the remaining 48% reflecting driving outside the city. The temperature
in which testing is performed is also important. In the case of WLTP, it is the range of 14–23 ◦C,
whereas NEDC was carried out in the range of 20–30 ◦C, which was remote from actual European
conditions [106,117,118].

The diagram of the simulation model applied in the test is presented in Figure 1.
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Figure 1. Diagram of the 1.3 MultiJet engine simulation model.
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The simulation was divided into five blocks, with each one performing a separate function and
providing vehicle operation and fuel combustion parameters necessary to carry out the WLTP test
procedure and obtain results related to carbon dioxide emission for the analyzed fuels. Presented below.

Block I “Test generator”

The block is responsible for furnishing correct parameters, characteristic for the WLTP driving
test, the distance traveled by the vehicle l, including vehicle acceleration a(t), vehicle speed and force
generated on the wheels P1 [N] (calculation weight of 1020 kg). In order to determine these values,
the module takes advantage of the vehicle’s technical data, such as: vehicle weight, rolling resistance,
and aerodynamic resistance.

l =
∫ t

0
v(t)dt[m] (1)

a(t) =
dv(t)

dt

[m
s2

]
(2)

where:

v(t)—the momentary speed of the vehicle in the test (m/s)
t—the end time of simulation (s).

P1 = F0 + F1 · v(t) + F2 · v(t)2 [N] (3)

where:

v(t)—the momentary speed of the vehicle in the test (km/h)
F0—rolling resistance coefficient (N)
F1—linear resistance coefficient (km/h)
F2—aerodynamic resistance coefficient (N/(km/h)2).

The vehicle loads resulting from the accelerations acting on it are then calculated using equation:

P2 = M
dv(t)

dt
[N] (4)

where:

v(t)—the momentary speed of the vehicle in the test (m/s)
M—vehicle calculation weight (kg).

Table 4 presents values adopted for the analyzed vehicle.

Table 4. Vehicle parameters implemented in the “test generator” block.

Parameter Unit Fiat Panda

Vehicle weight kg 1020
Rolling resistance N 6.15

Aerodynamic resistance N/(km/h)2 0.0412

Figure 2 below presents results obtained from that simulation block. The graphs illustrate such
values as: v—speed of the analyzed vehicle; d—road in kilometers, covered during the test; F—force
acting on the vehicle’s wheels; and p—current gear in which the vehicle is driving.
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Figure 2. Parameters obtained from the block responsible for generating the WLTP test signal.

Block II “Drive system”

This block involves calculations related to such signals as the vehicle driving speed, gearbox input
shaft torque, its rotational speed for the gearbox. In order to determine these values for the model
correctly, data regarding the vehicle wheel radius, drive system ratios for the rotational speed, and
drive system ratio for torque were implemented.

Mun = (P1 + P2) ·R ·R1 [N ·m] (5)

where:

Mun—torque acting on the gear shaft (N·m)
P1—momentary force on wheels from resistance to motion (N)
P2—momentary force on wheels from inertia (N)
R—wheel radius (m)
R1—drive system shifts for the torque (-).

ωun =
v(t)

R
·R2
[

rad
s

]
(6)

where:

ωun—rotational speed of the gear shaft (rads/s)
v(t)—the momentary speed of the vehicle in the test (m/s)
R—wheel radius (m)
R2—drive system shifts for rotational speed (-).

Table 5 identifies the values of those parameters used in the developed model.
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Table 5. Parameters for the ‘drive system’ module based on the manufacturer’s data.

Parameter Unit Fiat Panda

Radius of the vehicle wheels m 0.298
Drive system ratio for torque (-) 0; 1/13.46; 1/7.05; 1/4.55; 1/3.24; 1/2.42

Drive system ratio for rotational speed (-) 0; 13.46; 7.05; 4.55; 3,24; 2.42

Results obtained from this block are presented in Figure 3. The graphs correspond, respectively,
for: ωk—vehicle wheel angular velocity; ωp—engine angular velocity; Mk—torque on vehicle wheels;
and Mp—torque on engine.

Figure 3. Parameters obtained from the “Drive system” simulation block.

Block III “Engine”

The “Engine” module plays a verification role in the developed model. It is responsible for
verification of values obtained from the preceding blocks in terms of presence thereof in the admissible
range of engine rotational speed variability. This allows eliminating deviations and distortions in
the model, which could lead to incorrect results. If previously obtained rotational speed momentary
values (rad/s) and torque values (N·m) are correct, they are passed on to further simulation blocks.

Msi =
{

Mun; Mun > 0 N ·m
0 N ·m; Mun ≤ 0 N ·m [N ·m] (7)

ωsi =
{

ωun;ωun > 83.7 rad/s
83.7 rad

s ; ωun ≤ 83.7 rad/s

[
rad
s

]
(8)

where:

Msi—momentary torque on the vehicle’s gear (N·m)
ωsi—momentary rotational speed on the vehicle’s gear (rad/s).

Block IV “Calculations for fuel/air”

“Calculations for fuel/air” is the most structurally developed block, which allows determination of
fuel (Figure 4) and air consumption values (Figure 5), necessary for conducting correct fuel combustion
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in the test and determination of aggregated values of those elements. The module is based on universal
fuel and air mixture demand characteristics.

  
(a) 

 
(c) 

Figure 4. Fuel flow per injection cycle: (a)—Diesel; (b)—FAME; (c)—Butanol.

Figure 5. Characteristics of the hourly fuel consumption as a function of the rotational speed and
torque of the selected internal combustion engine adopted in the simulation.

The characteristics used in the simulation were developed on the basis of published experimental
studies conducted on the engine test bench. Detailed numerical values from which the spatial
distributions were based (Figures 4 and 5) present literature items [98,99].
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Figure 4 shows the characteristics of the output of the analyzed fuels per one diesel engine injection
as a function of changes in speed and changes in torque produced by the engine.

Diesel fuel is characterized by the lowest values of fuel expenditure per injection as a function of
engine speed and torque generated by the engine due to the highest calorific value among the analyzed
objects (44 MJ/kg). For the fuel with the lowest calorific value of butanol (33.1 MJ/kg), the characteristic
curve of output per fuel cycle for changes of rotational speed and torque takes the highest values.
In the case of FAME fuel with calorific value (37 MJ/kg), the fuel flow rate per 1 injection is obtained
between fuels with extreme calorific values.

It is seen on Figure 4 that plots shown on the figures are very similar with respect to their shape,
only the values of fuel flow at corresponding points are slightly different. The whole plot for butanol is
located above the FAME, and diesel fuel occupies the lowest position.

Determination of values related to the fuel flux and required quantity of air, taking into account
the fuel calorific value, produces the value of energy flux from burned fuel. That is followed by
determination of temporary engine efficiency. With all of the above parameters, based on integrating
modules, one can determine values for the fuel and air mixture consumed in the test.

.
fuel = ffuel(ωsi, Msi)

[g
s

]
(9)

.
air = fair(ωsi, Msi)

[g
s

]
(10)

where:
.

fuel—fuel flux (g/s)
ffuel—function of hourly fuel consumption depending on rotational speed and torque (g/s)

.
air—air flux (g/s)
fair—function of hourly air consumption depending on rotational speed and torque (g/s).

The simulation developed provides for the possibility to include or exclude simulation elements
accounting for operation of the start–stop system. If the vehicle stops during the driving test simulation
performed and the said system is switched on, calculations are performed in accordance with the
following dependencies:

.
ons =

{ .
on; v(t) > 0 m/s
0; v(t) = 0 m/s

[ g
s

]
(11)

.
airs =

⎧⎪⎨⎪⎩
.

air; v(t) > 0 m/s
0; v(t) = 0 m/s

[ g
s

]
(12)

Figure 6 presents graphs of such results as: fuel—fuel consumption; air—air consumption;
Fuel—aggregated value of fuel consumed in the test; Air—aggregated value of air consumed in the test.

Block V “Calculation emission from fuels”

The block is responsible for determination of carbon dioxide emission value for the respective
fuel. Carbon dioxide emissions per diesel, FAME, and biobutanol injection cycle are shown in Figure 7.

For carbon dioxide emissions per diesel injection cycle, as shown in the diagrams below, there are
clearly smaller differences in the characteristics of the speed and torque variations than for the fuel
expenditure characteristics shown above. This may be due to the high oxygen content of biofuels that
have already been chemically bonded to carbon atoms, which results in a slight increase in carbon
dioxide emissions.
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Figure 6. Parameters obtained from the “Calculations for fuel/air” simulation block.

 

 

(a) 

 

(c) 

Figure 7. Carbon dioxide emissions per diesel, FAME, and biobutanol for one injection cycle: (a)—Diesel;
(b)—FAME; (c)—Butanol.
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Using the engine emission profile, it defines momentary CO2 mass values and aggregated values
throughout the test.

.
CO2 = f CO2(ωs, Ms) gCO2

.
spal/gspal

[ g
s

]
(13)

CO2(t) =
∫ t

0

.
CO2(t) dt [g] (14)

2.2.2. LCA Method

The LCA methodology is exists in several variants and interpretations of key concepts. Thereare
two alternative approaches used in LCA—the attributional model and the consequential model.
Attributional life cycle assessment (ALCA) estimates the share of global environmental loads that a
product belongs to. The consequential LCA (CLCA) gives an estimate of how global environmental
loads affect the product production and use. The distinction was created to resolve debates on what
input should be used in the LCA and how to deal with allocation problems. ALCA is based on average
data, and the allocation is done by sharing the environmental burden of the process between the life
cycles supported by this process. CLCA in principle uses marginal data in many parts of the life cycle
and avoids allocation through system expansion.

Each of the models is associated with significant parametric and model uncertainty, and estimating
the impact of biofuels on the climate requires many subjective choices [119–121].

A review of the literature for biofuel modeling shows that the authors use both CLCA [122–125]
and ALCA method [126,127].

It should be emphasized that the intention of the authors of the present paper is not to attempt to
disqualify the specific capabilities of any of the LCA analysis models, but to attempt to analyze the
behavior of a non-steady state complex system.

The simulation model developed in connection with this analysis provides data on direct
carbon dioxide emissions. Emissions originate from elementary composition of the fuels used and
characteristics of the combustion process in the respective engine [128,129]. Results are obtained
based on differential equations, characterizing the process of fuel burned by the vehicle and resulting
quantities of exhaust gases emitted from the exhaust system. The method is in line with vehicle
homologation tests; yet, in the context of environmental impact assessment for particular fuels, it may
be insufficient. To supplement the analysis, it was extended to cover the LCA analysis, which is
considered crucial for accomplishment of the sustainable development policy and a reliable tool for
conducting environmental analyses in the context of specific products, including fuels. LCA tools are
perceived as a foundation of state-of-the-art management of the environment related and decision
processes which have real impact onto various areas of natural economy. Due to their scope and
a broader perspective of the respective product, numerous state strategic documents and policies
identify LCA analyses as mandatory. The product life cycle considers consumption of materials, energy,
and resources, as well as the effects of processing thereof not only at the time of actual use of the
product, but also at the stages of production and disposal. The analysis commences from mining of
resources necessary for manufacturing the product and includes all energy and material expenditures
connected therewith. Subsequently, it focuses on manufacturing of a specific product. Next, it considers
the stages connected with using it, to finally take into account the process of disposal or decomposition.
It can therefore be seen that it is much more detailed than typical analyses focusing solely on direct
use of the item in question. LCA analyses prove extremely useful during decision making processes
based on identification of processes or products which will be the least harmful to the environment
throughout their life cycle. In combination with knowledge regarding costs, ease of use, and production
technologies, one may identify solutions constituting the least burden to the natural environment,
which is strictly connected with management in accordance with the ideas of sustainable development
and performed more and more often worldwide. Detailed techniques related to process and product
life cycle assessment are defined in the ISO 14040 international standard [130]. The document defines
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the necessary documents required for proper execution of the analysis, including: inventory of the
set of material data; environmental impact analysis of elements connected with the identified data;
interpretation of results of performed analysis, as well as reference of the impact assessment to the
research subjects analyzed.

Life cycle assessment ought to contain an identified objective and scope of analysis, identified
data set, assessment of impact onto particular elements, and properly interpreted results.

The LCA analysis of the fuels used was performed in three stages. It was accomplished with the
SimaPro ver. 9.0.0.48 software, designed for execution of professional environmental impact analyses
both in business and scientific areas. The tool enables the analysis and monitoring of important
information from the sustainable development perspective. With the use of that environment, one may
perform modeling and analysis of even complex product and process life cycles as well as of their
actual environmental impact on each of the stages. What is more, SimaPro is fully compliant with the
guidelines identified in the ISO 14040 standard and, as such, it constitutes a source of reliable results
which may be used in product related decision-making processes.

The first stage of the analysis involved determination of the impact from production of the fuels
in question onto particular elements of the environment. It considered the following areas: “ecosystem
quality”, “climate change”, “human health”, and “resources” in the context of carbon dioxide emission
during fuel unit production processes. This stage involved use of the IMPACT 2002+method, which
identifies impact of the analyzed product onto the environment and people. The method bases
on modern exotoxicity comparative analysis for both environmental elements and those related to
human health.

The next stage of analysis involved the Greenhouse Gas Protocol method, based on which
information regarding carbon dioxide emission is obtained. The method is based on the greenhouse
gas emission protocol and distinguishes four result segregation categories: “Fossil CO2 eq”—carbon
dioxide emission from fossil fuel conversion; “Biogenic CO2 eq”—emission caused by plants and
trees; “CO2 eq from land transformation”—emission connected with transformation of land; and “CO2

uptake”—that is carbon dioxide value captured during the given process. The analysis relates to
the production stage of a specific product. Any information concerning the methods of formation,
energy consumption during the processes, and their progress is contained in extensive libraries of the
SimaPro software.

The final, third stage utilizes data obtained pursuant to the Greenhouse Gas Protocol method
regarding carbon dioxide emission during production of a reference unit of the analyzed fuel. Emission
values from the production stage are combined with data obtained from the simulation model, which
allowed assessment of the emission rate from the fuels throughout their life cycle, from production to
conversion into thermal energy. Table 6 below presents input parameters applied in the LCA analysis
of the discussed fuels.

The service of life car was adopted according to the LCA analysis performed for its cars by a
leading manufacturer of commercial vehicles [131,132]. In addition, a literature review confirms that
the value of 150,000 km is in accordance with ISO 14044 [110,130].

A relatively frequent practice in scientific publications is use of reference emission values published
by vehicle manufacturers, which results in generalization of analysis results. One needs to stress that
such a value relates solely to powering the vehicle with conventional fuel and, as such, it cannot be taken
into consideration in analyses related to alternative fuels. It was, therefore, reasonable to implement in
this study direct carbon dioxide results obtained from the developed computer simulation.
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Table 6. Parameters used in LCA analysis.

Fuel Consumption in the Cycle (l/100 km)

Fiat Panda
MultiJet II

Urban Extra urban Combinated

4.7 3.5 3.9

Estimated Fuel Consumption in Car Service Life

Diesel 6750
FAME 8250

Butanol 8250

CO2 Emission from Fuels in Production Process (kgCO2/1 kg fuel)

Diesel 0.341
Butanol 3.18
FAME −7.01

CO2 Emission from Fuels in Burn Process (Start–Stop System ON) (g/km)

Diesel 161,59
Butanol 173,16
FAME 161,33

CO2 Emission from Fuels in Burn Process (Start–Stop System OFF) (g/km)

Diesel 163,65
Butanol 175,39
FAME 163,39

Service life of car (km)

150,000 km

3. Results and Discussion

3.1. Result from Simulation

The developed simulation allowed execution of an experiment using different mixtures of fuels
with conventional diesel. Figure 8 below presents fuel consumption (value of the end of fuel used
during the entire WLTP test) in the function of respective additive content.

Graph A (Figure 8) presents fuel consumption during vehicle operation taking into account the
start–stop system, while in graph B (Figure 8) the system is switched off. Stars mark butanol, while
circles—FAME fuel. As can be seen, higher fuel consumption for both operation modes is shown by
butanol. Moreover, one can generally notice higher consumption of the medium in graph b, which
confirms correct operation of the model considering the “start–stop” subsystem.

Figure 9 presents carbon dioxide emission profile graphs in the function of additive content,
taking into account operation of the “start–stop” system (final value of CO2 emission during the entire
WLTP test).

Pursuant to the above graph, higher carbon dioxide was demonstrated by the FAME fuel. Butanol,
along with increasing share of it as an additive in the mixture, reduced carbon dioxide emission.
Similarly to fuel consumption, the “start–stop” system (Figure 9) contributed to much lower CO2

emission than in the case of engine operation without it.
Table 7 below presents emission results in the test. Emission corresponds with total weight

of carbon dioxide emitted for particular fuels (100% fuel content) after execution of the test cycle.
Moreover, the value was recalculated into a comparative unit and compared with the reference value
defined in the regulation [70].
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(a) 

(b) 

Figure 8. Fuel consumption as a function of the share of an additive ((a)—start–stop ON, (b)—start–stop
OFF).

Table 7. List of CO2 emission results for the individual fuels with values from regulations.

Fuel Used CO2 (kg) Emission CO2 (g/km) Emission CO2 (g/km) Value Required by the Regulation

Start–Stop System ON

FAME 4.026 175.48 130
Butanol 3.751 163.44 130
Diesel 3.757 163.87 130

Start–Stop System OFF

FAME 4.078 175.398 130
Butanol 3.799 163.398 130
Diesel 3.805 163.656 130
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(a) 

(b) 

Figure 9. Carbon dioxide emission for fuel mixtures as a function of the share of an additive
((a)—start–stop ON, (b)—start–stop OFF).

The table above shows that analyzed biobutanol is characterized with the lowest total carbon
dioxide emission. In terms of emission, conventional diesel fuel turned out second, while the most
common biofuel (both as an additive and as fuel itself) was characterized with the highest emission
level. This interesting result was verified on the basis of tests published in the literature, being carried
out on an engine test bench. Studies confirm that carbon dioxide emissions at individual measuring
points are highest when the engine is powered by methyl esters [133,134]. These results are due to the
fact that rape oil fatty acid methyl esters (FAME) have a different elementary composition and different
physicochemical properties influencing the course of processes occurring in the cylinder.
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As seen in Table 8 the stoichiometric content of biobutanol and two examples of methyl esters
of fatty acids the butanol has the smallest carbon content, and also the highest content of oxygen.
These observations are in agreement with the emissions reported in Table 7.

Table 8. Stoichiometric content of biobutanol compared to two methyl esters of fatty acids.

Content % C H O

Butanol 64.87 13.52 21.63
Methyl palmitate 75.56 12.6 11.86
Methyl stearate 76.52 12.76 10.74

The increase in carbon dioxide emission in the case of feeding the engine with plant oil esters
is compensated for by the fact that, in this case, the carbon dioxide circulates in a closed circuit
in the environment. Esters make a renewable fuel obtained from plants which, for production of
organic matter in the photosynthesis process, use atmospheric carbon dioxide and release oxygen to
the atmosphere.

The fuels in question exceed the admissible carbon dioxide emission level determined in the
standard applicable to the specific vehicle. Still, one needs to emphasize that the analyzed vehicle
was approved under the NEDC procedure which, as stated above, generalized the data related to
movement of the vehicle in actual conditions.

3.2. Result from Simulation

Figure 10 presents analysis results for the analyzed fuels pursuant to the IMPACT 2002+method.
For the sake of graph legibility, presentation of results in the ‘single score’ mode, i.e., aggregated graph,
was selected. In this form, results are presented in the mPt unit.

Figure 10. Impact of analyzed fuels onto selected environmental areas (mPt).

Based on Figure 10, it may be inferred that the fuel characterized with the greatest environmental
impact at the production stage are fatty acid methyl esters (FAME). This solution demonstrates
significant influence onto ecosystem quality, as the fuel is obtained from oil plants. Cultivation of
such plants requires transformation of land in production related purposes, which results in a high
value of the coefficient. However, this fuel has beneficial impact onto climate changes, similarly to
biobutanol, because—as fuels obtained from organic matter—they have negative environmental impact
thanks to natural carbon dioxide absorption. The above results from the life cycle of plants and trees
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they are obtained from, as an assumption is made regarding balancing of CO2 absorbed during the
photosynthesis cycle with carbon dioxide produced at further stages of the fuel’s life. Conventional
diesel fuel showed the greatest impact onto natural resources, which is caused by production of the
fuel from crude oil.

The next step involved analysis related to production of selected fuels exclusively in terms of
carbon dioxide emission. Figure 11 below presents results of the Greenhouse Gas Protocol method.

Figure 11. Particular carbon dioxide emissions occurring in production processes of selected fuels (%).

Based on the results obtained under the GGP method, it may be concluded that FAME is the
fuel characterized with the lowest carbon dioxide emission in production processes. Butanol came
second, while the highest level of emission was connected with production of diesel fuel. In the case of
biofuels, negative emissions result from carbon dioxide absorption by plants used for production of the
fuel. This process may also be included in production of butanol from waste biomass. Consequently,
considering the whole product life cycle, it may be concluded that industrial fuel production is
characterized by greater emissions than acquisition of energy media from organic matter.

The last stage of LCA analyses involved comparison of direct emissions obtained in the simulation
with those obtained pursuant to the GGP method. In order to evaluate the whole life cycle of the fuels
and their total emissions, the data were aggregated taking into account the assumptions stated in the
Methods section. Results from combination of production emissions with those from fuel burning are
presented in Table 9.

Table 9. Total carbon dioxide emission from analyzed fuels during life cycle.

Diesel FAME Butanol

CO2 total emission from fuels (start–stop system ON) (t) 26.98 −32.85 12.43

CO2 total emission from fuels (start–stop system OFF) (t) 27.29 −32.51 12.74

Based on the above results, it may be concluded taking into account the whole life cycle of the
fuel that the medium characterized with the lowest carbon dioxide emission turned out to be FAME.
Analyzed biobutanol demonstrated an emission of 12.43 tonnes CO2, which is still half of the emission
from conventional diesel fuel characterized with the highest carbon dioxide emission level. In the
comparison, influence of the start–stop system installed in the vehicle is also noticeable which, if used,
resulted in the exhaust gas emission level lower by—on average—app. 1.66% than if the system was not
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installed in the vehicle. The greatest influence of the start–stop system was observable for biobutanol.
The higher is hydrogen content in the fuel as compared to the carbon content, the lower is the CO2

emissivity 13.4/86.5 (0.1549) ON, 12.0/78.0 (0.1538) FAME, 13.5/64.8 (20.83) biobutanol. It follows that
diesel has the highest CO2 emissions, followed by FAME, and biobutanol the lowest.

The results of the analysis of carbon dioxide emissions in the context of the fuel life cycle are
shown in Figure 12.

Figure 12. Comparison of carbon dioxide emissions from fuels in the context of the fuel life cycle.

Figure 12 shows that each fuel has different emissions depending on its life cycle. After taking
into account the emission data resulting from the fuel life cycle, the final results are summarized in
Table 10.

Table 10. Carbon dioxide emissions for a given fuel over the vehicle’s life cycle.

Fuel CO2 Total (t)

Diesel 26.98
FAME −32.85

Butanol 12.43

In the case of butanol, total emission is half of that recorded for conventional fuel.
The FAME fuel showed the lowest total emission, reaching more favorable values than both

conventional fuel and butanol.

4. Conclusions

Analyses performed based on computer simulation allowed determination of the carbon dioxide
emission profile for selected fuels, in accordance with the predefined test procedure and taking into
account operation of additional systems in the vehicle (“start–stop” system).

• Biobutanol turned out to be characterized by the lowest emission levels. Interestingly enough,
the trend maintained despite increased consumption of this fuel as compared with FAME. Fatty
acid methyl esters demonstrated higher CO2 emission than alcohol-based fuel, despite lower
requirements for the medium.

• Simulation studies have confirmed that using the start–stop system, decreases CO2 emissions and
the consumption of the fuel mixtures investigated.
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• Total carbon dioxide emission was lowest in the case of biobutanol (3.80 kg in the test), followed
by diesel fuel (3.81 kg in the test), and highest for FAME (4.08 kg in the test). The CO2 emission
reduction obtained from the simulations is consistent with the results of the experimental studies
referred to in the references review.

• As compared with the exhaust gas emission standard applicable to the analyzed vehicle, none
of the fuels fulfilled the requirements. One ought to emphasize that the said norm was related
to the NEDC test procedure, characterized with lower accuracy and, thus, the vehicle was able
to fulfil the emission limits on the basis thereof. In connection with the perspective of lowering
admissible emission limits for newly manufactured vehicles by 2030 (reduction of the limit by
over 40% as compared with the one applicable in 2015), implementation of low emission solutions
in all possible aspects will be necessary.

• According to the LCA analysis, FAME turned out to be the fuel with the lowest total emission.
Yet, its production has the greatest environmental impact. It should be noted that production of
long chain fatty acid esters from oil plants is competitive towards the food related purpose of
such plants. The second place was taken by biobutanol, whose total carbon dioxide emission was
nearly by one half lower than that of classical diesel fuel. Diesel fuel demonstrated the highest
values of emitted CO2 among all analyzed fuels, including the stage of production process.

• As fuel based on lignocellulose, biobutanol appears a promising energy medium, whose advantage
comes from lower carbon dioxide emission as compared with conventional fuel which, in the
light of stringent requirements and high declared CO2 reduction levels, speaks very much to its
advantage and encourages deeper theoretical and practical research into commercial application.
Moreover, production of biobutanol from waste biomass carries additional possibilities to utilize
useless matter.

• The physical and chemical properties of the biofuel and its percentage share in the fuel mixture
have a significant impact on the course of the combustion process, self-ignition reactions and the
rate of heat release, and consequently on gas emissions.

• The developed simulation constitutes a useful tool for initial research or planning of real
experiments. It may be an element of a more comprehensive system or an independent system.

• Basing on the presented results it can also be concluded that decisions taken with respect to
the processes of fuel production management should include the biobutanol produced from
lignocellulosic biomass as an effective additive to the fuel or even as a fuel itself assuring positive
environmental impact.

• The use of this type of fuel brings also the social effect since the biomass wastes are used for fuel
production instead of edible parts of the agricultural crops.

• All the conclusions mentioned above indicate lignocellulose origin as promising for production of
biofuel mitigating the carbon dioxide emission as well as avoiding consumption of edible parts
of plants as raw material for biofuel production. This should be accepted as an indication for
technology management as well as political decisions.

The available literature did not contain an approach that would link the actual research carried
out on the engine for extensive changes in operating parameters. Other authors only presented the
results of some tests but did not refer to the WLTP type approval tests, which are the condition for
the approval of a given vehicle for use on public roads. The article cites the results of such studies,
e.g., [12,13,58,59]. The present paper was aimed towards obtaining the answer whether, based on the
operational characteristics of the engine, it is possible to estimate the behavior of the vehicle under
the conditions of the WLTP dynamic test. The correctness of the simulation results was verified
by reviewing the literature and referring to permissible emission limits. Currently, the authors are
preparing a stand to perform full tests as part of driving tests.
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77. Państwowe Gospodarstwo Leśne Lasy Państwowe. Forest Report in Poland; 2010. Available online:
https://www.bdl.lasy.gov.pl/portal/Media/Default/Publikacje/raport_o_stanie_lasow_2010.pdf (accessed on
16 November 2019).

78. Głowacki, S.; Bazylik, W.; Sojak, M. Urban Green as a Source of Biomass for Energy Purposes. Ciepłownictwo
Ogrzew. Went. 2013, 44, 206–209.

79. European Commission. Environment. Eco-Management and Audit Scheme (EMAS). Available online:
https://ec.europa.eu/environment/emas/index_en.htm (accessed on 2 January 2020).

82



Energies 2020, 13, 561

80. Environmental Management Systems. The ISO 14001 Standard. Available online: https://www.pcbc.gov.pl/
pl/uslugi/certyfikacja-systemow-zarzadzania/pn-en-iso-14001 (accessed on 2 January 2020).

81. Brito, M.; Martins, F. Life cycle assessment of butanol production. Fuel 2017, 208, 476–482. [CrossRef]
82. Levasseur, A.; Bahn, O.; Beloin-Saint-Pierre, D.; Marinova, M.; Vaillancourt, K. Assessing butanol from

integrated forest biorefinery: A combined techno-economic and life cycle approach. Appl. Energy 2017, 198,
440–452. [CrossRef]

83. Brandão, M.; Martin, M.; Cowie, A.; Hamelin, L.; Zamagni, A. Consequential Life Cycle Assessment: What,
How, and Why? In Encyclopedia of Sustainable Technologies; Abraham, M.A., Ed.; Elsevier: Amsterdam,
The Netherlands, 2017; pp. 277–284.

84. Brander, M. Comparative analysis of attributional corporate greenhouse gas accounting, consequential life
cycle assessment, and project/policy level accounting: A bioenergy case study. J. Clean. Prod. 2017, 167,
1401–1414. [CrossRef]

85. Environmental Priority Strategies (EPS). Available online: http://www.gabi-software.com/international/
support/gabi/gabi-lcia-documentation/environmental-priority-strategies-eps/ (accessed on 2 January 2020).

86. CML-IA Characterisation Factors. Available online: https://www.universiteitleiden.nl/onderzoek/
onderzoeksoutput/wiskunde-en-natuurwetenschappen/cml-cml-ia-characterisation-factors (accessed on
2 January 2020).

87. Eco-Indicator 99 Method. Available online: https://www.sciencedirect.com/topics/engineering/eco-indicator
(accessed on 2 January 2020).

88. Jolliet, O.; Margni, M.; Charles, R.; Humbert, S.; Payet, J.; Rebitzer, G.; Rosenbaum, R. IMPACT 2002+: A new
life cycle impact assessment methodology. Int. J. Life Cycle Assess. 2003, 8, 324–330. [CrossRef]

89. ReCiPe. Available online: https://www.pre-sustainability.com/recipe (accessed on 2 January 2020).
90. Wiesen, K.; Saurat, M.; Lettenmeier, M. Calculating the Material Input per Service Unit using the Ecoinvent

database. Int. J. Perform. Eng. 2014, 10, 357–366.
91. LCA. Software for Fact-Based Sustainability. Available online: https://simapro.com/ (accessed on 2 January 2020).
92. GaBi Software. Available online: http://www.gabi-software.com/ce-eu-english/software/gabi-software/

(accessed on 2 January 2020).
93. Material Flow Analysis & Life Cycle Assessment with the Software Umberto. Available online: https:

//www.ifu.com/en/umberto/ (accessed on 2 January 2020).
94. Biernat, K. Perspectives for global development of biofuel technologies to 2050. Chemik 2012, 66, 1178–1189.
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Abstract: The solar thermochemical fuel pathway offers the possibility to defossilize the transportation
sector by producing renewable fuels that emit significantly less greenhouse gases than conventional
fuels over the whole life cycle. Especially for the aviation sector, the availability of renewable liquid
hydrocarbon fuels enables climate impact goals to be reached. In this paper, both the geographical
potential and life-cycle fuel production costs are analyzed. The assessment of the geographical
potential of solar thermochemical fuels excludes areas based on sustainability criteria such as
competing land use, protected areas, slope, or shifting sands. On the remaining suitable areas,
the production potential surpasses the current global jet fuel demand by a factor of more than fifty,
enabling all but one country to cover its own demand. In many cases, a single country can even supply
the world demand for jet fuel. A dedicated economic model expresses the life-cycle fuel production
costs as a function of the location, taking into account local financial conditions by estimating the
national costs of capital. It is found that the lowest production costs are to be expected in Israel,
Chile, Spain, and the USA, through a combination of high solar irradiation and low-level capital costs.
The thermochemical energy conversion efficiency also has a strong influence on the costs, scaling
the size of the solar concentrator. Increasing the efficiency from 15% to 25%, the production costs
are reduced by about 20%. In the baseline case, the global jet fuel demand could be covered at costs
between 1.58 and 1.83 €/L with production locations in South America, the United States, and the
Mediterranean region. The flat progression of the cost-supply curves indicates that production costs
remain relatively constant even at very high production volumes.

Keywords: GIS; concentrated solar power; solar thermochemistry; life-cycle costs; cost supply;
geographical potential; sustainable; alternative

1. Introduction

A goal set for this century is the transition of the transportation sector from a fossil energy base
to a renewable one. This goal is mainly motivated by the necessity to limit climate change through
a reduction of carbon dioxide emissions and by the limited long-term supply security of fossil fuels.
This transition is very challenging to achieve as today by far the largest share of the energy used
in this sector is provided by fossil fuels [1] and a switch to a radically different technology will
necessarily involve large investments into infrastructure and propulsion technology [2]. Nevertheless,
electro-mobility is projected to drastically increase its share in the ground-based transportation
sector [1], which would enable one to mainly use electricity for the propulsion of light-duty vehicles.
In heavy-duty and airborne transportation, liquid hydrocarbon fuels are an ideal energy carrier due
to their high energy density and favorable handling properties, as well as the existing global supply
infrastructure. Especially for aviation, a transition to hydrogen or batteries is not as easy to implement
as for cars because of the much stricter requirements for low weight and the volume of the energy
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carrier. It is therefore desirable to produce a liquid hydrocarbon fuel from renewable primary energy
that can be used with the current infrastructure and propulsion technology. Among the different
options, the use of solar energy is promising due to its widespread availability and already existing
economic conversion technologies into heat and electricity. In recent years, electrochemical and
thermochemical pathways have shown interesting results. Here, the focus is on the latter due to its
high energy conversion potential [3,4] and significant experimental progress [3,5–7].

As solar energy is in principle able to cover the global energy demand, its conversion into
liquid fuels could also easily cover the fuel demand of global aviation. As the production of solar
thermochemical fuels requires only sunlight, water, and carbon dioxide, it could give a range of
countries the possibility to produce their own environmentally-friendly fuels without having to rely on
imports from oil-producing countries. However, as sunlight is unevenly distributed over the surface of
the earth, there are regions that are more suitable for solar fuel production than others. It is therefore
interesting to analyze the dependency of the fuel production costs on geographical location and to
quantify the production potential in different regions of the earth.

In the literature, the geographical production potential of solar electricity with concentrated solar
power (CSP) has been analyzed e.g., in [8–14] and that of PV electricity in [15]. The power-to-liquid
(PtL) pathway uses water electrolysis to produce hydrogen and converts it with CO2 to liquid fuels
using reverse water gas shift and the Fischer–Tropsch process and is therefore technically related to the
solar thermochemical pathway. The potential and cost of PtL fuels have been determined in [16–19]
and it is found that the pathway is in principle scalable to meet the largest demands at costs of about
3.2 €/L today or 1.4 €/L assuming low-cost renewable electricity in 2050 [19]. To the best of the authors’
knowledge, the geographical potential in combination with the cost of solar thermochemical fuels have
not been published so far, as only cost estimates exist for specific single locations. Thus, the focus is on
the geographical variability of solar thermochemical fuel production characteristics. The theoretical
amount of fuels that can be produced along with the estimated production costs for the most interesting
regions of the earth is presented. To this end, a geographic information system (GIS)-based approach is
used in combination with technical and economic models of the fuel production process. Studies have
been performed on the geographical potential of solar technologies for electricity production [8,20,21],
and on the potential of biogenic sustainable energy [22–25], but none on the particular case of solar
thermochemical fuels. After the exclusion of unsuitable areas due to sustainability criteria, the linkage
between production potential and production cost is shown on a regional and national level with
cost-supply curves. With the information shown in this work, the regional and global potential for
solar fuel production is quantified and the life-cycle costs for single regions and countries can be
estimated, establishing a useful tool for decision-makers in the area of alternative fuels.

The Solar Thermochemical Pathway

In the solar thermochemical pathway, solar energy is concentrated to provide heat to a redox cycle
of a metal oxide operating between temperatures of about 1000 K and 1800 K. Cerium oxide is chosen
as the reactive material, which is placed in a solar cavity reactor. Through the input of solar heat, the
reactor is cyclically heated to the upper process temperature, where the material releases a part of
its stored oxygen under a reduced oxygen partial pressure in the reactor. This is achieved through
the removal of oxygen with a vacuum pump. In the second step of the cycle, the temperature of the
reactor is reduced, and water and carbon dioxide are introduced, which are subsequently split into
oxygen and synthesis gas (hydrogen and carbon monoxide). Cerium oxide returns to its initial state by
absorbing the evolving oxygen, and the synthesis gas can then be converted into liquid fuels by the
Fischer–Tropsch process. A schematic of the solar thermochemical fuel production process is shown in
Figure 1.
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Figure 1. Schematic of the solar thermochemical fuel production process. H2O and CO2 are captured
from the air and provided to the solar thermochemical conversion, where synthesis gas (H2 + CO) is
produced. The synthesis gas is then turned into liquid fuels via the Fischer–Tropsch process.

The redox reactions are shown in Equations (1)–(3):
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Water and carbon dioxide can in principle be provided from any source, whereas direct air capture
is an attractive option for future implementations due to its environmental performance and the
avoidance of long-range gas transport. Through chemical adsorption to a sorbent, both water and
carbon dioxide are captured, whereas even in dry regions, the amount of water captured surpasses the
amount of captured carbon dioxide [26]. The technology is currently in a demonstration phase with
early commercial applications e.g., by Climeworks [27].

Solar thermochemical fuel production has been the subject of ongoing research and has experienced
a significant increase in reactor efficiency from a value of 0.8% [5] in 2008 to 1.7% [6] in 2012, and most
recently to above 5% [7] (at a potential exceeding 50% [28]). These results were achieved through an
improved material and reactor design, enabling higher heat and mass transfer rates in the reactor.
Especially the introduction of different length scales for the porosity of the reactive material has reduced
the time scales for heating up the material, which reduces the required power input while maintaining
a high surface area needed for quick reoxidation [3,6,7]. Further development of the technology is
likely to comprise material morphology and the introduction of an effective heat exchanger to reduce
the energy input to the cycle. Heat recuperation from the solid phase has been shown to be vital
for the achievement of higher efficiencies due to the comparable small oxygen nonstoichiometry
of non-volatile material cycles [4,29–32]. Several promising reactor designs exist that could further
enhance the conversion efficiency by the incorporation of solid-solid heat exchange [31,33,34] and by
using particles for higher flexibility of the design [35,36]. The material properties are also sought to
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be improved through doping with specific elements [28,37–39] or through completely new material
combinations [40–42]. To achieve an economic production process, it is assumed that efficiency of
roughly 20% has to be reached for the thermochemical conversion [43,44], whereas the exact value
is subject to detailed economic modeling and also depends on economic and political framework
conditions. While experimental values are still significantly below this threshold, theoretical analyses
have shown that values even beyond 20% are possible [45].

2. Methodology

In this section, the methodology chosen for the determination of suitable areas and production
costs of solar thermochemical fuels is described. In general, the analysis was limited to regions with
a high level of direct normal irradiation (DNI), i.e., the USA, the Andes region in South America
(including Chile, Bolivia, Argentina, and Peru), the Mediterranean region (MED; including Southern
Europe, the Middle East, and North Africa), Southern Africa (including South Africa, Botswana,
Angola, and Namibia), and Australia. First, a list of exclusion criteria was defined for the determination
of the available areas. Then the remaining net areas were combined with the available DNI and a
conversion factor to determine the production potential. In a second step, an economic model was
applied to express the production costs of solar thermochemical fuels as a function of the location.
In the following, these steps are discussed in more detail.

2.1. Determination of Suitable Areas for Solar Thermochemical Fuel Production

The software QGIS [46] was used as a GIS-based tool for the net area calculations. Similar to the
calculations performed in the MED CSP study [8] for the determination of suitable areas for CSP plants
in the Mediterranean, the following areas were excluded: areas with existing ground structures, water
bodies, shifting sands, slopes ≥5%, protected areas, as well as areas covered by forest, closed shrubland,
woody savannas, wetland, cropland, urban settlements, or snow/ice. Consequently, allowed land
types are open shrubland, savannas, and barren or sparsely vegetated land that do not fall under the
restrictions listed above. Regarding land cover, data from the University of Arizona were used with
a resolution of 15 arc seconds that assigns each pixel a type of land coverage based on the highest
confidence for the years 2001–2010 [47]. Vector data on protected areas are taken from the World
Database on Protected Areas [48], a joint project of the United Nations Environment Program and
the International Union for the Conservation of Nature. Protected areas comprise national protected
areas recognized by the government, areas designated under conventions, privately protected areas,
and community-conserved territories. The data on shifting sand dunes and quicksand is taken from
the Food and Agriculture Organization of the United Nations (FAO) [49]. The vector graphics for
country borders are retrieved from the Database of Global Administrative Areas (GADM) [50] and the
coastlines are from the Global Self-consistent, Hierarchical, High-resolution Geography Database [51].
The slope data was derived from a digital elevation model of the National Oceanic and Atmospheric
Administration (NOAA) [52].

A map with the net available areas is created by subtracting all excluded areas described above.
On the remaining land, the direct normal irradiation (DNI) is mapped with data from the Global Solar
Atlas [53] with a resolution of 1 km2. The data cover latitudes between 60◦ N and 45◦ S, whereas the
incline of the satellite images prevents an accurate assessment of cloud covers outside of this area.
Local DNI values are derived from a combination of a clear sky model that calculates the local solar
energy flux based on the position of the sun, altitude, concentration of aerosols, water vapor content,
and ozone, and satellite images that detect the cloud cover. The primary grid resolution is 3–7 km,
which is downscaled to a resolution of 1 km. The satellite data represents the average DNI over a range
of years, being 1999–2015 for the USA and South America, 1994–2015 for Europe and Africa, 1999–2015
for the eastern part of the MED region, and 2007–2015 for Australia.
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2.2. Determination of Life-Cycle Production Costs

To determine the production costs of one liter of solar thermochemical jet fuel, an economic model
was developed based on the levelized cost of energy (LCOE) [54]. The base year of the analysis is 2017.

Due to the long lifetime of the plant of 25 years, the time value of money has to be taken
into account. This is achieved through the annualization of the investment and operational costs,
which requires the definition of an interest rate. This interest rate is equivalent to the weighted average
cost of capital (WACC) and is comprised of an equity rate and a debt rate. Consequently, the calculation
of an annual value of the total costs of the plant is the sum of the annualized investment costs and
the yearly operation and maintenance costs. The total annual costs are then divided by the annual
production volume of fuel. Specifically, the equations used are the following:

LCOE =
I + PVO&M

Q×A
(4)

I denotes the investment costs assumed to be paid at the beginning of the plant lifetime, PVO&M is
the present value of the operational costs of the plant, which accumulate over the lifetime, Q is the
annual amount of fuel produced, and A = (1 − (1 + i)−n) i−1 is the annuity factor. i denotes the interest
rate and n the lifetime of the plant:

A =
1− (1 + i)−n

i
(5)

The investment costs are assumed to be financed 60% through debt and 40% through equity,
which is equivalent to a WACC of 0.6 d + 0.4e, with the interest rate for debt d and for equity e. The cost
of debt and equity can vary substantially between countries due to differences regarding political,
budgetary, and macroeconomic stability, as well as financial market efficiency [55]. However, it is
not possible to determine the exact cost of debt and equity for a specific investment project, as this is
determined by financial market actors. Rather, a meaningful comparison of country-specific cost of
debt and equity needs to rely on suitable proxy indicators. Consequently, the weighted average costs
of capital determined here should be understood as estimates. In the following, it is described which
indicators, data sources, and methods are used.

The equity interest rate is assumed to be the sum of the government bond yields and an equity
risk premium (ERP). Essentially, the ERP is an indication for “the compensation investors require
to make them indifferent at the margin between holding the risky market portfolio and a risk-free
bond” [56]. More specifically, one can assume that government bonds represent the benchmark for
risk-free bonds. Thus, to estimate equity interest rates, one can sum up country-specific government
bond yields with country-specific equity risk premiums. Government bond yield data are retrieved
from different financial analyst organizations [57,58]. For the latter, data compiled by Damodaran [59]
are used, whereas ERP values are calculated from mature market premiums, which are adapted by
country risk premiums. Even though ERP values are hard to determine [60], the authors think that the
dataset used here is adequate for the performance of a general comparison of the cost of capital across
different countries. However, it is necessary to emphasize that diverse models and sources for ERP
exist and that ERP estimates can vary substantially between sources [56,60]. For an in-depth discussion
of the costs of capital for specific projects, more detailed information would be needed.

The debt interest rate is taken to be the nominal bank lending rate. As the primary dataset,
the International Monetary Fund’s (IMF) International Financial Statistics [61] are used. However, as
this dataset is not complete, lending rates for missing countries are determined from the economic
analysis platform CEIC [62]. To further increase the robustness of the variable, a second dataset for
bank lending rates is retrieved from the CIA world factbook [63]. The final values for lending rates by
country were determined by taking the average of both datasets. Inflation, retrieved from the IMF [64]
was averaged over five years (2013–2017) to level out short-term effects. The estimates for interest rates
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and the resulting weighted average cost of capital is shown in Table 1 for selected countries, whereas
the information for all countries is given in the annex.

Note that, for some countries and indicators, data were missing. As multiple imputation methods
prove to be a useful method to adequately deal with missing data (especially in comparison to
simpler methods, like dropping observations with missing values), multiple imputation using chained
equations is employed here [65]. For an adequate estimation of the missing values of interest [65] the
main variables are used, that is, interest rate, inflation rate, equity risk premiums, and government bond
yields, as well as auxiliary predictors, namely GDP per capita [66], and several macroeconomic indicators
from the World Economic Forum Global Competitiveness Indicators database [55]. Thirty imputed
datasets are created, from which the final imputed values were calculated.

Table 1. Overview of estimated interest rates, inflation, and the weighted average cost of capital for
selected countries (2017).

Countries
Debt Interest

Rate [%]
Government Bond

Yields [%]
Equity Risk

Premium [%]
Inflation (5-Year

Average) [%]
Nominal Weighted

Average Cost of Capital [%]

USA 4.0 3.1 5.1 1.3 5.7
Spain 2.2 1.6 7.3 0.5 4.9
Chile 4.6 5.0 5.8 3.3 7.1
Israel 3.4 2.2 5.9 0.2 5.3
Egypt 18.8 17.5 12.6 12.3 23.3

South Africa 10.4 9.5 7.6 5.6 13.1

In the literature, not many studies vary the financing costs across countries, even though the
impact on the LCOE is large [67]. For comparison, WACC values for solar projects in the literature are
7% (nominal) in the US SunShot Vision Study [68,69], and 7.5% for OECD countries and China, and
10% (real) for other countries in a study by the IRENA [70]. Labordena et al. used default values for
the real equity rate of return recommended by the UNFCCC to calculate country-specific WACC [67]
for CSP projects in sub-Saharan Africa.

The data in Table 1 show that the costs of capital for a fuel production plant substantially vary
across different countries. This is because some regions provide a more stable environment for
investments than others, which is expressed in the interest rate estimates and inflation. High costs of
capital represent the risk involved for the investor and thus increase the total costs of the investment.
If interest rates and inflation are high, the resulting production costs of jet fuel will be high as well.
This may render a very sunny location unfeasible for solar fuel production because of the resulting
high costs of capital. An example is Egypt, which has the sunniest locations in the MED region but has
very high interest rate estimates, which increase the production costs over those of Israel and even
Spain, which have a smaller solar resource. This is also illustrated with an estimation of the weighted
average costs of capital for the analyzed countries and the global DNI in Figure 2.

It is important to note that these estimated WACC were only a snapshot for the year 2017 and rely
on aggregated proxy indicators. Thus, the cost of capital for a specific project in the future may be
quite different from the estimates presented here. Our aim here is not to give a precise prediction of
future investment environments, but to sensitize for the importance of country-specific variations in
the cost of capital. The sensitivity of the production costs on the inflation rate and weighted average
costs of capital is shown in Appendix A.5.
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Figure 2. Direct normal irradiation (DNI, top) and estimates of nominal weighted average costs of
capital (WACC, bottom) in the selected countries for the analysis. The most favorable locations for
solar thermochemical fuel production are those with a high DNI and low WACC.

2.2.1. Investment Costs and O&M Costs

The investment and operating costs were estimated based on a model developed in [44] for a
plant producing 1050 barrels per day (bpd) of jet fuel with naphtha as a by-product (see Appendix A.4.
for a list of assumptions and costs). Naphtha is assumed to be sold at a relative price of 0.8 with
respect to the production costs of jet fuel, corresponding to the correlation of market prices seen for
conventional fuels [71,72]. The model is updated to include jet vacuum pumps instead of mechanical
pumps and reforming of the light hydrocarbons produced in the FT reactor is performed. The use
of vacuum pumps enabled significantly higher experimental efficiencies [7], where the costs for the
pumps for this study are taken from [73]. The reforming of the light hydrocarbons enables a higher
yield from the produced syngas. Furthermore, the thermochemical reactors and the gas-to-liquid
conversion steps were modeled in more detail than in the previous publication using dedicated
Matlab and Aspen models. CO2 and H2O are captured from the air based on chemical adsorption
to an amine-functionalized solid sorbent [74] and are stored in tanks before being supplied to the
thermochemical reactor operating at an efficiency of 19.0% (ratio of higher heating value of gases
leaving the reactor to concentrated solar energy entering including auxiliary energy for heating the
reacting gases) excluding the energy for vacuum pumping and gas separation. The specific cost of the
air capture unit was assumed to be 350 €/t at fixed operational costs of 40 €/t, resulting in the long-term
target costs of about 100 €/t [74]. The thermochemical reactors were assumed here to have a unit size of
50 kW at a cost of 14 €/kW each for the reactor shell excluding ceria, which does not preclude larger unit
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sizes. This cost estimate assumes a scaling exponent of 0.6 when scaling up from a single 50 kW-unit to
the 2.8 GW of total thermal power of the current plant design, which corresponds to about 56,000 units
of 50-kW reactors. The reactors complete 16 redox cycles per day using ceria as the reactive material,
which is replaced after 500 completed cycles. This cyclability has been demonstrated in tests on a small
material sample [75], while close to 300 cycles were achieved with a 4-kW reactor [6]. The efficiency
of the reactors was assumed to be 19% in the baseline, which has not been achieved so far but is a
realistic target for the development in the near to medium-term development. Taking into account
the tower structure, the reactor shell and the reactive material ceria, the total cost of the receivers and
tower is estimated to be 65 €/kW of thermal input power. This result assumes that the reactors can be
mass-produced, achieving low production costs. The heat required in the reactor is supplied via the
concentration of solar energy from a heliostat field with an aperture area of 8.8 million m2 and the
electricity with a dedicated CSP tower plant with a heliostat area of 0.57 million m2. The size of the
heliostat fields is dependent on the local DNI and thus changes with the location of the plant. A unit
cost of 0.04 €/kWhel was assumed for solar electricity, which is somewhat lower than the best-projected
values of below 0.10 €/kWhel from the newest CSP plants in China [76] and above the best values for
PV electricity of 0.02 €/kWhel [77,78] and could represent a future combined price of PV and CSP. The
heliostat costs are set to 100 €/m2, which is a likely cost value for the considered time frame of about
10–20 years in the future. Hydrogen and carbon monoxide coming from the reactor were stored and
supplied to the Fischer–Tropsch (FT) plant, which has specific investment costs of 23,000 €/bpd and
O&M costs of 4 € per barrel [79]. Light hydrocarbons from the FT unit are steam reformed and fed
back into the FT process. The finished products were transported to the sea with a pipeline, which
is assumed to be built for this purpose at specific costs of 90 €/m [80,81]. It is assumed that a direct
connection to the sea from the plant location can be made and altitude differences in between are
neglected. Final transportation of the products by ship over a distance of 1000 km is also taken into
account at a unit cost of 0.8 cents per liter of liquid product [82].

For a plant of 1050 bpd, the jet fuel capacity located in a sunny region with a DNI of 2500 kWh/(m2 y)
and at a distance of 250 km to the sea, the total investment costs are 1.50 billion €. Of this sum, 59% are
for the heliostat field, 8% for the thermochemical reactors, 7% for the CO2 capture units and syngas
storage, respectively, and other smaller contributions. The operational costs sum up to 55.2 million €
per year, whereas the largest cost contributors are the heliostat field (32%), the capture of H2O and
CO2 (21%), the generation of electricity (21%), and syngas storage (6%).

For plant operation and maintenance, a workforce is required with workers, technicians, engineers,
management, and administration. To determine the number of direct jobs created, estimates of the total
number of jobs in CSP plants are taken as a reference: the International Renewable Energy Agency
(IRENA) estimates that 0.6–1.33 jobs are created per MW of the electrical output power of a CSP
plant [83]. Sooriyaarachchi et al. analyze job creation in different renewable energy technologies and
estimate 0.3 jobs per MWp [84]. In another publication of the IRENA, 0.2 jobs created per GWh are
mentioned [85], while a report by Applied Analysis gives a number of 500–720 jobs per 2 GW plant [86].
The Energy Sector Management and Assistance Program (ESMAP) indicates 13–20 jobs created for a
500,000 m2 solar trough power plant [87]. Finally, Solar Reserve published numbers regarding their
newly built CSP plant in Port Augusta, Australia, mentioning 50 jobs for the plant of 135 MW [88].
These estimates, converted to the equivalent plant size of 2.8 GW thermal power (or 1.1 GW electrical
power), give a corridor of about 200–500 jobs created for the baseline case plant with one larger estimate
up to 1700 jobs. Using these figures as guidance, a total workforce of 396 is assumed, distributed into
246 workers, 100 technicians, 30 engineers, 15 clerks, and 5 managers. With data from the International
Labor Organization (ILO) on annual salaries by occupation and country [89], the cost of labor is derived
(see annex).
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2.2.2. Dependency of Production Costs on DNI, Distance to Sea, and Reactor Efficiency

The production costs depend to a significant degree on the heliostat field, the size of which is
determined by the DNI at the plant site and the reactor efficiency. At higher irradiation and a constant
output of the plant, a smaller heliostat field can provide the required amount of concentrated energy
to the solar reactors and thus the investment and O&M costs are decreased. At a less favorable
site, the heliostat field may need to be enlarged to deliver the specified power, which will increase
the production costs. The influence of reactor efficiency is like scaling the heliostat field and the
associated costs. As a second geographical variable, the distance to the sea has an impact on the
production costs because it determines the length of the pipeline for the distribution of the products.
It is assumed that a direct connection to the sea can be made by the pipeline, neglecting altitude
differences. At the sea, the products are then transported to their final location by ship over a distance
of 1000 km. The dependency of production costs on DNI, distance from the sea and reactor efficiency
is shown in Figure 3, whereas all other parameters are left constant.

η

Figure 3. Production costs as a function of solar irradiation (DNI, left), reactor efficiency (η, center),
and distance to sea (right), whereas the latter determines the length of the product pipeline.

From a DNI of 2000 kWh/(m2 y), which was a value found in the South of Spain, to the best
locations in the Andes at 3500 kWh/(m2 y), the production costs dropped by about 25%. Equally,
increasing reactor efficiency from 10% to 25%, the costs dropped by 35%. From a location directly at the
sea to one that is 2000 km away from the shore, the production costs rose by about 15%. As a distance
of 2000 km from the sea is found rarely, the DNI was very likely to have a stronger influence on the
production costs. From the dependency of the production costs on these variables, a first conclusion
can be drawn: an efficient reactor at a location with high solar irradiation located at or near the sea will
reduce production costs under otherwise constant conditions.

3. Results

Using the methodology described above, the suitable areas in the regions of the Mediterranean
region (MED), the USA, South America, South Africa, and Australia are identified. Having identified
the suitable areas, the production volumes and production costs are determined.

3.1. Suitable Areas for Solar Thermochemical Fuel Production

In the following maps, the exclusion of areas is indicated with colors (green: land use, red:
protected areas, yellow: shifting sand dunes, black: slope ≥5%), while the suitable areas within national
boundaries are shown in white.

The excluded and suitable areas in the MED region are shown in Figure 4. In Europe, only very
little area is available due to other land uses such as agriculture and livestock farming, and due to
large areas being protected from other uses. Suitable areas are mostly found in Spain and Turkey.
In northern Africa and the Arabian Peninsula, there are vast suitable desert areas where the climate is
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too dry for agricultural use. Excluded areas are found in Morocco and throughout the other countries
in northern Africa and the Middle East mostly due to shifting sands and protected areas. Agricultural
areas are found mostly along the shore in Morocco and Algeria, along the river Nile, and on the eastern
Mediterranean coast.

Figure 4. Suitable areas for solar thermochemical fuel production in the MED region. Excluded areas
comprise other land use (green), protected areas (red), ≥5% slope (black), and shifting sands (yellow).
Libya, Syria, and Yemen are excluded from the analysis due to missing socio-economic data.

In the USA (Figure 5), most of the land is being used for agriculture and livestock farming or
is protected in national parks. In the Appalachian and Rocky Mountain regions, the terrain may
be too steep for the construction of a fuel production plant. The suitable areas are found in the
southwest, where the solar irradiation is also highest. While most of the country is unavailable for
solar thermochemical fuel production, the remaining suitable areas are nevertheless considerable in
size and could enable large fuel production. In South America (Figure 5), the most favorable locations
are found in the Andes region due to the particularly high DNI in the desert at high altitudes. Due to
the mountainous region, however, many locations have too steep slopes to be used for the construction
of a plant. Large regions are also excluded due to site protection, agriculture, and livestock farming,
leaving the largest suitable areas in eastern Argentina. In the eastern part of South Africa (Figure 6)
mainly grassland and cropland prohibit the production of solar fuels. In the northern part of Angola,
the land is covered mainly by woody savannas, evergreen broadleaf forest, and cropland at the coast.
There are also a number of protected areas such as the Kruger national park or the Kalahari Desert,
which are excluded, as well as shifting sands along the coast in Namibia and Angola. Nevertheless,
there remain large connected areas in all four countries that are theoretically available. In Australia’s
(Figure 6), southeast, cropland and evergreen broadleaf forest, and protected areas all over the country
significantly reduce the available areas, which are however still the largest found in a single country.
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Figure 5. Suitable areas for solar thermochemical fuel production (white) in the USA (left) and Chile,
Bolivia, Peru and Argentina (right). Excluded areas comprise other land use (green), protected areas
(red), ≥5% slope (black), and shifting sands (yellow).

 

Figure 6. Suitable areas for solar thermochemical fuel production (white) in South Africa, Namibia,
Angola and Botswana (left) and in Australia (right). Excluded areas comprise other land use (green),
protected areas (red), ≥5% slope (black), and shifting sands (yellow).

3.2. Production Potential on Suitable Areas

After the identification of suitable areas, it is possible to derive the production potential of solar
thermochemical fuels. For this purpose, a conversion factor is defined that expresses the fraction of
DNI that is turned into jet fuel. This conversion factor is comprised of the energy conversion efficiency
of the fuel production process and the land-use factor, whereas the latter is the area of the heliostats
divided by the area of the land, and which is assumed to be 25% [90]. The energy conversion efficiency
of direct solar irradiation to jet fuel is 2.46% (based on updated calculations of [44], see Appendix A.3
for more information), where naphtha is produced as a by-product. The conversion factor is then 0.25
× 0.0246 = 0.61%. Thus, at a common annual DNI of 2500 kWh/(m2 y), 2500 kWh/(m2 y) × 3.6 MJ/kWh
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× 0.61%/33.4 MJ/L = 1.66 L of jet fuel are produced per square meter and year. For the calculations of
the production potential, it is assumed that the conversion factor is constant and thus independent of
the DNI. In Table 2 the sum of the areas suitable for fuel production is shown for different regions of
the earth together with the production volumes of solar fuels.

Table 2. Calculated suitable areas and production potential of solar thermochemical fuels in
different regions.

Suitable Area for Solar
Fuel Production [106

km2]

Suitable Area/Calculated
Country Area [%]

Production Volume on
Suitable Areas [103

Mt/y] b

Production
Volume/World Demand

[-]

MED region 5.71 52 6.13 20.4
Australia 4.49 59 5.81 19.4

South Africa,
Botswana,

Namibia, Angola
1.87 48 2.38 7.9

Chile, Argentina,
Peru, Bolivia a 1.24 23 1.47 4.9

USA a 0.599 8 0.777 2.6
a The deviation from the FAO area is largely due to the data being restricted to latitudes between 60◦ N and 45◦ S.
b Current global jet fuel consumption is about 300 Mt/y [91].

In the Appendix A (Table A1), the calculated total areas of the countries in the different regions
are compared with the areas indicated by the FAO [92] to test the calculation methodology of the
geographic information system. The largest suitable areas for solar fuel production are found in
the MED region with close to 6 million km2, where the largest areas (≥106 km2) are found in North
Africa and the Middle East, i.e., in Algeria, Western Sahara, and in Saudi Arabia. As a single country,
Australia has by far the largest potential with about 4.5 million km2 of suitable area corresponding to
more than half of the country area. In the MED region, the share of suitable areas in the respective
country areas is also high with >50% on average, whereas this value is mainly achieved in North Africa
and the Middle East, where large regions are available in the desert. The value found for the countries
in southern Africa is also close to 50%. In the USA, however, below 10% of the country is suitable for
solar fuel production, which is due to large areas being used for agriculture and farming. The suitable
and most interesting sites are found in California, Nevada, Arizona, New Mexico, and Texas, which
is where the solar irradiation is highest. For comparison, the SunShot study found suitable areas of
about 0.226 × 106 km2 in the Southwest of the US with more stringent exclusion criteria for slope and a
lower bound for the DNI [68], while another study found 0.985 × 106 km2 [14]. The potential found in
this study is in between these values, where the differences stem from the definition of the exclusion
criteria. In the analyzed countries in South America, only about 20% of the total areas are found to be
suitable, which is mainly due to high slopes in the Andes region, agricultural land use, pastureland,
and protected areas.

The volume of fuel that can be produced on a given area can be derived by multiplying the area
by the specific productivity, which is dependent on the local solar irradiation. In Table 2, the sum of
the production volumes that could be achieved on the suitable areas in the chosen regions is shown.
The largest volumes can be produced in the MED region due to the largest available areas and quite
high DNI values in the Sahara Desert and on the Arabian Peninsula, whereas the highest DNI is found
on the Sinai Peninsula in Egypt. The production volumes reach 6.1 × 103 Mt/y, which is more than
20 times the current value of global jet fuel consumption (about 300 Mt/y [91]). The other regions
achieve smaller production volumes of about 5.8 × 103 Mt/y in Australia, 1.5 × 103 Mt/y in southern
America, 2.4 × 106 Mt/y in southern Africa, and 0.8 × 103 Mt/y in the USA, which is still more than
twice the global jet fuel consumption. Therefore, all areas and even single countries are in principle
capable of producing enough jet fuel to cover the current global demand, which means that almost all
countries (except France) are able to cover their own demand to become independent of oil imports for
aviation and possibly also for other transport sectors. With this huge potential for fuel production, it is
possible to limit the choice of areas to the best locations with the lowest production cost.
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3.3. Life-Cycle Production Costs of Solar Thermochemical Jet Fuel

In the following, the production costs of solar thermochemical jet fuel are analyzed in the most
interesting regions. The results are displayed as cost-supply curves, i.e., production costs per liter are
shown as a function of the respective amount of fuel that can be produced at that cost. For production
costs maps of the regions, please refer to Appendix A.2. To facilitate the analysis of the production
volumes, the current jet fuel consumption (2015–2017, depending on data availability [93], green line in
the graphs) in the selected regions is given and also the global jet fuel consumption [91] of 300 Mt/y (red
line in the graphs). As the fuel production potential exceeds the world demand in all of the analyzed
regions, the graphs are limited to supply up to the world demand and the region of the graphs beyond
the world demand are shown only in the Appendix A.1. for completeness.

In Figure 7, cost-supply curves for the selected regions are shown for reactor efficiencies of 0.15,
0.19, and 0.25. In general, the change in efficiency leads to a shift of the cost-supply curves, where a
higher efficiency reduces the costs due to the smaller heliostat field required. Among the interesting
process parameters, reactor efficiency has been chosen to be varied here due to its large influence
on costs and its large potential improvement over the current state of the art. In the following, the
results are discussed only for the case of a reactor efficiency of 0.19. In the MED region (Southern
Europe, northern Africa and the Middle East), there is a large production potential for solar fuels,
which easily exceeds the global jet fuel demand (see Appendix A.1 for full curves). The curve indicates
that the local jet fuel demand could be covered with production costs between 1.58 and 1.82 €/L, with
average costs of 1.75 €/L, and the global demand at costs of 1.58–2.09 €/L (average 1.98 €/L). The lowest
production costs are found in regions with high solar irradiation and favorable financial boundary
conditions (interest rate estimates and inflation), i.e., in Israel and Spain, while the highest DNI occurs
in Egypt and in Saudi Arabia. However, in the latter countries, the cost of capital is comparably high,
which leads to overall higher production costs. It should be noted that the chosen economic model is
based on the assumption of market conditions for the cost of capital and does not take into account
other political boundary conditions such as purchase agreements or financial support.

The curve thus starts at the lowest costs in the most favorable production locations of Israel and
Spain and further includes mainly Morocco, Western Sahara, and Saudi Arabia. The inclination of the
cost-supply curve indicates the availability of areas on which fuel can be produced at the specific costs.
A steep curve section thus represents a comparably restricted supply capability, which is due to the
limited areas available at the respective irradiation and financial conditions. A flat curve section, on the
other hand, indicates that large amounts of fuel can be produced at rather constant production costs.

The USA has quite highly irradiated areas in the southwest and very favorable costs of capital,
enabling low-cost production of solar fuels. At the best locations, production costs of under 1.75 €/L
can be achieved, whereas the national demand for jet fuel could be covered at costs between 1.74 and
1.82 €/L, and at average costs of 1.79 €/L (Figure 7b). If the global jet fuel demand were to be covered,
the costs would be between 1.74 and 1.88 €/L at average costs of 1.84 €/L.

In Australia, very large areas with high solar irradiation are suitable for solar fuel production,
which leads to the highest production potential of a single country. The national and global demand
of jet fuel can therefore easily be covered with a fraction of the available areas at costs of 1.86 €/L for
the former and between 1.86 and 1.91 €/L for the latter at an average of 1.90 €/L. The best locations
are found in the northwest, where the highest values of solar irradiation are found and the distance
to the sea is short. Somewhat higher costs of capital and labor costs in Australia prevent even lower
production costs. If the financial boundary conditions could be further improved, the country could
become a very favorable location for the production of solar fuels.
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(a) MED (b) USA 

 
(c) Australia (d) South America 

(e) Southern Africa 

Figure 7. Cost-supply curves of solar thermochemical jet fuel production for (a) the MED region, (b) the
USA, (c) Australia, (d) South America, and (e) Southern Africa. Three values of reactor efficiency are
distinguished: 0.15, 0.19, 0.25. The current jet fuel demand is also shown in the selected countries [93]
(green line) and world jet fuel demand [91] (red line). Note that the y-axes represent different intervals.

The South American Andes region is an excellent location for the conversion of solar energy
with the highest values of direct solar irradiation found globally. From a technical point of view,
this region is therefore ideally suited for solar fuel production with maximum DNI values exceeding
3500 kWh/(m2 y). On the other hand, the regional financial preconditions are somewhat less favorable
with relatively high estimates of interest rates: the weighted average cost of capital is between 7.1% in
Chile and 29.3% in Argentina. The resulting production costs thus rise to higher values than in the
best locations of the MED region with DNI values of about 2700 kWh/(m2 y) in Israel with a WACC
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of 5.3%. Nevertheless, Chile offers exceptionally good conditions for the production of solar fuels,
which enable production costs below 1.67 €/L. The regional demand of the selected countries can
be covered at average costs of 1.68 €/L and the global demand at 1.67–2.34 €/L (average: 1.94 €/L).
In the graph, the production locations are found only in Chile and Bolivia due to their favorable
conditions. The production costs rise slowly from low values in Chile and experience a sharp rise
when the least favorable production locations in Chile are selected. At an accumulated production
volume of about 2.25 × 108 t/y, the production moves into Bolivia, which has higher production costs
than Chile according to its higher cost of capital (nominal WACC: 11.8%). The slope of the production
costs rises again slowly up to the production volume in Bolivia corresponding to the global demand.

In southern Africa, the solar irradiation is also relatively high, making this region likewise
favorable from a technical point of view. The production potential is quite high, exceeding those for
the selected countries in South America. However, the cost of capital is comparably high with the
lowest nominal WACC found in Botswana at 8.8%, about 13% in South Africa and Namibia, and up
to 18.4% in Angola. The resulting production costs start at 2.13 €/L in Botswana, whereas locations
in Namibia and South Africa have the lowest costs of 2.51 €/L and 2.53 €/L, respectively. Angola has
very high costs of capital, preventing the production of solar jet fuel below 4.8 €/L. In southern Africa,
the regional demand could, therefore, be covered at average costs of 2.14 €/L and the global demand at
2.32 €/L using the best locations found in Botswana.

In general, the flat progression of the cost-supply curve suggests that large-scale production of
solar fuels could be set in place at relatively constant production costs. For the sake of clarity and
simplicity, we do not conceptualize a dynamic cost model, which incorporates decreasing production
costs with increasing production capacities. Thus, more sophisticated models could incorporate
economies of scale and learning effects to better capture cost dynamics with increasing capacities. Note
that a precondition for its deployment on a GW-scale is the availability of all technologies at a high
technology readiness level (TRL). While still at lower TRL today, the current development of CO2

air capture and reactor technology is promising [7,27]. At a GW-scale, the availability of ceria could
provide a challenge and require its replacement with other available and tested reactive materials such
as perovskites [40].

4. Discussion

In the preceding analysis, the cost of capital was geographically varied by modeling the local
interest rates for debt and equity and using country-specific inflation rates. This leads to differing
WACC estimates in each state. Under otherwise constant conditions, the production costs of solar
jet fuel will be higher in a country with high costs of capital (i.e., a high WACC) than in a country
with a low WACC. A deviation from this behavior may occur for locations with differing geophysical
and macroeconomic conditions, e.g., different levels of solar irradiation and thus sizes of heliostat
fields, or for countries with deviating inflation rates. The results shown above, therefore, reflect a
change in estimated investment costs, in WACC, and inflation rates across countries. Besides these
varying costs of capital, it is interesting to look at the case of constant nominal WACC across countries
to analyze the effect on the cheapest production locations of solar jet fuel. This represents the case
where e.g., the state acts as a guarantor for the investment into the fuel plant and thus enables a low
cost of capital. In the following the nominal WACC is—hypothetically—held constant across countries
at a level of 4% or 10%, respectively. The inflation rates are, however, still country-specific and are
much harder to influence by governments. This is due to the fact that inflation is influenced by a
variety of macroeconomic dynamics, and that central banks—the institution with the strongest means
to influence inflation—often act independently from governments. This results in constant nominal
WACC values but varying real WACC values across the locations. Note that locations with high
inflation rates then show lower production costs. This counterintuitive result can be explained by the
guaranteed nominal interest rates, which result in lower real interest rates at higher inflation. In other
words, if the state finances investment projects at a certain nominal cost of capital (e.g., in countries
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with relatively high-interest rates), it will have to refinance itself through government bonds to a real
interest rate, which is likely higher than the guaranteed nominal cost of capital.

It should be noted that a fluctuation in exchange rates could lead to partial compensation of this
development. In other words, countries with high inflation rates could see their currency depreciate
over time, which reduces the prices of domestically produced goods on global markets. However,
as exchange rates do not only depend on the inflation rates in different countries, a quantification of
this effect is rather difficult and out of the scope of this paper. In most countries, the inflation rate is
between 0% and 5%, while in some cases it can reach 10% and above (i.e., in Egypt, Angola, and Iran).
This should be kept in mind when interpreting the following results. The resulting cost-supply curves
for the baseline case (with varying nominal WACC) and fixed nominal WACC values are shown in
Figure 8, where the production location is indicated by the line color and the regional share of total
fuel volume for each case is indicated with a pie chart for better legibility.

Figure 8. Cost-supply curves for the baseline case with varying nominal WACC between countries
and constant nominal WACC in each country of 4% and 10%, respectively. The colors of the pie charts
indicate the distribution of total production volumes over the regions for each case in the different
regions of Europe, North Africa, and the Middle East (MED, red), the USA (USA, blue), and South
America (SAM, green). The graph only shows production volumes up to the current global jet fuel
demand (indicated by the vertical red line).

The baseline case starts with the lowest production costs in Israel and Chile, which both have
comparably low nominal WACCs of about 5% and 7% and inflation of close to 0% and 3%, respectively
(2013–2017). Despite not having the best solar resource in the MED region, Israel thus achieves very
low production costs through its beneficially low costs of capital. Egypt, on the other hand, with the
best solar resource in the region, has a much higher nominal WACC of 23.3% and an inflation rate
of 12.3%, which results in prohibitively high production costs and therefore does not appear in the
cost-supply curves shown above. (In the Appendix A.1, the cost-supply curves are shown for even
larger production volumes, which then include all countries.) The baseline case further comprises
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locations in Spain (WACCnom = 4.9%, inflation rate = 0.5%) and the USA (WACCnom = 5.7%, inflation
rate = 1.3%). The contributions of the single regions to the total production volume are shown in the
pie chart in the graph and are about 55% for South America, 34% for the USA, and 11% for the MED
region in the baseline case. The sharp increase in the curve at the low end of the production costs is
due to the scarce availability of the best locations with very low costs of capital.

For constant nominal costs of capital of 4% and 10%, the cost-supply curves of solar jet fuel show,
in general, a similar progression as for the baseline case but at different levels of production costs,
which is due to the varying inflation rates, solar resources and distances to the sea across the countries.
For WACCnom = 4%, the lowest production costs are below 1.45 €/L and found in Chile due to the
superior solar irradiation, which leads to a smaller heliostat field and thus costs. For WACCnom =

10%, the best locations are found in Chile, which indicates that the higher Chilean inflation rate of
3.3% is compensated by the lower investment costs of the smaller heliostat field. At WACCnom =

4%, 48% of the fuel volume originates in the MED region and the remaining 52% in South America,
mainly in Chile. At the higher level of capital costs, however, 85% of the volume is produced in South
America and 15% in the MED region. This shift in production locations as a function of financial
boundary conditions is explained in the following. If inflation rates and nominal WACC vary between
countries (as in the baseline case), the locations with the lowest production costs of about 1.60 €/L are
found in Israel, a country with a fairly high solar irradiation and very favorable financial conditions.
The locations with the highest solar irradiation in Chile achieve larger production costs because of their
higher costs of capital, which overcompensate the smaller investment and operational costs. If, on the
other hand, the nominal WACC is fixed at 4% or 10%, Chile emerges as the country with the lowest
production costs. With constant (nominal) interest rates across countries, the minimization of heliostat
area in the sunniest areas leads to the most economical production location, while this becomes even
more important towards higher interest rates. Inflation is still considered to be country-specific, giving
an advantage to sunny countries with a stable environment for investments. The comparison of the
two cases with fixed interest rates shows that at low costs of capital, the preferred locations are found
equally in MED and SAM across most of the cost range, while at high costs of capital by far the most
locations (especially the ones with the lowest costs) are in SAM and only very few in MED. The USA
drop out of the list of preferred locations for fixed WACC due to other locations having even higher
solar irradiation values and lower labor costs. A guarantee by the state for low costs of capital is
therefore especially interesting in countries in the MED region that do not have the highest solar
resource and also for countries with otherwise high costs of capital.

It should be kept in mind, however, that in this case the financial burden is shifted away from the
plant owner and onto the institution that is enabling the attractive financial conditions. Nevertheless,
especially in view of supply security and a potential deep reduction of greenhouse gas emissions from
the aviation sector, this may prove to be an interesting option for facilitating the entry into the market
of the technology.

The country-specific variation of costs of capital are only rough estimates for possible future
market conditions. As a consequence, one should be rather careful with interpretations. The values
can be used for a high-level comparison between countries, but they can change drastically in the
future. The aim here is to sensitize the importance of country variations.

In addition, as the analysis focuses on the most promising countries for production, one might
miss some interesting areas in other countries. For instance, smaller areas in Mexico, Western China, or
Central Asia might hold promising production sites as well. This could further increase the production
potential and lead to a more widespread diffusion of solar thermochemical jet fuel production. Future
research could focus more specifically on the countries left out in this analysis.

5. Conclusions

A geographical assessment of solar thermochemical fuel production for the decarbonization of
the transportation sector, especially aviation, is presented. A GIS-based methodology was developed
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to indicate the suitable areas for the production of solar fuels, whereas non-suitable areas were
excluded based on criteria of existing land use such as agriculture or pastureland, slope, shifting sands,
and protected areas. The remaining areas are found to have a huge production potential, which surpasses
the world jet fuel demand by more than a factor of fifty. With an economic model, the life-cycle
production costs are expressed as a function of the location, whereas local financial conditions are
taken into account by estimating regional costs of capital. Cost-supply curves are then used to express
the interplay between local production potentials and the respective production costs. The lowest
production costs are found in Israel, Chile, and the USA. While not having the largest solar resource, the
financial conditions are very favorable in the several countries of the Mediterranean region, with low
costs of capital estimates and very low inflation rates. This partly compensates for the higher investment
costs into a larger mirror field, which is required due to the smaller solar resource. A higher reactor
efficiency has the same effect of reducing the solar field size, which in turn reduces investment costs.
Increasing the efficiency from 15% to 25%, the production costs are reduced by about 20%. The baseline
efficiency is assumed to be 19%, which has not been achieved so far but is a realistic target for the
near-to medium-term technological development of solar reactors. In general, the cost-supply curves
are relatively flat, which indicates that unlike for other fuel production pathways, which are limited by
resource provision (i.e., biomass-based pathways), the solar thermochemical pathway can produce
practically unlimited amounts of fuel at relatively constant costs. The work here presents for the first
time a geographical analysis of possible production locations. It thus gives an indication of production
costs, the best production locations, and the local, regional and global production potentials. With the
presented information, it is possible to derive strategies for technological development and financial
support for the production of solar thermochemical fuels on a regional and national level.
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Appendix A

Table A1. Suitable areas and production potential for each country.

Region or country
Calculated Country

Area/FAO Area a [%]
Suitable Area for Solar
Fuel Production [km2]

Suitable
Areas/Calculated
Country Area [%]

Production Volume on
Suitable Areas [t/y] b

MED region 97% 5,708,154 52% 6.13 × 109

Algeria 97% 1,634,220 71% 1.77 × 109

United Arab Emirates 98% 22,169 32% 2.17 × 107

Egypt 98% 623,294 64% 7.30 × 108

Western Sahara 100% 234,366 88% 2.58 × 108

Spain 101% 90,350 18% 9.02 × 107

France 99% 301 0% 2.41 × 105

Greece 96% 1141 1% 1.01 × 106

Iran 99% 852,589 53% 8.50 × 108

Iraq 102% 371,169 84% 3.62 × 108

Israel 100% 8410 39% 1.01 × 107

Italy 100% 3571 1% 3.01 × 106

Jordan 100% 76,434 86% 9.88 × 107

Kuwait 93% 12,818 78% 1.23 × 107

Lebanon 98% 1625 16% 1.90 × 106

Morocco 92% 109,033 26% 1.19 × 108

Oman 100% 267,654 87% 2.88 × 108

Portugal 99% 9258 10% 9.15 × 106
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Table A1. Cont.

Region or country
Calculated Country

Area/FAO Area a [%]
Suitable Area for Solar
Fuel Production [km2]

Suitable
Areas/Calculated
Country Area [%]

Production Volume on
Suitable Areas [t/y] b

Qatar 97% 8147 73% 7.75 × 106

Saudi Arabia 89% 1,234,473 65% 1.35 × 109

Tunisia 99% 95,635 62% 9.75 × 107

Turkey 100% 51,497 7% 5.16 × 107

Southern Africa 100% 1,865,708 48% 2.38 × 109

South Africa 100% 638,011 52% 8.51 × 108

Namibia 100% 479,794 58% 6.61 × 108

Botswana 102% 402,197 70% 4.91 × 108

Angola 100% 345,706 28% 3.78 × 108

South America 92% 1,236,859 23% 1.47 × 109

Argentina 90 827,786 34% 9.32 × 108

Bolivia 100 210,907 19% 2.58 × 108

Chile 70 135,695 26% 2.12 × 108

Peru 101 62,471 5% 6.88 × 107

Australia 100% 4,487,022 59% 5.81 × 109

USA 84% 599,503 8% 7.77 × 108

a. Area as determined by the Food and Agriculture Organization of the United Nations (www.fao.org); b. Jet fuel;
not counting the by-product naphtha.

The areas calculated add up to the areas indicated by the FAO in the case of Southern Africa and
Australia but are below 100% for the other regions. In the case of Chile and the USA, this is due to
the fact that these countries extend beyond the latitude boundaries of the DNI values used for the
calculation and are thus out of bounds. In the case of the MED region, Saudi Arabia, the United Arab
Emirates, and Yemen are underestimated with 83%–89% of the area indicated by the FAO, while the
other countries achieve values above 90%. The deviations are therefore largely due to the cut-off
latitude of the data, whereas in the MED region they could be due to inconsistencies between the
reported FAO data and the country shapes used for the calculations. The error is however such that
the available areas are slightly underestimated in single countries. When the latitude boundaries are
taken into account, the calculated areas are on average very close to the reported FAO values.

Table A2. Estimates for interest rates, inflation, and the nominal weighted average cost of capital
(WACC).

Country Debt Interest Rate
Government
Bond Yields

Equity Risk
Premium

Inflation (5-y
Average)

WACC

Algeria 0.0800 0.0575 0.1003 0.0460 0.1111
Angola 0.1791 0.0775 0.1142 0.1716 0.1841

Argentina 0.2787 0.2008 0.1142 0.0726 0.2932
Australia 0.0527 0.0262 0.0508 0.0196 0.0624
Botswana 0.0669 0.0600 0.0606 0.0390 0.0884

Chile 0.0458 0.0500 0.0578 0.0332 0.0706
Egypt 0.1884 0.1750 0.1258 0.1234 0.2333
France 0.0147 0.0082 0.0565 0.0064 0.0347
Greece 0.0550 0.0527 0.1156 −0.0046 0.1003

Iran 0.1800 0.1269 0.0842 0.1618 0.1924
Iraq 0.0400 0.0571 0.1372 0.0122 0.1017

Israel 0.0340 0.0216 0.0589 0.0022 0.0526
Italy 0.0315 0.0324 0.0727 0.0054 0.0610

Jordan 0.0840 0.0792 0.1027 0.0186 0.1231
Kuwait 0.0495 0.0267 0.0565 0.0290 0.0630

Lebanon 0.0834 0.1015 0.1258 0.0134 0.1410
Mauritania 0.1700 0.1538 0.1441 0.0244 0.2212

Morocco 0.0570 0.0383 0.0796 0.0124 0.0814
Namibia 0.0997 0.1088 0.0796 0.0542 0.1352

Oman 0.0528 0.0600 0.0727 0.0100 0.0848
Peru 0.1530 0.0575 0.0646 0.0318 0.1406
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Table A2. Cont.

Country Debt Interest Rate
Government
Bond Yields

Equity Risk
Premium

Inflation (5-y
Average)

WACC

Portugal 0.0350 0.0260 0.0796 0.0058 0.0632
Qatar 0.0485 0.0482 0.0578 0.0230 0.0715

Saudi Arabia 0.0830 0.0450 0.0589 0.0162 0.0914
South Africa 0.1039 0.0950 0.0762 0.0562 0.1308

Spain 0.0220 0.0160 0.0727 0.0052 0.0487
Tunisia 0.0731 0.0575 0.1027 0.0492 0.1079
Turkey 0.1520 0.2096 0.0796 0.0860 0.2069

USA 0.0405 0.0312 0.0508 0.0132 0.0571

Table A3. Monthly labor rates in 2015 international dollars (rounded to full dollars).

Country Managers Engineers Admin Technician Worker

Algeria 960 594 309 387 226
Angola 781 1446 379 790 388

Argentina 1759 1015 917 722 415
Australia 8250 6043 3916 4098 3005
Bahrain 3177 2312 1429 1303 846
Bolivia 799 624 401 392 275

Botswana 1242 925 392 421 350
Chile 3217 1684 649 654 437
Egypt 338 444 458 192 166
France 7018 4811 2830 2850 2346
Greece 1802 1197 974 856 681

Iran 1068 666 375 378 210
Iraq 1131 635 385 298 215

Israel 4564 3603 1864 2296 1088
Italy 9231 4219 3028 2685 2279

Jordan 2058 1069 652 671 463
Kuwait 3063 2218 1346 991 692

Morocco 1158 646 322 471 320
Mozambique 360 353 359 160 149

Namibia 916 637 372 356 304
Oman 2241 1528 923 852 669
Peru 6369 1886 1118 1931 1292

Portugal 1655 1404 813 761 548
Qatar 7782 5697 4257 1127 881

Saudi Arabia 3260 2889 1857 1284 798
South Africa 2703 2697 877 719 296

Spain 4483 3159 1958 1919 1205
State of Palestine 1385 915 532 583 465

Tunisia 969 747 457 483 332
Turkey 2980 2084 931 790 642
UAE 6001 3727 1945 651 489
USA 9056 6397 4111 4196 2747
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Appendix A.1. Cost-Supply Curves per Region

Appendix A.1.1. MED Region

Figure A1. The cost-supply curve of solar thermochemical jet fuel for the MED region with current jet
fuel demand in the selected countries [93] (green line) and world jet fuel demand [91] (red line).

Appendix A.1.2. USA

Figure A2. The cost-supply curve of solar thermochemical jet fuel for the USA with current US jet fuel
demand [93] (green line) and world jet fuel demand [91] (red line).
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Appendix A.1.3. Australia

Figure A3. The cost-supply curve of solar thermochemical jet fuel for Australia with current national
jet fuel demand [93] (green line) and world jet fuel demand [91] (red line).

Appendix A.1.4. South America

Figure A4. The cost-supply curve of solar thermochemical jet fuel for South America (Chile, Bolivia,
Peru, Argentina) with current national jet fuel demand [93] (green line) and world jet fuel demand [91]
(red line).
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Appendix A.1.5. Southern Africa

Figure A5. The cost-supply curve of solar thermochemical jet fuel for Southern Africa (South Africa,
Botswana, Namibia, Angola) with current national jet fuel demand [93] (green line) and world jet fuel
demand [91] (red line).

Appendix A.2. Production Costs per Region

In the following, maps of production costs for each of the regions are shown. Unsuitable areas
have been removed from the maps and the production costs are indicated by color code between
production costs of 1.5 €/L (dark green) and production costs of 2.5 €/L and above (dark red).

Appendix A.2.1. MED Region

 
Figure A6. Production costs of solar thermochemical jet fuel in the MED region. Mauretania, Lybia,
Syria, Palestine, and Yemen have been excluded from the analysis.
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Appendix A.2.2. USA

 
Figure A7. Production costs of solar thermochemical fuel in the USA. Hawaii and Alaska have been
excluded from the analysis.

Appendix A.2.3. Australia

 
Figure A8. Production costs of solar thermochemical jet fuel in Australia.
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Appendix A.2.4. South America

Figure A9. Production costs of solar thermochemical jet fuel in South America.

Appendix A.2.5. Southern Africa

 
Figure A10. Production costs of solar thermochemical jet fuel in Southern Africa.
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Appendix A.3. Process Efficiency

The process efficiency is defined as the lower heating value of produced jet fuel divided by the
solar energy entering the system boundary, which is then converted to heat and electricity to run the
process. For the production of one functional unit consisting of 1 L of jet fuel and 0.84 L of naphtha,
1.36 × 109 J of solar primary energy are required. The solar-to-heat efficiency is 0.52 [94] and the
solar-to-electricity efficiency is assumed to be 0.2. The total energy input to the solar thermochemical
step is 605.4 MJ per functional unit at a reactor efficiency of 19.0% (excluding vacuum pumping and
gas separation). The energy requirements of the other process steps are shown in the table below. The
CO2/H2O capture is assumed to be the Climeworks process [27] with a specific energy requirement of
300 kWhel/t CO2 and 1600 kWh/t CO2. The energy requirements for the gas-to-liquids plant is modeled
with an Aspen model and those for the thermochemical reactor with a Matlab model.

Table A4. Energy requirements for process steps.

Process Step Heat Requirement [MJ/f.u.] Electricity Requirement [MJe/f.u.]

CO2/H2O capture 27.7 5.2
CO2 storage 1.1

Thermochemical reactor 605.4
Gas separation 0.1
Syngas storage 3.6
FT conversion 0.7 1.3

Product upgrading 2.7 0.5
Steam reforming 20.6 5.1

Total 657.1 16.9

At an output of 1 L of jet fuel at a LHV of 33.4 MJ/L [95] and 0.84 L of naphtha at 31.1 MJ/L [95],
the process efficiency from incident solar energy to chemical energy stored in the products is
(33.4 + 0.84 × 31.1)/(657.1/0.52 + 16.9/0.2) = 4.4% or 2.5% when counting only jet fuel.

Appendix A.4. Assumptions Regarding Process Parameters and Costs

Table A5. Reactor efficiency.

Parameter Value Unit

Concentration ratio 5000 -
Oxidation temperature 1000 K
Reduction temperature 1900 K

Efficiency gas heat recuperation 0.7 -
Efficiency solid heat recuperation 0.7 -

Reduction pressure 1100 Pa
Oxidation pressure 1.013 × 105 Pa

Efficiency CO2 conversion 0.5 -

Table A6. Energy requirements, efficiencies, and costs.

Process Step Value Unit Source

H2O/CO2 capture from atmosph

Electricity 300 kWh/t [96]

Heat 1500 kWh/t [96]

Investment costs 350 €/(t y)

O&M costs 40 €/t

H2O storage a 7.73 × 106 € [97]

CO2 storage (compressors) a 12.6 × 106 € [98]
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Table A6. Cont.

Process Step Value Unit Source

CO2 storage (tanks) a 28.9 × 106 € [99]

Concentration of sunlight

Optical conc. efficiency 51.6% - [100]

Costs of heliostats 100 €/m2

Costs of tower 20 €/kWth [101]

Thermochemistry

Costs of reactor shell 14.9 €/kWth

Jet vacuum pumps a,c (inv. costs) 58.6 × 106 € [73]

Ceria 5 €/kg

Syngas storage a

Pressure 16 Bar

Power (H2 compression) 14.5 MW

Power (CO compression) 6.50 MW

Inv. costs (H2 compression) 9.70 × 106 € [98]

Inv. costs (CO compression) 4.44 × 106 € [98]

Fischer–Tropsch synthesis

Pressure 25 bar

Investment costs 23,000 €/bpd [79]

O&M costs 4 €/bbl [79]

Hydrocracking b

Heat 5.2 MW

Electricity 0.9 MW

Steam reforming b

Heat 39.9 MW

Electricity 10.0 MW

CO2 capture with MEA a

Heat 84.1 MW

Electricity 0.52 MW

Water input 1.34 L/f.u.

Investment costs 12.9 × 106 € [102]

Product pipeline a

Investment costs 90 €/m [81]

Ship transport

Unit cost 8 × 10−3 €/L [82]

Labor costs

Number of managers 5

Number of engineers 30

Number of clerks 15

Number of technicians 100

Number of workers 246
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Table A6. Cont.

Process Step Value Unit Source

Salary of managers 13,890 $/y [89]

Salary of engineers 7746 $/y [89]

Salary of clerks 3869 $/y [89]

Salary of technicians 5646 $/y [89]

Salary of workers 3839 $/y [89]
a The associated O&M costs are 5% of the investment costs. b The associated costs are assumed to be included in the
cost of FT. c The O&M costs are included in the labor costs.

Appendix A.5. Sensitivity of Production Costs

In the following, the sensitivity of production costs with respect to a change in the inflation rate
and of the weighted average costs of capital is shown. Either parameter is varied between 0% and 10%,
while all others are held constant.

Figure A11. The sensitivity of production costs with respect to a change in the inflation rate (left) and
weighted average costs of capital (right).
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