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The Special Issue “Remote Sensing in Applied Geophysics” is focused on recent and upcoming
advances in the combined application of remote sensing and applied geophysics techniques, sharing
the advantages of being non-invasive research methods, suitable for surface and near-surface
high-resolution investigations of even wide and remote areas.

Applied geophysics analyzes the distribution of physical properties in the subsurface for a wide
range of geological, engineering and environmental applications at different scales. Geophysical
surveys are usually carried out deploying or moving the appropriate instrumentation directly on
the ground surface. However, recent technological advances have brought to the development
of innovative acquisition systems more typical of the remote sensing community (e.g., airborne
surveys and unmanned aerial vehicle systems). At the same time, while applied geophysics mainly
focuses on the subsurface, typical remote sensing techniques have the ability to accurately image the
Earth’s surface with high-resolution investigations carried out by means of terrestrial, airborne, or
satellite-based platforms. The integration of surface and subsurface information is often crucial for
several purposes, including the georeferencing and processing of geophysical data, the characterization
and time-lapse monitoring of surface and near-surface targets, and the reconstruction of highly detailed
and comprehensive 3D models of the investigated areas.

Contributions to the issue showing the added value of surface reconstruction and/or monitoring in
the processing and interpretation of geophysical data, integration and cross-comparison of geophysical
and remote sensing techniques were required to the research community. Contributions discussing
the results of pioneering geophysical acquisitions by means of innovative remote systems were also
addressed as interesting topics.

The Special Issue received great attention in the combined community of applied geophysicists
and remote sensing researchers. A total of 15 papers are included in the Special Issue, covering a
wide range of applications. This is one of the highest number of papers among the Remote Sensing
Special Issues, showing great interest in the proposed topic. The relevant number of contributions also
highlights the relevance and increasing need for integration between remote sensing and ground-based
geophysical exploration or monitoring methods.

In particular, one of the main fields of research showing the potential integration of the geophysical
and remote sensing techniques is archaeological exploration. Indeed, archaeologists often use
near-surface geophysics or remote sensing in their research. However, these surface and near-surface
data are rarely integrated to offer a robust understanding of the complex historical setting characterizing
archaeological sites. Several research efforts need therefore to be addressed to reach a more efficient
integration of the techniques in the archaeological field. In this Special Issue, research efforts are
particularly related to: integrating aerial and terrestrial remote sensing programs to identify different
uses of archaeological sites through time and across space [1]; building high-resolution maps of

Remote Sens. 2020, 12, 3413; doi:10.3390/rs12203413 www.mdpi.com/journal/remotesensing1
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electrical resistivity using computer-assisted and remote sensed acquisition tools [2]; multidisciplinary
integration of remote sensing and archaeological data with electric resistivity tomography and
frequency domain electromagnetic measurements to provide new useful and interesting information
for archaeologists [3].

Several research efforts were also devoted to the development of innovative acquisition systems
integrating remote sensing and geophysical techniques with a precise georeferencing of the acquired
data. These contributions are related to: the development of innovative low-cost autonomous vehicles
for geological/geophysical studies of shallow water environments [4]; efficient acquisition of frequency
domain electromagnetic data with a specifically designed georeferenced wooden carriage to allow
for integration with other remote sensing data [5]; automated resistivity profiling with constant GPS
referencing and combined Digital Terrain Model to obtain correct data positioning and topographic
reconstruction [2].

The integration of remote sensing and applied geophysics techniques has also been applied in
environmental and geomorphological conditions of test sites requiring special attention. This can
be the case of wide research areas, where the integration of localized geophysical data and wide
remote sensing imagery is essential for a more accurate reconstruction of the environment, particularly
in the hydrogeological framework [6,7], or in remote areas where acquisition and interpretation of
geophysical measurements is challenging and feasible only with the help of remote sensing approaches.
This is particularly true for the cryosphere, e.g., inland glaciers [8] and Antarctic ice sheet [9], or for the
exploration of other planets and satellites [10]. In this last context, remote sensing techniques clearly
play a major role in the effective acquisition of geophysical data.

The abovementioned applications appear to be the research fields where an effort in the integration
of remote sensing and geophysical methodologies can be more successful, resulting in an increased
comprehension of the investigated sites and in the improved efficiency of the combined surveys. Other
papers in the Special Issue could nevertheless suggest additional interesting development topics; this
is the case for papers focusing on the combination of geodetic and seismological observations for an
increased understanding of local subsidence events [11] or wider scale post-seismic deformations [12].

As a conclusion, we can foresee a growing interest in the collaboration between the research
communities of remote sensing and applied geophysics, with many potential overlapping research
topics and undeniable benefits in the integration of different research approaches. Particularly, remote
sensing data and data acquisition approaches are still of great interest and support for applied
geophysics researchers since they can further help in the correct georeferencing of the acquired
geophysical data and in a better comprehension of the test site settings, which could significantly
improve the interpretation of geophysical evidence.
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Abstract: Archaeologists often use near-surface geophysics or LiDAR-derived topographic imagery
in their research. However, rarely are the two integrated in a way that offers a robust understanding
of the complex historical palimpsests embedded within a social landscape. In this paper we present
an integrated aerial and terrestrial remote sensing program at the Johnston Site, part of the larger
Pinson Mounds landscape in the American MidSouth. Our work at Johnston was focused on better
understanding the history of human landscape use and change so that we can begin to compare the
Johnston Site with other large Middle Woodland (200 BC–AD 500) ceremonial centers in the region.
Our research allowed us to examine the accuracy of an early map of the Johnston Site made in the
early 20th century. However, our integrated remote sensing approach allows us to go well beyond
testing the usefulness of the map; it helps identify different uses of the site through time and across
space. Our research emphasizes the importance of an integrated remote sensing methodology when
examining complex social landscapes of the past and present.

Keywords: archaeological prospection; near-surface geophysics; LiDAR; magnetic gradiometry;
surface magnetic susceptibility; electromagnetic induction; Middle Woodland period;
Hopewell archaeology

1. Introduction

Independently, applying topographic imagery derived from LiDAR (light detection and ranging) or
geophysical remote sensing methods in archaeological research is well-established in archaeology [1–21].
However, they are increasingly being applied together to create more robust understandings of social
landscapes—including the emergence and long-term modification of built environments in the
archaeological past (cf. [22–24]). This integration of aerial and terrestrial remote sensing methods
has the potential to help tease apart the complexity of ever-evolving landscape palimpsests [25–27].
Archaeologists interrogate these large units of archaeological analysis (i.e., landscapes) at a given
point in time, but they form over many millennia as a result of diverse human and natural processes
that can build up, cut away, and rearrange the earth in ways that no singular remote sensing method
can adequately elucidate. Moreover, from an anthropological perspective of remote sensing [28], the

Remote Sens. 2020, 12, 2364; doi:10.3390/rs12152364 www.mdpi.com/journal/remotesensing5
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integration of LiDAR-derived imagery and near-surface geophysical applications only enhances the
ability of archaeologists to propose and explore new research questions and hypotheses apart from, or
in conjunction with, excavations [29].

Our recent work at the Johnston Site in western Tennessee, USA (Figure 1) illustrates the efficacy
of integrating these multi-scalar remote sensing tools to explore anthropological questions pertaining
to Middle Woodland era (200 BC–AD 500) hunter-gatherer-gardener societies of the North American
Midsouth, and to formulate new questions based on the results of such multi-scalar work. The Johnston
Site, a satellite property of the better-known Pinson Mounds State Archaeological Park (PMSAP), is a
large multi-mound center that has received very little attention by professional archaeologists since the
site and the terrace on which it is located was first mapped in 1917 by E. G. Buck, a local civil engineer,
hired by William Myer, a research associate of the Smithsonian Institution [30]. The integrated remote
sensing approach and limited test excavations we used at Johnston resulted in a thorough evaluation of
this 1917 map [31]. Our results afford us the ability to identify proxies for human-landscape interactions
and environmental change in this area. This includes identifying areas where erosion has impacted the
site and its monuments, as well as discovering shifts in monumentality at Johnston. Beginning to trace
these changes allows us to lay the foundations for a landscape biography [32] of the Pinson Mounds
vicinity that can be further developed with future research in this region.

Figure 1. Location of the Pinson Mounds Landscape in western Tennessee, USA (inset) and locations
of Middle Woodland mound centers situated along the South Fork of the Forked Deer River discussed
herein (primary map).

2. The Johnston Site within the Middle Woodland Era Pinson Mounds Landscape

The Middle Woodland period in eastern North America is characterized by the florescence of a
near continent-wide social movement evidenced by novel religious rituals, elaborate craft production
and exchange, and the rise of monumental ceremonial centers [33–42]. Alongside these changes
came an increase in the importance of domesticated plant crops, some of which were associated
with mortuary and other rituals, while a reliance on foraging wild plant foods and hunting was
maintained; archaeologists refer to this subsistence pattern as the Eastern Agricultural Complex [43–48].
The Johnston site is part of the larger PMSAP, the largest Middle Woodland period ceremonial center
in the southeastern United States (Figure 1). Spanning roughly 160 ha., Pinson Mounds exhibit a
wide range of earthen monuments including Sauls Mound, the second tallest earthen monument ever
constructed in North America at 22 m tall [49]. Other monuments include a large rounded geometric
enclosure with a diameter of almost 340 m at its widest point, and at least 13 mounds comprised of
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low (ca. 1 m) and tall (ca. 10 m) rectilinear platforms, as well as small (ca. <1 m) and large (ca. 6.5 m)
conical burial mounds. Aside from the impressive organization of labor and engineering required to
construct the earthen monuments at Pinson, evidence for complex mortuary practices and the recovery
of elaborate artifacts resembling those found in the Ohio Hopewell core area has positioned Pinson
Mounds among the most important Middle Woodland centers for religious ceremonies, exchange, and
pilgrimage in the eastern United States [49–51]. Even Hopewellian scholars working in Ohio have
commented that Pinson is the, “premier Hopewellian center in the Southeast” because it was such an
important destination for Middle Woodland societies [52].

However, Pinson represents only one, albeit the largest, collection of earthen mounds in this
section of the South Fork of the Forked Deer River (SFFDR) in western Tennessee. It is centrally
positioned amongst a landscape of three Middle Woodland ceremonial centers in the region that
encompasses nearly 100 km2, an unusual collection of sites for this region of the U.S. Using Sauls
Mound as the center of Pinson, the Elijah Bray mound site is situated roughly 8 km upstream from
Pinson on a terrace overlooking the confluence of Clarks Creek and the SFFDR. This comparatively
small site is comprised of at least two conical burial mounds measuring 5.5 and 3 m respectively,
with an associated artifact scatter spanning roughly 4 ha [44] (p. 15). The focus of this research, the
Johnston site, is much larger than Elijah Bray. Johnston covers roughly 48 ha of a terrace overlooking
the SFFFDR 6 km northwest of Pinson (Figures 2 and 3). The site is characterized by a collection of 10
rectilinear platform and conical mounds. This concentration of mound centers in a condensed stretch
of a major tributary river to the Lower Mississippi River Valley is exceptional relative to the absence of
mound centers in neighboring drainages across west Tennessee. This calls into question the historical
development of this landscape during the Middle Woodland period, as well as the possible situational
nature of pre-Contact American Indian use of these separate mound centers. Questions revolving
around the unknown social, historical, and environmental contingencies that certainly influenced the
indigenous use of this landscape motivated our archaeological research in this area of West Tennessee.

Previous Research and Cartography at the Johnston Site

Eastern North America has a long history of naturalists, antiquarians, and early professional
archaeologists mapping indigenous earthen monuments [53–57]. Sometimes these people had
professional backgrounds in surveying, sometimes they did not. It was not uncommon for some
well-funded researchers to hire local surveyors to conduct mapping projects. Today, archaeologists
using modern technologies like GIS software and aerial and terrestrial remote sensing methods are
documenting the mixed successes of these early site surveys [2,22,58,59]. LiDAR, and geophysical
surveys across eastern North America have shown that sites mapped more than 150 years ago
were sometimes quite accurate. However, sometimes features were drawn differently than we
might be able to discern today. These differences may relate to simple mistakes, generalizations, or
overactive imaginations.

Like Pinson, the Johnston site was initially investigated by William Myer, an associate researcher
of the Smithsonian Institution, who hired local civil engineer E. G. Buck to produce maps of both
sites in 1917 [30] (p. 32), [49] (p. 52). However, unlike Pinson, the early map of Johnston arranged
by Myer [60] has not been sufficiently reexamined using modern methods (e.g., [49,59]) to determine
what this landform looked like at the time of early European expansion into West Tennessee. This is
important to understand the broader Middle Woodland landscape along the SFFDR because the work
of Mainfort and colleagues [59] identified numerous discrepancies in Myer’s 1922 map of Pinson. For
instance, they argue the elaborate enclosure walls that span the exterior boundaries of Pinson, as well
as the “Inner Citadel” and their associated intersecting mounds, might not have existed, and thus may
have been embellished or severely impacted by plowing. Identifying such discrepancies led to the title
of their article “Mapping Never-Never Land”, from which we derive the title of our article.
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Figure 2. The 1917 map of the Johnston Site by E.G. Buck presented in Myer [31] and first published by
Kwas and Mainfort [30]. Shown here courtesy of the National Anthropological Archives, National
Museum of Natural History.

The work of Mainfort et al. [59] provides a cautionary lesson on cartographic ‘artifacts’ and the
potential for embellished earthen architecture at Johnston. Nevertheless, to begin understanding
earthen monuments at Johnston, and identifying how they might have changed since their initial
mapping, we had to begin by assessing the original map of the site as first published by Kwas and
Mainfort [30]. We use the 1917 map as a comparative documentation of the site prior to more than
100 years of agricultural impact. The full sketch map of Johnston depicts 10 mounds situated on
a north-south oriented terrace (Figure 2). The details of this map are described in an unpublished
manuscript by Myer [31] and discussed in detail in an article by Kwas and Mainfort [30].

The two platform mounds (Mounds 4 and 5) at the center of the site are the largest and most visible
today (see also Figure 3). A pair of conical burial mounds (Mounds 1 and 2) are drawn at the northern
edge of the terrace. Only Mound 1 is currently still visible. Three additional small conical mounds are
situated along the bluff line that rises above the SFFDR floodplain (Mounds 3, 6, and 7), while three
more small conical mounds are drawn south of Mound 4 (Mounds 8, 9, and 10). The dimensions of
these monuments as they appeared in 1917 were recorded (Table 1) and provide baseline measurements
that we can compare to the results of our research presented here. Low-lying parallel embankments
(Walls K and L) are discussed as once being 3 m wide and 0.75 m tall and depicted on the Johnston
map to have extended from Mound 4 north to Mound 1, leaving an open turn west near Mound 3
that led to a spring at the base of the bluff. Myer discussed the embankments being most visible in
1917 at either side of Mound 1, where they are drawn as solid constructions. Elsewhere on the map
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of Johnston, the parallel embankments and other walls are represented by dotted lines, indicating
they were ephemeral or proposed to have once existed in these locations. This includes embankments
(listed as ‘walls’) on the 1917 map shown to have extended from Mound 4 to Mounds 8 and 9, and from
Mound 9 to Mound 10. Associated with the mounds and embankments are small features labelled
‘streets’ that Myer discussed as leading from beneath Mound 4 outward to the cardinal directions, and
from Mound 5 toward the cemetery (i.e., ‘Graveyard’ on the Johnston map). Very little is known of the
cemetery and it was not surveyed during our work because it is located on private property. Within
the parallel embankments between Mounds 1 and 4 are two roughly 13.5 × 13.5 m rectilinear features
labelled ‘A’ and ‘B’. These are described as ‘structures’ (i.e., buildings) because daub was visible in the
soil at these locales when plowing occurred. Springs are also listed along the base of the western edge
of the terrace.

Figure 3. The Johnston Site. (a) Aerial photograph of Johnston during 2015 field season. Numbers
reference mounds easily visible upon ground inspection; (b) LiDAR-derived visualization of Johnston.
Map produced in ArcGIS 10.6 using a 1-m resolution digital terrain model (DTM) and the Relief
Visualization Toolbox [61,62] by overlaying a Sky-view visualization at 50% opacity onto the
color-stretched DTM displayed at three standard deviations and set to refresh with the display
extent. Numbers reference easily visible mounds.

Kwas and Mainfort’s work on the Johnston site included site visits and examinations of
surface-collected artifacts by residents who lived near the site. Their visits called into question
whether any of the embankments ever existed; they commented that none of them were present during
their site survey in the early 1980s. Moreover, they noted that only Mounds 1, 4, and 5 were visible and
could be confirmed as indigenous earthen architecture. An examination of ceramics collected from the
site suggested contemporaneity with the nearby Pinson Mounds. However, their analysis of projectile
points and fragments from Johnston site differs significantly from such tools recovered from Pinson.
While projectile points from Pinson can be characterized by Middle Woodland stemmed variants, the
tools from Johnston are dominated by Late Archaic variants (ca. 4000–1000 BC). From the ceramic
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and lithic evidence at Johnston, Kwas and Mainfort suggest that the Johnston site was a potential
predecessor to Pinson Mounds, with the mounds constructed around the first century B.C. [30] (p. 39).

Table 1. Shape and dimensions of mounds at Johnston as reported by Myer [31] in Kwas and
Mainfort [30] predecessor to Pinson Mounds, with the mounds constructed around the first century
BC [30] (p. 39).

Mound No. Shape Height (m) 1 Surface
Dimensions (m)

Base Dimensions (m)

1 conical 2.29 n/a 21.34 diameter
2 conical 0.61 n/a 18.29 diameter
3 conical 0.76 n/a 10.36 diameter
4 rectangular 6.10 30.48 × 30.48 60.96 × 60.96
5 polygon 2.93 18.29 × 27.43 42.67 × 47.24
6 conical 0.76 n/a 6.1 diameter
7 half oval 0.76 n/a 4.57 × 10.67
8 conical 0.76 n/a 19.81 diameter
9 conical 0.46 n/a 19.81 diameter

10 conical 0.76 n/a 21.34 diameter
1 Calculations have been converted from the 1917 measurements reported in feet to meters.

Applying a multi-staged [11,58,63] and multi-scalar remote sensing approach to Johnston provides
an opportunity to thoroughly assess the accuracy of the 1917 historic map of the site, in addition to its
descriptions of mapped earthen monuments. This approach integrating LiDAR-derived imagery and
multi-instrument geophysical surveys allows us to harness the strengths of both techniques, and in
doing so, fully realize the topographic and subsurface signatures of pre-Contact human manipulation
of this terrace landform.

3. Materials and Methods

3.1. LiDAR-Derived Imagery and Examination of the Johnston Site’s Historic Map in GIS

Aerial LiDAR integrates laser scanners, airborne vehicles (e.g., airplanes, helicopters, or drones),
and highly accurate geospatial positioning instruments like real-time kinematic global positioning
systems (RTK GPS) to record a diverse range of reflection information [64,65]. LiDAR-derived datasets
are publicly available through most state governments in the U.S. This is because the method holds
great potential for applications in a variety of civil and research sectors that span environmental hazard
and ecological studies to heritage management and archaeology. However, the quality of publicly
available LiDAR datasets varies. We obtained LiDAR-derived digital terrain models (DTMs) from the
State of Tennessee (https://www.tn.gov/finance/sts-gis/gis/gis-projects/gis-projects-elevation), which
has high-resolution coverage for most of the state. LiDAR data across our project area along the SFFDR
was collected in the winter of 2011 and 2012 in collaboration between the United States Army Corps
of Engineers (USACE) and the Tennessee Division of the United States Department of Agriculture’s
Natural Resources Conservation Service (USDA NRCS). Data were collected with a nominal pulse
spacing no more than one point every 70 cm. Downloadable bare-earth DTMs were produced from
these data that were geospatially referenced using the NAD 1983 horizontal datum and the NAV 1988
vertical datum. The DTMs were tested to 1 m horizontal, and ≤18 cm vertical accuracy.

We created a LiDAR-derived hillshade visualization of the Johnston DTM in ArcGIS 10.6 by
ESRI (Redlands, CA, USA) for preliminary analysis by altering the DTM symbology to display the
topographic data in greyscale using the hillshade effect (Stretch Type: None; Z factor: 0.075). However,
recent LiDAR-based archaeological research has highlighted numerous issues in identifying and
interpreting landscape features from uni-directional hillshades alone [66–68]. Therefore, we also
applied a suite of visualization methods available in the Relief Visualization Toolbox 2.2.1 (RVT;
Institute of Anthropological and Spatial Studies, Ljubljana, Slovenia) [61,62] to the DTMs in order
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to better assess the presence or absence of landscape features at the Johnston Site. These included
multi-directional hillshade (16 directions, sun angle 35◦), principal components analysis (n = 3) of the
multi-directional hillshade, simple local relief model, sky-view factor, positive and negative openness,
and local dominance. Each visualization technique offers enhancement or deemphasis of topographic
characteristics that allow archaeologists to elucidate the presence or absence of subtle landscape
features (see Table 2). In-depth descriptions of these visualization methods can be found in [61,62,69].
When assessing the RVT imagery, we often created ‘blended’ images to enhance the RVT outputs with
reference to the original LiDAR-derived DTM or other RVT imagery. An example of one blended
image we used can be seen in Figure 3b, where we overlaid the Sky-view factor depicted in a greyscale
color stretch at 50% opacity over the color stretched DTM. This helped us understand the correlation of
subtle elevation changes to the range of values for height above mean sea level. Another blended image
we used included overlaying the Sky-view factor depicted in a greyscale color stretch at 50% opacity
over the Local Dominance imagery depicted in a color stretch. This blended imagery is presented and
discussed in our results but offered better clarity for subtle elevation changes in both the Sky-view and
Local Dominance imagery. To assess the validity of the 1917 Johnston map against the LiDAR-derived
visualizations we created of the site, we georeferenced the 1917 map over an analytical hillshade
visualization of the DTM in ArcGIS 10.6 using the ‘Adjust’ transform and adding control points on the
1917 map to the three most intact earthen mounds visible at the site today (i.e., Mounds 1, 4, and 5).

Table 2. Visualizations applied to the Johnston Site DTM in the RVT [61,62]. Information from [69,70].

Visualization Method Resulting Effect

Multi-directional Hillshade Artificial sunlight calculated for different azimuths
but single elevation to enhance subtle topography.

Principle Components Analysis of Multi-directional
Hillshade

Summarizes information from Multi-directional
Hillshade into three components; typically eliminates
noise from other directions.

Simple Local Relief Model

Trend removal via low pass Gaussian filter to
deemphasize large-scale topographic features (e.g.,
ridges and valley bottoms). Emphasizes small-scale &
subtle features.

Sky-view Factor

Process that assesses the visibility of the sky from a
pixel location & creates a proxy for illumination.
Avoids directional issues with hillshading.
Illuminates small rises & darkens small depressions.

Positive Openness
Estimates mean horizon elevation angle & displays
mean zenith of determine angles from pixel location.
Highlights topographic convexities.

Negative Openness

A proxy for diffuse illumination. Estimates mean
horizon elevation angle & displays mean nadir of
determine angles from pixel location. Highlights
topographic concavities.

Local Dominance

Calculates the dominance of an observer at a pixel
location with respect to local surroundings.
Emphasizes subtle rises but can also depict subtle
depressions.

3.2. Magnetic Gradiometer Survey

Magnetometry has become one of the most frequently applied near-surface geophysical survey
methods to archaeological research. As such, it has received extensive discussion on the foundation of
the technology [8,71,72]. We utilized a Foerster Ferex 4.032 DLG Karto 4-sensor fluxgate gradiometer
(Institut Dr. Foerster GmbH & Co. KG, Reutlingen, Germany) to survey 14.25 ha of open field space at
the Johnston Site (Figure 4a). Data were collected on a 40 × 40 m grid system that was laid out using a

11



Remote Sens. 2020, 12, 2364

Topcon RTK GPS (Livermore, CA, USA) and a Trimble robotic total station (Sunnyvale, CA, USA).
Raw data were collected at a 0.5 × 0.1 m resolution.

Figure 4. Geophysical data collection underway at the Johnston Site. (a) ERH collecting gradiometer
data with the Foerster Ferex DLG Karto; (b) APW collecting magnetic susceptibility data using
the Bartington MS2 m and the MS2D field loop; (c) ERH collecting EMI data with the Geonics,
Ltd. EM38-MK2.

Gradiometer data were processed in TerraSurveyor 3.0.36.0 (DW Consulting, Barneveld, The
Netherlands) using typical destagger, destriping, and low pass filter processes prior to interpolating
the data to a 0.1 × 0.1 m resolution for georeferencing in ArcGIS 10.6.

3.3. Large-Area Surface Magnetic Susceptibility

Magnetic susceptibility is a measure of a soil’s ability to be magnetized when introduced to an
artificial magnetic field [73,74]. Increased magnetic susceptibility has been identified as a proxy for
cultural activity (e.g., low-intensity fires, midden formation, soil movement & manipulation) [6,75–77].
We collected large-area surface magnetic susceptibility data to complement the results of our gradiometer
survey and aid in its interpretation, as well as provide a coarse resolution ‘reconnaissance’ survey
of areas we could not survey with the cart-based gradiometer used in this study (cf. [78]). We
collected volume magnetic susceptibility using the Bartington MS2 m and MS2D field loop (Bartington
Instruments, Oxon, UK) across approximately 24 ha of the Johnston Site (Figure 4b). Data were collected
in 20 m increments and spatially situated with a handheld GPS. Recorded data were an average of
three readings spaced 10–20 cm apart. The instrument was zeroed prior to each reading. In some areas
where we identified ‘hot spots’ of high magnetic susceptibility (mounds and non-mound open areas),
we increased the resolution of our horizontal coverage from 20 m to 5 or 2 m. Data were visualized in
ArcGIS as color-coded points, in addition to a raster interpolated using nearest neighbor gridding.

3.4. Electromagnetic Induction

Electromagnetic induction meters (EMI) measure subsurface phenomena by emitting an
electromagnetic field and measuring the response to that field as it is moved around the survey
area [73,79–82]. Slingram EMI instruments can measure two responses to the electromagnetic field,
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the Quadrature-phase (QP), which represents apparent soil conductivity, and the In-phase (IP), which
represents apparent volume magnetic susceptibility. Some EMI instruments can do this simultaneously.
For instance, the Geonics EM38-MK2 (Geonics Limited, Mississauga, ON, Canada) we used in this
study measures QP and IP at two different depths simultaneously (Figure 4c). This instrument
has electromagnetic coil separations of 0.5 and 1 m, resulting in an approximate maximum depth
penetration of 0.75 m and 1.5 m for conductivity data, measured in millisiemens per meter (mS/m),
and 0.3 m and 0.6 m for magnetic susceptibility data, measured in parts per thousand (ppt) when
operated, as we did, in the vertical dipole mode. Data were collected every 0.5 m along transects
spaced 0.5 m apart. Data were downloaded and processed using the TerraSurveyor software package,
with typical application of despike and either high-pass or low-pass filter operations applied before
being interpolated to 0.25 m pixels and exported to ArcGIS.

3.5. Test Excavations of Geophysical Anomalies

After our LiDAR-derived imagery and geophysical datasets were processed and analyzed, we
examined a non-random sample of the identified topographical and geophysical anomalies through
test excavations. Excavations were conducted in a range of trench sizes, by hand, in arbitrary 10 cm
levels until intact features were identified. We screened a 10–25 percent random sample of all excavated
non-feature soil matrix (e.g., plowzone) using 6.35 mm (0.25”) mesh. The entirety of all features we
identified and excavated were processed using water flotation. This excavation methodology ensured a
sufficient sample of displaced non-feature artifacts, and the total recovery of artifacts and ecofacts from
feature contexts. The test excavations are presented in detail elsewhere [83]. The excavations we discuss
here are intended to provide the reader examples of how our integrated remote sensing approach
led to success in identifying surface and subsurface archaeological features that help us enhance our
understanding of this important site, and better situate it within the Pinson ritual landscape [83].

4. Results

In this section, we present the results of our analyses of LiDAR-derived imagery and geophysical
surveys at the Johnston Site. We begin with a comparison of the LiDAR-derived imagery and the 1917
map of the Johnston Site. We then move to discuss the results of the large-scale magnetic gradiometer
and magnetic susceptibility surveys before discussing the EMI results. Test excavations of topographic
and geophysical anomalies are presented when applicable.

4.1. Analysis of LiDAR-Derived Imagery Compared with the 1917 Map of the Johnston Site

Overlaying the 1917 map based on E. G. Buck’s survey work at Johnston over our LiDAR
imagery allowed us to compare Buck’s cartography and Myer’s descriptions with the current state
of topographic relief at the site (Figure 5a). It also allowed us to examine the Johnston landscape for
topographic features not included on the 1917 map. Using the three clearly visible mounds at the site
as anchor points for georeferencing the 1917 map to real world coordinates, we were able to confidently
determine correlations and differences in topographic features between the maps. After redrawing
Buck’s features as polygons, we could determine where a given mound or embankment should be in
relation to topographic features identifiable in LiDAR-derived imagery (Figure 5b).
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Figure 5. Results of the 1917 Myer/Buck map of Johnston overlay with LiDAR imagery. (a) The 1917
Johnston map overlaid on LiDAR imagery with 60% opacity; (b) Features from the 1917 Johnston map
as polygons on blended LiDAR imagery (Sky-view and color stretched DTM), showing fit of 1917
map overlay.

The first discrepancy we can easily identify is the 1917 bluff line that undulates along the western
edge of the terrace landform. In some areas the bluff edge is depicted 60 m or more east of where
the bluff is. In others, the 1917 bluff line is depicted west of the current bluff line, now dominated
by incised erosional gullies. While the former can be attributed to ‘sketching in’ the bluff line as a
feature relative to other earthen monuments, there may have been areas where the 1917 bluff line was
more accurately depicted. If this were the case, we could assume that the erosional gullies present
in areas that were depicted as level terrace in 1917 provide a proxy for landform evolution since the
map was drawn. These two scenarios are hard to assess given the identified discrepancies between the
Buck/Myer map and current topography at Pinson [59].

According to the 1917 map, the northern extent of Johnston supposedly contained Mounds 1–3
and some of the best-preserved portions of the parallel embankments. Our LiDAR-derived imagery
shows that Mound 1 is still present at Johnston, conical in shape, but smaller in height and base
diameter than described in 1917 (Figure 6; A to A’). Mound 2 is hard to evaluate. A topographic rise
that is roughly 0.2 m in height is present in the approximate location of Mound 2 but there is no clear
shape to this feature. This may be because much of Mound 2 area has eroded into the gully to the
north. However, it is equally possible that this is a relic of natural topography and was interpreted as a
built earthen feature in 1917. Determining whether this topographic feature is natural or cultural will
require future investigations and maybe excavation.
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Figure 6. LiDAR-derived imagery (blended image using Sky-view factor and Local dominance)
and topographic profiles from the northern portion of the Johnston Site with features from the 1917
map overlaid.

Descriptions of the parallel embankments indicate the best-preserved sections extended south of
Mounds 1 and 2. Our analyses of LiDAR-derived imagery and topographic profiles shows that two
parallel rises exist directly south of Mounds 1 and 2 (Figure 6; B to B’). These features are both close
to 15.5 m wide and 0.3 m in height. They extend approximately 80 m to the south before no longer
being clearly visible in elevation profiles or other visualization methods. However, an elevation profile
across the purported location of these features in a former agricultural field 300 m south of Mound 1
(Figure 6; D to D’) does suggest very subtle parallel rises are present but only 0.04 or 0.06 m tall.

The location of Mound 3 is slightly off from our georeferencing of the 1917 map. However, it is
still visible as a conical mound, albeit smaller in height and diameter than the reported dimensions in
1917. Our results estimate that it is roughly 7 m in diameter and 0.3 m tall (Figure 6; C to C’). Mound 3
is currently in a precarious position, situated on a relict finger-like landform directly between two deep
erosional gullies.

The central portion of Johnston has the two largest mounds (4 and 5) recorded at the site, in
addition to four small conical mounds situated near them (Figure 7). Mounds 4 and 5 are still easily
visible on the ground and in our data visualizations. Mound 5 was listed as a polygon in the 1917
map but appears more like a deflated low-lying rectangular mound in our topographic visualizations.
The impact of agricultural plowing may have caused, or at least contributed, to this slight change
in shape. Currently, Mound 5 is roughly 3.6 m tall and is 39.3 × 45.3 m in size at its base, while the
surface spans 22.9 × 25 m (Figure 7; E to E’). Mound 4, the largest mound at Johnston, is a classic
rectangular platform mound measuring 5.8 m tall, 57 × 59.5 m at the base, and exhibiting a surface
extent of 32.8 × 34.6 m (Figure 7; F to F’). Multiple circular depressions on the surface of Mound 4 are
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visible, suggesting either looter attempts to recover artifacts from the mound, or potentially concavities
from tree falls.

Figure 7. LiDAR-derived imagery (blended image using Sky-view factor and Local dominance)
and topographic profiles from the central portion of the Johnston Site with features from the 1917
map overlaid.

On a narrow finger-like residual landform that extends west toward the SFFDR floodplain between
Mounds 4 and 5 is the location of two small conical mounds. These are labeled Mounds 6 and 7 in
the 1917 map. Mound 6 is the more visible of the two, potentially because it is situated at the center
of this landform. Mound 6 is about 5.9 m in diameter at the base, and roughly 0.4 to 0.5 m in height.
Mound 7 is harder to evaluate. It is positioned at the edge of the landform, surrounded by erosional
gullies. The 1917 map describes it as a ‘half oval’ or crescent. We can distinguish a roughly 0.3 m rise
at the edge of this landform but if this is the remnants of an earthen mound, very little remains intact.
The small rise extends 4 m from the edge of the landform and measures roughly 7 m north to south
(Figure 7; G to G’).

Mounds 8 and 9 on the 1917 map are situated south of Mound 4 and connected via purported
earthen ‘walls’. We can detect no topographic evidence of earthen walls that connect these three
mounds to one another. Moreover, it is not clear that the subtle topographic relief associated with the
location of these two mounds confirm human construction. If they are built earthen architecture, then
of the two, Mound 8 is the most visible in our imagery analyses. It measures 20 m in diameter and is
roughly 0.6 m in height. Mound 9 is much harder to discern in LiDAR-derived visualizations and
topographic profiles. Still, a topographic rise is present in the area where the 1917 map denotes the
location of this feature. This rise is 20 m in diameter and 0.2 m in height (Figure 7; H to H’).

According to the 1917 map of Johnston, the southern portion of the site contains an earthen wall
that extends to a conical mound, Mound 10. Like the walls connecting Mounds 4, 8, and 9, no surficial
evidence of this earthen wall exists. However, there is a clear topographic rise associated with the
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purported location of Mound 10 (Figure 8a; J to J’). In this case, our LiDAR-derived visualizations
suggest that this rise associated with this area is 0.4 m tall and roughly 25 m in diameter. Like Mounds
8 and 9, it is not clear from topographic analyses alone that this is a human-made feature. We discuss
below how we confirmed it as such. An exciting and unexpected discovery in our examination of
LiDAR-derived imagery of the southern portions of the Johnston Site comes in the form of a non-mound
feature that was not in the historic survey of the site. West of Mound 8 and 9 we discovered a depression
encircled with an embankment. This feature is morphologically like the feature designated the “Duck’s
Nest” at PMSAP (Figure 8a; I to I’; Figure 8b; K to K’) [49] (pp. 155–158).

Figure 8. LiDAR-derived imagery (blended image using Sky-view factor and Local dominance)
and topographic profiles from the southern portion of the Johnston Site with features from the 1917
map overlaid, with comparison of the Duck’s Nest at PMSAP. (a) LiDAR-derived imagery from the
Johnston Site. The profile line from I to I’ is absent to better show the circular embankment feature;
(b) LiDAR-derived imagery from the Duck’s Nest at PMSAP set to the same scale, with profile line K to
K’ removed to better show the feature.

4.2. Gradiometer Results from the Johnston Site

Our gradiometer survey of Johnston was limited to the central and southern portions of the
Johnston Site, where large open spaces could easily accommodate our cart-based instrument. There
are also areas with large amounts of metal in the northern portions of the survey area that would make
a gradiometer survey unsuccessful. Viewing the full extent of our magnetic coverage brings into focus
the magnitude of agricultural plowing and drainage modifications in this portion of the site in the
historic era (Figure 9). Intensive plow scars are seen in the data trending north-south, with the exception
of the extreme southern portion of the survey area, where scars trend east-west—an indication of a
former field boundary. Some plow scars are intense, potentially reflecting early deep-chisel plowing.
The long history of agricultural practices seen in the gradiometer data undoubtedly impacted the
topography of small features like the purported 1917 parallel embankments and smaller mounds. We
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can also identify the remnants of several lightning strikes across our survey area, something more
archaeologists are discussing in recent research (see [84]).

Figure 9. Gradiometer coverage at the Johnston Site with features from the 1917 map overlaid (in
yellow). Numbers denote extant mounds. A clear example of a lightning strike is present in the
southern extent of the image.

We focus our discussion on results from selected magnetic features examined in test excavations
that offer insight for our research questions outlined here. To begin, in the northern half of our
gradiometer survey we were able to delineate numerous clusters of pit features denoted by rounded
and spatially distinct magnetic highs (Figure 10a). Limited test excavations of a sample of these
features have shown that they are either hickory nut (Carya sp.) roasting pits or storage pits with little
to no cultural material but are filled with dark organically enriched material. Several pits are aligned
in a row to the north of Mound 4, suggesting not only the spatial contemporaneity, but potentially
association with Mound 4 as well. Test excavations of one pit in this group revealed a dark fill but no
diagnostic cultural artifacts to associate the feature with a specific time of use (Figure 11a). We have
several charred botanical samples that have been submitted for AMS 14C dating, but those dates are
the focus of another article we are preparing.
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Figure 10. Gradiometer coverage north of Mound 4 at the Johnston Site with features from the 1917
map overlaid (in yellow). (a) Birds-eye view of gradiometer data north of Mound 4 exhibiting magnetic
features discussed in the text; (b) Close-up of gradiometer data from areas around Mound 5 depicting
the summit of Mound 5 and the buried ditch enclosure associated with the mound.

A large irregular feature measuring nearly 11 m in diameter is visible in the northeastern portion
of our gradiometer data. Test excavations revealed a deep (>1 m) pit refilled with comparatively
dark organic sediment (Figure 11b). Unfortunately, this feature contained no diagnostic artifacts to
denote when the feature was used or refilled. In between the area where parallel embankments were
mapped in 1917, and where the potential ‘structure A’ was situated (evidenced by burned daub present
in plowed soil), we discerned the magnetic remnants of an isolated lightning strike roughly 12 m
in diameter. Soils below plow zone were examined through a test excavation in this area and were
documented as a reddish clayey sand. Plow scars cutting into this reddish horizon were visible below
the plow zone. Therefore, it is possible that the structural feature ‘A’ mapped in this locale in 1917 was
the result of a lightning strike. However, further research must be conducted to confirm this hypothesis.
It is interesting to note that a noisy area of magnetic gradient borders the lightning strike to the west
and southwest. This dense area of subsurface magnetic features likely represents a concentrated area
of past human activity. Additional areas of seemingly ‘noisy’ magnetic phenomena are represented by
non-patterned high and low magnetic features visible to the northwest of the locale inside the parallel
embankments mapped in 1917. These can be characterized by high magnetic susceptibility due to the
intensity of the response to plowing in this area. No magnetic response correlates with the location
of the parallel embankments, leaving us wondering whether subsurface remnants of these features
still exist.
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Figure 11. Test excavation of gradiometer features identified in the northern portions of the survey
area. (a) Profile of a pit in the row situated north of Mound 4. Profile shows dark feature fill absent of
cultural material beneath plowzone; (b) Photograph of nearly black feature fill from the large deep pit
in the northeastern portion of the survey area; (c) Planview of the enclosure ditch beneath Mound 5
prior to full excavation.

Gradiometer results associated with Mound 5 are particularly intriguing. Our results identify a
rectangular platform shape to this mound that contradicts the 1917 descriptions of the mound as a
polygon. This discrepancy is likely the result of the intensive plowing at the site. The summit of Mound
5 exhibits numerous magnetic features potentially associated with platform activities. A lightning strike
is visible on the eastern flank of the mound. However, most interesting to this area is a small ditched
enclosure that we identified under the northern flank of Mound 5. This feature is morphologically like
those identified in the Middle Ohio Valley and associated with Hopewellian ritual activity. The ditch
encloses approximately 185 m2 and exhibits a magnetically enhanced feature 3 m in diameter at its
center. A test unit cross-cutting a small section of the ditch confirmed this interpretation and revealed
the ditch contained burned earth and dense amounts of charcoal, suggesting the termination of the
enclosure was intentional and likely occurred prior to the construction of Mound 5 (Figure 11c).

Gradiometer results from the fields south of Mound 4 raise additional questions about the
indigenous landscape. Gradiometer coverage over Mounds 8 and 9 are noisy and reflect isolated
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higher magnetic susceptibility in these areas, visible in the non-uniform magnetic characteristics of the
plow scars between the mounds (Figure 12a). However, no clear association is visible between the
mound locations and our data, leaving questions to whether the mounds mapped in 1917 are now less
visible due to plowing, or if they are relicts of natural topography. There are no clear clusters of pits
south of Mound 4 like we see north of the mound. However, some individual pits can be discerned
southeast of Mound 4. An area of low magnetic gradient is present in the southern field with four
potential pits situated at the center of the area (Figure 12a; Low nT Area). We mapped numerous
lightning strikes across this open area south of Mound 4.

Figure 12. Gradiometer coverage south of Mound 4 at the Johnston Site with features from the 1917
map overlaid (in yellow). (a) Birds-eye view of gradiometer data south of Mound 4 exhibiting magnetic
features discussed in the text; (b) Close-up of gradiometer data from areas around Mound 10 depicting
the shape of the monument and internal subsurface features; (c) Close-up of gradiometer data from the
circular feature southwest of Mound 10 depicting associated high magnetic features.

The area mapped historically as Mound 10, which has no topographic relief, was among the
significant outcomes of our assessment of the magnetic data. Here we identified a rectangular feature
and a round pit, both tested in a 1 × 10 m long trench (Figure 12a,b). These results suggest there was
a mound present, but it was likely rectangular and not round or conical. The magnetic response to
Mound 10’s base dimensions may reflect magnetically enhanced topsoil that eroded over time to the
bottom of the mound, revealing a 27 × 20.5 m base dimension.

Test excavations confirmed the presence of at least two different mound fills related to Mound
10’s construction and identified a small basin shaped hearth under the mound fill. Analyses continue
to assess how these features relate to one another. (Figure 13). A small clay cooking ball was recovered
from the mound fill. Artifacts like these imply a Late Archaic (ca. 4000–1000 BC) presence on the

21



Remote Sens. 2020, 12, 2364

site [85]. Additional excavations and a robust radiocarbon dating program is needed to confirm the
construction age of Mound 10.

Figure 13. Profile of test excavations at Mound 10 indicating intact construction fills and
sub-mound hearth.

Southwest of Mound 10 we identified a potential circular post structure 10 m in diameter
(Figure 12c). This feature appears similar to other post-enclosures or paired-post structures in the
Middle Ohio Valley [2,22,36,86–91]. We have yet to test this feature with excavations; however, the
exterior of the circular feature appears to have numerous possible pits associated with it. A central
magnetic feature is also present within this circular structure. This may be a central hearth, a
depositional or refuse feature, or a central post. Excavations should clarify the nature of this structure.

To summarize, the results of our gradiometer survey at Johnston revealed numerous subsurface
magnetic features that exhibit no topographic relief. The identification of such features allows us to
discern activity areas across space in ways LiDAR-derived imagery do not. The gradiometer data
have little correlation with some of the built features outlined on the 1917 map, such as the parallel
embankments north of Mound 4 and the ‘streets’ or ‘walls’ that connect Mounds 8 and 9 to Mound
4. Moreover, there is little evidence that Mounds 8 and 9 exhibit clear magnetic signatures, leading
us to question the nature of their existence. The gradiometer data over Mound 5 reveals the original
shape of the mound to be rectilinear and shows that a uniquely different monument, a small ditched
enclosure, preceded its construction.

4.3. Results from Large-Scale Surface Magnetic Susceptibility Surveys at the Johnston Site

Our large-scale surface magnetic susceptibility survey at Johnston was intended to complement
the results of our gradiometer and LiDAR imagery survey and analyses. By examining the magnetic
nature of the near-surface across the site, we hoped to better understand the accuracy of the 1917 map,
interrogate the noisier portions of the gradiometer survey, and examine areas of the Johnston Site that
we were not able to survey with our cart-based gradiometer or that contained large amounts of metal.

The results of our magnetic susceptibility survey exposed multiple areas of high susceptibility
likely related to past human activities. We consider these ‘activity areas’ in the broadest sense of
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the term. North of Mound 4, the highest readings and largest activity area spatially coincides with
the western opening in the parallel embankments from the 1917 map (Figure 14b). Probably not
coincidentally, this entrance area leads to one of the springs denoted on the 1917 map. This suggests
either a long history of pre-Contact indigenous people accessing this natural feature, or a short and
intensive period of activity around the spring. Other large activity areas north of Mound 4 identified
by spatially-distinct areas of high magnetic susceptibility correlated with the ‘A’ and ‘B’ purported
structures inside the parallel embankments on the 1917 map, as well as an area situated along the tree
line to the west of these structures. While we do not have gradiometer data over the activity area
associated with the northern-most structure ‘B’ on the 1917 map, we do have comparative gradiometer
data to assess correlations between the two magnetic datasets and the activity area associated with
structure ‘A’ on the 1917 map and the area to the west at the tree line. The activity area associated with
structure ‘A’ exhibits a large lightning strike right over the mapped structure, in addition to an area of
elevated background gradiometer readings and isolated magnetic highs likely related to archaeological
features (e.g., posts and pits) (see Figure 10a). The activity area at the tree line exhibited what we
characterize as high levels of ‘noise’ in the gradiometer data, stemming from intense plow scars and
numerous isolated high and low magnetic features (see Figure 10a). Therefore, we consider both areas
as important locales exhibiting strong evidence for past human use of the Johnston Site. Moreover,
the correlation with highly magnetic plow scars in this area indicates that highly magnetic plow scars
elsewhere at the Johnston Site, as well as at other sites in the eastern U.S., may be an indicator for areas
that have enhanced magnetic susceptibility from pre-Contact human occupation [29].

Figure 14. Surface magnetic susceptibility data from the Johnston Site. (a) Location and intensity of
magnetic susceptibility readings at Johnston; (b) Gridded raster (kriging, 2.2 m cell size) of magnetic
susceptibility data classified into 16 natural classes.

23



Remote Sens. 2020, 12, 2364

Magnetic susceptibility data over Mounds 4 and 5 exhibit high readings associated with the
mounds themselves and with areas directly adjacent to them. For Mound 5, high levels of magnetic
susceptibility extend to the west of the current mound boundaries. This may be the result of historic
plowing that has displaced mound fills westward, or these data may be indicating off-mound activity
areas. Magnetic susceptibility data around Mound 4 show high values extending to the northwest and
southeast of the mound. These values may represent erosion of mound fill in these directions. We
do not have the gradiometer coverage over the northwestern areas of Mound 4 for comparison, but
data to the southeast exhibits highly magnetic plow scars similar to the activity area at the tree line in
the northwest portion of our magnetic survey. However, in this locale there are not as many isolated
magnetic features in our gradiometer data, lending support to the hypothesis that high magnetic
susceptibility around Mound 4 may be related to eroded mound fills, and the spreading of those
sediments during historic plowing.

A series of magnetic susceptibility readings in tree cover over Mounds 6 and 7 show good
correlations with the topographic remnants of these features and high magnetic susceptibility values.
However, we also identified an oval area of high magnetic susceptibility in between the mounds that
suggest a subsurface activity area or cluster of archaeological features.

South of Mound 4 our magnetic susceptibility survey shows a large area of moderately high
readings. This includes the area over Mounds 8 and 9; however, a more isolated area of moderately high
magnetic susceptibility is associated with Mound 8. Two isolated areas of high magnetic susceptibility
lie south of where Mounds 8 and 9 were mapped in 1917. Like our survey results north of Mound 4,
these two areas correlate with plow scars in the gradiometer data that appear more magnetic than
those elsewhere. Therefore, we consider this as good evidence for activity areas.

Magnetic susceptibility data associated with Mound 10 was moderately high only north of the
mound remnants identified through the gradiometer data, despite an increased sampling density in
this area. Highly magnetic plow scars are present in this area as well, suggestive of an off-mound
activity area associated with Mound 10. Low to moderately low magnetic susceptibility readings are
correlated with the circular feature west of Mound 10 in the gradiometer data. This may indicate that
this feature was not used for a long period of time or peripheral to more intensive activity areas in the
core of the site.

The results of our large-scale surface magnetic susceptibility survey identify areas at Johnston that
were likely used by humans but were absent in other remote sensing imagery (surface or geophysical).
As such, it provides an important supplement to understand the spatial relationships between human
activities and monumental architecture at the site.

4.4. Results from an Electromagnetic Induction Survey of Mound 8

After assessing the LiDAR-derived imagery, gradiometer data, and surface magnetic susceptibility
data for the Johnston Site, we were still unsure of whether a few of the small conical mounds at the site
were indeed pre-Contact indigenous mounds rather than relict topography. However, we only had the
opportunity to survey one with a slingram EMI meter, so we decided to focus on Mound 8.

Mound 8 has four datasets. The magnetic susceptibility data from the 0.5 and 1 m coil separations
(ca. 0.3 and 0.6 m depth) show parallels with the gradiometer and surface magnetic susceptibility
data. In data from both depths, this includes higher background magnetic susceptibility around the
locale where Mound 8 was mapped in 1917 and the identification of isolated magnetic features that
likely represent intact subsurface archaeological features associated with the topographic rise we can
identify in the LiDAR-derived visualizations (Figure 15a,b). The data from the 0.5 m coil shows a
transitional arc of high and low magnetic susceptibility in the southeastern portion of our survey block
that mirrors the bend of Mound 8 as it was mapped in 1917.
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Figure 15. EMI data from the Mound 8 locale with the 1917 features overlaid in red. (a) Magnetic
susceptibility data from the 0.5 m coil separation; (b) Magnetic susceptibility data from the 1 m coil
separation; (c) Conductivity data from the 0.5 m coil separation; (d) Conductivity data from the 1 m
coil separation.

The conductivity results of our EMI survey over Mound 8 depict no clear high values correlating
with the complete coverage of the supposed Mound 8 location (Figure 15c,d). A high conductivity
pattern is common among plowed down earthen mounds in the eastern U.S. because the remnants
of clay-rich sediments used to build mounds often retain more moisture than surrounding soils
(see [78,79,87]). However, in both the 0.5 and 1 m coil datasets (ca. 0.75 and 1.5 m depth), a high
conductivity feature is present and spatially centralized over the topographic rise denoted as Mound
8. This may suggest that intact mound remnants are located here and are retaining more moisture,
or there is a centralized non-mound feature under this ‘rise’. In either case, the sum of data in this
locale supports an interpretation that Mound 8 is anthropogenic, although this needs to be confirmed
through excavation.

5. Discussion

Our integrated application of LiDAR-derived imagery and multiple geophysical survey techniques
at the Johnston Site is formulated to help untangle the complex palimpsest of pre-Contact American
Indian use and construction of the landscape. Simultaneously, we implemented these techniques to
interrogate the validity and preservation of built features as mapped in 1917, and in doing so, also
tried to better understand the impact of modern American agricultural practices on this important
site. Our results pushed us toward a more detailed understanding of the Johnston Site that no single
method we employed could have offered on its own. This multi-staged approach allows us to revise
the reported dimensions and forms of mounds at the Johnston Site and work toward new research
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questions for future work. From this perspective, in the face of increasing erosion around the edges of
the Johnston site, we can use our results to provide new information toward effective site conservation.

5.1. Toward a New Map of the Johnston Site

One of the primary goals of our research was to better situate the Johnston Site within
understandings of the broader Middle Woodland landscape along the SFFDR. This required a
formal interrogation of the 1917 map based on the work of Buck and Myer. Because of heavy vegetation,
our use of LiDAR-derived imagery offered the only way to reassess the built environment at the
northern-most portion of the site. In this area, we have strong topographic evidence that Mound 1 is
both authentic and similar in size to the dimensions reported in 1917 (see Tables 1 and 3). We identified
Mound 1 as nearly 2 m smaller in the base diameter but nearly the same height. One explanation for
these differences in size could be attributable to the erosion of the mound surface, but this should lead
to a larger base diameter. Therefore, our measurements may just be more accurate than those made in
1917, or the surveyor Buck may have directed less attention to mapping Mound 1 because it was not as
large as other mounds at the site (e.g., Mounds 4 and 5).

Table 3. Revised dimensions and shapes of mounds at the Johnston Site based on work presented here.

Mound No. Shape Height (m)
Surface

Dimensions (m)
Base Dimensions (m)

1 conical 2.03 n/a 18.41 diameter
2 conical 0.2 n/a <5 diameter
3 conical 0.76 n/a 7 diameter
4 rectangular 5.8 32.8 × 34.6 57 × 59.5
5 rectangular 3.6 22.9 × 25 39.3 × 45.3
6 conical 0.5 n/a 5.9 diameter
7 half oval 0.3 n/a 4 × 7
8 conical 0.6 n/a 20 diameter
9 conical 0.46 n/a 20 diameter

10 rectangular 0.4 n/a 20.5 × 27

Differences we can identify with Mound 2 are more complex to describe. A small rise is present in
the location where this mound was mapped in 1917; however, the rise and the base dimensions of this
rise are much smaller than what was reported previously. The placement on the edge of the Johnston
terrace may indicate that much of this mound was lost as the terrace retreated. Such active erosion
is visible today [83]. Alternatively, this topographic feature may be a natural relict of the landscape
and its proximity with Mound 1 may have led Buck and Myer to interpret it as a. Further research is
needed to confirm the nature of this rise.

The parallel embankment walls that are described from Mounds 1 and 2 south to Mound 4 are also
hard to explain. In the northern reaches of the site there is strong topographic evidence for the eastern
wall, and good evidence for the western wall. However, as the walls extend south into areas where
we have gradiometer and magnetic susceptibility coverage, the topographic evidence is minimal and
there is no correlation to geophysical signatures where the walls should be. This leaves us to question
whether the history of modern agricultural plowing at the site has destroyed topographic evidence
for the embankments in most unforested portions of the site. If the embankments are present near
Mounds 1 and 2, but are not clearly visible further south, the early map may have continued the walls
for consistency. The area northeast of Mound 3 and associated with the natural spring and western
opening of the embankments shows extremely high magnetic susceptibility values for the entire site.
This lends some validity to there being an important activity area in this portion of the site, but offers
little support for walls or an opening to any walls here.

The location of Mound 3 as described in 1917 exhibits a clear conical rise with a nearly identical
height, but like Mound 1 the base dimensions are off by nearly 3 m. This implies an error in the 1917
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base measurements for this mound since any erosion should have led to a potentially larger, rather
than smaller, mound base area. The two structures on the 1917 map labeled ‘A’ and ‘B’ corelate with
high magnetic susceptibility. In the case of ‘A’, a lightning strike is visible in the gradiometer data. This
suggests that the surveyors may have seen reddish soil discoloration in these areas and mapped those
patterns as archaeological features. This said, we cannot definitively assign such an interpretation
to ‘B’ because we only know that it is associated with high magnetic susceptibility. Extending our
gradiometer coverage north will offer more insights into whether the ‘B’ structure is also related to a
lightning strike.

There is no topographic or geophysical evidence for any of the streets or walls that connect
Mounds 4 and 5, or those associated with mounds further south. However, our work does offer new
insights into Mound 5, specifically its history and shape. Our topographic imagery shows that the
base of Mound 5 is 2–3 m smaller than previously recorded. In contrast, the surface area is larger
by about 3–4 m. This likely relates to the impact of plowing around and over this small platform.
Our gradiometer data offers clear evidence for a ditch enclosure present before the construction of
Mound 5. Our test excavations confirmed this feature and show preliminary evidence that it was
refilled with anthropogenic materials. If the deconstruction of the enclosure and the construction of
Mound 5, a platform mound, marks an important shift in the use of this space, then we can begin to
build new research questions for the Mound 5 locale. For instance, Middle Woodland enclosures have
been interpreted as collective monuments that imply an internal exclusivity for those who enter and use
their interior spaces. These monuments are built to enclose an area, interpreted as creating a perception
of ‘us and inside’ versus ‘them and outside’, and have been considered a place where people from
diverse geographic scales participated in specialized ritual events [35,92–96]. Alternatively, Middle
Woodland and Late Woodland platform mounds, while also considered monuments emphasizing
collective notions of society, are commonly interpreted as socially inclusive because of their association
with the remains of feasting [41,97–99]. We reference Late Woodland (ca. AD 600–1000) platform
mounds here also because we have no relative or absolute chronological information for Mound 5; we
only know that it post-dates a Middle Woodland enclosure.

The current topographic data for Mound 4 shows that the base dimensions are less by 3 and 4 m,
while the surface dimensions are greater by 3 to almost 5 m. This may be a combined result of erosion
and deflation of the mound surface, leading to a larger surface platform, while plowing around the
mound would move mound sediments around the field, causing the base to decrease in size rather
than increase from the accumulation of eroded surface sediments. Magnetic susceptibility from the
surface of Mound 4 shows a combination of high and low values. These differences may relate to
variation in mound fill used to construct Mound 4 or it may represent features associated with the use
of the mound summit.

Our examination of Mounds 6 and 7 suggest that remnants of these features are present and can be
represented geophysically by high magnetic susceptibility. Topographic signatures from these features
show they have eroded measurably, with Mound 7 in danger of vanishing completely. The combined
topographic and geophysical data for Mounds 8 and 9 are hard to interpret. The LiDAR-derived
imagery shows small rises in these locations that are slightly lower than the 1917 heights and roughly
20 cm larger in base diameters, suggestive of deflation from plowing. The gradiometer data show
several isolated magnetic highs associated with these small rises. The EMI data over Mound 8 identified
a high conductivity feature at the center of the rise but none of the datasets clarify whether these
are mounds.

Work related to Mound 10 allowed us to revise the footprint of the monument, from round to
rectangular; however, its height is reduced by approximately 30 cm, probably related to plowing
indicated by the several plow scars traversing the mound in the gradiometer data. The gradiometer
survey also revealed internal features that our preliminary excavations have confirmed were associated
with use of the Johnston landscape before Mound 10 was constructed.
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Other aspects of our work that allow us to create a new map of Johnston include the circular
embankment feature along the western edge of the Johnston landform and several activity areas
denoted by both sets of high surface magnetic susceptibility values. Clusters of isolated high magnetic
features that likely represent subsurface pit remnants or large posts also adds to our new map of
the Johnston Site and the broader understanding of land use. The potential circular structure west
of Mound 10 is another important feature we have identified at the site. Our new awareness of the
Johnston landscape, illuminated by our integrated remote sensing approach, allows us to formulate
new research questions for the site.

5.2. Beyond Never-Never Land: Developing Future Questions for the Johnston Site

Our research has identified several differences between the 1917 map of Johnston and its present
condition. However, for the most part, we can correlate topographic rises or measurable geophysical
trends with features mapped at the site in 1917. Only the ‘streets’ and ‘walls’ linking Mounds 4, 5, 8, 9,
and 10 are indistinguishable using the methods we employed. Therefore, we think it is important to
move beyond questions that undermine the validity of Buck and Myers’ work and move forward with
new research questions for the site. To this end, we propose that additional geophysical survey methods
have the potential to help elucidate issues related to the parallel embankments running north-south
between Mounds 1 and 2 and Mound 4, as well as the streets and walls we cannot identify at all. Recent
large-area GPS-guided EMI surveys have shown to be effective in teasing apart buried archaeological
features that are not detectible using magnetometry [100]. The ability to map patterns of earthen
conductivity across the entire Johnston Site might provide some evidence of the parallel embankments
if they were built using soils high in clay. Even residual clays from an embankment construction
would retain more moisture than surrounding soils today, potentially making them detectable via
conductivity surveys. Additional geophysical surveys, employing methods like ground-penetrating
radar (GPR), over the summits of mounds at Johnston has the potential to identify features associated
with the uses of the summits. This would be particularly useful at Mounds 4 and 5 to determine if any
mound-top structures are evident, or to identify features related to feasting activities.

Beyond additional geophysical surveys, we find the rate of erosion evident along the northern
and western edges of the site troubling. If Mounds 2 and 7 are indeed indigenous constructions, some
amount of these earthen mounds have probably eroded away already. To both determine whether these
mounds are indigenous and examine how much is left, we propose that future ‘cut-bank’ examinations
would be important. Cutbank geophysics that employ magnetic susceptibility have already proved to
be successful in identifying cultural layers and archaeological features eroding into river courses [101].
Adding cutbank geophysics to well-known geoarchaeological methods like sequential loss-on-ignition,
particle size analyses, and soil micromorphology is likely to confirm the nature of Mounds 2 and 7.

An additional avenue of future research we propose is important for better understanding the
Johnston Site, as well as the larger SFFDR landscape, which relates to the temporality. The mounds,
activity areas, pit clusters, and subsurface structural remnants we have identified here appear to
represent a long history of landscape use in this area of western Tennessee. There are good reasons
to believe that a lot of this evidence for human occupation at Johnston is not all Middle Woodland
in age. For instance, the hickory nut roasting pits we have identified north of Mound 5 may relate
to a pre-Middle Woodland hunter-gatherer use of Johnston. The clay cooking ball recovered from
construction fills at Mound 10 is indicative of Late Archaic occupations at the site. Moreover, we
have already identified a relative chronology for shifting forms of space relating to the change from
enclosure to platform mound at Mound 5. However, we do not yet know when that shift took place,
or how long each monument was in use. Therefore, untangling the uses of Johnston through time
should reveal significant changes related to social complexity and the palimpsestic history of human
occupation on this landform.
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6. Conclusions

The goal for our research at the Johnston Site was to situate the site within the broader context of
Middle Woodland activity along this stretch of the SFFDR. This included contextualizing the Johnston
Site in relation to other mounds centers nearby, like Pinson Mounds and the Elijah Bray site. In doing
so, we wanted to lay the foundations for creating a landscape biography of the area that focused on
exploring the indigenous history of this region. The application of a robust remote sensing approach
that integrated LiDAR-derived visualizations and geophysical methods allowed us to non-invasively
examine the Johnston landscape from various scales of analysis. In doing so, we were able to build
upon the earlier archaeological cartography of Johnston and the work of E.G. Buck and William Myer,
as well as the interpretations by Kwas and Mainfort [30]. The results of our work at Johnston suggest
that there were most likely occupations that were precursors to the Middle Woodland occupation of
Pinson Mound. In this sense, Kwas and Mainfort’s assessment is probably correct. However, we would
note that the majority of research at Pinson Mounds has focused on mounds and that the similarities
between Johnston and Pinson in terms of their location on terrace landforms overlooking the SFFDR,
suggests that Pinson too probably has a vast pre- and post-Middle Woodland occupation.

Our research shows the importance of integrating both aerial and terrestrial remote sensing
methods. In our case study presented here, this amalgamation of remote sensing methods provided
insights that no singular method could offer. Our methodology allowed us to critically assess the 1917
map of the Johnston site and identify a variety of surface and subsurface features beyond the original
map. This integrative approach also permitted us to identify portions of the 1917 map that may have
been embellished, although further geophysical surveys, archaeological excavations, and soil analyses
should be performed to confirm this notion.
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Abstract: This paper deals with the resistivity continuous surveys on extensive area carried out at the
Mont’e Prama archaeological site, in Sardinia (Italy). From 2013 to 2015, new research was performed
using both non-destructive surveys and traditional archaeological excavations. The measurements
were done in order to find geophysical anomalies related to unseen buried archaeological remains and
to define the spatial extension of the ancient necropolis. The electrical resistivity of soils was measured
by means of the Automated Resistivity Profiling (ARP©) system. This multi-pole method provided
high-resolution maps of electrical resistivity in the whole investigated area using a computer-assisted
acquisition tool, towed by a small vehicle. Through this acquisition layout, a surface of 22,800 m2

was covered. The electrical resistivity data were derived in real time with centimetric horizontal
precision through a differential GPS positioning system. Thanks to the simultaneous acquisition of
ARP and GPS data, the rigorous georeferencing of the tridimensional experimental dataset was made
possible, as well as the reconstruction of a detailed Digital Terrain Model. Here, the experimental
results are analyzed and critically discussed by means of the integration of the results obtained by
a high-resolution prospection performed with a multi-channel Ground Penetrating Radar system and
taking into account other information derived from previous geological and archaeological studies.
Geophysical results, jointly with topographic reconstruction, clearly permitted the identification of
more interesting areas where future archaeological investigations could be focused.

Keywords: archaeological prospection; automated resistivity profiling ARP; electrical resistivity
survey; multi-channel ground penetrating radar; geophysical methods integration

1. Introduction

Modern archaeological surveys require non-invasive techniques that can be employed on wide
areas in order to study the shallow subsoil, highlighting the presence of physical anomalies that could
be related to buried archaeological remains. These techniques should be able to identify the physical
properties of the soils by means of measuring systems positioned on a mobile vehicle in order to reduce
the time of acquisition compared to other more traditional methods [1].

Electrical resistivity prospection specifically proved to be an effective method to characterize the
subsoil and materials in various fields of study, such as applied geology [2–4], hydrogeology [5,6],
engineering [7–9], environmental sciences [10,11], and agriculture [12–14]. This method is widely used
for archaeological surveys: many past research has shown that the variations of electrical resistivity are
often related to walls, floorings, paving and burials [15–22]. These structures are generally characterized
by different electrical properties compared to the geological layers that, over time, have buried them.

Electrical methods based on fixed arrays permit the creation of resistivity models of the medium
through a set of electrodes arranged along linear profiles or along two-dimensional configurations [23].
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In the case of two-dimensional Electrical Resistivity Tomographies (ERT) the surveys provide a vertical
section of the medium. The distance between the electrodes is constant. Each measurement is related
to a specific distance between current and potential electrodes. Loops of electrodes with various
geometries are used to perform tri-dimensional electrical resistivity tomographies in order to obtain
a 3D model of the investigated medium [24–34].

Different systems for measuring and mapping electrical resistivity have been developed in order to
overcome the main limitations of the fixed-array systems [35]. In particular, multi-polar mobile systems
allow the performance of continuous resistivity profiling without a fixed device with an effective
reduction in the time of acquisition. The first solution proposed a quadrupolar mobile device, provided
with wheels equipped with electrodes for measuring the electrical resistivity of the soil at a constant
theoretical depth [36]. The depth of investigation increased by varying the space between the wheels
using an extendable support. Different solutions based on multi-polar mobile systems were developed
and described in Panissod et al. [37]. These authors proposed an instrument based on eight electrodes
named MUlti-pole Continuous Electrical Profiling (MUCEP), positioned along a V-shaped array
(also called “Vol-de-canards” array) and located on a mobile measurement system. This equipment
was used to explore shallow layers up to 3 meters in depth. In the same context, the comparison among
resistivity prospections, obtained by the use of electrodes arrays towed by a vehicle, showed both
advantages and limitations based on Pole–Pole arrays with a single depth of investigation with regards
to the multi-pole systems. Multi-polar configuration provides a three-dimensional model of the subsoil
with a significant reduction in acquisition time [38]. Further studies [35] have improved these multi-pole
systems in order to reduce the noise effects on the raw data. In particular, the authors propose the
equipment known as Automated Resistivity Profiling (ARP). This acquisition instrument is composed
of a transversal current dipole and of three transversal receiving dipoles, set at an increasing distance
from the transmitting one. This electrode array is designed to obtain simultaneously measurements
of apparent resistivity simultaneously at three different subsoil depths. Papadopoulos et al. [39,40]
described a three-dimensional inversion of resistivity data acquired with the ARP system in order
to obtain a reliable numerical model capable of describing the spatial distribution of the electrical
resistivity in the subsoil of the investigated area. The inversion process described by the authors is
based on the least squares method and establishes smoothness constraints in order to consider the
instability of the model and the non-uniqueness of solutions [41].

Several studies described multi-pole acquisition systems with the application of precision
agriculture and soil characterization [42–45], archaeological prospection [46], and non-destructive
evaluation of pavement and concrete infrastructures [47]. The ARP system was used by some
authors [48] to evaluate the reduction of soil characterization costs for viticulture: the authors showed
how the ARP system represents an effective method to reduce the cost of soil analysis, collecting
a minor number of soil samples for direct tests. Many results of archaeological surveys carried out
with the ARP system are extensively described in [1].

Integrated prospection with complementary geophysical methods permits to better define the
physical model of the investigated subsoil [49]. One of the most integrated approaches in archaeology
is the combination of electrical and Ground Penetrating Radar (GPR) methods [19,50].

In this paper, we present the results of surveys carried out by means of the ARP method at the
archaeological site of Mont’e Prama (Sardinia, Italy). Geophysical investigations were designed to
support future excavation activities and to define the spatial extension of the site in the northern
side of an area in which archaeological digs took place in the 1970s. The analysis of electrical
resistivity anomalies, both due to the buried archaeological remains and the geomorphological and
geo-pedological spatial variability, permitted the evaluation of the effectiveness of this method for the
site of study. Resistivity data were compared with the results achieved by extensive high-resolution
surveys performed with multi-channel GPR at the same site. The archaeological interpretation of the
experimental data was supported by the integration of different complementary geophysical methods
and GPS data.
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2. Materials and Methods

2.1. The Archaeological Site of Mont’e Prama

The study area of Mont’e Prama is one of the most important archaeological areas of the western
Mediterranean [51]. The site is located in the Sinis peninsula (western-central Sardinia, Italy) as
shown in Figure 1. The first archaeological remains were accidentally discovered in 1974 during soils
ploughing when a local farmer found a fragment of a Nuragic sculpture. In 1975, 1977 and 1979
various campaigns of archaeological excavation were performed and a necropolis with characteristic
monumental sculptures from the early Iron Age was studied. Many baetyls, models of “nuraghe”
and numerous fragments of sculptures (usually called “Giants”) were collected [51,52]. The last
archaeological trials of these campaigns did not find new evidence and excavations were suspended.

 
(a) 

 
(b) 

 
(c) 

Figure 1. (a) Location of the Sinis Peninsula in Sardinia (Italy); (b) geographic localization of the
archaeological site of Mont’e Prama (red point); (c) detailed aerial image of the site of study where the
surveyed area is white-bordered and highlighted.

Recently, new archaeological and geophysical investigations were carried out from 2013 to
2015 in the framework of a joint project between the Universities of Cagliari and Sassari and the
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Archaeological Superintendency of Cagliari and Oristano, in which context other significant discoveries
were made [53–56]. Overall, 28 statues representing figures of boxers, archers, warriors, measuring up
to 2.20 m in height, 16 models of “nuraghe” and baetyls were pieced together from over 5000 fragments
of limestone. Archaeologists identified more than 50 shaft graves. Figure 1a,b indicates the geographic
location of the site of study and the area with main archaeological digs carried out in 2015 (Figure 1c).
After this campaign, the full extent of the archaeological site appears significantly greater than that
supposed by the first researchers in 1970s.

2.2. Geological Setting

The geology of the Sinis peninsula, the wide region including the Mont’e Prama site, consists of both
sedimentary and volcanic rocks [57]. In particular, the geographic sector closest to prospection area is
mainly characterized by sedimentary lithologies. These formations range from messinian fenestrae-rich
limestones and breccias of supratidal and intertidal environment with typical benthic fossil content
to evaporitic fine-grained limestones, sub-litoral marls and bioclastic limestones (Calcari Laminati del
Sinis, Capo S. Marco formation). Quaternary conglomerates, sands and mud deposits, organized in
river terraces and alluvial cones, are recognized in the upper part of the sequence.

In the context of 2014 archaeological digs, the stratigraphic sequence in correspondence to the
excavations was reconstructed [58]: it is characterized by the presence of geological units related to the
sedimentary complex of the Sinis peninsula. In particular, the site presents a thin layer of silt-sandy
soils (Pleistocene and Olocene) with a maximum thickness between 40 cm and 50 cm. The soil layer
covers a yellowish thick carbonate crust of pedogenetic origin. The hard crust is probably derived
from salt precipitation as a result of capillarity action in past climatic conditions and reaches 1 m of
maximum thickness. This horizon is observed with good spatial continuity in all over Sinis peninsula
and covers previous messinian sediments, mainly composed by carbonate sandstones and marlstones.
The area of geophysical surveys is expected to present mean characteristics similar to these results
with a certain spatial variability.

2.3. Methods and Instrumental Layout

2.3.1. ARP Survey

The electrical surveys were carried out using the multi-polar ARP03 device (ARP®, Automated
Resistivity Profiling, Géocarta SA, Paris, France), a measuring system made of four pairs of rolling
electrodes arranged in a characteristic V-shaped configuration. Figure 2a shows a picture of the ARP
system. The electrodes located on the first pair of wheels represent the current dipole, through which
an electrical current of 10 mA is flowing. The other three couples of rolling electrodes are three potential
dipoles designed to measure the electrical potential with increasing depth (Figure 2b). The longitudinal
distance between the potential dipole electrodes and the current electrodes corresponds to 0.50 m,
1.0 m and 1.70 m, respectively. Moreover, the three potential dipoles constitute of pairs of wheels with
axial distances of 0.5 m, 1.0 m and 2.0 m, respectively. Therefore, the resistivity measurements are
related to three different depths of investigation, conventionally indicated as 0.5 m, 1.0 m and 1.70 m.

The sensor allows the acquisition of multiple measurements of apparent resistivity through the
three pairs of rolling electrodes with a sampling frequency of 22.7 Hz. A radar doppler system is used
to measure the distance. Depending on the vehicle speed, raw data can be acquired up to a 10 cm
sampling interval.

Moreover, the positioning system, equipped with a differential correction DGPS, enables
georeferencing of the acquired data and showing raw resistivity data in real time.

The speed of data acquisition is mainly due to the morphological features of the investigated
area (slope, irregular topography, shallow obstacles, plan shape and irregularities, etc.).
Usually, the employment of a quad bike to tow the carriage allows a maximum speed of 15 km/h.
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The acquisition on the ground is typically performed along parallel profiles with variable length.
For high-resolution surveys, such as archaeological investigations, the acquisition pattern is composed
of profiles positioned at a 1 m distance.

 
(a) 

 
(b) 

Figure 2. (a) Image of the Automated Resistivity Profiling (ARP) system towed by a quad; (b) scheme
of ARP instrumental layout.

The ARP survey at the site was carried out on November 21st, 2014, on a surface of about
2.28 hectares (Figure 1c). Two series of measurements were done:

1. the first dataset was collected in the sector located in the north of the area involved in the
archaeological excavations (large 20,155 m2);

2. the second dataset was acquired in the area around the open archaeological digs (2730 m2).

Data were collected in autumn and on a day characterized by optimal weather conditions in
order to perform the measurements with humidity conditions of the outermost shallow layers able to
guarantee low contact resistances and high-quality measurements.
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The acquisition allowed the detection of 277,319 punctual measurements of apparent electrical
resistivity along a 27.8 km long route and with a velocity of 7.53 km/h along profiles oriented in
an easterly direction. Table 1 summarizes the main acquisition parameters.

Table 1. Summary of the main parameters of the ARP prospection.

Full Duration of the Acquisition 3 h 39 m 25 s
Mapping Coverage 2.28 ha

Covered distance 27,536.81 m
Medium speed 7.53 km/h – 2.09 m/s

Frequency of acquisition of GPS signal 1 Hz
Average distance between two next measurements along one profile 0.098 m

Number of measuring points 277,319

Geometric factor K
Dipole 1 (0.5 m) 4.62
Dipole 2 (1.0 m) 10.71
Dipole 3 (1.7 m) 51.28

Intensity of injected DC 10 mA

The spatial distribution of the measurement points is shown in Figure 3a. From this representation,
it is possible to observe two distinctive points densities between the two main datasets, partially
due to the different acquisition velocities, which are mainly related to the availability of undisturbed
wide paths for the towing vehicle but mostly due to the overlap configurations; in fact, the smaller
area was surveyed along shorter and orthogonal profiles, even because of superficial archaeological
features partially prohibiting vehicle motion, which produced a denser points distribution. While in
the northern free area it was possible to perform the acquisition with optimal sampling parameters,
for the southern most difficult area, the requirement of spatial coverage and reliability of the local
dataset entailed a little higher redundancy of data (rough density of measurements about 29 point/m2).

 

  
(a) (b) 

Figure 3. (a) Planimetric spatial distribution of apparent resistivity data. (b) Elevation contour map of
the digital elevation model (DTM) obtained by integrated acquisition of GPS data over surveyed areas
(dashed bordered areas).

The GPS data continuously and automatically acquired during the measurements at 1 Hz sample
rate, integrated with isolated points external to the ARP acquisition area, also allowed the creation of
a detailed digital terrain model (DTM) of the surveyed area, which provides useful information for the
analysis and interpretation of ARP data. Based on DTM results, the site presents a regular topography
with a weak slope angle (mean dip angle 4.3◦) indicatively oriented from west (top) to east (bottom)
for a difference in height of about 16.5 m (Figure 3b).
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In order to delete both negative resistivity values and outliers, raw data were filtered using
a bi-dimensional median filter operating on a mobile spatial window with a 2 meter radius centered
on each measurement point. The filtering algorithm removes resistivity values that are higher than
the reference threshold function of the median of values measured within an area centered on every
measuring point. Once filtered, the experimental data are interpolated using 2D cubic spline functions
over plan surface to permit to obtain a regular grid that can be used to support a successive processing
phase or the interpretation of the geophysical anomalies.

2.3.2. GPR Survey

Ground Penetrating Radar methods study both electric and magnetic properties of materials
by means of the interaction of microwave signals with the investigated bodies [59]. Electromagnetic
waves, transmitted using different superficial probes, can be refracted, reflected and diffracted at
the electromagnetic discontinuities and are absorbed passing through the medium. These effects are
a function of material properties (e.g., electrical permittivity, magnetic permeability) and signal features
(e.g., wavelength, waveform, etc.). These techniques have been widely used in recent decades in
engineering, geology and archaeology [60].

In order to validate and interpret ARP data, a comparison with some GPR profiles is proposed.
The Ground Penetrating Radar survey was performed in the context of the same research project on
a wide area of study, even including the sector investigated by means of the ARP method [31–34].
The GPR prospection was done using a 15-channels (16 antennas) GPR system (STREAM-X, by IDS),
with a 200 MHz central frequency that allows the acquisition of synchronous recordings of 15 parallel
radargrams with a fast acquisition speed (about 10–15 km/h). Each radar profile is spaced 0.12 m from
the others. Therefore, by means of this instrumental setup, it was possible to collect a big dataset
characterized by a high spatial density (horizontal: 12 cm perpendicularly to the moving direction
and 9 cm along it: vertical: less than 1 cm). A differential GPS antenna was used for positioning
the measurements with a horizontal shift less than 5 cm. This equipment with respect to standard
single/dual channels GPR systems includes different advantages such as time efficiency, fixed distance
between the fifteen profiles (12 cm), absolute parallelism between all synchronous profiles and 3D
highlighting of buried targets.

GPR data were processed using Reflexw software (by Sandmeier®). Processing flow
includes background removal, de-wow filtering, gain, bandpass filtering (100–300 MHz) and
time–depth conversion.

3. Results

3.1. ARP Results

The geophysical surveys carried out by means of the ARP system permitted to simultaneously
obtain three apparent resistivity maps, referring to the three depth intervals. Their measured global
resistivity values ranged between 11 and 154 Ω·m, with different responses between each depth map
(Figure 4). First, the shallowest map (Figure 4a), referred to a 0–0.50 m layer, reports the apparent
resistivity values ranging from 50 to 117 Ω·m with a data distribution showing maximum frequency at
about 80 Ω·m but generally more shifted towards low than high resistivity values for less numerous
classes (Figure 4d). The intermediate map, the 0–1.00 m layer (Figure 4b), presents apparent resistivity
values ranging from 11 Ω·m to 56 Ω·m with maximum concentration around 25.5 Ω·m and a general
symmetrical distribution (Figure 4). The 1.00 m map appears spatially more noisy than 0.50 m
one but it is possible to note a good coherence between their resistivity patterns. The deepest map,
0–1.70 m layer (Figure 4c) shows apparent resistivity data ranging from 30 to 154 Ω·m with maximum
concentration of around 60 Ω·m, significantly lower than the mean value (92 Ω·m) distributed with a
lower spreading (Figure 4f).
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(f) 

Figure 4. Apparent Resistivity maps obtained with ARP at 0.5 m (a), 1.0 m (b) and 1.7 m (c); data
frequency histograms referred to three maps above: 0.5 m (d), 1.0 m (e) and 1.7 m (f).

As is predictable, the results of the 1.70 m map are the smoothest obtained, with clear readability
of resistivity patterns and anomalies at a bigger spatial wavelength and a lower presence of both
spatially high-frequency signals and noise. Vertical gradients of resistivity ranges are probably related
to soil layering properties, in particular, a possible compaction of deepest volumes due to the proximity
to bedrock and a moisture gradient for the two shallowest layers due to superficial drying phenomena
or different clay concentration with depth. In all the cases, the apparent resistivity patterns show no
relation with the topography gradient that characterizes the investigated sector of the site. The result
of tillage operations, carried out in the recent past, appear in the form of stripes east–west oriented
and in some route traces, are recognizable as double parallel curves on the shallowest map (0.5 m),
Figure 5a,b.

  
(a) (b) 

Figure 5. (a) Normalized apparent resistivity maps in gray color scale (0.5 m nominal depth); (b) traces
of farm vehicles clearly readable in the ARP resistivity map referred to 0.5 m depth (dashed red lines).
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Looking for archaeological purposes at apparent resistivity patterns, the most significant ones
seem to be resistive areas (red tones), which are highlighted in the following maps. Nevertheless,
some conductive patterns (blue tones) are also evidenced and reported as signals of potential interest,
especially for the top and bottom layers.

In Figure 6, the resistivity map at 0.5 m nominal depth is reported with the indication, bordered
in red, of some interesting resistive areas which have vertical continuity even in other two maps.
The same areas are reported also at a 1.0 m depth (Figure 7) and 1.7 m (Figure 8).

Figure 9 reports the most interesting conductive areas: in particular, the most superficial map
(0.5 m, Figure 9a) shows, in its southern part, some conductive regular patterns (indicated as I1),
just inside the protected area where digs were concentrated, which could have archaeological relevance
such as tombs or similar geometries filled with moist silty or clay soil. The 0.5 m map presents other
conductive larger regions which have dimensions not compatible with archeological features and
are most probably interpretable as superficial geological variations: this is the case of the G1 region
that is confirmed by deeper layers of the dataset and interpreted as a continuous geological body.
Indeed, the map at 1.7 m shows wide conductive areas which could have importance to reconstruct
paleoenvironment and paleo-landscape of the area (Figure 9b, F3, G3 and H3); area I3 of the same map
shows that at higher depths, the conductive anomalies indicated before as I1 inside the protected are
less evident and probably their low effect could be due to the fact that the deeper map still includes all
the layers between 0.0 m and 1.7 m.

 
Figure 6. Identification of the main resistive patterns in the ARP map at 0–0.5 m depth interval.
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Figure 7. Identification of the main resistive patterns in the ARP map at 0–1 m depth interval.

 
Figure 8. Identification of the main resistive patterns in the ARP map at 0–1.7 m depth interval.
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(a) (b) 

Figure 9. (a) Shallow conductive anomalies located in the southern part of the site of study (0–0.5 m
interval depth); (b) wide conductive sectors at the northern part of the surveyed area (0–1.7 m
interval depth).

3.2. Vertical Analysis of ARP Anomalies and Comparison with GPR Data

To explore the three-dimensional features of the ARP results, in the next paragraph, the data
are analyzed by means of their vertical pseudo-sections in correspondence to the most important
planimetric patterns. ARP pseudo-sections are also compared with GPR sections acquired over the same
paths (Figure 10). Five vertical profiles have been selected over areas where coverage of both datasets
was available: three are located at the north-western part of the ARP-surveyed area, intersecting three
resistive anomalies A-B-C in Figures 6–8; the other two profiles are located at the eastern part of the
ARP-surveyed area, just outside the protected area partially interested by archaeological excavations,
in correspondence of the northern part of the D resistive anomalous pattern of Figures 6–8.

 
Figure 10. Location of Ground Penetrating Radar profiles.
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In Figures 11a–c and 12a,b the comparison of radargrams and resistivity pseudo-sections is
reported. As also observed in Figure 11a, looking at pseudo-sections, it is possible to notice the
difference of apparent resistivity ranges at different depths: mean-resistive data on the top layer; a more
conductive layer at middle-depth in which relatively resistive points vertically correspond with the top
layer ones; the most resistive layer is the deeper one in which vertical correspondence of relatively high
resistivity data with the two top layers is confirmed. This behavior leads to the consideration that the
resistive bodies should have a certain vertical continuity from bottom to top, even in the intermediate
layer where a probable higher humidity of soil partially influences apparent resistivity ranges shifting
all values towards more conductive ones. The three nominal depths of ARP raw data are indicated
with the black horizontal dotted lines on pseudo-sections.

(a)  
 
 

(b)  
 
 

(c)  
 

                        
 

Figure 11. Comparison of ARP pseudo-sections with GPR profiles: (a) TI040009; (b) TI040017;
(c) TI060005. Four times vertical amplification.
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Figure 12. Comparison of ARP pseudo-sections with GPR profiles: (a) TI040062; (b) TI100073.
Four times vertical amplification.

In Figure 11a, the northern profile (TI040009) is reported. ARP pseudo-section presents two resistive
patterns belonging to regions B and C in Figures 6–8. The bigger one, belonging to region B, is located
at progressive horizontal coordinates range of 65–90 m and corresponds to parts of the radargram
with an intermediate amplitude signal. Moving to the right in the radargram, it is possible to notice
the signal weakening in correspondence of conductive areas where microwaves are more absorbed.
From 135 m to 140 m, the second resistive anomaly appears as a section of the top linear resistive
pattern in region C; at the same coordinates, GPR data present the most noisy traces.

In Figure 11b, the ARP profile and the radargram acquired along the TI040017 line in the
south-western side of the study area are represented. The profile crosses two wide resistive anomalies,
which are identified as A and C in Figures 6–8. In correspondence of both resistive regions, the radar
profile is characterized by the strong amplitudes of the signals. Moving from west to east, a strong
reflective region is found from 62 m to 75 m, with a globally complex shape due to the superimposition
of multiple diffraction signals. This anomalous region, at depth from 0.5 m to 2.0 m, is spatially
related to the first resistive body of the TI040017 pseudo-section, clearly detected also in ARP maps.
The second significant radar-reflective region is located from 90 m to 110 m. This signal pattern is
related to targets with a decreasing depth from left to right approximately ranging from 1.5 m to 0.5 m.
The same trend is observable in the resistivity pseudo-section where the top layer resistive region is
right-shifted compared to that of the bottom layer.

Figure 11c reports the comparison between the TI060005 radar section and the resistivity
pseudo-section at the same position. This line is parallel to the TI040017 radar profile, previously
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presented (Figure 11b) and is located about 10–12 m south of this. As Figure 10 shows, this profile
intersects the same resistive areas (A and C in Figures 6–8) close to their southern border.
The pseudo-section shows the same resistive volumes but with slightly lower resistivity values
and wider spatial extents. The GPR profile is characterized by the presence of diffuse intermediate
signals with two regions where signal amplitude increases: the first one is particularly strong and
concentrated between the 60 m and 80 m progressive coordinates, in correspondence with the western
resistive body. The second region, located between 125 and 150 m, presents weaker GRP signals
than the first one but is also weaker than the corresponding second anomaly in the TI040017 profile.
A preferential direction of radar signal is less evident in this case with regards to the TI040017 GPR
profile. The depth ranges are the same as in the TI040017 profile for both regions.

The last comparisons of ARP and GPR data, Figure 12a,b, mainly concern the most resistive
and widest area of ARP maps which was indicated with D in Figures 6–8 in the southern part of the
prospection. This highly apparent resistivity region is partially located in the restricted archaeological
area in the south, and in the bordering part of the free northern area. The two comparative profiles are
placed in the free northern area, the first one over the northern limit of the wide resistive pattern and
the second one crossing the central higher resistivity part.

In Figure 12a, the first profile, TI040062, is plotted. The pseudo-section is characterized by a large
resistive region at its bottom layer, ranging from 15 m to 75 m progressive horizontal coordinate, with
the highest apparent resistivity values concentrated between 45 m and 75 m. On the top layer, resistive
values are right-shifted and less extended, located between 60 m and 80 m. the GPR profile is in very
good agreement with ARP pseudo-section, presenting an intense group of signals between 60 and
80 m with a preferential tilted direction climbing up towards the right. These reflected signals come
from variable depths ranging between 0.5 m and 1.8 m.

Figure 12b reports the TI100073 comparison profile, which crosses the D in Figures 6–8 at its
highest values position. This profile is almost parallel and east-shifted of about half length from the
previous one, TI040062. Because of this, anomalous patterns linked to the same body, which are still
present, are located at different horizontal coordinates. The deeper ARP anomaly presents the highest
resistivity values of all the datasets, saturating the color-scale at 150 Ω·m between 5 m and 45 m,
but resistive area can be also considered between 0 m and 55 m. The top resistive area is a bit wider
than the range from 20 m to 40 m. Even for this profile, GPR data are in good agreement with the ARP
pseudo-section: in fact, a large region with clear sub-horizontal GPR signals is present between 5 m
and 40 m, at an approximative depth of 1-2 m.

4. Discussion

Interpretation of the geophysical results is suggested in Figure 13, where surveyed areas are
classified in different color classes by evidence of their archaeological potential:

• dark gray color: areas with highly evident ARP anomalies without GPR comparison;
• red color: areas with high ARP resistivity contrast to background and consistent high amplitude

GPR signals;
• orange color: areas with ARP anomalies with good accordance to strong GPR reflections;
• yellow color: areas with significant features of ARP anomalies with only partial accordance with

GPR signals;
• light gray color: areas with relatively weak ARP spatial patterns without clear agreement or

comparison with GPR data.
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Figure 13. Archaeological interpretation of joint geophysical results in five classes: areas with
simultaneous presence of strong ARP and GPR anomalies (R1 and R3a, orange); significant ARP
anomalies with locally poor, weak or too noisy, GPR signals (R2 and R3b, yellow); simultaneous
presence of strongest ARP and GPR signals (R4a, red); areas with important ARP anomalies without
GPR comparison (R4b, dark gray); areas with relatively weak, sometimes coherent, ARP spatial patterns
without clear agreement or comparison with GPR data (remaining surveyed area, light gray).

After the joint analysis of ARP and GPR data, it was possible to classify some areas in order of
potential archaeological importance. In particular, the most significant areas of the ARP survey could
be divided into five classes on the basis of the agreement of apparent resistivity anomalies and the
GPR signal behavior or the absence of GPR data. One of the most promising areas is the southern
sector internal to the restricted archaeological area, indicated with R4b in Figure 13 (dark gray color,
2730 m2). This complex pattern of conductive and resistive anomalies is characterized by linear
and sub-rectangular shapes of dimensions which can be attributed to macro-archaeological features.
Nevertheless, the absence of higher resolution data, such as GPR, does not allow to fully analyze
tridimensional relationships of the different ARP signals and the sector is classified as very promising
but not completely explored with complementary geophysical tools.

The other most important group of anomalies, indicated with R4a in Figure 13 (red color), is
contained in a semi-elliptical shape with the main dimensions of 75 m and 25 m (1460 m2), in spatial
continuity with the previous anomaly. The area is characterized by a cluster of very high resistivity
values with a main dimension of about 40–50 m at the deeper level of ARP measures (150 Ω·m at
1.70 m nominal depth). In this region GPR profiles were able to highlight parts of bigger importance
inside the wider anomaly which correspond to the most resistive elements (Figure 12a, b). The area is
likely to contain archaeological remains, in particular, because of the complex patterns of GPR signals
which are difficult to interpret as geological features. The wide extension of this anomaly and its
topographic position at the lower altitude of the agricultural field suggest the interpretation as a possible
accumulation of stone pieces, even of possible archaeological importance, due to ancient ploughing.

The third most important anomaly is indicated with R1 in Figure 13 (orange color). It is an area
390 m2 in extent, with 40 m by 13 m main axes, with apparent resistivity values up to 120 Ω·m at 1.7 m
nominal depth. After the integrated analysis of ARP and GPR data (Figure 11b,c), the anomaly could
be interpreted, even for this case, as a localized concentration of stone bodies and fragments. In fact,
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GPR reflections and diffractions are characterized by high amplitude and spatial concentration without
lateral continuity, at least at depths with an acceptable Signal to Noise ratio. Similar properties are
recognizable for area R3a, which has an extension of 380 m2, 16 m wide and 38 m long. The comparison
of ARP and GPR data (right anomaly in Figure 11b,c) emphasized a correspondence, even if weak,
between the two datasets. Resistivity values are on the same order as anomaly R1 (up to 120 Ω·m) and
GPR signals present high amplitude in the northern section of the anomaly but are still readable in
the southern one. Especially at the northern section, GPR anomalies do not show lateral continuation
outside the resistive volumes. Because of these considerations, anomalies in areas R1 and R3a can be
potentially considered for fruitful archaeological investigations.

To interpret the other two regions bordered in Figure 13, R2 (187 m2, 22 m × 12 m) and R3b

(284 m2, 47 m × 8 m), yellow color, the joint analysis of ARP and GPR data was less effective,
because in correspondence of the area R2, radar signal was present but not intense as in the other
cases, while in correspondence of norther section of area R3b, it was affected by the high noise level.
Nevertheless, lateral apparent resistivity contrasts and spatial features suggest the opportunity for
further investigations with other complementary geophysical methods and archaeological trials.

The planimetric analysis of apparent resistivity data in the remaining areas (light gray color in
Figure 13, 17,830 m2) evidences a complex scattered distribution of spatial patterns with a low resistivity
contrast which could be indicative of the presence of in situ archaeological features, less sensitive than
possible accumulation of stone fragments to volume analysis, such as ARP survey.

Aiming at the estimation of the effective investigation depth of the ARP survey, an inversion
procedure, based on a tetrahedral Finite Elements structure, was performed on two apparent resistivity
profiles by means of the commercial software ERTLab. Pseudo-sections TI040017 and TI040062 were
selected by considering the good concordance between apparent resistivity anomalies and GPR signals.
The resistivity models were set up with 3D cells of 20 cm edge dimensions and inverted with smoothness
constraints to achieve the final resistivity models. The tomographic results confirm the location of
resistive bodies and the presence of an intermediate conductive layer (Figure 14). Some artifacts are
present due to the scarcity (only three levels) of data distributed across the pseudo-sections: this is most
evident for a shallow layer over the top of the first apparent resistivity level where most resistive values
are distributed and characterized by a very high discontinuity along the horizontal profile. The same
effect is quite common, even for traditional acquisition ERTs, typically with minor thicknesses [61].
The deepest bodies under the intermediate conductive layer still have a resistive behavior, but values
are significantly lower than in the case of pseudo-sections.

 

Figure 14. Electrical resistivity tomographies obtained from ARP data: TI040017 and TI040062
pseudo-sections.

50



Remote Sens. 2020, 12, 461

The spatial distribution of inverted data substantially illustrates the same patterns of
pseudo-sections but most resistive values were obtained on the top soils instead of the bottom
ones where the most intense resistive anomalies were located in the pseudo-sections: this opposing
behavior was probably caused by data density and distribution which bring ERTs to very smooth
variations at middle-bottom depths and to apparently noisy variations on the top depths. Comparing
the ERT results and pseudo-sections, it is possible to observe a good agreement of depths for apparent
interfaces and spatial resistivity transients, with a slight overestimation of depths under conductive
volumes. A similar behavior is also described by Papadopoulos et al. [39,40]. Combining ARP, 0.50 m
depth, with DTM data (Figure 15), it is possible to evaluate the independence and spatial relations
of the widest ARP anomalies to each other. No clear spatial link is evidenced between the most
promising areas identified in Figure 13. The only weak relationship which could be notice is on
the eastern bottom areas where the strong linear anomalies are in connection with a northern wide
area characterized by less intense resistive anomalies (D1 and E1 in Figure 6). The same connection
is no longer present at deeper depths where the northern area (E2 in Figure 7 and E3 in Figure 8)
gradually becomes less resistive and disconnects from the strongest anomalies to the south. This feature,
although the low contrast of apparent resistivities, could be a marker of a geological transition in
the investigated volumes, rather than archaeological remains. From the same three-dimensional
comparison, no connection is recognizable along the eastward direction between resistive bodies under
areas located at different altitudes.

Figure 15. Tridimensional visualization of 0.5 m depth ARP data integrated with digital terrain model
information (three times vertical exaggeration).

5. Conclusions

A geophysical prospection of a prehistoric archaeological site in Sardinia, Italy, is proposed.
In particular, results from an Automated Resistivity Profiling (ARP) survey over a 2.28 hectares area
are analyzed and discussed in comparison with Ground Penetrating Radar (GPR) sections over the
same area. The purpose of the prospection was to reveal the archaeological potential of a wide area
surrounding a site accidentally discovered and partially excavated in the 1970s when a necropolis and

51



Remote Sens. 2020, 12, 461

related archaeological findings (e.g., fragments of large stone statues and funeral monuments) were
found. The site was abandoned until the joint archaeological-geophysical scientific project (2013–2015)
in which the ARP and GPR prospections were carried out.

The ARP survey covered a wide area localized at the northern side of the historic archaeological
site. Apparent resistivity data were simultaneously acquired at three different depths of investigation
(0.5 m, 1 m and 1.7 m) and exhibit a wide range of variability (from 15 Ω·m to 250 Ω·m). The most
intense planimetric patterns of the apparent resistivity maps were characterized by wide resistive
regions with irregular shapes and linear spatial extensions of the order of tens of meters, but even some
conductive anomalies were found which were characterized by sub-regular shape and dimensions of
possible archaeological interest. Some small apparent resistivity patterns presented spatial coherence
but weak local resistivity contrast; therefore, it is difficult to assign them to archaeological features
without more detailed measurements of the possible artifacts.

In order to verify preliminary interpretations, the tridimensional distribution of apparent resistivity
measures was compared with high resolution GPR data acquired along linear profiles. In most cases,
the results show a good correspondence between apparent resistivity anomalies and GPR signals.
Based on the agreement between ARP and GPR datasets, it was possible to define the surveyed area
in five classes which varies in function of the two kind of signal intensities and their complementary
spatial features. Two very promising and neighboring wide areas were delimited for an approximate
total extension of 4190 m2 in the southern part of the surveyed region, corresponding to the limit
of the archaeological restricted area (inside and outside). GPR comparison was possible only for
one of them (and was positive), but their continuity and ARP data parameters (intensity and spatial
features) are evidence of their global archaeological potentiality. Of the other four large resistive
regions (in the range of 190–390 m2), two were characterized by the spatial correspondence of strong
ARP and GPR anomalies, while the others, presenting high apparent resistivity contrast and shapes
potentially attributable to non-geological origin, presented GPR signal of medium amplitude or locally
covered by strong noise. Consequently, they were classified as susceptible in the first case to include
buried archaeological evidence, and in the second case, suggested further investigations with other
complementary geophysical methods and archaeological trials. The remaining wide area (17,830 m2)
showed a complex scattered distribution of planimetric patterns with low resistivity contrast which
could be indicative of the presence of in situ archaeological features, less sensitive than possible
accumulation of stone fragments to volume analyses, such as ARP.

In order to validate ARP apparent resistivity patterns and nominal map depth, two sample
pseudo-sections were inverted, substantially confirming their validity but obtaining few differences in
terms of hierarchy of most resistive values between top and bottom subsoil and partially in terms of
depths in correspondence with the most conductive layers. The depth values of the pseudo-sections
and the ERTs bottom interfaces are still compatible with the geological investigations summarized in
Section 2.2 considering the ordinary spatial variability of geological features.

In the present case study, the ARP method was confirmed as a reliable and expeditious geophysical
technique able to investigate wide regular surfaces and to identify areas likely to contain archaeological
features. Thanks to the simultaneous acquisition of positioning data by means of a differential GPS
system mounted in the middle of the electrical array, ARP data were instantly geopositioned and
an accurate georeferencing was automatically performed. Very good performances were evidenced in
indicating large subsoil volumes with a high apparent resistivity contrast. Some spatially coherent
patterns were also recognizable with weak apparent resistivity contrast for which further investigations
could be useful. Overall, ARP proved to be an effective geophysical technique for the preliminary
assessment of the archaeological potential of investigated areas and to direct more concentrated,
expensive and time-consuming higher resolution prospections. Furthermore, joint interpretation of ARP
and GPR measurements could be used to differentiate potential archaeological zones, demonstrating
the effectiveness of the integration of both extensive non-destructive methods to address preliminary
researches concerning archaeological studies.
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Abstract: During the Middle and Recent Bronze Age, the Po Plain and, more broadly Northern Italy
were populated by the so-called “Terramare”, embanked settlements, surrounded by a moat. The
buried remains of these archaeological settlements are characterized by the presence of a system of
palaeo-environments and a consequent natural gradient in soil moisture content. These differences in
the soil are often firstly detectable on the surface during the seasonal variations, with aerial, satellite,
and Laser Imaging Detection and Ranging (LIDAR) images, without any information on the lateral
and in-depth extension of the related buried structures. The variation in the moisture content of
soils is directly related to their differences in electrical conductivity. Electrical resistivity tomography
(ERT) and frequency domain electromagnetic (FDEM), also known as electromagnetic induction
(EMI) measurements, provide non-direct measurements of electrical conductivity in the soils, helping
in the reconstruction of the geometry of different buried structures. This study presents the results of
the multidisciplinary approach adopted to the study of the Terramare settlement of Fondo Paviani in
Northern Italy. Remote sensing and archaeological data, collected over about 10 years, combined
with more recent ERT and FDEM measurements, contributed to the analysis of this particular, not yet
wholly investigated, archaeological site. The results obtained by the integrated multidisciplinary
study here adopted, provide new useful, interesting information for the archaeologists also suggesting
future strategies for new studies still to be conducted around this important settlement.

Keywords: electrical resistivity tomography (ERT); frequency domain electromagnetic (FDEM);
archaeology; terramare; bronze age

1. Introduction

In the broad range of geophysical measurements applied to archaeology [1–6], electrical resistivity
tomography (ERT) is today one of the most popular methods. Multichannel systems and new inversion
techniques, developed between the 1980s and the 1990s, rapidly increased, in fact, the application
and popularity of this technique in different archaeological contexts [7–15]. During the last 10 years,
thanks to the development of 3D ERT surveys and new tools for 3D data inversion, this method
enhances the possibility to reconstruct the spatial distribution and the shape of the archaeological
targets, both in small or large areas, as well as in rural or urban context [16–22]. In this wide range of
applications and possible uses of the ERT, undoubtedly, the main advantage offered by this method is
highlighted in the contexts in which the distribution of buried large natural or artificial systems must
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be defined, extended not only laterally but also in-depth. Theoretically, the penetration depth of the
electrical signal depends on the total length of the ERT line, the power source, but also the electrical
conductivity of the investigated systems. The use of ERT, often combined with frequency-domain
electromagnetic (FDEM), also known as electromagnetic inductance (EMI) measurements, is recently
mostly documented in agriculture, geomorphological, and sedimentary research applications [23–37].
Both methods are, in fact, susceptible to the differences in electrical conductivity of the soils, strictly
related to their different soil moisture content. This capability is fundamental, for example, in the
identification of buried channels and corresponding palaeo-environments, or related structures, often
also interesting from the archaeological point of view. The differences in the soil moisture content,
existing between these buried structures and the hosting system, produce visible crop marks or surface
evidence, identifiable by aerial and satellite images. In recent years, several scientific studies, both
in geological and archaeological contexts, moving from preliminary information collected by remote
sensing data, used geophysical prospection to define these buried structures [38–44]. This paper,
considering these promising recent applications, shows a multidisciplinary approach carried out to
characterize the fortified system of Late Bronze Age Terramara settlement of Fondo Paviani. The term
“Terramara” identifies the archaeological remains of the fortified settlements diffused in Northern Italy,
more specifically in the Po Plain, between the central phase of the Middle Bronze Age and the end of
the Recent Bronze Age (1600/1550–1175/1150 BC) [45,46]. A palisade or a rampart, and a wide ditch
connected with a watercourse surrounded the Terramare (Figure 1).

 
Figure 1. Reconstruction of a Terramara development (Santa Rosa di Poviglio, [47], modified by authors).
(a) Landscape view before the settlement; (b)” Villaggio Piccolo”: a little settlement surrounded by
ditch and palisade, later destroyed and covered by a rampart. (c) “Villaggio Grande”: expansion of
the small village with new fortified part with ditch and rampart. (d) Particular of the settlement at its
maximum development, when small and big villages coexisting.

An intensive agro-pastoral economy characterized the Terramare culture. Almost every site was
surrounded by a vast structured agrarian hinterland with channeling systems. In the Middle Bronze
Age, the social order of the communities was tribal, while in the Recent Bronze Age, it seems that the
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social model was comparable to an evolved chiefdom [48–50]. At the end of the Recent Bronze Age, a
general crisis, due to demographic and environmental factors, involved Terramare Culture. In the
Southern Po Plain, the crisis led to a full abandonment of the settlements, while in the Northern Po
Plain has registered only a contraction of the population [51,52].

The buried remains of the Terramara, thanks to the presence of palaeo-environments and related
natural differences in soil moisture content with the hosting system, represents an ideal target for ERT
and FDEM measurements [53,54]. The first step in this recent multidisciplinary study of the Fondo
Paviani settlement (Figure 2) moved from the pieces of evidence provided by the aerial photographs
(Figures 2c and 3a–c).

 

Figure 2. (a) Location of the embanked site of Fondo Paviani in Northern Italy (2020 aerial view from
Maps-Bing modified by authors). (b) Fondo Paviani within the Valli Grandi Veronesi landscape (2012
photomosaic of C.G.R. aerial frames modified by authors). (c) Detail of the settlement landscape (1990
C.G.R. aerial frame modified by authors).
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Table 1. List of aerial photo frames used for the photo interpretation.

Flight Date
Elevation
(m a.s.l.)

Focal
Length
(mm)

Spatial
Resolution

(Pixels)

Band
Spectra
Image

Single Frame Codes

IGMI. GAI. 24 May 1955 5000 154.17
6051 × 5960
(23 × 23 cm

photo)

Visible Light
(B/W)

VV GAI M 26 AMS;
5276

SCAME. 16 March
1983 2500 153.26

6000 × 5598
(23 × 23 cm

photo)

Visible Light
(B/W)

Re.Ven.-VR/2 1983;
12/5070

CGR. 13 April 1990 3000 151.77
5833 × 5993
(23 × 23 cm

photo)

Visible Light
(Colors) Re.Ven. 90; 26A/21

ROSSI 27 July 1997 2500 153.04
6078 × 5718
(23 × 23 cm

photo)

Visible Light
(Colors) Re.Ven.-VR-SUD; 16/89

CGR. 17 April 1999 2500 153.26
6097 × 5631
(23 × 23 cm

photo)

Visible Light
(Colors)

Re.Ven. Veneto Prov.Ro
99; 63/1648

CGR. 26 June 2004 2500 153.28
6218 × 5626
(23 × 23 cm

photo)

Visible Light
(Colors)

Re.Ven.
VR-SUD-1-VOLO-2004;

550

Figure 3. Location of geophysical measurements (red lines: ERT; yellow area: FDEM) and stratigraphic
section (dotted cyan line: stratigraphic section; orange line: segment intercepting the fortification
structures). (a) 1955 I.G.M.I. G.A.I aerial frame (Table 1) modified by authors. (b) 1990 C.G.R aerial
frame (Table 1) modified by authors. (c) 2004 C.G.R aerial frame (Table 1) modified by authors. (d) DTM
from LIDAR data modified by authors.
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The comparison between an old aerial image (Figure 3a) taken in 1955 and more recent images
(Figure 3b,c) of the same area, respectively taken in 1990 and 2004, highlights the progressive attenuation
of the northern boundaries of the settlement.

The relative recent intensive agricultural practice, consisting of the regularization of the soil
surfaces, in some cases, determines the removal of the upper part of the soil. This practice, also adopted
at the Fondo Paviani in the last 40 years, could definitively compromise the archaeological deposit of
the Terramare in some parts of the farm. The elevation data obtained by LIDAR (Figure 3d) confirms
local topographical modifications in the northern part of the site. Moving from these preliminary
indications, a series of ERT lines collected in different parts of Fondo Paviani site help in the analysis
of the actual condition and extension of these palaeo buried structures. The combination of ERT
and FDEM measurements, also supported, in a test area, in the identification of the multitemporal,
complex palaeo-systems spatial distribution. The integration between ERT and FDEM measurements,
remote sensing data, and some pieces of evidence made by archaeological excavations, provided new
interesting information about the studied area. The results of this multidisciplinary approach also
support new hypotheses about the original structure of the Fondo Paviani embankment system, also
suggesting the best way to continue the study around this important and not wholly investigated
archaeological site.

Study Site Background

The broad fortified Terramara of Fondo Paviani, located in the Verona low plain, since 2007, is the
focus of a multidisciplinary project [55] directed by the Prehistoric-Protohistoric research team at the
Department of Cultural Heritage of the University of Padova. The settlement, developed between
the last decades of the 14th and the 11th centuries BC, represents one of the most critical contexts for
understanding the Late Bronze Age historical events of the Po Plain and, more broadly, in Northern
Italy. Fondo Paviani was the central place of the complex political-territorial system known as Valli
Grandi Veronesi polity. Between the 13th and the beginning of the 12th century BC, the settlement
became the central keystone of the relations and trades connecting the Terramare Culture on the one
hand with the Alpine area and with peninsular Italy, and on the other hand with Mycenean Greece,
Cyprus, and the Levant [55].

Fondo Paviani also was one of the few centers that survived in the 12th century BC at the crisis
producing the collapse of the Terramare Culture. Then it became the model for the development of
the later population pattern and the new international trade network focused on the central place of
Frattesina, on the Po river [56–61]. The development of the Fondo Paviani settlement reflects the typical
model of the evolution of the Terramare-type settlements [62,63]. In the first phase, Fondo Paviani
was surrounded only by a palisade and by a small ditch without remarkable water flows. During the
13th and the beginning of the 12th century BC a wide rampart was built and a ditch connected to the
wetlands of the Menago river valley surrounded the site.

At that time, the settlement, which finally took the Terramara-type shape, reached the surface
of 20 ha (16 ha of inner area and 4 ha of perimetral structures), an exceptional size for a Bronze Age
settlement in Italy. The new fortified system, one of the biggest of the entire Terramare world, involved
the active exploitation of pre-existing river channels and alluvial ridges, implying modifications and
adaptations of the related landscape. Between the second half of the 12th and the 11th century BC,
Fondo Paviani suffered a general crisis [60]. Broad areas of the settlement, for a long time occupied by
houses and related infrastructures, were converted into cultivated spaces. In the last phase of the life
of the settlement and many centuries after its abandonment, the wide rampart, although collapsed in
several points and damaged by diggings, retained its primary function. The rampart represented an
essential shield between the development of the stratification of the inner part of the settlement and
the growing clogging of the ditch linking to the Menago valley [47].
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2. Materials and Methods

2.1. Geomorphological Setting

The settlement of Fondo Paviani is part of the Valli Grandi Veronesi system, a lowland of Adige
alluvial fan, on an alluvial ridge inside the valley of the Menago river belonging to the Bassa Pianura
Veronese. The valley flows from the Adige alluvial fan through the Valli Grandi Veronesi, where it gets
the shape of an N–W/S–E large depression with slight escarpments. The Menago valley is blocked by a
large Late Pleistocene ridge (“Fabbrica dei Soci” ridge) immediately S–E of the site of Fondo Paviani
(Figure 2). This ridge, since the Holocene, has prevented the drainage of the valley, gradually changing
the whole depression in a wetland, without covering the high bump of the settlement [64].

The Valli Grandi Veronesi area is well known [64–68] for the high preservation of the Bronze
Age landscape. The depth of archaeological remains in this area is very shallow (between 0.2 and
1.4 m) [69,70]. Sometimes, the topography of the ancient structures corresponds to that of the current
landscape [70], where this high preservation is the result of a lucky sequence of hydrogeological and
anthropic events in the area from the end of Bronze Age to nowadays [65–71].

The main preservation factor of the Valli Grandi Veronesi ancient landscape is due to the presence
of an alluvial/marshy clay layer [65], which gradually had covered the whole area from the Early
Middle Age to the Modern Age. The presence of this layer and the general low drainage had made
the Valli Grandi Veronesi a swamp almost uninhabited until the end of the 19th century when the
reclamations of the area began.

For these reasons, the Valli Grandi Veronesi represents an optimal context both for archaeological
research and for non-invasive analysis as aerial photo interpretation, DTM data from LIDAR, and
geophysical measurements.

The hydrographic network contemporary to Fondo Paviani Terramara mainly consisted of
spring-fed rivers flowing through the Menago Valley [65,66]. The sedimentary contribution of these
rivers started between the end of the Early Bronze Age and the central phases of the Middle Bronze
Age (between the 17th and the 16th century BC), is also at the origin of the formation of the ridge
where, about two centuries later, the Fondo Paviani settlement developed [65]. A spring-fed river and
Perteghelle channel, a watercourse certainly active between the Late Pleistocene and the beginning of
the Holocene surround the N–W and S–W sides of the site. Probably, the Perteghelle palaeo-channel
was not wholly inactive contemporarily to the life cycle of Fondo Paviani, although carrying slight
flows of water [67].

2.2. Aerial Photograph Interpretation

The analysis and the consequent interpretation of aerial photographs represented the first step of
the whole research. The aerial photograph interpretation helps in the identification of some hypothetical
anthropic structures and natural features of the buried landscape, allowing in the plan of the field
investigation the direct or non-direct verification of these features.

Firstly, a broad photo set of the area of Fondo Paviani settlement and its nearest hinterland allow
the identification of the aerial frames of interest. Six different years and four companies were selected:
I.G.M.I. (Istituto Geografico Militare Italiano) and G.A.I. (Gruppo Aeronautico Italiano) 1955 flights,
S.C.A.M.E. (Società Cartografica Aero Fotogrammetrica Meridionale di Scambia) 1983 flight, C.G.R.
(Compagnia Generale Riprese aeree) 1990, 1999, and 2004 flights, and ROSSI (ROSSI s.r.l.) 1997 flight
(Table 1). The details of each aerial shot are reported in Table 1. Different years and months were
considered to analyze the same area in different seasonal and cultivation conditions (Table 1).

The high quality of the frames and the high visibility of the buried landscape reduce the processing
to the enhancement and object classification steps [72,73]. The piece of evidence related to the
archaeological and natural landscape features have been selected and compared, frame by frame, with
different soil marks and crop marks [74]. A previous study of the Valli Grandi Veronesi landscape,
based on aerial photo-interpretation [75], attributes light colors at features consisting of draining
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sediments (sand and coarse silt), often related to elevation structures, that can correspond to alluvial
ridges or artificial ramparts, and dark colors at limited drainage areas and, more broadly, wetlands or
fillings of abandoned water channels.

The aerial frames and the vector data of the photo interpretation were then loaded on Quantum
GIS (release 2.18) and georeferenced. The contribution of GIS is essential to measure the features, to
define their geometry better, and to determine their spatial relationships. Through GIS it was also
possible to integrate the aerial photo interpretation with DTM data derived from LIDAR defining the
geographical position of the features to plan further field investigations.

2.3. LIDAR

Thanks to the initiative of Consorzio di Bonifica Veronese, a LIDAR survey was carried out by
C.G.R. (Compagnia Generale Riprese aeree) in Spring 2012. The survey was made from an elevation of
900 m using an airborne laser scanner equipped with Optech “Pegasus” sensors (elevation accuracy:
0.1 m; planimetric accuracy: 0.2 m; point density: 3 p/m2). A DTM with a resolution of 0.5 m per cell
was extracted from this dataset by C.G.R. These DTM results, therefore, already processed from LIDAR
data, were used in this research. DTM data related to Fondo Paviani and its hinterland were then
processed through GIS in order to better isolate the features recognized by aerial frame analysis. These
data were also used to identify other elements of the ancient landscape that are not clearly evident
through the photo interpretation (e.g., slight morphological discontinuities and slope breaks). At a later
time, the analysis focused on the parts of the settlement fortified system that DTM can display, that is
to say moat and rampart (remains of palisades cannot be readable through DTM). As for the moats,
considering their negative shape, it is possible to have information from the DTM in terms of visibility
and morphology, but not in terms of state of preservation. Instead, considering that ramparts are
elevated structures that in larger Terramara settlements—as Fondo Paviani—could reach a width of 20
m and a height of 6 m, through DTM analysis it is possible to register not only data about presence and
morphology, but also information about state of preservation. Moreover, DTM analysis has allowed to
better plan the field investigations.

2.4. Stratigraphic Analysis

The stratigraphic analysis of the archaeological layers, carried out both in open area and in section,
is one of the main topics of the Fondo Paviani project [55]. The open area investigations involved two
excavation sectors in the North-Eastern part of the settlement: sector 1 (48 m2), located between the
inner part of the village and the rampart, and sector 2/2.1, positioned in the inner part of the village 38
m south-west from sector 1. Anthropogenic deposits, between 0.40 and 0.60 m deep from the ground
level, were covered by the agrarian topsoil and by a sandy alluvial deposit dating to the first phases
of the Iron Age. While sector 1 is still under investigation, the studies in sector 2/2.1, that ended in
2018, have allowed to reconstruct the living sequence, the housing structures, and other facilities, and
more generally the activities, including handcrafting, carried out in this part of the settlement [55,61].
Current data from open area excavations do not allow to elaborate a complete planimetry of the
dwellings and to add information on the fortified system, excepts in terms of chronological excursus;
for this reason, open area investigations were not considered in this work.

The analysis of the E–W stratigraphic section (Figure 3), here discussed, and studied before in
the frame of other projects [64], is fundamental in the comprehension of the fortified system of the
Fondo Paviani settlement [66]. This archaeological section, 90 m long from a current drainage ditch
crossing from E to W in a large part of the settlement (Figure 3), intercepts from W to E the inner
stratification of the settlement, the perimetral fortification system, and a part of the wetlands of the
Menago valley. The stratigraphic analysis of this section, carried out between 2007 and 2012 using a
“genetic-process approach” [76], allowed to identify a complex sequence of natural and anthropogenic
layers [55,66,77,78] covered by 0.4–0.6 m of agrarian topsoil. After this analysis, the stratigraphic
sequence was measured and geographically positioned (Figure 3). Pottery sherds and samples of
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organic material were collected from the section in order to date, both typologically and with 14C
dating, the sequence, where many other samples supported micromorphological, archaeobotanical,
and malacological analysis [55,66,78].

2.5. Electrical Resistivity Tomography (ERT)

In 2013 and 2015, an extensive field campaign of ERT acquisitions was planned at the archaeological
site of Fondo Paviani to verify the perimeter of the settlement, its preservation, and its real extension.
In total, five ERT sections were collected, the location of which, based on the pieces of evidence offered
by remote data, is shown in the images in Figure 3. Three positions of interest were selected for the
tomographies acquired in the SW–NE direction and two in the N–S direction (Figure 3). The resistivity
measurements were performed using an IRIS Syscal Pro 72 resistivity meter (Figure 4a). The acquisition
dataset was optimized to take full advantage of the 10 physical channels available in this instrument.
For the acquisition, a complete skip 4 (i.e., dipole spacing of five electrodes) dipole-dipole scheme was
adopted, setting as a measurement criterion a pulse duration of 250 ms for each cycle and a target of
50 mV for potential readings for each current injection. In particular, L1, L6, L7 lines (Figure 3) were
acquired using 48 electrodes with 2 m spacing, for a total length of 94 m and an investigation depth of
approximately 18 m. Lines L2-3 and L4-5 (Figure 3) are instead the results of two acquisitions with
72 electrodes, spacing 2 m, for a total length of 142 m, and an investigation depth of about 28 m. For
each ERT line, direct and reciprocal measurements were registered by swapping current with potential
electrodes, to estimate the errors in the dataset [79].

 
Figure 4. (a) ERT instrumentation during an acquisition at Fondo Paviani site; (b) Multifrequency
conductivitymeter used for the measurements at Fondo Paviani site.

A quality factor “Q” (the difference between cycle results) equal to 5% was selected. For the ERT
inversion, a regularized weighted least squares approach was adopted, according to the ‘Occam’s’
rule [80] described in detail by LaBrecque et al. [81]. The smoothness of the resistivity distribution here
calculated depends on the errors in the data set.
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Binley et al. [82] demonstrated that a good evaluation of errors might be obtained by the analysis
of these in direct and reciprocal measurements. Theoretically, these measurements shall be equal,
providing the same resistance value. Any deviation may be interpreted as an error estimate, quantifying
the error parameters useful for the inversion. In the present study, the inverted datasets present errors
smaller than 5%. The visualization of the inverted data was done using Surfer 10 software (Golden
Software).

2.6. Frequency Domain Electromagnetic (FDEM)

In the frame of the geophysical measurements carried out over a few years at Fondo Paviani,
in 2015 a small area was selected with clear traces of potential structures belonging to the perimeter
system of the embanked site, visible from aerial and satellite images (Figure 3).

In this area, an extensive FDEM multifrequency measurement was made and integrated by the L6
ERT line acquisition, as shown in Figure 3.

For FDEM data collection, a Geophex GEM-2 multifrequency conductivity meter was used
(Figure 4b). The instrument operates with a fixed source-receiver separation of 1.66 m at multiple
frequencies ranging from 330 Hz to 48 kHz. Both quadrature and in-phase responses were recorded
carrying the instrument in the vertical-dipole configuration at a height of 1 m above the ground surface
and using seven frequencies: f1 = 775 Hz, f2 = 3775 Hz, f3 = 6275 Hz, f4 = 10,475 Hz, f5 = 17,275 Hz,
f6 = 29,025 Hz, and f7 = 47,025 Hz. The FDEM data were collected with the GEM-2 ski oriented in-line
to the walking path, at about 0.5-m sampling interval along with parallel profiles, approximately 2
m apart, in a northwest–southeast direction. Synchronizing the GEM-2 device with a differential
GPS receiver (Trimble 5800), UTM coordinates of each FDEM measurement point were recorded with
sub-meter accuracy. Raw data were preliminarily analyzed for detecting and removing possible DC
(static) shifts, outliers, and short-wavelength noises, which usually adversely affect the quality of the
inversions, causing spiking and very different solutions with adjacent soundings. Since the in-phase
component of the data revealed too noisy, the only quadrature component of the filtered data was
inverted to produce a 1D electrical conductivity profile below each measurement point. Then, the
1D models obtained were stitched together to build a pseudo-3D volume of the investigated area.
Inversion was performed using the FDEMtools [83], a free MATLAB software package implementing
the numerical algorithms mainly discussed by Deidda et al. [84–86]. A layered starting model consisting
of 30 layers, to a depth of 3.5 m, was used to invert the electromagnetic data. During the inversion, the
magnetic permeability of the layers, as well as the depth of their interfaces, remain fixed.

The Nonlinear Forward Problem and the Inversion Procedure

The forward modeling used to calculate the nonlinear EM response of a layered half-space
(Figure 5) for dipole source excitation is well known [87–89]. It is based on Maxwell’s equations,
suitably simplified thanks to the cylindrical symmetry of the problem, since the magnetic field sensed
by the receiver coil is independent of the rotation of the instrument around the vertical axis. When the
axes of the coils are aligned vertically to the ground, the model predictionM(σ,μ), defined as the ratio
of the secondary (HS) to the primary (HP) EM field, can be expressed in terms of Hankel transforms of
order zero:

HS
HP

=

∫ ∞
0
λ2e−2hλR0(λ)J0(rλ)dλ, (1)

where λ is a variable of integration with no particular physical meaning, h is the height of the instrument
above the ground, r the coil separation, J0 the Bessel function of order 0, and R0(λ) the response kernel,
which is a complex value function of the parameters that describe the layered subsurface (i.e., for the
k-th layer: the electrical conductivity σk, the magnetic permeability μk, and the layer thickness dk)
besides the frequency and λ.
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Figure 5. Schematic representation of the subsoil discretization and parameterization along with the
coils of the measuring device above the ground.

The nonlinear inversion procedure proposed by Deidda et al. [84–86] is a general procedure that
allows the estimation of the electrical properties (electrical conductivity and magnetic permeability) of
the subsurface by inverting the complex multi-depth response of different electromagnetic devices
designed to record data at multiple coil spacings, using a single frequency, or at multiple frequencies
with a fixed coil spacing. Let us suppose that the aim of the survey is estimating the vertical distribution
of the electrical conductivity, using a multifrequency electromagnetic dataset (e.g., data recorded with
the GEM-2 device). Fixing the magnetic permeability μk (k = 1, . . . , M), the best approximation of
conductivity values σk (k = 1, . . . , M) can be found minimizing the Euclidean norm of the complex
residual r(σ) between the data b(ωi) (whereωi with i = 1, . . . , N, are the operating angular frequencies)
and the forward model prediction based on Equation (1), that is,

�
σ = arg min

σ∈RM

1
2
‖r(σ)‖2 = arg min

σ∈RM

1
2
‖b(ωi) −M(σ)‖2. (2)

Alternatively, either the in-phase (real) or the quadrature (imaginary) component of the residual
r(σ) could also be minimized. The nonlinear minimization problem is solved with an algorithm
based on a damped regularized Gauss–Newton method. Assuming the Fréchet differentiability of
r(σ), the problem is linearized at each iteration by means of a first order Taylor expansion with the
analytical Jacobian (sensitivity matrix), which makes the computation faster and more accurate than
using a finite difference approximation [84,85]. The regularized solution to each linear subproblem is
then computed by the truncated generalized singular value decomposition (TGSVD) [90], employing
different regularization operators (first and second derivatives).

3. Results

Aerial photo interpretation allowed us to preliminary define both anthropic and natural elements
that probably delimited the settlement area of Fondo Paviani. Stratigraphic analysis of the archaeological
section confirmed that the light and straight mark, visible from aerial photos in the N-E part of the
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settlement, correspond to the structure of an impressive artificial rampart. The dark areas E of the
rampart correspond to the Menago valley wetlands (Figure 6).

 
Figure 6. (a) Reconstruction of the fortified Fondo Paviani settlements with probable recent Bronze Age
hydrographic network identified from aerial photo-interpretation (orange line: stratigraphic section
segment intercepting the perimeter structures (overlapping of DTM obtained from LIDAR with 1990
C.G.R aerial frame). (b) The segment of the stratigraphic section intercepting the perimeter structures.

Even the elevation model (DEM) obtained from LIDAR confirms the coherence of these data with
the presence of both the rampart and the Menago valley depression. However, only the stratigraphic
analysis of the archaeological section allowed us to fully understand the characteristics of the fortified
system and its evolution during the centuries in the first phase, which started in the last decades
of the 14th century BC [47], the settlement was not enclosed by a rampart, but probably only by a
palisade and a small ditch (Figure 6b) [55]. The wide rampart was built between the 13th and the
beginning of the 12th century BC [47]. The structure of this one consisted of a silt-sandy basal core and
a top body of fine-textured sediments, built using an imposing internal wooden frame (Figure 6b) [55].
Thanks to the aerial photo interpretation, an alternating sequence of light and dark polylinear marks
have been identified along the S–E and S–W sides of the settlement. The outline and shape of these
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marks are compatible both with anthropic structures, such as ramparts and ditches, and with natural
morphologies, such as alluvial ridges and channels. The absence of recent ground checks in these
sectors of the settlement prevented from establishing the effective origin (natural or artificial) of these
marks. However, the internal light marks, having dimensions comparable to the traces of the N–E
rampart, can correspond to the remains of an artificial embankment. The N–W side of the settlement
seems to be protected by the natural alluvial ridge embankment offered by the so-called Perteghelle
palaeo-channel, visible in the aerial frames, and highlighted by the DTM extracted from LIDAR data.

The twisting linear mark, visible both by aerial photo interpretation and DTM analysis and that
cross the settlement from North to South, can be interpreted as a palaeo-channel. Focused stratigraphic
analysis has allowed to date this channel to Middle Ages.

The results of the ERT measurements are shown in the images in Figure 7.

Figure 7. ERT lines results normalized in the range 0–50 Ohm*m with their field localization.

To allow smooth and fast comparison between the different tomographies, the resistivity range of
the ERT sections, acquired in different seasons and years, was standardized between 0 and 50 Ohm*m.
The ERT sections in Figure 7 show the resistivity distribution in five areas along the perimeter of the
Fondo Paviani settlement. The ERT results highlight the current state of the studied embanked system
and its high heterogeneity, both lateral and in-depth, from area to area. L1 was collected corresponding
to the position of the documented stratigraphic section. In Figure 8, the higher resistivity anomaly
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(red), localized in the NE part of the L1 section, identifies the preserved rampart. The L1 section was
then used as a marker or term of comparison to evaluate, using other ERT sections, the degree of
preservation of the boundary system in different areas. In general, ERT L1 (Figures 7 and 8) identifies
a transition from more resistive to low resistive values moving from SW to NE in the last part of
the section. In particular, a clear conductive deep incision is here registered in the NE part, below
the identified high resistive anomaly corresponding to the preserved rampart. The ERT L2-3 section
(Figure 7), also collected in the E sector, south of the L1 line and almost parallel to it, shows a low
lateral variation of the resistivity compared to L1 with a shallow conductive part. The two other ERT
sections L6 and L7 were acquired parallel to each other (Figure 7). These describe a general coherent
system, with a more resistive area in the northern part, and the distribution of shallow conductive
bodies in the southern part of the section.

 
Figure 8. Comparison between mirrored L1 ERT line and stratigraphic section with preserved rampart.

Finally, ERT section L4-5 (Figure 7), collected in the supposed western boundary of the settlement,
describes a low lateral variation of the resistivity, similar to this registered in the section L2-3, except
to an apparent resistive deep incision. No evidence about the presence of a preserved rampart are
registered in all ERT lines from L2-3 to L6. The inversion of FDEM data made it possible to extract a
depth map of the distribution of electrical conductivity 2 m below the surface in the area where the
ERT L6 was acquired. Figure 9 shows the location of the investigated area with the FDEM method and
the relative position of the ERT L6 line. The electrical conductivity data of the FDEM map was then
converted into resistivity values to allow us a direct comparison with the ERT L6 line (Figure 9), using
its real data range (0–100 Ohm*m) to evaluate the degree of information of these two different methods
and their consistency.

The resistivity pattern visible in the FDEM map obtained by the inversion of this dataset,
highlights and confirms the presence of the palaeo-system visible from the satellite image (Figure 9a).
The ERT L6 section, entirely consistent with the FDEM data, completes with more details the
information provided by the EM method about lateral extension and total depth of these buried
geomorphological palaeo-structures.
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Figure 9. (a) Overlap of FDEM results with ERT L6 position in Google Earth image (2005); (b) ERT L6
and FDEM map (c) at −2 m a.s.l. (with default range of resistivity).

4. Discussion

The archaeological questions underlying the multidisciplinary study conducted in the Bronze
Age embanked site of Fondo Paviani and described in this contribution can be summarized in the
following points:

(a) Check the state of preservation of the perimetric system in different parts of the site;
(b) Verify the degree of information available by the combination of different geophysical

methods measuring the differences in the electrical conductivity of the soils and therefore defining the
geometry (size and depth) and the spatial distribution of the palaeo-channels that characterize this
embanked system;

(c) Identify the stratigraphic/sedimentation relationships describing the reactivation sequence of
older river systems with more recent ones;

(d) Define a multidisciplinary protocol applicable to the whole site, capable of providing clear
information on the position of the structures of interest.

To answer the question of point (a), we started from the evidence made by the analysis of some
aerial photographs relating to a chronological span of about 40 years, which have also guided the
excavations and archaeological reconnaissance for over a decade. Over time, aerial photographs
have shown a marked decrease in the contrast, which was previously visible between the traces of
paleochannels in the northern perimeter of the site and the hosting system. The stratigraphic section
drawn up following the excavation carried out in a part of the perimeter of the system, which is
preserved today, constituted the first direct useful data to plan the field strategy for the geophysical
measurements carried out with the use of the ERT and the FDEM methods.

The ERT sections acquired in different points of the embankment system of Fondo Paviani allow
here to formulate some interesting considerations, made possible thanks to the comparison and
calibration of the no-direct data with the direct ones provided by the stratigraphic section. In general,
ERT measurements find a wide application and allows us to obtain excellent results in contexts and
on systems where there is a marked gradient of the soil water content between the target and the
hosting system.

The archaeological site of Fondo Paviani, characterized by the presence of the remains of a
housing settlement consisting of a perimeter system, with a moat, characterized by river deposits, and
a bright contrast to the hosting system, represents in this sense the ideal case-study for these types
of non-invasive measurements. Thanks to the information obtained from the L1 section (Figures 7
and 8), with the identification of the response of the preserved rampart, detected by the stratigraphic
section made in the same position (Figure 8), it was, in fact, possible to verify what was hypothesized
by the analyses carried out on aerial images and by the LIDAR data. The ERT sections, mainly made in
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the northern sector of the embanked settlement, confirm the absence of the preserved rampart in this
sector in the shallow subsoil, where one would expect to find the same, as in section L1.

Therefore, it can be reasonably said that in the sections corresponding to the ERT lines from
L2-3 to L7 the highest and therefore most shallow system relating to the rampart has been removed
due to the agricultural practices that have taken place in the last 40 years. This data would also be
confirmed by the topographical data extracted by LIDAR (Figure 3), where mean lower altitudes are
registered corresponding to the areas in which the ERT sections were acquired. However, from the
comparison between the DTM data extracted from LIDAR and the ERT sections, it is possible to make
further considerations on the possible correlation between the topographical surface data and the
real buried deep geomorphological data. In particular, despite the apparent identical topographic
information relating to the NE sector at the two ERT sections L1 and L2-3, parallel to each other, the
geophysical data shows that the L1 section intercepts a deep conductive incision where instead the
section L2-3 intersects a shallower system. From these real data, it is, therefore, possible to affirm
that the topographical data and the overall view, albeit informative of the DTM data, do not always
correspond to the real deep-buried structure. The ERT sections undoubtedly provided additional
information of extreme interest regarding the geomorphology of the area. In particular, only the lines
L1 and L7 seem to intercept some deep incisions characterized by conductive deposits for the whole
investigation depth. In contrast, in the other ERT sections, the conductive structures, attributable to
the presence of river deposits related to the perimeter system of the dam site, appear less in-depth.

In the areas of the settlement not investigated by geophysical measurements, the DTM analysis
allowed us to monitor the state of preservation of the elevated structures (natural or anthropogenic) on
a preliminary basis. In particular, in north-eastern and south-western corners of the settlement, an
abrupt and regular lowering of the surfaces is visible. These anomalies, considering that they follow
exactly agricultural field borders, can be interpreted as the outcome of a strong agricultural impact
with possible partial destruction of the ancient landscape features.

Considering the point b), the ERT method, capable of providing data on the lateral and in-depth
extension of the targets, could be integrated into vast areas by faster soil electrical conductivity
measurements. These can be obtained thanks to the use of multi-frequency FDEM systems that allow
the inversion of the data providing detailed information at different depths. Multi-frequency FDEM
measurements carried out in a test area, in which the L6 ERT section was acquired, thanks to the
inversion of the data, demonstrate absolute consistency with the ERT measurements and, therefore,
the possibility of integrating this different kind of data. ERT combined with inverted FDEM data, thus
confirming the possibility to quickly and precisely verify the extension of the structures only locally
identified with ERT (Figure 9).

The integration between ERT and FDEM methods allows us to also answer question c positively.
Undoubtedly, the two geophysical methods allow us to detect the different targets in the subsoil and,
therefore, to define the real stratigraphic differences not detectable from the aerial photo images, where
the surface signal does not precisely define the nature and the stratigraphic relationship between the
different targets.

Finally, the integrated multidisciplinary approach adopted in this study, answers to point (d),
highlighting how the information provided by every single method used, although fundamental, may
be limited in the absence of a multidisciplinary approach as adopted here. The positive evidence
obtained thanks to this type of integration allows us to outline future investigation strategies to be
adopted to complete the study of this important embanked site.

5. Conclusions

The multidisciplinary study carried out on the Terramara of Fondo Paviani, with the contribution
of remote sensing data, geophysical data, and the analysis of a stratigraphic section, provides new
interesting information about this significant settlement of the Late Bronze Age. The first advantage of
the combination of remote sensing data with geophysical data is the possibility of reconstructing the
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real geometry of the buried structures and their spatial distribution and the consequent stratigraphic
relationship between them. It is clear that the evidence of the presence of the palaeo-channels, readable
with remote sensing data, loses the information about the stratigraphy and, therefore, historical
information about the time sequence of these structures. The singular information provided from
remote sensing data, especially in the archaeological context, such as the one analyzed here, inserted
in an active agricultural system, also does not allow us to define the real state of preservation of the
buried structures. Additionally, the remote sensing data clarifies the development dynamics of the
settlement even less, based on the exploitation of natural waterways and partly on the construction
of artificial structures, that can be clarified only with the contribution of archaeological stratigraphic
analysis and partially with geophysical data. The results of the multidisciplinary study carried out at
the Terramara of Fondo Paviani, here presented, therefore, allows us to obtain important information
on the state of preservation of this settlement, also suggesting some preliminary considerations on its
fortification structure and evolution, and proposing new perspectives and new strategies for future
research on this important archaeological site.
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Abstract: OpenSWAP is a class of innovative open architecture, low cost autonomous vehicles for
geological/geophysical studies of shallow water environments. Although they can host different
types of sensors, these vehicles were specifically designed for geophysical surveys, i.e., for the
acquisition of bathymetric and stratigraphic data through single- and multibeam echosounders,
side-scan sonars, and seismic-reflection systems. The main characteristic of the OpenSWAP vehicles
is their ability of following pre-defined routes with high accuracy under acceptable weather and
sea conditions. This would open the door to 4D (repeated) surveys, which constitute a powerful
tool to analyze morphological and stratigraphic changes of the sediment/water interface and of the
shallow substratum eventually caused by sediment dynamics (erosion vs. deposition), slumps and
gravitative failures, earthquakes (slip along seismogenic faults and secondary effects of shaking),
tsunamis, etc. The low cost and the open hardware/software architectures of these systems, which can
be modified by the end users, lead for planning and execution of cooperative and adaptive surveys
with different instruments not yet implemented or tested. Together with a technical description of the
vehicles, we provide different case studies where they were successfully employed, carried out in
environments not, or very difficultly accessed through conventional systems.

Keywords: Autonomous Surface Vehicles (ASV); marine geophysics; shallow water environments;
repeated 4D surveys; NAIADI Project (New Autonomous/automatIc systems for the study AnD
monitoring of aquatic envIronments)

1. Introduction

Natural or artificial shallow water environments, such as harbors, coastal areas, waterways, lakes
and lagoons, are in general affected by anthropogenic pressures. For this reason, they would require
periodic monitoring, to mitigate the effects of environmental crises caused by human activity or natural
processes. However, to date, geophysical studies in shallow water areas (shallower than a few meters)
are not a consolidated practice for various reasons, including the following: they present difficult
access, even using small boats, in absence of accurate bathymetric maps, the shallow water represents
an efficient waveguide for acoustic and ultrasonic noises that limits penetration of the signals into the
substrate and the quality of echographic and seismic data, the effect of noise due to propellers, or other
natural and artificial causes, is amplified, and the rapidity of environmental changes would require
repeated investigations (4D), which is not economically viable with conventional methods.

The economic and social importance of shallow water environments, therefore, calls for the
development of new technologies and methods, that could open their study to a wider range of
researchers and environmental protection agencies: progresses and developments in the field of
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marine robotics could be an interesting opportunity to achieve this goal. In fact, the relatively recent
availability of miniaturized although accurate sensors, as well as the development of innovative
hardware architectures (Arduino®, Raspberry™, etc.) simplify design and implementation of low cost
but highly performing Autonomous Surface Vehicles (ASV), which can operate in a variety of aquatic
environments. This is the case of SWAP (Shallow Water Autonomous Prospector) a class of vehicles
developed by ISMAR-CNR and Proambiente Scrl, characterized by limited size, high versatility, and
low cost, and operating with a variety of different payloads. OpenSWAP is the follow-up of that
original project, developed under NAIADI (New Autonomous/automatIc systems for the study AnD
monitoring of aquatic envIronments, https://www.consorzioproambiente.it/en/projects/terminati/51-
naiadi-por-fesr-2014-2020), in the frame of a POR-FESR Emilia Romagna initiative [1]. The intensive
use of “open” technologies and software packages for data acquisition and processing [2–4], as well as
the low cost of production, have the potential to extend the use of these techniques and methods to a
growing public of scientists studying geological processes in these rapidly changing environments.
Although to date several ASV are available on the market, we believe that OpenSwap is innovative in
many respects, as summarized in Table 1.

Table 1. Main characteristics of the OpenSwap vehicles.

Open HW/SW architectures, widely documented and easily modified by the end-users

Innovative hulls design which optimize navigation and data acquisition

Embedded geophysical instrumentation, including a single-beam echosounder (with full echogram
recording), and a “chirp” sub-bottom profiler

High accuracy (within +/−30 cm) in repeating programmed navigation lines

Modular HW/SW interfaces which enable for integrating thirty-party instruments, both for navigation and
data acquisition

Together with a technical description of the vehicles, we present here some examples of data
acquisition, which include single-beam echograms, side-scan sonar images, seismic reflection profiles,
as well as multibeam data from different shallow water environments.

2. OpenSWAP, Philosophy and Motivations

OpenSWAP is a class of ASVs (autonomous surface vehicles) developed with the aim of providing
flexible and easily operating autonomous aquatic vehicles (Figure 1), from both hardware and software
point of view, allowing to perform data acquisition in the shallow water environment.

Figure 1. An OpenSWAP vehicle during a test phase.
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Although these ASVs are suitable for a number of different payloads, including video cameras,
current-meters, chemical and physical water sensors, water samplers, etc., we focused their design on
acquisition of marine bathymetric and seismo-stratigraphic data. Our first target was implementing
the ability of performing repeated surveys, i.e., following navigation paths with centimeters accuracy
during subsequent runs. In fact, such performances are mandatory to analyze and monitor time-variant
environmental processes and variables. Another functionality considered important was the possibility
of planning in advance every practical aspect of a survey, such as: type of sensor employed and coverage
to be obtained in a study area; routes to be followed by the vehicle during the run, avoiding obstacles;
acquisition parameters (data sampling rate, maximum depths, etc.); time needed to complete the survey,
in relation to batteries duration. This would allow for optimizing workflows in logistically difficult
environments, reducing risks and deployment time. The development of the OpenSWAP vehicles was
focused from the very beginning considering implementation of two embedded geophysical sensors:
(1) a single-beam echosounder (SBE), to perform bathymetric (repeated) surveys, and (2) a chirped
sub-bottom profiler (SBP), allowing for the acquisition of high-resolution stratigraphic data.

The vehicle was designed small enough to be easily transported and deployed, also in difficult
conditions (steep shores; absence of docks; waters too shallow; etc.), but large enough to host suitable
payloads and batteries. In a short summary, the design of the ASV was performed considering the
following characteristics: housing as many batteries as possible, in relation to floating and navigation
performances, to ensure long, self-running surveys with minimum returns to the base point; hosting in
a safe waterproof container the on-board electronics; gathering implementation of different propulsion
systems (i.e., waterborne vs. aerial propellers); providing additional space for hosting most common
third-party sensors. Other features considered important were: low acoustic noise and low water
turbulence induced by propellers and hulls close to the acoustic sensors; compatibility with AI (artificial
intelligence) stay-on-route algorithms, to gather repeated surveys with centimeters errors, also in
presence of water and air turbulence caused by waves, currents, and/or strong wind under acceptable
weather and sea conditions. During our tests, we have found that navigation paths are followed up to
Beaufort 4, but data quality under such conditions is very poor. We conclude that Beaufort 3 would be
the limit for single-beam acoustic surveys.

The final version of the vehicles should have been easily customizable, allowing for installation
of additional proprietary sensors, such as commercially available multibeam echosounders (MBES),
SBP, water samplers etc.

To obtain such performances, the main electronic board has been developed to include several
low-level serial RS232 I/O ports, as well as higher level network supports (i.e., Ethernet, Wi-Fi etc.),
allowing for interfacing any proprietary instruments with the in-house positioning systems in the
frame of a local-area network architecture.

The software and firmware routines were developed in form of separate modules, to allow the
end-users implementing new functionalities through the use of internal scripting. This feature was
improved to enable low-level software customizations, including new navigation algorithms, to enhance,
for example, navigation accuracy under special condition/environment, or to adapt the current course
to incoming parameters (wind speed and direction, wave height, etc.). Finally, the choice of an open
hardware architecture for the electronics allowed to reduce costs, favoring distribution of those parts not
available on the consumer market, also in the form of self-assembled kits (see next section).

3. Design of the Vehicles

3.1. Nautical Aspects

For several reasons, we decided to base the design of the vehicles on a multi hull scheme, and in
particular a catamaran. In fact, compared to mono hull boats, catamarans are characterized by:
wider beams, which increase stability; shallower draught, a major plus in shallow waters; smaller
hydrodynamic resistance, implying less power delivered to the propellers. The design was carried
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out also considering some specific requirements of geophysical surveys, which employ acoustic and
ultrasonic signals generated and received by transducers that should be perfectly coupled with the
water. For these reasons, the vehicles would have been able to minimize the tradeoff between “speed
of the vehicle”, which influences the time required to complete a survey, and “low acoustic noise in
the water”, caused by turbulence generated by propellers and viscous drags along the hull. The first
technical solution to limit this negative effect, particularly evident in shallow waters, was installing the
acoustic sensors between the two hulls of the catamaran, in an area characterized by relatively low
water turbulence and shielded by the bubble carpet produced by propellers.

The main task of the OpenSWAP vehicles is performing geophysical surveys for study morphology
and stratigraphy of the seafloor and penetrate the first tens of meters in unconsolidated or poorly
consolidated sediments. For such objectives, acoustic and ultrasonic transducers are generally used, with
alternating emission and detection of acoustic signal towards the bottom and below. Two instruments
constitute very basic sensors for such surveys: the SBE (101–102 kHz), for accurate determination
of depth and bottom reflectivity; the SBP, generating lower frequency (100–101 kHz) impulsive or
frequency-modulated (chirped) signals, penetrating the subbottom and being reflected by acoustic
impedance contrasts.

These instruments, particularly the SBP, are very sensitive to acoustic and electric noise, as well as
to the presence of air bubbles in the water originated by turbulence close to the hulls or by propellers.
To minimize such effects, we developed a catamaran with asymmetric hulls. Once designed, the fluid
dynamic behavior was CFD (computational fluid dynamics) simulated, to iteratively optimize their
shapes and to determine positions affected by minimum noise. As shown in Figure 2, a CDF plot of
turbulence simulated at 7 km/h (3.7 knots) speed, the region between the hulls is very silent, and hence
the best place for deploying the acoustic transducers. At higher speeds, noise slightly increases, but the
region between the hulls remains the most favorable.

 

Figure 2. CFD simulation of the hulls behavior during the design phase of the vehicle at 7 km/h of
speed. Note minimum turbulence between the two hulls.

The drawback of this design is that a catamaran with asymmetric hulls shows a slight stronger
friction relative to the symmetric ones, but a very low noise between the hulls (Figure 2).

The design of hulls and vessel containing the electronics was carried out through the
implementation of different standalone vehicles, whose tests carried out during different acquisition
trials led to a final design implementing an electric powered plastic catamaran, made by linear
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low-density polyethylene (LLDPE) with two asymmetrical lateral hulls and a central case housing the
electronics (Figure 3). The frame is made of aluminum profiles, which provide connection between
different parts of the vehicle and could be used as supports to deploy other instruments and sensors
within the low noise area between the hulls.

Figure 3. Photo and technical details of the latest OpenSWAP vehicle.

3.2. Electronic Boards

The “core” of the OpenSWAP hardware is constituted by a single-board multilayer PCB (printed
circuit board), displayed in Figure 4, designed and developed to host embedded subsystems and
boards (Arduino®, Raspberry™, Xbee, etc). It provides all connections and power supplies to electronic
boards and devices, as well as signal conditioning circuits and I/O ports. Several jumper pins are
included to quickly modify settings and parameters according to special setups and/or payloads.
This is the only electronic component not available in the consumer market and distributed by
Proambiente (https://www.openswap.it/).

Figure 4. Cont.
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Figure 4. Block-diagram (top) and photo (bottom) of the OpenSWAP mainboard.

3.3. Software Architecture

The software routines which control OpenSWAP are divided into two main groups, those for
navigation and those for data acquisition. A block-model of the software architecture is displayed in
Figure 5, and described in detail below.

Figure 5. Block diagram showing OpenSWAP hardware/software architecture.

3.3.1. DUNVAG, the Autonomous Navigation Firmware

DUNVAG represents the “heart” of the system. It is a multiplatform firmware that runs
on several different commercially available micro-controllers (i.e., ArduinoDue®, Teensy, STM32,
etc.), and implements several functions, including: full control over propulsion system by using ESC
(electronic speed control) boards; inertial navigation (INS), by means of MEMS (micro electro-mechanical
systems) gyroscopes, accelerometers, magnetometers and single or double GPS antenna (with or
without RTK correction); several algorithms for autonomous navigation and path following; wireless
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communication for telemetry and remote control, both for long range point-to-point connections,
and by means of wide area links using 3G/4G/5G terminals. DUNVAG is configured through the editing
of three text files stored inside a μSD card at the root level: CFG_NAV.TXT for configuring navigation,
CFG_IMU.TXT, for the inertial system, and CFG_IO.TXT for I/O ports. A detailed description of all
parameters is reported in Supplementary Tables S1–S3.

The module controlling propulsion and direction changes of the vehicle is implemented through
PWM (pulse width modulation) or DSHOT1200/2400 protocols, driving two (or more) underwater
electrical motors connected to STM32 based ESCs. The system is able to process feedbacks from the
ESCs (when DSHOT protocol is used) to inspect the status of active motors, such as: -current absorption;
-applied voltage; spinning velocity (RPM); and ESC temperature. The module is also responsible for
controlling direction changes during navigation by modulating the power distributed between port
and starboard. Typically, the OpenSWAP vehicles mount two motors per side, a redundancy which
results critical in case of failure, but also useful for enhancing propulsion under difficult environmental
conditions (strong currents, waves, wind, etc.). Since the propulsion module supports up to eight
motors, and because four propellers are generally used, the spare slots are available for customizations,
including implementation of different types of propulsion. An example, that was specifically tested for
wetlands and swamps, is implementing an airboat by installing air propellers on top of the vehicle to
avoid aquatic plants and reduce the environmental impact. One specific feature implemented in this
module, is the real-time acquisition of the propulsion devices telemetry, allowing for intervention in
the event of partial or total failure. Through the analysis of the ESCs status, the propulsion module can
monitor at a rate of 102 samples per second propellers and controllers, and use such data to manage
emergencies. A typical example is case of a propeller failure overcome by distributing more power to
the other motors in the attempt of continue the navigation under the predefined constraints. This allows
the vehicle to attempt accomplishing the mission in case of minor failures and/or re-entering the base
in case o major. The configuration file including all parameters controlling the propulsion module is
CFG_NAV.TXT (Supplementary Table S1).

The I/O system allows internal and external devices to be connected to the vehicle. It is based on
several input ports, including eight RS232 serial lines and eight 0–5 V analogue inputs. In the default
configuration, serial lines are configured to be connected to basic devices used for normal operations.
They include:

(1) Serial-1, connected to the 433 MHz high-power, long-range, wireless module used for telemetry
and remote controls;

(2) Serial-2, connected to the SBE module, is used to pass to the echosounder computer (a Raspberry™
PI) all the NMEA (National Marine Electronics Association) encoded sentences coming from the
installed GPS, plus additional information in NMEA custom formatted strings, such as all vehicle status
parameters, water temperature if temperature sensor is installed and any other readings coming from
additional analog sensor eventually installed; asynchronously, Raspberry™ returns to the DUNVAG
software the water depth computed in real time by analyzing the received echograms, all the NMEA
sentences of any serial sensor connected at its ports and eventually the control-packets coming from
the WAN (wide area network) detailed later on;

(3) Serial-3, connected in shared mode with every ESCs for telemetry;
(4) Serial-4, connected to the internal double RTK GPS receiver for high precision headings;
The remaining two serial lines are available for additional devices and can be accessed by the

users through the internal FORTH scripting language.
Eight lines are also available for external analogue devices, accepting any input in the 0–5 V range,

one already assigned to a temperature sensor embedded in the echosounder. Configuration parameters
can be set to apply bias and/or scaling corrections if needed. Analogue lines could be also accessed by
means of FORTH language commands, as well as through custom $IIXDR sentences sent to Serial-2.
The sequence of such sentences is stored in a log file by the Raspberry™ echosounder module and/or
eventually sent over the INTERNET when a connection is available.
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The Inertial Navigation System is composed by three MEMS devices and one or two GPS
receivers (see scheme in Figure 5). It is a key part of the system as it implements the HW/SW layer
responsible for updating in real-time the vehicle position and its heading, also providing attitude
information (pitch, roll and heave). It makes use of a MARG sensor fusion and Kalman 1D filtering
algorithm [5–9] receiving data from gyroscopes, accelerometers and magnetometers, and integrating
them with GPS heading and position. The inertial navigation system is configured through a text file,
the CFG_IMU.TXT (Supplementary Materials), containing parameters for accelerometer and gyroscope
bias, linear correction on temperature changes, and for hard and soft iron perturbation induced on
magnetometer by external sources such as ferromagnetic material. Additionally, for more accurate
calibrations over temperature, an IMU0.CAL file can be added, containing a list of corrections to be
applied to gyroscope and accelerometer for a given temperature range (−50/100 ◦C). While a standard
calibration is provided, in the event of calibration loss or unsatisfactory behaviors, an additional
JAVA® application named MUVIMANT is available, to perform calibration of magnetometer and
accelerometer/gyroscope couple.

Once calibrated, the system is able to integrate and correct the heading with using data from the GPS
receiver, injecting the heading available through the IMU (Inertial Measurement System), prioritizing
on most precise NMEA sentences (i.e., HDG before VTG). This provides a quick updating of the
heading, since MEMS are characterized by a very fast and relatively accurate heading/positioning, and
the GPSs, although slower, would provide best the accuracy in the presence of a good satellites signal.

Autonomous navigation system. Once accurate positioning and direction, as well as waypoints of
the predetermined path are available to the system, they are sent to the autonomous navigation module
(AIVAG), responsible for computing actual direction and power to be distributed to the propulsion
module, which translate such indications into a direct control of the propellers by distributing the
electrical power to the motors.

FORTH scripting language: Although it is well known that open standards and open applications
are far better than the closed ones, there is still very few cases of real open applications giving to
the users the possibility of “reprogramming the program”, which would extend to unpredictable
fields the application itself. This is mostly the case for marine oriented application, where the high
software development costs do not leave additional economic resources to add extensions needed to
open the application to the end-users. In most cases, not opening the software packages is among the
politics of the software companies, operating in a small, very competitive market. However, in the
field of Earth Sciences and more specifically in Marine Science there is a long-standing tradition for
developing open software packages with high performances. Interesting examples of such packages
presently diffused worldwide and used by a large audience of scientists are the Generic Mapping
Tool [10] for maps and spatial data processing, MB-System [11], for processing MBES data, Seismic
Unix [12] for seismic data processing, and many others. The OpenSWAP project would fall on the
track of such scientific tools, and was developed assuming that all scientific applications developed by
academic institutions should be, if not Open Source, at least open, giving the opportunity to adapt
their functionalities to the scientific issue to be addressed. In this respect, DUNVAG implements
a FORTH scripting language that gives the full control on almost every aspects of the application.
It is based on a FORTH-83 implementation made available on the public domain by John Walker
(https://www.fourmilab.ch/atlast/) and has been ported to DUNVAG to have access to most of the
variables and parameters of the DUNVAG application. For manual of the language please refer to the
above given URL. The built-in FORTH language is interfaced with DUNVAG through the execution of
predefined FORTH commands, a block diagram of the DUNVAG program is shown in Figure 6, along
with the FORTH entry points. Several variables of DUNVAG and some useful functions are available
for full controlling the vehicle. Supplementary Tables S4 and S5 include a list of FORTH functions
and variables.
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Figure 6. Block model of DUNVAG, the hearth of the system which implement autonomous
navigation algorithms.

Since execution of the FORTH routines is placed inside the main loop, it is very important that
each call to those routines will not block the normal flow for too long. For this reason, they will be
interrupted after 2 ms. of CPU time. Examples of FORTH programming are given into a download
area, which also includes additional contents. The reader could find into those examples, amongst
others, a definition that implements a virtual GPS through reading a file with lat, lon, pitch, roll,
heading and speed values, allowing for a mission replay and/or simulation.

While the DUNVAG firmware is not yet open source (it will be in the near future), the FORTH
scripting capabilities opens up the SWAP autonomous class of vehicles to user extensions, hence the
name OpenSWAP.

3.3.2. The Embedded SBE/SBP Instruments

The block-diagram of Figure 5, shows how the SBE is implemented. It can be both integrated
into the navigation board or available as a separate module, while the chirped SBP is available only as
separate board. Both instruments are installed inside the water-proof central box, together with other
electronics/sensors eventually added to the payload.

SBE and SBP follows the same design, based on a Raspberry™ PI driving an ArduinoDue®

microcontroller. The ArduinoDue® is loaded with two small pieces of software, μEcho and μChirp,
which use the microcontroller ADC (analog to digital) and DAC (digital to analog) ports, as well as some
transmitting/receiving circuits/sensors, to emit and receive acoustic signals into the water in a given
time-window. The Raspberry™ PI, on the others side, runs CIAPCIAP, the software responsible for
geo-referencing the data coming from the ArduinoDue® and for its storing into the μSD installed card
or into an external support (hard-disk). The SBE/SBP pair can work in parallel, leading for synchronous
acquisition of stratigraphic and bathymetric data. It would be possible for example, to allow the two
systems modify some acquisition parameters, such as pulse length, pulse frequency, acquisition time
window, etc, based on analysis of incoming data, in an AI (artificial intelligence) scheme, relating their
values to actual bottom depth or other different variable environment parameters.

μEcho/μChirp Both SBE and SBP systems, we name μEcho and μChirp, respectively, are based on
an ArduinoDue® microcontroller, which emits analog signals through a DAC port sampled at a very
high rate (<1 μs). This performance, together with the possibility of programming the microcontroller,
allow for a complete control on the emitted signal, an important characteristic to optimize signal
generation in relation to specific survey, and to optimize the deconvolution of the signal. All acquisition
parameters are controlled by a set of commands sent to an USB port of the micro-controller, while a
second port is used for data acquisition. The software module CIAPCIAP, running on a Raspberry™ PI,
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is responsible for managing consistently these two ports, to implement a synchronized data acquisition.
Supplementary Table S6 and S7 include the entire set of commands along with a brief description.

The μChirp SBP uses as emitter transducers lightweight electromagnetic resonators directly
applied to the catamaran hulls, that show interesting performances in shallow water environments,
and are easily installed on the vehicle. The system is composed by: (1) a digital generator of
frequency-modulated signals based on an ArduinoDue® board; (2) a 600 W RMS power amplifier;
(3) an array of waterproof magnetic resonators composed of four 4 Ω MONACOR transducers; (4) an
acquisition system based on a hydrophone array, a signal amplifier, and an ArduinoDue® board used
as analog-to-digital-converter (ADC). A Raspberry™ PI is employed to store the digital data in SEG-Y
format [13] on a SD memory card.

The CIAPCIAP software module. CIAPCIAP runs on a Raspberry™ PI and is interfaced with
DUNVAG (Figure 5) through a serial port to gather current position and orientation from the navigation
board. On the other side, it passes to DUNVAG additional parameters such, as NMEA sentences from
a GPS eventually connected to the geophysical sensors. CIAPCIAP makes also possible to connect to
itself through a Wi-Fi hotspot client, or to implement an internal hotspot eventually used by external
clients. It is also able to open a channel between the Mission Control Software (see next section)
and DUNVAG by means of an INTERNET connection, eventually opened through available mobile
networks. In such a case, a ssh tunnel with an external sshd server can be opened, allowing for
connecting to the INTERNET from virtually everywhere. The operating system chosen for CIAPCIAP
is Linux®, running from the installed μSD card in R/O (read only) mode for reliability reasons, and
it is configurable by editing the files contained in the/boot/partitions (see Supplementary Table S8).
The acquisition parameters are set by commands/parameters specified by the params, commands.echo
and commands.chirp files, whose syntax is reported in the Supplementary Materials (Tables S6 and S7).

CIAPCIAP starts by reading the params file and subsequently opens the commands.echo or the
commands.chirp files (the specified within params). It then sends all lines of the opened file to a proper
USB port connected to the ArduinoDue® which set the emission and the acquisition parameters of
the transmit/receive cycles. Such parameters are those controlling the cycle, such as the acquisition
time window, the emitted waveform shape and length, the emission rate etc. Supplementary Tables S6
and S7, and could be modified by the user. This is obtained by editing a “commands file” containing
initialization parameters for both, emitter and receiver. Special commands such as “WAVEOUT:”
or “CHIRP:” (they are equivalent) are sent to the emitting or receiving processes. A configuration
command sequence should begin with the receiver (sampler) configuration, followed by the emitter
configuration. Once a WAVEOUT:MKSIGNAL command is sent, the emitting process adds a waveform
with current parameters to a waveform buffer, along with current sampling parameters, allowing for the
creation of waveforms of different length, duration and sweep. All waveforms are stored into an internal
buffer and subsequently used to de-convolve the received signal. When the command WAVEOUT: GO
is entered, the emission process starts, by generating the first available waveform since an emission
timeout is reached. At this point, a second waveform (if present) could be generated, until the last
waveform is reproduced. Then, the emission process starts again using the first available waveform.
Synchronized with emission, the receiving procedure starts, digitally sampling the analog signal
detected by the transducer/amplifier chain, according to parameters set for each configured waveform.

To start the whole emitting and receiving processes, the commands “WAVEOUT: GO” and “GO”
should be entered in this order. After that, CIAPCIAP starts signal emission and the acquisition,
and stops only if a “STOP” command and a “WAVEOUT: STOP” is sent.

An example of a commands file is given in Supplementary Tables S6 and S7, where a multi-chirp
acquisition is activated with a start frequency of 24 Hz, and a 6 Hz frequency increasing every 4
generated waveforms. Each sweep generation is followed by data acquisition according to predefined
acquisition parameters.

The acquisition process is not working separately by the other software modules. In fact, it is
parallelized with several ancillary tasks dealing with: position and orientation updates (received from
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an external GPS and/or from the internal NAVBOARD); managing connection to a remote monitoring
window; receiving commands from remote controlling applications; checking periodically whether
an INTERNET connection is available. In this case, CIAPCIAP connects to a proprietary server
(openswap.it) opening a bidirectional channel that allows for a remote telemetry from DUNVAG and a
basic control of the vehicle. Further details on such functionality are given in the next session.

3.4. OpenSWAPNav, the Mission Control Software

The Mission Control Software, OpenSWAPNav (OSN), written in Java®, was developed to
allow for interactive route planning and vehicle remote control. It runs a small C++ [14] app,
(SwapCONTROLLER) that communicates through a wireless long-range (433MHz) device with
the vehicle, receives the telemetry at a rate of six times per seconds, and send to the vehicle a set
user-command. It can receive inputs from the user by means of a joystick or through the user interface,
easily allowing manual control of the vehicle. The choice to have a small app doing the basic jobs of
communicating to and controlling the remote vehicle is due to the need of a quick start/restart control
system in case of problems. The SwapCONTROLLER application allows to fully control the remote
vehicle in manual or auto modes.

OSN is connected with SwapCONTROLLER through a socket, for vehicle telemetry and other
information. This allows the user to easily edit the routes and send the waypoints to the vehicle. As seen
previously, the vehicle needs that some configuration files are present into its μSD (CFG_IMU.TXT,
CFG_IO.TXT, CFG_IMU.TXT etc.), and OSN provides download and upload such files to the vehicle
to update all parameters. OSN can communicate with the vehicle also through the INTERNET (if the
vehicle is configured for the purpose), can receive telemetry also through such a connection from the
vehicle and send to commands, such as the next point to reach or where to stop navigation, or even
maintain the actual position. This is particularly useful when the vehicle exits the coverage of internal
433 MHz telemetry module.

A Screenshot of OSN and SwapCONTROLLER during a survey is shown in Figure 7.

 

Figure 7. Screenshots of OSN and SwapController (inset) during a survey. Planned lines are marked in
white, while navigation performed is indicated by green lines.
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4. Performances of the Vehicles and Data Acquisition Examples

Performances and functionalities of the OpenSWAP prototypes were tested in several
environments, under different weather and sea conditions, and different instrument payloads. Below,
we report some examples of data acquisitions carried out in areas not, or very difficultly accessed by
conventional surveys.

4.1. Navigation Accuracy

The accuracy in following pre-determined paths was first tested in “controlled” environments,
such as small lakes, ponds and easily accessible coastal areas. Figure 8 shows an example of navigation
test carried out in shallow waters along the Emilia Romagna coast, were two runs over the same
planned lines were carried out. It includes a statistical evaluation of the navigation performances,
i.e., of the errors that occurred in the following predetermined routes, which indicates that almost
90% of the route waypoints are within 0.30 m of polar distance from those planned. In worst cases,
repeatability of the planned paths is within a mean error of about 0.40–0.50 m, reaching up to ~0.10 m
in the best-case scenarios (calm weather and sea conditions). The test reported in Figure 8 consisted
of navigating along a 1 km straight line towards the offshore during two different days. In this case,
we used a double-antenna, double-frequency Trimble SPS461 GPS receiver, with an RTK cm accuracy.
The mean error between the two path is 0.19 m, with a maximum over 99% of the points within 0.70 m.

 

Figure 8. Navigation performance test along a 1 km straight line. Left: screenshot of OSN with
first (white) and second (red) navigation lines. Right: distribution of the error modules between the
two paths.

4.2. SBE

During the ASV developments, we considered the as SBE a “basic” sensor, since knowing water
depth is crucial for safely navigating in shallow waters. Thus, we integrated a custom version of such
instrument in the main electronic board of OpenSWAP. Our echosounder (μEcho) integrates a vertical
incidence ultrasonic pinger, operating at a frequency of 200 kHz, a narrow (8◦, conical) beam width,
a short time-gate pulse length (350 μsec). The ultrasonic signal, is digitally sampled in a selected
time-window by an ArduinoDue® board, and data (the echograms) are stored in SEGY-format files.
Moreover, we implemented the procedure by Haynes et al., [14] to track the bottom reflection. First,
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an amplitude envelope of the echogram is computed by convolving the squared values of the original
data trace with a rectangular window as wide as the source pulse:

a(t) =
∫ ∞
−∞

[x(τ)]2w(t− τ )dτ (1)

where a(t) is the amplitude envelope trace, x(t) is the recorded signal, is the rectangular window, and L
is the window size.

w(t) =
{

1 t ∈ [0, L]
0 elsewhere

Subsequently, a simple threshold-time delay algorithm was used to achieve the bottom reflected
signal from the amplitude envelope trace. Conversion of travel-times into water-depth could be
performed once the sound-speed is determined through specific estimates.

Acquisition of the entire echosounder sweep at each sounding point, rather than the simple
depth value generally provided by echosounders, give us the opportunity of estimating the relative
reflectivity of the sediment-water interface. Using the SeisPrho function RCCM [3], under the vertical
incidence case and neglecting the effect of energy scattering due to the bottom roughness, we obtain an
estimate of the relative reflection coefficient (R) by using:

R = (Ar/As) z (2)

where Ar and As are the amplitudes of the source and reflected signals, respectively, and z is the
water depth.

In order to obtain an estimate of R from our finite-length echo-sounder pulse, we used, for As and
Ar, the values:

As =
W∑

i=0

| xi| (3)

Ar =
B+W∑
i=B

| xi| (4)

where x(i) is the digital sampled signal, W is the width of the source pulse, and B is the bottom detection
time. Bottom reflectivity data obtained by these echograms are used to compile reflectivity maps,
that could be diagnostic of geological processes.

Propagation and scattering of high frequency acoustic sound at or near the bottom is controlled
by a number of factors, including biological, geological, biogeochemical and hydrodynamic processes
operating at the benthic boundary layer [15]. However, experimental measurements suggest that
the single most important geotechnical property related to acoustic attenuation is the mean grain
size of the insonified sediment [16–19]. In such a case, a combination of bathymetric and reflectivity
maps could be used as an effective tool in analyzing geological processes acting at the sediment-water
interface. Figure 9 reports an example of such procedure carried out along a river stream. We note a
main erosional trough formed close to a bridge pillar, also marked by high reflectivity (red pattern
in Figure 9d). We also note that areas with prevailing deposition are marked by lower reflectivity
(blue pattern in Figure 9d) as along the internal part of the river meander in the northern sector of the
study area. Ground-truthing reflection coefficient estimates with sediment samples is mandatory to
perform more accurate bottom classifications ([20] and references therein).
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Figure 9. Echographic survey carried out along the Reno River close to an urban bridge (Bologna,
Italy). (a) Configuration of the survey before start; (b) example of 200 kHz echogram in very shallow
water; (c) morphobathymetric map highlighting the presence of a deep erosion close to the bridge
pillar; (d) reflectivity map obtained using the same data showing sectors of prevalent erosion (red) and
deposition (blue).

4.3. Side-Scan Sonar Imaging

We collected Side-Scan Sonar images along the Cavo Napoleonico artificial channel, in Northern
Italy. The channel, which connects the Po and the Reno rivers in the Po plain, is oriented perpendicularly
to the thrust and fold belt buried by alluvial sediments falling in the area which underwent the maximum
superficial deformation during and after the Emilia 2012 earthquake sequence [21,22]. For this reason,
it was chosen as an interesting site for geophysical surveys in search for co-seismic effects. Among
other data collected with conventional methods, we carried out a side-scan sonar survey of this
channel using a Starfish system mounted onboard of an OpenSWAP vehicle. We were searching for
earthquake-related structures, such as fractures, fissures, sediment fluidization or slumps. Analysis of
side-scan sonar images combined with high-resolution seismic reflection profiles (also collected with an
OpenSWAP vehicle) suggests a correlation between the presence of “disturbances” at the channel floor
(Figure 10) and the area o maximum deformation detected through satellite derived measures [23].
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Figure 10. Top: side-scan sonar image of the Cavo Napoleonico artificial channel close to the epicenter
of the Emilia 2012 earthquake, showing slumps and gravitative failures affecting the channel-floor.
Bottom: SBP profile collected in the same area, penetrating the first meters of alluvial sediments,
showing paleo-channels and displacements reaching up to the surface.

4.4. High-Resolution Imaging of the Subsurface Using the Embedded SBP

A typical SBP, operating with magnetostrictive transducers at hundreds to thousands of volts,
is not suitable for operating on board of any OpenSWAP vehicle, either for the heavy weight and for
low efficiency in converting the DC electric power of batteries to suitable high-voltages. For this reason,
we developed a lightweight chirped SBP system (μChirp) embedded in the OpenSWAP electronics
(see above). We tested the potential of our μChirp in Lake Trasimeno, a shallow-water tectonic lake in
Central Italy. The lake was investigated through conventional systems in the frame of a geological
study carried out with different geophysical methods [24,25]. However, some sectors close to the
northern shore, were too shallow to be accessible using conventional systems, and were surveyed
using OpenSWAP. The problem in this case was imaging at the best resolution the first tens of meters
stratigraphic sequence in very shallow water, where several sources of noise affect in general the data.
Prior to the survey, for a quality control of data collected by μChirp, we performed a comparison with
an industry standard chirp-sonar system, the Benthos-Teledyne Chirp III, mounted onboard of a small
boat. Results of this benchmark are reported in Figure 11, where the shallowest part (<10 ms. TWT)
of the Trasimeno sedimentary sequence is imaged with the two systems, showing similar vertical
resolutions and penetrations.
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Figure 11. Example of seismic reflection profiles along the same navigation line collected with two
different systems in Lake Trasimeno. Top: Chirp III Teledyne-Benthos, with 4 Massa transducers;
Bottom: μChirp with 4 Monacor transducers. Unconsolidated sediments are penetrated down to
15–20 ms. below the lake floor, by both systems, with high vertical resolutions (tens of cm), enabling a
detailed imaging the sedimentary structures.

4.5. Multibeam Echosounder Repeated Surveys

In order to test the possibility of performing MBES surveys using an OpenSWAP vehicle we used
a Klein HydroChart 3500 integrated echosounder/side-scan sonar system. The HydroChart 3500 is a
professional bathymetric sonar with IHO hydrographic standard for shallow water operations that
integrates the characteristics of a side-scan sonar with those of an interferometric multibeam. It is a
portable system that includes a motion reference unit (MRU) as well as course and sound speed sensors
located in the sonar head. Each echogram includes uncertainty on the estimate of the depth and angles
of the beams used for ray-tracing. In this way, the sonar propagation uncertainty model is integrated
into the data processing flow, to provide uncertainty estimates for individual depth measurements that
can be used by third-party bathymetric postprocessing.

We performed repeated multibeam survey offshore Calabria (Southern Italy), in the Calabrian
Arc accretionary wedge, one of the most tectonically active regions in the Mediterranean Sea [26–28].
For this purpose, we surveyed repeatedly some key areas in the nearshore, where interferences between
coastal sediment transport and gravitative instability in the vicinity of active faults were observed.
The surveys were carried out in the same areas at different time-intervals, ranging from a few days to
several months, obtaining good results. An example is reported in Figure 12, where we observe that
over 95% of bathymetric measures are coherently positioned within ±30 cm of differences (the normal
accuracy gathered by navigation system), and discrepancies between the two surveys (Figure 12c) are
probably related to short-term seafloor changes, such as sand ripple migration, which were captured
by our 4D survey. This first test indicates that repeating bathymetric measures at regularly spaced
time-intervals along the same acquisition lines could be an interesting tool to determine what type of
natural process is active and what is its temporal scale. Such information would be crucial in areas
highly prone to slumping, seismogenic, and tsunamigenic risks.
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Figure 12. Bathymetric data collected using a Klein Hydrochart 3500 multibeam echosounder onboard
of an OpenSWAP vehicle, including: (a) a first survey; (b) a second acquisition performed next day;
and (c) the point-to-point difference between the two DTMs. Note that over 95% (colored dots) are
within ±30 cm of difference. Red and blue undulations in c result from short-term seafloor changes,
probably due to sand-ripple migration.

5. Discussion

The geophysical instruments to date installed onboard of the OpenSWAP vehicles are not
exhaustive of all possible instruments that could be employed in geological, geophysical, geochemical,
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and oceanographic studies generally carried out in shallow water areas. In fact, the possibility
of installing instruments, such as electromagnetic sensors [29,30], or instruments for physical and
chemical oceanography, could represent a dramatic improvement of their potential. The peculiar
design of the hull is suitable for installing ADCPs (Acoustic Doppler Current-meters Profiler), that find
a wide range of application in hydraulic and physical oceanographic studies. Furthermore, some basic
chemical sensors, such as oxygen, nitrates, PH, etc., now available in small and light vessels, could
represent interesting payloads to carry out rapid assessment of the surface water quality. We believe
that the main characteristic of the OpenSWAP vehicles, i.e., low cost, high accuracy in performing
predefined routes, embedded geophysical sensors, etc. could be already interesting for different
scientific purposes. We have been able to verify that the high accuracy of the navigation algorithms
would open the door to 4D surveys, i.e., surveys performed more than once in any given area, with the
possibility of quantitatively comparing the results within acceptable error bars. Examples could be
time-dependent analysis of morphological and stratigraphic changes of the sediment/water interface
and shallow substratum eventually caused by the sediment dynamics (erosion vs. deposition), slumps
and gravitative failures, earthquakes (slip along seismogenic faults and secondary effects of seismic
shaking), tsunamis, etc.

Since the cost of the vehicles is maintained as low relative to other commercial systems, it would
be possible to survey hazardous areas, accepting the high risks of damaging or losing the vehicles.
Examples could be surveys carried out at glacier fronts, always prone to unpredictable collapses, or in
environments characterized by strong currents and waves, such as rivers or coastlines, as well as in
highly polluted environments, not safely accessed by manned vehicles or boats. The low cost would
also enhance the use of small fleets of vehicles performing cooperative and adaptive surveys.

6. Conclusions

We tested the performances of OpenSWAP, an innovative class of autonomous surface vehicles
(ASV) designed to carry out geophysical surveys in different shallow water environments. Such vehicles
are based on open software and hardware architectures, to comply for low cost, high performances
and easy customization. The possibility of carrying out surveys in shallow-water areas quickly, and at
a fraction of costs relative to conventional methods, could disclose the use of these techniques to a
wide range of users, allowing for the execution of repeated (4D) and cooperative missions, giving a
time-variant perspective to the study of natural process in rapidly evolving environments. We note
that most of the presented case studies were not feasible using conventional methods, and probably
many others are waiting for such technologies to be tested. We hope that the widest availability of
these vehicles would serve to promote the study of the coastal areas, and more generally the variety
of shallow water environments, complex, rapidly evolving, and so important for their economic and
naturalistic value.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/12/16/2575/s1,
Tables S1–S8.

Author Contributions: Conceptualization, L.G. and G.S.; methodology, L.G., G.S., and F.D.B.; software, G.S.;
validation, L.G. and G.S.; formal analysis, G.S. and L.G.; investigation, L.G., G.S., and F.D.B.; resources, L.G.; data
curation, L.G., G.S., and F.D.B.; writing—original draft preparation, L.G. and G.S.; writing—review and editing,
L.G.; visualization, L.G.; supervision, L.G.; project administration, L.G.; funding acquisition, L.G. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was funded by POR-FESR Emilia Romagna Project NAIADI (P.I. Luca Gasperini).

Acknowledgments: The authors are grateful to all people who helped in different ways developing OpenSWAP
in the frame of NAIADI and other projects. The list is long, but should include Alexandro Palmieri, Antonella
Poggi, Federica Pasini, Gianni Biasini, Alessandro Giordano, Alfredo Liverani, Eugenio Nisini, Nicolò Marinelli,
Francesco Suriano, Piero Zucchini, Valentina Ferrante and Alina Polonia.

Conflicts of Interest: The authors declare no conflict of interest.

96



Remote Sens. 2020, 12, 2575

References

1. Gasperini, L.; Del Bianco, F.; Stanghellini, G.; Priore, F. Acquisition of geophysical data in shallow-water
environments using autonomous vehicles: State of the art, perspectives and case histories. GNGTS 2014, 1,
10–11.

2. Dal Forno, G.; Gasperini, L. Chircor: A new tool for generating synthetic chirp-sonar seismograms.
Comput. Geosci. 2008, 34, 103–114. [CrossRef]

3. Gasperini, L.; Stanghellini, G. SeisPrho: An interactive computer program for processing and interpretation
of high-resolution seismic reflection profiles. Comput. Geosci. 2009, 35, 1497–1504. [CrossRef]

4. Stanghellini, G.; Carrara, G. Segy-change: The swiss army knife for the SEG-Y files. Software-X 2017, 6, 42–47.
[CrossRef]

5. Kalman, R.E. A new approach to linear filtering and prediction problems. J. Basic Eng. 1960, 82, 35–45.
[CrossRef]

6. Foxlin, E. Inertial head-tracker sensor fusion by a complementary separate-bias kalman filter. In Proceedings of
the Virtual Reality Annual International Symposium the IEEE, Santa Clara, CA, USA, 30 March–3 April 1996;
pp. 185–194.

7. Luinge, H.J.; Veltink, P.H.; Baten, C.T.M. Estimation of orientation with gyroscopes and accelerometers.
In Proceedings of the First Joint [Engineering in Medicine and Biology 21st Annual Conf and the 1999
Annual Fall Meeting of the Biomedical Engineering Soc.] BMES/EMBS Conference, Atlanta, GA, USA,
13–16 October 1999; Volume 2, p. 844.

8. Sabatini, A.M. Quaternion-based extended kalman filter for determining orientation by inertial and magnetic
sensing. IEEE Trans. Biomed. Eng. 2006, 53, 1346–1356. [CrossRef]

9. Madgwick, S.O.H.; Harrison, A.J.L.; Vaidyanathan, R. Estimation of IMU and MARG orientation using a
gradient descent algorithm. In Proceedings of the IEEE International Conference on Rehabilitation Robotics,
Zurich, Switzerland, 29 June–1 July 2011; pp. 1–7. [CrossRef]

10. Wessel, P.; Smith, W.H.F.; Scharroo, R.; Luis, J.; Wobbe, F. Generic mapping tools: Improved version released.
Eos Trans. Am. Geophys. Union 2013, 94, 409–410. [CrossRef]

11. Caress, D.W.; Chayes, D.N. Improved processing of Hydrosweep DS multibeam data on the R/V Maurice
Ewing. Mar. Geophys. Res. 1996, 18, 631–650. [CrossRef]

12. Stockwell, J.W., Jr. Free software in education: A case study of CWP/SU: Seismic Unix. Lead. Edge 1997, 16,
1045–1049. [CrossRef]

13. Barry, K.M.; Cavers, D.A.; Kneale, C.W. Recommended standards for digital tape formats. Geophysics 1975,
40, 244–352. [CrossRef]

14. Haynes, R.; Huws, D.G.; Davis, A.M.; Bennell, J.D. Geophysical sea-floor sensing in a carbonate sediment
regime. Geo-Mar. Lett. 1997, 17, 253–259. [CrossRef]

15. Richardson, M.D.; Briggs, K.B. In situ and laboratory geoacoustic measurements in soft mud and hard-packed
sand sediments: Implications for high-frequency acoustic propagation and scattering. Geo-Mar. Lett. 1996,
16, 196–203. [CrossRef]

16. Shumway, G. Sound speed and absorption studies of marine sediments by a resonance method. Geophysics
1960, 25, 451–467. [CrossRef]

17. McCann, C.; McCann, D.M. The attenuation of compressional waves in marine sediments. Geophysics 1969,
34, 882–892. [CrossRef]

18. McCann, C.; McCann, D.M. A theory of compressional wave attenuation in non-cohesive sediments.
Geophysics 1985, 50, 1311–1317. [CrossRef]

19. Dunlop, J.I. Measurement of acoustic attenuation in marine sediments by impedance tube. J. Acoust. Soc. Am.
1992, 91, 460–469. [CrossRef]

20. Gasperini, L. Extremely Shallow-Water Morphobathymetric Surveys: The Valle Fattibello (Comacchio, Italy)
Test Case. Mar. Geophys. Res. 2005, 26, 97–107. [CrossRef]

21. Galli, P.; Castenetto, S.; Peronace, E. May 2012 Emilia earthquakes (Mw 6, Northern Italy): Macroseismic
effects distribution and seismotectonic implications. Alp. Mediterr. Quat. 2012, 25, 105–123.

22. Salvi, S.; Tolomei, C.; Boncori, J.P.M.; Pezzo, G.; Atzori, S.; Antonioli, A.; Trasatti, E.; Giulini, R.; Zoffoli, S.;
Coletta, A. Activation of the SIGRIS monitoring system for ground deformation mapping during the Emilia
2012 seismic sequence, using COSMO-SkyMed InSAR data. Ann. Geophys. 2012, 55, 797–802.

97



Remote Sens. 2020, 12, 2575

23. Tizzani, P.; Castaldo, R.; Solaro, G.; Pepe, A.; Bonano, M.; Casu, F.; Manunta, M.; Manzo, M.; Samsonov, S.V.;
Lanari, R.; et al. New insights into the 2012 Emilia (Italy) seismic sequence through advanced numerical
modeling of ground deformation InSAR measurements. Geophys. Res. Lett. 2013, 40, 1971–1977. [CrossRef]

24. Gasperini, L.; Barchi, M.R.; Bellucci, L.G.; Bortoluzzi, G.; Ligi, M.; Pauselli, C. Tectonostratigraphy of Lake
Trasimeno (Italy) and the geological evolution of the Northern Apennines. Tectonophysics 2010, 492, 164–174.
[CrossRef]

25. Borgia, L.; Colombero, C.; Comina, C.; Del Bianco, F.; Gasperini, L.; Priore, F.; Sambuelli, L.; Stanghellini, G.;
Trippetti, S. First results of a waterborne geophysical survey around Malpasso site (Tuoro sul Trasimeno,
Italy) for geological and archeological characterization. GNGTS 2013, 3, 186–189.

26. Polonia, A.; Torelli, L.; Mussoni, P.; Gasperini, L.; Artoni, A.; Klaeschen, D. The Calabrian Arc subduction
complex in the Ionian Sea: Regional architecture, active deformation, and seismic hazard. Tectonics 2011, 30,
TC5018. [CrossRef]

27. Polonia, A.E.; Bonatti, E.; Camerlenghi, A.; Lucchi, R.G.; Panieri, G.; Gasperini, L. Mediterranean
megaturbidite triggered by the AD 365 Crete earthquake and tsunami. Sci. Rep. 2013, 3, 1285. [CrossRef]
[PubMed]

28. Bortoluzzi, G.; Polonia, A.; Torelli, L.; Artoni, A.; Carlini, M.; Carone, S.; Carrara, G.; Cuffaro, M.; Del
Bianco, F.; D’Oriano, F.; et al. Styles and rates of deformation in the frontal accretionary wedge of the
Calabrian Arc (Ionian Sea): Controls exerted by the structure of the lower African plate. Ital. J. Geosci. 2017,
136, 347–364. [CrossRef]

29. Forte, E.; Pipan, M. Review of multi-offset GPR applications: Data acquisition, processing and analysis.
Signal Process. 2017, 132, 210–220. [CrossRef]

30. Sambuelli, L.; Fiorucci, A.; Dabove, P.; Pascal, I.; Colombero, C.; Comina, C. Case history: A 5 km long
waterborne geophysical surveyalong the Po river within the city of Turin (northwest Italy). Geophysics 2017,
82, 1–11. [CrossRef]

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

98



remote sensing 

Article

Geophysical and Sedimentological Investigations
Integrate Remote-Sensing Data to Depict Geometry
of Fluvial Sedimentary Bodies: An Example from
Holocene Point-Bar Deposits of the Venetian
Plain (Italy)

Giorgio Cassiani *, Elena Bellizia, Alessandro Fontana, Jacopo Boaga, Andrea D’Alpaos and

Massimiliano Ghinassi

Department of Geosciences, University of Padova, Via G. Gradenigo 6, IT-35131 Padova, Italy;
elena.bellizia@phd.unipd.it (E.B.); alessandro.fontana@unipd.it (A.F.); jacopo.boaga@unipd.it (J.B.);
andrea.dalpaos@unipd.it (A.D.); massimiliano.ghinassi@unipd.it (M.G.)
* Correspondence: giorgio.cassiani@unipd.it

Received: 30 June 2020; Accepted: 7 August 2020; Published: 10 August 2020

Abstract: Over the past few millennia, meandering fluvial channels drained coastal landscapes
accumulating sedimentary successions that today are permeable pathways. Propagation of pollutants,
agricultural exploitation and sand liquefaction are the main processes of environmental interest
affecting these sedimentary bodies. The characterization of these bodies is thus of utmost general
interest. In this study, we particularly highlight the contribution of noninvasive (remote and
ground-based) investigation techniques, and the case study focuses on a late Holocene meander bend
of the southern Venetian Plain (Northeast Italy). Electromagnetic induction (EMI) investigations,
conducted with great care in terms of sonde stability and positioning, allowed the reconstruction of
the electrical conductivity 3D structure of the shallow subsurface, revealing that the paleochannel
ranges in depth between 0.8 and 5.4 m, and defines an almost 260 m-wide point bar. The electrical
conductivity maps derived from EMI at different depths define an arcuate morphology indicating that
bar accretion started from an already sinuous channel. Sedimentary cores ensure local ground-truth
and help define the evolution of the channel bend. This paper shows that the combination of
well-conceived and carefully performed inverted geophysical surveys, remote sensing and direct
investigations provides evidence of the evolution of recent shallow sedimentary structures with
unprecedented detail.

Keywords: electromagnetic induction; depth inversion; sedimentary processes

1. Introduction

Modern coastal landscapes are widely shaped by meandering fluvial, fluvio-tidal and tidal
channels, which over the late Holocene accumulated complex and extensive sedimentary bodies.
These bodies today often define subsoil permeable systems [1] that are often exploited as water reserves
for agricultural, industrial and civil uses [2], and are extremely sensitive to saltwater intrusion [3,4]
as well as to contamination [5,6]. These channelized bodies commonly consist of clean and poorly
consolidated sand, which can also be affected by liquefaction processes [7]. The 2012 earthquake
that occurred in the northeastern portion of the Po Plain (Italy) was the cause of sand eruptions that
occurred along Holocene paleochannels and crevasse splay deposits down to an 8 m depth [8,9].
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Aerial photographs and satellite images are excellent tools to identify and map late Holocene
coastal channel networks since the former provide aerial data from the 1950s to present [10–13] and
the latter provide multispectral analysis to highlight surficial paleochannel configurations [14–16].

Excellent examples of remote-sensing applications for these types of geomorphological studies can
be found in the recent literature [17–21]. Despite the advantages, particularly in locating the position of
these surficial bodies, and possibly distinguishing between tide- and fluvial-generated meanders [22],
remote sensing alone is of course not capable of providing information at depth, thus remaining
essentially a qualitative tool for the characterization of 3D geological structures. On the other hand,
direct field surveys [23,24] and microrelief analysis [10,23,25] can provide further information either
locally at depth or extensively at the surface. Regardless, a 3D reconstruction is still difficult with these
means only [26], if not as a result of interpolation of scarce scattered data.

Addressing these issues requires that extensive and high-resolution data are available to map
large areas and, at the same time, investigate the subsoil to a certain depth. This calls for geophysical
methods (as they are designed to collect data informative about the subsoil, unlike remote sensing
sensu strictu) that can also be deployed rapidly with limited or no ground contact so that large areas
can be investigated. The most suitable methods for these purposes are those based on electromagnetic
processes. In particular, approaches based on electromagnetic induction (EMI) allow for noncontact
subsurface investigation, with no intrinsic limitations as posed, for instance, to wave-propagation
EM methods such as ground-penetrating radar (GPR) that can be strongly limited in their depth
propagation by the ground electrical conductivity.

EMI is a well-established technique that dates back nearly one century [27] and is based on
Faraday’s law of electromagnetic induction. The technique is articulated in a variety of specific
instrument designs and investigation strategies [28] ranging in investigation depth from very shallow
(the first meter or so) to tens of kilometers. For shallow applications [29,30], EMI has had widespread
use in hydrological and hydrogeological characterizations [31–33], hazardous waste characterization
studies [34,35], precision-agriculture application locations [36–38], archaeological surveys [39,40],
geotechnical investigations [41] and unexploded ordnance (UXO) detection [42]. EMI measurements
at small scale are typically conducted in the frequency domain (frequency domain electromagnetics or
FDEM), and the results are classically expressed as apparent electrical conductivities (ECa) [43] using
the so-called low-induction number approximation [44]. In addition to ECa mapping, the development
of multifrequency and multicoil instruments has recently enabled the possibility of inversion of EMI
measurements to provide quantitative models of depth-dependent electrical conductivity (EC), as the
different acquisition configurations either in terms of coil geometry or frequency allow for multiple
independent data to be acquired in sufficient number to warrant inversion. The majority of inversion
algorithms use a 1D forward model based on either the linear cumulative sensitivity (CS) forward
model proposed by [44] or nonlinear full solution (FS) forward models based on Maxwell’s equations
(e.g., [45,46]). As with EMI mapping, applications using inverted EMI data have also been diverse
(e.g., [47–52]). Applications typically focus on using an inversion based on either the CS or an FS
forward model to produce regularized, smoothly varying models of EC with fixed depths or sharply
varying models of EC where layer depths are also a parameter. In the most advanced cases, a full 3D
model of electrical conductivity can be reconstructed over a relatively large area, similar to what can
be obtained at a larger scale by using, e.g., time-domain airborne EMI systems (e.g., [53]). The use of
small FDEM measurement systems, with rapid response and easy integration into mobile platforms, is
the key factor in the success of EMI techniques for near-surface investigations in these fields, as they
allow dense surveying and real-time conductivity mapping over large areas in a cost-effective manner.
However, sufficient control on the acquisition geometry is often needed, as the instrument response
has a strong dependence also on the elevation above ground and the relative height of the primary and
secondary coils [47].

The purpose of this paper is to show how the integrated use of remote sensing, EMI and direct
stratigraphic investigations can provide an effective and comprehensive 3D view of the geometry of a
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fluvial sedimentary body. Results from the present study highlight the importance of an integrated
approach to understand subsurface deposits.

2. Materials and Methods

2.1. Geological Setting and Study Area

The Venetian Plain is located at the northeastern end of the Po Plain, the largest Italian alluvial
plain, and was generated during Holocene transgression by aggradation of fluvial meandering
channels [23,24]. Specifically, the study area is located at the boundary between the Venetian Plain
and the Po River Delta, in a zone which is characterized by a dense network of alluvial ridges and
sand bodies that are the geomorphological products of the complex interaction between the Adige
and Po Rivers during the late Holocene (Figure 1a) [25,54]. These sedimentary bodies currently host a
multilayered system of phreatic and confined aquifers that are affected by saltwater contamination [4,55]
and intensive water exploitation. The fluvial sedimentation occurred in an aggrading setting related to
the marine highstand, and meander belts often correspond to fluvial ridges slightly elevated over the
floodplain (i.e., 2 to 5 m above sea level (asl)) [54]. The present surface is a typical lowland landscape,
which developed in the last 5000 years by the avulsions of the Adige and Po rivers [25].

The investigated site is located near the village of Anguillara Veneta (Figure 1b), about 1 km
north of the current channel of the Adige River, in an area with surface elevations ranging between 0.7
and 2.0 m asl, where traces of abandoned meanders are visible in several aerial images and could be
followed for about 7 km, from Stanghella to Anguillara Veneta. These paleohydrographic traces run
nearly parallel to the present Adige River, even if they are slightly out of the natural levee deposits
connected to the fluvial ridge of Adige. The river activated its present direction since the early Middle
Age, while before it used to flow along the meander belt running from Este to Monselice to Chioggia
(from west to east) [56]. Near Anguillara Veneta, the present course of the Adige River cuts the so-called
fluvial ridge of Rovigo–Saline–Cona, which was formed by the Po River between 4500 and 3500 years
BP [25].

The area experienced strong anthropogenic activity since the Roman period, when extensive field
systems were settled in the whole Venetian Plain and parts of the Po Delta [25]. A major phase of
reclamation started in the 16th century, when the Venetian Republic started the strong management
of the river network, leading to the construction of the dense network of dikes, canals and ditches
that still characterizes the landscape. During the same period, the Gorzone Canal was also cut,
which represents the northern boundary of the study area, to convey the water discharge of the
Agno–Guà–Frassine–Santa Caterina river system towards the Adriatic Sea. During the first part of the
20th century, the reclamation was extended to the coastal plain, where large portions of swamps and
lagoon landscapes were drained through the excavation of canals and the use of pumping stations.
These interventions made it possible to artificially lower the groundwater table below the surface and
to cultivate seasonal crops (e.g., corn, wheat, bit and soya bean) and vegetables. In the last decades,
several strong leveling interventions were carried out to improve the efficiency of the new draining
system, as in the field investigated for this study. Besides the positive results, unfortunately, the
reclamation also induced fast land subsidence caused by groundwater withdrawal, compaction of
the drained soil and degradation of the organic matter formerly present in the marsh sediments [57].
From the downlift rate of the natural subsidence, ranging around 1 mm/y [58], in the last century the
velocity strongly increased up to average values of 2 to 5 mm/y with large sectors up to 10 mm/y [59].

A large number of historical photos and maps are available for the Venetian Plain, along with
freely distributed satellite images. Study sites are easily accessible for geophysical investigation and
sedimentary cores. For these reasons, this study area represents an ideal site to develop and test the
proposed integrated approach.
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Figure 1. The study site: (a) location of Anguillara Veneta town in the southern Venetian Plain, at the
boundary with the Po Plain sensu strictu; (b) satellite image (2013) of the study area (yellow box) in
Anguillara Veneta town, PD (Italy).

2.2. Remote Sensing

The study site was selected after the identification of the paleomeanders in the aerial and satellite
images. In particular, the first characterization was carried out on some satellite images available
from Google Earth, which generally are pansharpened images of true-color composite bands of the
Digital Globe company (Westminster, CO, USA) (e.g., Ikonos, QuickBird, WorldView and GeoEye
missions). We selected the images with a detailed spatial resolution between 1.0–0.5 m (i.e., images
31/07/2004; 23/06/2007; 06/06/2010; 21/04/2012; 06/08/2013; 16/08/2013; 28/03/2015; 22/06/2017; 18/07/2018)
and imported them into the GIS software ArcMap (version 10.7.1) [60] and QGIS 3.10 [61] for image
processing and comparison with the images available as basemap reference in ESRI. Moreover, we
also considered several zenithal conventional aerial pictures available from the cartographic service of
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Veneto Region [62], consisting of scanned versions of black/white and color pictures from 1955 to 2008,
with scales from 1:33,000 to 1:5000.

To investigate the spectral characteristics of the field surface, we analyzed some images from
the satellite Sentinel-2, obtaining the normalized difference vegetation index (NDVI) and the normal
difference moisture index (NDMI) [63–65]. These indices have a geometric resolution of 10 m and,
being sensitive to plant health and hydraulic stress, respectively [66,67], were used to improve the
identification of the traces of paleomeanders by linking sedimentology to vegetation health of the area.
In particular, we produced the NDVI and NDMI not only from summer scenes, but also from different
seasons and years by processing the multispectral bands through the semiautomatic classification
plugin (SCP) [68] and raster calculator of QGIS 3.10. In fact, in the study area the cultivated plants
change with seasons; in addition to the crops growing during summer, winter cultivations such as
wheat, barley and different vegetables can be present.

Satellite, aerial and processed images were visualised in a properly georeferenced 3D space
provided by the Move 2018.2TM [69] software.

2.3. Geophysical Investigations

The EMI surveys at the site were collected using a GF Instruments CMD-Explorer probe [70] that
is a six-coil system (three coplanar pairs) operating at a single frequency equal to 10 kHz. The probe
can be operated in both horizontal coplanar (HMD) and vertical coplanar (VMD) configurations [71],
providing six independent measurements that are generally associated with six different apparent
depths of investigation (Table 1). To acquire all six configurations for each geographical location it
is, however, necessary to reoccupy with some acceptable degree of approximation the same location
twice (once for each coil orientation).

Table 1. Technical specifications of the multicoil CMD Explorer FDEM.

Instrument Probe Coil Interdistance (m) Frequency
Nominal Exploration Depth (Horizontal

Mode HMD /Vertical Mode VMD)

1 1.48 10 kHz 2.2/1.1 m

2 2.82 10 kHz 4.2/2.1 m

3 4.49 10 kHz 6.7/3.3 m

The FDEM probe was mounted on a specifically designed wooden carriage and connected to a
Trimble 5800 GPS for continuous positioning, collecting data every second [72]. The wooden support
was towed by a small tractor (Figure 2a). The acquisition apparatus adopted satisfies two fundamental
requirements that proved extremely effective in terms of data quality [73,74]:

(a) Reoccupation of the same location is warranted by the GPS within the required precision (note
that the sonde is a few meters long);

(b) The setting of the sonde is the same at all locations, with no changes of either the height above
ground or the setting of the sonde that is maintained largely horizontal.
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Figure 2. Methodologies. (a–b) Geophysical acquisition: (a) the electromagnetic tool on the wooden
sledge dragged by a small tractor on the study field and (b) the survey path. (c) Position of the recovered
cores. Yellow dots and green triangles indicate the hand auger core and the drilled cores with rotary
technique, respectively.

In this manner, we collected about 20,000 EMI data points (Figure 2b), each in both HMD and
VMD modes, with about one point every 0.5 m along the acquisition lines. The lines have a mutual
distance of roughly 10 m (Figure 2b).
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EMI data were then inverted to retrieve real soil conductivity values. For this purpose, we used
the Interpex IX1D inversion software [75], a 1D routine based on smooth depth inversion according to
the so-called Occam’s approach [76]. The very dense spatial sampling allowed for the reconstruction
of the subsoil practically in a 3D fashion by the juxtaposition of the 1D inverted profiles. For all
locations, the same number of layers (eight) was used for the inversion, thus producing a consistent
dataset. The results are presented in terms of 2D horizontal maps at several depths, that were then
georeferenced using the Move 2018.2TM [69] software, which also allowed creation of 3D surfaces,
by the linear method, and tetravolumes.

2.4. Sedimentary Cores

Six cores were recovered at the study site to analyze sedimentary features of the study deposits
and provide ground-truth for geophysical and remote-sensing data (Figure 2c). The core locations
were established based on remote-sensing and geophysical data. Cores were collected by using an
Eijkelkamp hand auger and a continuous drilling core sampler with rotary technique. Three cores
were recovered using an Eijkelkamp hand auger, through a gouge sampler with a length of 1 m and a
diameter of 30 mm, which prevented sediment compaction. Depth for these cores spanned from 2.5
to 6 m (Figure 2c). Three additional cores were recovered using a continuous drilling core sampler
with rotary technique. These latter cores, which were 10 cm in diameter and reached a depth of 10 m,
were located in the upstream, central and downstream part of the study bar (Figure 2c). Cores were kept
humid in PVC liners and successively cut longitudinally, sampled for grain-size analysis, photographed
at high resolution and preserved for making dry peels with epoxy. Each core was characterized
following the basic principles of facies analysis: highlighting sediment grain size, color, oxidation,
sedimentary structures and occurrence of bioturbation, plant debris and shell fragments.

The terminology used in this work is graphically summarized in Figure 3. The channel
thalweg is defined as the deepest part of the active channel, where the coarsest deposits occur.
Riffles and pools are situated at bend inflections and bend apexes, respectively, and correspond to
the shallower and the deeper portions of the thalweg, respectively. Sinuosity is calculated as the ratio
between the along-channel distance between two adjacent riffles and their linear distance (Figure 3).
Straight channels are characterized by sinuosity close to 1, whereas sinuous channels reach values
higher than 2.5.
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Figure 3. Descriptive terminology for fluvial meanders and related deposits: (a) alluvial plain
morphological elements, (b) point-bar deposits and (c) meander-belt morphometry.

3. Results

3.1. Remote Sensing

The analyzed satellite images and aerial pictures give a consistent idea of the changes in the land
use of the area and the visibility of the paleohydrographic traces over the last 60 years. In particular,
recent high-resolution true-color composite images allow mapping these features with submetric
accuracy. The traces mainly consist of cropmarks with vegetation suffering from hydraulic stress
during the growing season, and dead patches in July and August. Significant changes can be observed
over very short periods (compare, e.g., Figure 4d,f) during the hot season, while sensitivity is low in
spring time (e.g., Figure 4e) and is lost in winter, when the fields are covered by scarce vegetation and
are bare and plowed, respectively. By comparing satellite images mostly taken during the growing
season (i.e., those that best show the traces) differences in vegetation colors allow the identification of
buried morphologies of two distinct reaches, hereafter named Reach A and Reach B, and a crevasse

106



Remote Sens. 2020, 12, 2568

splay. Reach A consists of two major bends, called Bend 1 and Bend 2 (Figure 4b). The NDVI and NDMI
images derived from Sentinel-2 summer images (Figure 5c,d) clearly show the differential behavior
of the paleomeanders in comparison to the external floodplain and the inner portion surrounded by
Reach A; the vegetation growing on more permeable sandy soil is less healthy than the one living
on finer sediments. The paleohydrographic traces are much more evidenced by NDVI and NDMI
during the summer season and they clearly help in identifying the general pattern of the abandoned
channels. However, the rather low resolution of the Sentinel-2 images does not contribute significantly
to discriminating in detail the specific morphological and sedimentological features composing the
paleohydrographic traces.
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Figure 4. Remote-sensing results: (a) aerial photogram of the study area enhancing the poorly
visible fluvial pattern during winter time; (b) meander belt reconstruction and fluvial morphology
identification in the study area—white dashed lines highlight evidence of scroll-bar morphologies; and
(c–f) satellite images (2016, 2013, 2012) providing information about fluvial morphology on the basis of
seasons and soil use.

 
Figure 5. Processed satellite images: (a) RGB combination on Sentinel-2 image to highlight petrographic
differences in the study area; (b) band 8, of Sentinel-2 image of the study area, showing paleochannel
morphologies; and (c,d) NDVI and NDMI indexes calculated on Sentinel 2 images (2018), respectively,
enhancing different plant health and hydraulic stress.

Bend 1 is an open bend, with an SSW–NNE bend axis, and is characterized by a sinuosity of
about 2.2 and a radius of curvature of ca. 140 m. The scroll-bar pattern is particularly clear from
cropmarks, in the northcentral portion of the bend (Figure 4c,d), showing a different signal compared
to the residual channel fill (i.e., light cropmark when the others are dark, and vice-versa), testifying the
progressive growth of the meander bend. The channel fill displays a width of about 15–20 m and can
be better defined where bounded by opposite-trending scroll-bar patterns, like in the upstream side of
the bend. The riffle-to-riffle distance on the channel fill is about 260 m.
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Bend 2 is a low sinuosity bend (i.e., 1.12), with an NW–SE bend axis, characterized by an estimated
radius of curvature and riffle-to-riffle distance of 135 and 230 m, respectively. Bend 2 is sited upstream
from Bend 1, and shows a scroll-bar pattern that testifies a progressive expansional growth style
(sensu [77]) of the bend.

Reach B forms a bend occurring south of Reach A, but is less visible from satellite images and
its sinuosity cannot be defined. The radius of curvature is ca. 350 m and the axis of the bend trends
ca. SW–NE, although satellite images do not show a clear bar-scroll pattern and the position of the
relevant channel fill. Reach B cuts over Reach A suggesting that it developed after a chute channel
that cut off Reach A [78], which was later abandoned. Additionally, along the eastern side of Reach B,
(Figure 4d,f) a divergent pattern of minor channels point to a local development of a crevasse splay
sourced from the downstream side of the bend. Several straight dark stripes, with a width of about 1
m, located on Reach B, can be interpreted as traces of abandoned ditches that were associated with a
drainage system dating back to Renaissance times and dismissed later on (Figure 4d).

3.2. 3D Electrical Conductivity Model from EMI

The inversion of the EMI data produced a 3D volume of electrical conductivity values. The results
are shown in Figure 6, where we elected to show the volume sliced horizontally at eight depth levels
down to a depth of nearly 8 m below ground, corresponding each to a layer selected in the inversion
approach. Note that the inversion was conducted with an Occam approach, but using a limited number
of layers compatible with the information contained in the six different acquisition configurations
obtainable with the CMD Explorer instrument.

An arcuate sedimentary body having low electrical conductivity (i.e., a resistive body) is clearly
visible at a depth between 1 and 6 m below ground. The internal boundary of this arcuate body
(see Slice 5 in Figure 6b) is fully visible in the maps, and shows a radius of curvature and a sinuosity of
ca. 60 and 2.3, respectively. The external boundary (see Slice 5 in Figure 6b) slightly debouches from
the maps, but its radius of curvature and sinuosity can be estimated to be ca. 135 and 2.2, respectively
(Figure 6b), as also confirmed by remote-sensing results. Orientation of the outer boundary of this
body fits with the orientation of meander Bend 1 of Reach A, as depicted by remote-sensing analyses,
and is also consistent with the associated scroll pattern (Figure 4b), suggesting that these low-resistivity
deposits represent the point-bar body associated with meander Bend 1 of Reach A. Of course, the main
contribution of the EMI data is to provide continuous and extensive depth information that is not
available from remote sensing. In the shallower layers (Slices 1–5), the arcuate point-bar body presents
low conductivity values with σ < 20 mS/m, and its conductivity is still close to 40 mS/m at about 5–6 m
below ground (Slices 6 and 7; Figure 6b). Note that the width of the most resistive part of the bar is
clearly shrinking with depth, thus showing the 3D shape of the sand body. At larger depths (Slice
8—below 6.1 m) conductivity increases up to 180 mS/m, delimiting the base of the bar body. It must
be noted, however, that the CMD Explorer provides, as a rule of thumb, reliable information only
down to 6 m below ground and thus Slice 8 is effectively an extrapolation due to the need to have an
infinite semispace at the bottom of the electrical conductivity model, and thus should be considered
with care. Although the point-bar body shows a fairly homogeneous electrical resistivity, a subtle
increase in resistivity values defines a 20 m narrow, NNE–SSW trending belt in the SE corner of Slices 2
to 6. The location of this belt fits with that of the abandoned channel forming the meander Bend 1 as
apparent in satellite images (Figure 4b), and suggests that the higher resistivity values are linked to the
coarser material of the deposits filling the abandoned channel. Deposits surrounding the low-resistivity
point-bar body show conductivity values spanning from 80 to 250 mS/m, with values close to 100 mS/m
down to 3 m below ground, increasing to 250 mS/m below 3 m. Comparison between geophysical data
and geomorphic evidences suggest that these electrically conductive sediments represent floodplain
deposits in which the Bend 1 meander was cut, thus developing the related point-bar sedimentary body.
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Figure 6. Geophysical results: (a) 3D view of the eight 2D conductivity maps; (b) the eight
2D maps showing difference in conductivity values and highlighting point-bar, channel-fill and
floodplain morphologies.

3.3. Sedimentology

Core data provide the ground-truth information needed to calibrate/confirm geophysical data with
localized information. The cores help define sedimentary features of the electrically resistive point-bar
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body, related channel-fill deposits and surrounding electrically conductive overbanks. All cores reveal
that the deposits were intensely reworked by agricultural activities down to 80 cm below ground.
Note that this fact may pose significant limitations to remote-sensing interpretation that is forcibly
limited to surface images. Reworked deposits are dark brown and consist of very fine sand with a
variable amount of mud. Point-bar deposits were completely cored at sites AV_a–c (Figure 7). Point-bar
deposits occur from 0.8 m to a maximum of 5.4 m below ground and mainly consist of sand with
a scarce percentage of mud. Cores AV_a–c reveal that bar deposits cover either organic-rich mud
(core AV_b) or sandy deposits (cores AV_a and AV_c). Point-bar deposits are floored by a channel
lag that consists of massive medium sand with pebble-sized mudclasts (Figure 8a). This basal lag is
covered by lower bar deposits, consisting of 1–1.5 m of mud-free, well-sorted fine to medium sand,
which is commonly massive or crudely plane-parallel stratified (Figure 8b). Upper bar deposits are ca.
2.5–3 m thick and consist of fine to very fine sand with subordinate mud layers. Sand is plane-parallel
to ripple cross-laminated (Figure 8c) and contains mud for ca. 12%, 21% and 20% in the upstream,
central and downstream zone, respectively. Mud layers (Figure 8c) range in thickness between 0.5
and 2 cm, and consist of massive or crudely laminated mud with plant debris. Lower bar deposits are
ubiquitously mud free. The overall grain size of the bar deposits does not relevantly change along the
bar, which appears as an almost monotonous sandy body from its upstream to downstream reach.

 

Figure 7. Sedimentary features of cores for bar and overbank deposits at the study site. Location of
cores is shown with the conductivity for Slice 6.
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Figure 8. Cored deposits: (a) massive medium sand with pebble-sized mudclasts forming the channel
lag; (b) fine to medium sands from the lower point bar; (c) fine to very fine sands, with cross lamination
and mud layers from the upper point bar; and (d) massive overbank mud with moderate organic
content and horizontal bedding.

The overbank deposits were cored where geophysical investigations reveal the occurrence of
electrically conductive sediments. These deposits mainly consist of silt-rich mud with subordinate
sandy layers with horizontal bedding. Mud is massive and can be organic-rich (Figure 8d) or slightly
oxidized in the lower and upper part of the overbank succession, respectively.

4. Discussion

4.1. Implications for Noninvasive (Remote Sensing and Ground-Based Electromagnetic) Investigations

This study shows how remote sensing and ground-based geophysical data represent an ideal
combination of noninvasive techniques that can guide direct investigations and, at the same time, can
be integrated to provide a 3D reconstruction of the shallow subsoil once supported by the local direct
evidence for verification and calibration.

Our results show that in the study area the use of aerial images is very effective in supporting the
rapid recognition of geomorphological and sedimentological features with a resolution approaching
0.5 m. However, the aerial pictures dating back to before the 1980s do not provide useful
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paleohydrographic evidence, probably because (a) conventional zenithal pictures were originally taken
for cadastral purposes and, thus, were shot during the winter season when vegetation cover was limited;
and (b) widespread leveling of the fields and use of strong plowing machines was common until that
time, thus causing severe erosion of the topsoil, especially in the zones where convex landforms were
formerly present, with slight accumulation in the depressions. Thus, in correspondence with natural
levees and sand ridges related to scroll-bar sequences, the sandy and silty sediments were exhumed,
showing a lighter signal in the soilmarks.

Cropmarks appear to be, in general, the most effective indicators of shallow geomorphological
features in the considered environment. This is linked to the much higher permeability of the coarser
sediments, leading to greater drainage and, in absence of irrigation, water stress to crops especially
during the hot season (July and August). As documented in other areas of the Venetian Plain, e.g., [79],
besides the weather condition of the period before the image acquisition, the maximum detail shown
by the cropmarks strongly depends on the type of cultivated plants and, in particular, it decreases
with the size of the leaves and the plant spacing. The best data are generally found in zones with
soya bean or hay meadow crops. Wheat, barley and corn display variable visibility, as the first two
are seeded in tight rows and have small leaves, but are harvested before mid July; in contrast, corn
has a larger plant size and larger distance between rows, but is harvested in September or October
and thus can (usefully) experience water stress. Note that this study was carried out analyzing freely
available high-resolution images, reaching a resolution of about 0.5 m. This suggests that the use of
specific images, acquired through latest commercial satellite or drone-borne multispectral scanners,
could easily support the recognition of features between 0.1 and 0.5 m with superior results.

Geophysical data play a critical role in our analyses. They bridge the gap between surface-extensive
information provided by remote sensing (that primarily guided the identification of the study area
and the location of the surveys) with the information at depth carried out through traditional drilling
and sampling operations. The latter in turn were positioned on the basis of remote sensing and
geophysical evidence, thus minimizing the sampling to the locations where this information was
needed for verification and calibration. The geophysical data constitute the backbone of the study in
that they provide ultimately the 3D information to fully reconstruct the sedimentary structure of the
site. This result, however, is not trivial to achieve.

First, great care must be posed in the acquisition phase. This entails not only the choice of the
instrument and the strategy developed for covering a large area—in this case a (nonconductive) sledge
towed by a tractor at sufficient distance not to induce current in the metal frame of the tractor itself.
In addition, care must be paid when setting the instrument to have a good control of the measurement
geometry, which is in turn essential to obtaining reliable inversion results. In this case, the stability of
the sledge and the positioning care allowed us to obtain, for all data points, an RMS error of less than
10% between measured and simulated apparent conductivity data at the end of the inversion process.
Note that carrying the same sonde by hand, particularly on rugged terrain, can easily unbalance the
instrument, with measurements thus taken with some coils much closer to the ground than others.
This might induce a very large measurement error that is impossible to correct a posteriori, as the true
acquisition geometry is then completely unknown.

Second, obvious outliers must be removed from the dataset. These may include negative or
extremely high apparent conductivity values (that are physically implausible for the given acquisition
geometry), which may be due to local metallic or magnetic features.

Third, an accurate reconstruction of positioning must be made. The availability of reliable
colocated data from HMD and VMD is essential to have the six independent pieces of information
necessary for depth inversion. This requires both a guided pace in the field to reoccupy roughly the
same locations and proper postprocessing to assemble the data that pertain to the same reasonable
surrounding of each measurement point, in this case with a radius of 1 m. Noting that the sonde size
itself is of a few meters (Figure 2a), this accuracy is perfectly acceptable for the purpose at hand.
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Fourth, geophysical inversion is an inherently ill-posed problem. In this case, it means that
while the general pattern of the electrical conductivity variation with depth is constrained by the
data, the subtler details may not be retrieved uniquely. In other words, at each measurement location,
a number of different 1D models, which all, however, maintain certain key patterns, can be equivalent
in terms of goodness of fit to the measured data within the data uncertainty range. In particular,
for example, if conductivity increases with depth, all inverted profiles will display the same general
pattern. However, the transition from lower to higher conductivity may happen continuously, or in steps,
and steps may occur at slightly different depths. While this can be viewed as a weakness of geophysical
methods (and EMI in this particular case), it is not without remedy. Indeed, geophysics should never
be applied without some “ground-truth” coming (as in this case) from drilling investigations (local
and not without their uncertainties, but still necessary). Thus, an iterative revision of the inverted
vertical profiles was conducted to select, among the plausible electrical conductivity profiles those that
also fit reasonably to the direct evidence where this evidence is available. The procedure was simply
performed manually, particularly selecting suitable layer interfaces compatible with drilling evidence.
This type of procedure should always be applied, and it is in the energy exploration where 3D seismic
data are blended, e.g., with well logs coming from deep borings. For the geophysical data used in this
study, the “ground-truth” is given by the local comparison between lithology from sedimentary cores
(AV_1, AV_a, AV_b and AV_c) and electrical conductivity derived from EMI inversion at the same
locations. A plot showing the resulting correlation, also taking into account the variability of electrical
conductivity for the same lithology (shown as standard deviation error bars) is shown in Figure 9.

Figure 9. Plot of the interpretation of the EMI inverted conductivity intervals after the correlation with
the sedimentary cores AV_1, AV_a, AV_b and AV_c.

4.2. Implications for Investigation of Meandering River Deposits

Integrated remote-sensing, geophysical and sedimentological approaches provide insights to
discuss key features of investigated point-bar deposits, with specific emphasis on their genesis and
internal grain-size variability.

The external boundary of this body is consistent with the morphology of a point bar that originated
through lateral migration of a meandering channel [80–82]. Nevertheless, the curved profile of the
inner boundary suggests that the bar accretion started from the inner bank of an arcuate channel
that showed a sinuosity of ca. 2.3 (Figure 6b). This evidence contrasts the common assumption
that point bars originate from a progressive increase in channel sinuosity of a relatively straight
channel, which gradually migrates laterally until reaching a sinuous configuration [83–86]. The onset
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of accretion from a sinuous channel allows for storing a reduced volume of bar sediment in comparison
with that produced by inception from a straight channel. In the study case, the 3D reconstruction of
the bar body from EMI data shows that about 1.8 million m3 of sand are stored in the arcuate point
bar body (Figure 10a). If one assumes that the accretion of this bar started from a straight channel,
as would be suggested by the application of classical sedimentological models to remote-sensing
data, the estimated volume of the bar would have been of ca. 3.1 million m3 of sand (Figure 10b),
leading to a remarkable overestimation of the accumulated sand. The onset of point-bar bar accretion
from a sinuous channel was probably driven by pre-existing floodplain morphologies, which, at the
early stage of channel development, forced water to drain through the paths defined by adjacent
depressed areas [87,88]. The establishment of a curved planiform morphology could have been forced
by floodplain lithological and morphological heterogeneities [89,90], which are associated with the
occurrence of numerous overbank subenvironments, including crevasse-splays, levees, floodplain lakes
and floodbasins (cf., [91]). Different deposits and morphologies associated with these subenvironments
possibly forced the newly formed watercourse to connect adjacent depressed areas and assume a
sinuous geometry.

 
Figure 10. old9. Volume of the point-bar body (a) reconstructed through the present study
and (b) inferred assuming bar growth from a straight channel, as suggested by classical
sedimentological models.

The location of the sedimentary cores within the point bar provides information concerning
both vertical and lateral grain-size variability within this sedimentary body, with a particular focus
on the comparison between upstream and downstream bar deposits. Although a fining-upward
grain size distribution has been broadly considered to be typical of point-bar deposits [85,91,92],
a certain variability of vertical grain-size distribution has also been documented [93,94]. Core data
show that muddy layers occur in the upper part of the bar, although mud is visibly subordinate to
sand. The grain size of sand varies significantly neither vertically nor downstream, and the bar is,
therefore, characterized by widespread weak vertical grain-size trends. Although the lack of a clear
vertical fining in the upstream bar zone is consistent with the occurrence of high bed shear stress [95,96],
the paucity of muddy deposits in the downstream part of the bar is a peculiar feature, which cannot be
ascribed to the overall lack of mud in the system, being that the overbank deposits are entirely made of
mud. The open morphology of the bend [97] associated with the study bar could have hindered the
formation of a dead zone, which commonly forms in sharp bends [18], preventing the accumulation of
mud in the downstream bar zone.
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Figure 11 shows a summary of the workflow we used to extract the relevant information from
each data source and blend the pieces of information towards the final conceptual 3D distributed
model of the studied site.

 

Figure 11. Workflow of the overall methodology adopted in this study.

5. Conclusions

This paper presents a successful integrated approach to analyze the distribution of sedimentary
facies of a paleomeander in the Southern Venetian Plain, Northeastern Italy. The approach is based on
a combination of remote-sensing (aerial and satellite) data, geophysical investigations (electromagnetic
surveys) and direct sedimentary coring.

From the methodological point of view, we show that the combined use of noninvasive techniques
such as remote sensing and ground-based geophysical data provides an effective method for the
purpose at hand. In particular, remote sensing is quite effective for the identification of sites of interest
and features at a metric scale, which is potentially linked to different subsoil structures. In the case
considered here, cropmarks are the most useful features observed from the satellite images, due
specifically to the water stress induced in crops by the higher permeability of sandy bodies with
respect to silty sediments. However, remote sensing can only provide information on the ground
surface. On the contrary, geophysical methods are specifically designed to reconstruct the subsurface
structure on the basis of contrasts of geophysical parameters. In this case, we used electromagnetic
induction (EMI) methods, and particularly an FDEM small-scale multicoil system. Well-designed,
acquired, processed, and inverted EMI data allowed us to extend the surface information provided by
remote sensing to a maximum depth exceeding 6 m below ground level, allowing the construction
of a 3D model of electrical conductivity of the subsoil. Direct investigations via sedimentary core
drilling were positioned on the basis of remote sensing and geophysical data, in order to confirm and
calibrate the geophysical investigations, which were also partly reinverted on the basis of the new
evidence. The overall cycle of investigations thus allowed us to set up a 3D stratigraphic model of the
site, consistent with all available data. On the other hand, the sequence of investigation activities was
designed in such a manner that the information collected at one step optimized the design of the next
step, thus reducing the overall effort required to complete the task.

From the sedimentary point of view, the point bar studied shows an uncommon arcuate
morphology, that contrasts the common assumption that point bars originate from a progressive
sinuosity increase of a relatively straight channel that migrates laterally until reaching a sinuous
configuration. This can be explained by considering the variety of alluvial subenvironments in
the floodplain. These floodplain heterogeneities likely controlled water fluxes over the platform,
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by facilitating water drainage within traces of depressed areas, defining the sinuous shape of the
study channel during the very first phases of channel formation. As far as grain size distribution is
concerned, although classical facies models highlight overall trends of upward and downstream fining
of grain size within point-bar deposits, the grain-size trends of the study bar do not vary significantly
either vertically or laterally. The bar is, indeed, characterized by a widespread weak vertical grain-size
trend, and it appears as a homogeneous body of medium to fine sand. The lower mud content in
the downstream portion was probably a result of the open morphology of the bend that could have
prevented the formation of the dead zone, which is commonly directly linked to mud accumulation in
the downstream portion of the sharp bends.

This study provides a solid basis for developing more detailed sedimentological investigations,
which could be improved including acquisition of data concerning internal stratal architecture of the
alluvial deposits. GPR investigations and recovery of undisturbed sedimentary cores would provide
further relevant insights to this approach, with relevant follow up in the frame of subsurface exploration
or management of surficial aquifers. Detection of the distinctive morphometric and sedimentological
features of Late Holocene paleochannels would allow a comparison with those of the rivers draining
the area currently, and allow quantification of human impact on riverine dynamics [18].
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Abstract: The integrated use of remote sensing imagery and hydro-geophysical field surveys is a
well-established approach to map the hydrogeological framework, and thus explore and evaluate
the groundwater potentiality of desert lands, where groundwater is considered as the main source
of freshwater. This study uses such integrated approach to map the groundwater potentiality of
the desert alluvial floodplain of the Nile Valley west of Qena, Egypt, as alternative water source
to the River Nile. Typically ground gradient, faults and their stress field, lateral variation of rock
permeability, drainage patterns, watersheds, rainfall, lithology, and soil types are the main factors
believed to affect the groundwater recharge and storage from the infiltration of present-time and
paleo-runoff. Following this generally accepted approach, different remote sensing data sets (SRTM
DEM, Landsat-8, ALOS/PALSAR-1, Sentinel-1, and TRMM) as well as auxiliary maps (geological and
soil maps) were used to identify and map these factors and prepare thematic maps portraying the
different influences they exert on the groundwater recharge. These thematic maps were overlaid and
integrated using weights in a GIS framework to generate the groundwater potentiality map which
categorizes the different recharge capabilities into five zones. Moreover, the aeromagnetic data were
processed to map the deep-seated structures and estimate the depth to basement rocks that may
control the groundwater occurrence. In addition, the vertical electrical sounding (VES) measurements
were applied and calibrated with the available borehole data to delineate the subsurface geological
and hydrogeological setting as well as the groundwater aquifers. Different geoelectric cross-sections
and hydro-geophysical maps were constructed using the borehole information and VES interpretation
results to show the lateral extension of the different lithological units, groundwater-bearing zones,
water table, and the saturated thickness of the aquifer. The GIS model and geophysical results show
that the southwest part of Nag’a Hammadi-El-Ghoneimia stretch has very high recharge and storage
potentiality and is characterized by the presence of two groundwater-bearing zones. The shallow
groundwater aquifer is located at a depth of 30 m with a saturation thickness of more than 43 m.
However, there are NW–SE faults crossing the study area and most likely serve as recharge conduits
by connecting the shallow aquifer with the deeper ones. Such aquifers connection has been confirmed
by investigating the chemical and isotopic composition of their groundwater.

Keywords: remote sensing and GIS; field geophysics; groundwater potentiality; West Qena; Egypt
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1. Introduction

Water is the most important natural resource for human life; it is the basis for enabling developments
(agricultural, industrial, and urban). Meanwhile, Egypt lies within an arid desert zone in the
northeastern corner of Africa, where rainfall is very low and irregular. Surface freshwater resources
are scarce and limited to the River Nile crossing from south to north. Most of the cultivated lands are
located surrounding the Nile and its Delta, while the majority of the country is desert lands. The total
cultivated area covers about 4% of Egypt and is overpopulated with about 95% of the people [1].
Since ancient times, the Nile covers all the water needs for all developmental activities. However, with
the rapid and continuous increase in population, the demand for water, food, and housing is increasing.
Consequently, the water of the River Nile became insufficient causing a significant fresh-water shortage.
Thus, in order to maintain the current flow in the River Nile new groundwater resources need to be
discovered and explored. This will allow establishing new agriculture land, industrial and urban
communities to accommodate the demands of a growing population.

The old alluvial floodplain of the Nile Valley west of Qena Governorate represents one of the
promising desert areas for land reclamation based on its groundwater resources. It is a part of a
land reclamation mega project called “1.5 Million Acres” that has been proposed by the Egyptian
Government to create new urban-agricultural communities away from the River Nile. The study area is
located at the southern stretch of Qena-Nag’a Hammadi-El-Ghoneimia and extends between latitudes
25◦47′N and 26◦9′N and longitudes 31◦51′E and 32◦44′E (Figure 1). It covers a vast area of about
1432 km2. It is bounded from the north and east by the cultivated young alluvial floodplain of the Nile
and from the west and south by the elevated limestone plateau of the Western Desert. There are no
surface water resources in the study area and the groundwater represents the only freshwater resource.
The study area is characterized by a hot arid desert climate with a total annual rainfall of about
3.2 mm/year [2]. Therefore, the contribution of recent rainfall events to groundwater recharge is very
low and most of the groundwater stored in the subsurface aquifers are attributed to the paleo-torrential
rains and flash floods that took place during the past pluvial periods [3].

Figure 1. Location map of Egypt and West Qena area.

Satellite remote sensing is considered an effective tool for mapping the Earth’s surface features.
Although it does not directly observe the subsurface, it has been effectively used in groundwater
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exploration [4]. Analysis and interpretation of the remote sensing images enable mapping and studying
the surface factors that control runoff infiltration such as geological settings, soil cover, drainage
networks, and climate. These features indirectly reflect the hidden hydrogeological characteristics of
the subsurface, such as the capability to recharge, accumulate, and store groundwater. Studying the
influences of these factors on water infiltration capacity in an integrated manner using the Geographic
Information System (GIS) facilitates a more effective delineation of zones with different groundwater
potentialities [5–7]. Subsequent field geophysical surveys can this way be targeted to promising zones
with high groundwater potentiality. Many studies have been attempted to integrate the groundwater
controlling parameters derived from remote sensing data using GIS, such as Shaban et al., 2006;
Amarsaikhan et al., 2009; Abdalla, 2012; Madani and Niyazi, 2015 [8–11].

Since satellite remote sensing observes mainly at surface (optical sensors) and near surface (radar
sensors) features, its integration with other complementary data sources such as elevation data and
field geophysical measurements is considered a very effective tool to characterize the hydrogeological
setting of any area and particularly poorly mapped arid areas. In this context, the magnetic method is
one of the oldest and widely used geophysical techniques for exploring the Earth’s subsurface [12].
The magnetic method is used in hydrogeological studies to delineate the thick sedimentary basins
suitable for groundwater accumulation, map the tectonic structures, and estimate the depth to basement
rocks [13,14].

Moreover, over the last decades geoelectric resistivity measurements using the vertical electrical
sounding (VES) technique have proven their efficiency in groundwater exploration, providing useful
information about the subsurface hydrogeological framework [15]. The VES aims to measure the
resistivity variation with depth. It is used to delineate and estimate the thickness and depth of the
groundwater-bearing zones [16,17].

Finally, a strategy for sustainable development in arid lands requires intensive scientific studies to
assess the groundwater storage and availability in order to predict the long-term impact of abstraction
to decide the proper developmental plans that should be considered. The present study employs
an integrated methodology based on a combination of remote sensing and geophysical techniques
(aeromagnetics and VES) to explore the groundwater potentiality and subsurface hydrogeological
setting of West Qena area in Egypt to support decision makers in their future developmental plans.

2. The Study Area

The study area is a part of the Nile Valley in Qena region and follows the Nile’s tectonic, geological,
and hydrogeological setting. The Nile Valley cuts its course through the Early Eocene limestone
rocks and divides Egypt into the Eastern Desert and the Western Desert. Many authors consider
the valley of tectonic origin [3,18–21]. According to these studies, the Nile Valley developed from a
number of successive rivers along a path determined by structural features formed in response to the
Oligo-Miocene tectonic activities in the Gulf of Suez and Red Sea region. This is supported by the fault
scarps bordering the cliffs of the valley and the numerous faults observed along the valley flanks [22].
The valley north of the study area (Nag’a Hammadi) is oriented in NW–SE direction parallel to the
Gulf of Suez, whereas its trend changes to NE–SW east of Nag’a Hammadi and intersects from the
east with the Qena-Safaga Shear Zone. These trends were observed on the surface of the limestone
plateau [23] and also recorded in the subsurface by geophysical data [24].

Geologically, the surface of the study area is covered by different alluvial sediments ranging
in age from Pliocene to Quaternary [23]. These sediments were studied by Said (1981) and Omer
(1996) [3,25], who divided them into a number of stratigraphic units, which are from older to younger:
Muneiha Formation, Armant Formation (older fanglomerates), Issawia Formation, Qena Formation,
fanglomerates, and Wadi deposits (Figure 2). The bounding plateau represents the oldest exposed
rocks and consists of a succession ranging in age from Late Cretaceous to Early Eocene. The exposed
rocks of the plateau were studied by Faris et al. (1985) and Issawi et al. (2009) [26,27], who divided
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it into four units, which are from older to younger: Dakhla Formation, Tarawan Formation, Esna
Formation, and Thebes Formation.

Figure 2. Geological map of the study area (modified after CONOCO and EGPC, 1987) and a composite
stratigraphic column of the Nile Valley (Said, 1981; Omer, 1996; Issawi et al., 2009). The solid green
color surrounding the River Nile represents the vegetation cover.

Hydrogeologically, the Quaternary aquifer represents the main groundwater resource in the Nile
Valley. It consists mainly of the Pleistocene graded sand and gravel intercalated with clay lenses
(i.e., Qena Formation). It is underlain by an impermeable layer of Pliocene clays (i.e., Muneiha
Formation) that prevents its connection with the deeper aquifers. It is covered by a permeable layer of
Wadi deposits at the old alluvial floodplain, which means that groundwater occurs under unconfined
conditions. On the other hand, it occurs under semi-confined conditions at the cultivated lands where
it is capped by the agricultural silt-clay layer. The thickness of the aquifer varies from about 200 m at
the center of the cultivated floodplain to about 80 m at the desert fringes. It is recharged continuously
from the excess irrigation water and occasionally from infrequent rainfalls [28–31].

3. Data and Methods

3.1. Remote Sensing Data

Remote sensing images and GIS analysis techniques were used to delineate the different
groundwater potential zones in the old alluvial floodplain of the Nile Valley west of Qena City.
The performed steps were (1) identifying and mapping the different surface factors that are believed
to control the infiltration of the surface runoff to recharge the underlying unconfined aquifers;
(2) reclassification of each factor with respect to its influence on infiltration/recharge (thematic layers);
(3) giving each thematic layer a rank and weight based on assessing its relative importance to
groundwater recharge; and finally (4) integrating all the thematic maps in a GIS model using the
weighted overlay method to generate the groundwater potentiality map of the study area.

In this study, eight factors were mapped from a combination of optical, radar, and DEM data,
as well as geological and soil maps. These factors include the surface topographic elevation, slope,
lineament density, watershed areas, drainage density, rainfall, lithology, and soil cover. The SRTM
DEM data with 30 m spatial resolution was used to represent the surface elevation and generate the
slope, and delineate the different watersheds and their associated drainage networks using the ArcMap
software of ESRI (2016) [32]. The drainage and lineaments densities were calculated using the spatial
analyst tool in ArcGIS (Figure 3). Drainage networks were extracted using the D-8 algorithm [33,34]
and applying a thresholds value of 1000 of the calculated flow accumulations. The relation between

126



Remote Sens. 2020, 12, 1559

the extracted drainage patterns and the substrate soil textures was interpreted based on Ayele et al.,
2017 [35]. Whereas, the lineament densities were extracted using the ordinary kriging of ArcGIS to
show the spatial distribution of lineaments and highlight areas where they concentrate [36].

Figure 3. (a) SRTM digital elevation model (DEM); (b) surface slope; (c) watersheds and drainage
channels; (d) drainage density. The solid green color surrounding the River Nile represents the
vegetation cover.

The surface geological lineaments were manually extracted from different optical and radar
images that included Landsat-8 OLI (https://earthexplorer.usgs.gov/) [37], ALOS/PALSAR-1 (JAXA),
and Sentinel-1 (https://scihub.copernicus.eu/) [38] with the aid of the several generated hillshades with
different illumination angles and geologic map. The process of lineament extraction begins with image
enhancement and filtering to highlight the linear features of interest to facilitate identifying and tracing
them [39]. In this context, several shaded relief maps were derived from the DEM by applying the
hillshade algorithm in ArcMap using different light azimuth angles (45◦, 90◦, 135◦, 180◦, 225◦, 270◦,
315◦, 360◦) (Figure 4a). The Sobel filter [40] was applied to the Landsat-8 panchromatic band with 15 m
spatial resolution to increase the contrast of edges or linear features to make them stand out from the
background (Figure 4b) using the ENVI software [41]. The Sobel filter effectively enhances directional
linear features by convolving a 3 × 3 window size over the image in the four principle directions: N–S,
NE–SW, E–W, and NW–SE [42,43]. In this research work, the lineaments are considered as geological
structures, i.e., faults, fractures, and joints that might serve as passage ways for groundwater flow
along the study area [44,45]. In addition, a high spatial resolution Google Earth image overlay was
used to avoid tracing any of the non-geological or man-made linear features, which are not related to
structural lineaments, such as roads, tracks, and field boundaries.

127



Remote Sens. 2020, 12, 1559

Figure 4. (a) Hillshaded DEM with an illumination angle of 270◦; (b) Sobel-filtered Landsat-8
panchromatic band highlighting the NW–SE direction; (c) Pauli RGB image of the full-polarimetric
ALOS/PALSAR-1 image; (d) Sentinel-1 InSAR coherence image.

Synthetic aperture radar (SAR) sensors operate with longer electromagnetic waves than optical
sensors, thus they have the capability to penetrate the dry and loose sand cover to image any hidden
or buried linear features [46]. In this work, both the ALOS/PALSAR L-band radar image (24 cm
wavelength) and the Sentinel-1 C-band radar images (5.6 cm wavelength) were processed to map any
hidden lineaments that were not revealed by the optical images along the flat alluvium floodplain of
the study area. The full-polarimetric ALOS/PALSAR-1 image was processed by applying the Pauli
RGB classification (Figure 4c) using SNAP software of ESA (2017) [47]. Two Sentinel-1 radar images
acquired on 7 August 2015 and 13 August 2016 with Vertical-Vertical (VV) polarization were used to
produce the interferometric synthetic aperture radar (InSAR) coherence image of the study area using
SNAP software (Figure 4c). The InSAR coherence image represents the difference in the phase and
intensity of the pixels of two radar images acquired at different times. It enables the detection of the
movement and changes of mobile sands that are controlled by subsurface structures as well as the
land surface erosion due to the aeolian and fluvial activities, especially in arid deserts. Such dynamic
processes cause changes in their respective radar intensity and backscattered response as shown in a
study by Gaber et al., 2018 [48]. The coherence intensity ranges from 0 to 1. The high coherence reflects
little or no changes in the surface whereas the low coherence is indicative of major changes in the
surface. Figure 5a shows the extracted surface lineaments. The lineament density map was calculated
using the line density tool in ArcMap to show the spatial distribution pattern of lineaments along the
study area (Figure 5b).
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Figure 5. (a) Extracted surface lineaments from remote sensing data; (b) lineament density. The solid
green color surrounding the River Nile represents the vegetation cover.

The mean annual rainfall (mm/year) in the study area was obtained from the Tropical Rainfall
Measuring Mission (TRMM) rainfall data covering the period from 1998 to 2009. No rainfall has been
recorded in the study area between 2009 and 2015 when the TRMM instruments were turned off in
2015 after 17 years (https://gpm.nasa.gov/trmm). The distribution of the different lithological units in
the study area were obtained from the geological map of CONOCO and EGPC (1987) [23]. The surface
soils were identified from the soil map produced by FAO (Figure 6) [49,50].

Figure 6. (a) TRMM rainfall in the period (1998–2009); (b) surface soils. The solid green color
surrounding the River Nile represents the vegetation cover.

3.2. Aeromagnetic Data

The present study uses the aeromagnetic data that have been collected by Aero-Service (1984) for
the Egyptian General Petroleum Cooperation (EGPC) (Figure 7a) [51]. The total magnetic intensity
(TMI) data have been acquired at a barometric altitude of about 914.4 m. The TMI data were corrected
for the diurnal variations in the Earth’s magnetic field; a constant background value of 41,400 nT was
subtracted for simplification; and were gridded with a cell size of 500 m using the minimum curvature
algorithm. The values of the IGRF inclination (I) and declination (D) of the Earth’s magnetic field in
the study area during the survey period are about 36.7◦ and 1.9◦, respectively.
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Figure 7. (a) Total magnetic intensity (TMI) anomaly map; (b) reduced-to-pole (RTP) anomaly map.

The TMI data were processed in the wavenumber domain using the Oasis Montaj software
to enhance the magnetic anomalies and aid their qualitative and quantitative interpretation [12,52].
The reduction-to-pole (RTP) filter was applied to the TMI data to reduce the distortion in shape and
shift in location of the magnetic anomalies relative to their subsurface basement sources due to the
dipolar nature of the Earth’s magnetic field and inclined magnetization (Figure 7b). The second vertical
derivative (SVD) filter was applied to the RTP anomaly to enhance the short-wavelength anomalies
derived from shallow sources (Figure 8a). The SVD is usually used to delineate the location of the rock
contacts and faults by relating these boundaries to the inflection point of the anomaly marginal gradient.
On the SVD contour map, the position of the boundaries can be identified by zero contours [53].

Figure 8. (a) Second vertical derivative (SVD) of the RTP anomaly; (b) Euler deconvolution solutions
plotted on the SVD map.

The Euler deconvolution method was applied on the RTP aeromagnetic anomaly using a structural
index (N = 0) to estimate the locations and depths of contacts and faults [54,55]. Figure 8b shows a plot
of Euler deconvolution solutions on the SVD map. The solutions show tight linear clusters along the
zero SVD contours that correspond to the position of contacts. The estimated Euler depths range from
less than 500 m to more than 1500 m.

130



Remote Sens. 2020, 12, 1559

3.3. Vertical Electrical Sounding (VES)

A total of 13 vertical electrical sounding (VES) were carried out at pre-selected stations from remote
sensing and aeromagnetic data using the Schlumberger electrode configuration with a maximum
half-current electrode spacing (AB/2) of about 300–500 m depending on the availability (Figure 9).
The vertical lithological successions of six productive groundwater wells distributed along the study
area were obtained from Barsom (2016) [17], in order to calibrate the field collected VES and generate
geological cross sections to map the structures and lateral variation in lithology along the study area
(Figure 9). Some of these electrical soundings were acquired near productive groundwater wells with
known lithology to calibrate the data. The IRIS Syscal Pro instrument was used to measure the apparent
resistivity of the ground. The IPI2Win software of Bobachev (2002) was used to display, process, and
interpret the measured VES field curves [56]. The curves were carefully processed for discontinuities,
cusps, and sharp peaks to produce continuous smooth curves that can be compared with theoretical
ones for 1D modeling [57]. Figure 10 shows selective examples of the processed field curves.

Figure 9. Location map of the vertical electrical sounding (VES) measurements and some groundwater
wells in the study area.

Figure 10. Selective examples of the processed VES field curves.
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4. Results and Discussion

4.1. Groundwater Recharge Potentiality Mapping

The DEM shows that the elevation decreases from 558 m at the plateau to reach about 60 m at the
old alluvial floodplain (Figure 3a). This variation in land surface helps in directing the runoff from the
elevated plateau toward the floodplain and makes the floodplain more favorable for groundwater
recharge. In addition, the floodplain is characterized by gentle slopes (Figure 3b), which slow down
the runoff and hold the rainfall allowing high infiltration rates aided by the structural settings and
sediment characteristics [58].

There are four delineated watersheds (A, B, C, and D) of different sizes occupied by a large network
of channels and wadis that drain from the plateau toward their outlets at the alluvial floodplain
(Figure 3c). Watershed (A) covers a large area of the plateau running southwards into the desert
floodplain southwest of Nag’a Hammadi-El Ghoneimia stretch before reaching the Nile. Watershed
(B) covers a smaller area toward the desert plain south of Hiw and Nag’a Hammadi. Watersheds (C)
and (D) both cover small areas running toward the desert plain south of Qena-Hiw stretch and most of
their drainages are presently reaching the Nile. Thus, it is expected that the outlet of watershed (A)
receives a plausible amount of precipitation during the sporadic rainfalls on the plateau compared to
the other outlets of watersheds (B), (C), and (D).

The delineated stream-networks in the study area show a dendritic pattern, which is usually
developed on top of homogeneous substrate with gentle slopes [59]. On top of the plateau, the drainage
channels are sub-parallel, linear, very long with several kilometers in length, and oriented along the
NW–SE structural trend. The drainage density ranges from 0 to 1.84 km/km2 (Figure 3d). The drainage
density is inversely proportional to the infiltration rate that depends on the bedrock permeability.
The permeable deposits are characterized by high infiltration rates causing low runoff unable of flowing
for long distances or cutting further channels, which in turn show low drainage density contrary to the
impermeable deposits [39].

On the other hand, all the extracted visible surface lineaments are restricted to the plateau area,
which consists of hard limestone resistant to erosion, while the alluvium floodplain deposits hide all
surface expression of the lineaments and no outcrops exist that would allow mapping such structures
(Figure 5a). This is the reason why neither the geologic map nor the remote sensing data show any
structures in the alluvial floodplain area. Consequently, several ground penetrating radar (GPR)
profiles were acquired using the 100 MHz shielded antennas in an effort to map any hidden near-surface
structures (shallow lineaments) along the alluvial floodplain (Figure 11). However, the GPR profiles do
not reveal any near-surface geological structures. Thus, the magnetic results were the main source of
mapping the structural settings along the features-less floodplain area. A total of 249 lineaments were
extracted from the processed satellite images. The coordinates of the start and end of the lineaments
were used to compute their lengths and bearing azimuths (0–360◦), which are statistically analyzed
using the RockWorks software [60] in the form of a rose diagram to determine the dominant trends in
the study area. They have a total length of about 1259 km. The generated rose diagram reveals the
dominance of the NW–SE trend that is parallel to the main channel of the Nile River between Qena
and Asyut Governorates. Such trend is clearly consistent with the formation of the Nile Valley as a
result of the tectonically uplifted Gulf of Suez-Red Sea Hills. The NE–SW trend that is parallel to the
Qena Bend and Qena-Safaga Shear Zone is less prevalent. The lineament density ranges from 0 to
1.21 km/km2 (Figure 5b). The zones where the lineaments intersect and occur with high density show
the highest infiltration rates [45,61]. The lineament density is high on the eastern part of the plateau
and decreases toward the west. Therefore, the old floodplain south of Qena-Hiw stretch probably
receives less amount of surface water than the floodplain southwest of Hiw-El-Ghoneimia stretch,
due to the possible high loss in drainage water through the dense fractures on the eastern part of the
plateau. This is because lineaments may control the infiltration process of surface water and may serve
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as conduits of the Nile water to the plain and also help the movements of groundwater to surface
through fractures and faults [62,63].

Figure 11. GPR profiles collected in the alluvial floodplain of the study area to confirm the remote
sensing results and mapping any shallow lineaments if present. No lineaments were detected.

In addition, the mean annual rainfall in the available period (1998–2009) ranges between 0 and
159.65 mm/year (Figure 6a). It is high on the far west and very low in the remaining study area.
The recharge increases as the rainfall increases [64]. However, the contribution of the recent rainfall
in the recharge is assumed to be very low and most of the stored water in the subsurface aquifers
is attributed to the past pluvial periods and the sporadic flashfloods. According to Said (1981) [3],
the study area witnessed strong torrential rainfalls during the Pleistocene pluvial intervals that led to
the deposition of the freshwater-travertine rocks opposite Nag’a Hammadi and the fanglomerates that
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cover the surface. This is also confirmed by the chemical and isotopic composition of the Nile Valley
aquifer system [28]. In addition, the study area is classified as a high-risk flashflood zone in cases of
sporadic showers during scarce storms [65].

Moreover, lithology plays an important role in groundwater storage (Figure 6b). The capability to
infiltrate water is based on the type of rock-unit, clay content, stratigraphic facies and relationships,
and the role of the secondary porosity and permeability, which might be generated due to tectonic
or weathering processes. The sandy formations are characterized by high infiltration rates and good
groundwater storage capacity compared to the clayey formations. The infiltration is also a function
of the soil texture. The fine-grained soils of low permeability permit less infiltration rate and more
runoff, while the coarse-grained soils of high permeability allow high infiltration rate [58]. The surface
of the study area is covered by soils of different textures. They include gravel soils, gritty and sandy
soils, gritty and gravelly soils, sandy soils, gravelly sandy soils, gravelly stony soils, stony debris
soils, and un-dissected to weakly dissected travertine rocks (Figure 6). Noteworthy, the study area is
covered by thick intercalation of sand and gravel deposits, which reach up to 10 m thickness based on
well-logging data [17,66]. These deposit characteristics promote the high infiltration capacity to the
underneath aquifers.

Accordingly, the different maps obtained from the remote sensing and auxiliary data (elevation,
slope, lineament density, drainage density, watershed outlets, rainfall, aeromagnetic, lithology, and soil
cover) were reclassified with respect to their influence on recharge capability and converted to thematic
layers (Figure 12). Each thematic layer consists of five classes of different recharge potentiality (very
high, high – moderate – low – very low) ranked on a numerical scale ranging from 5 to 1, respectively.
The very high class (5) is the most preferable location for groundwater recharge contrary to the very
low class (1).

GIS Integration and Modeling

Since each factor has only a partial effect on the water infiltration, it is necessary to integrate the
influences of the different factors together using the GIS technique in order to get a complete picture of
the groundwater recharge potentiality. This is performed by overlaying all the thematic layers using
the weighted overlay method [67,68]. In this context, the thematic maps are ranked on a scale of 1–5
based on assessing the relative influences of the factors on the infiltration. Their weighted percentages
(%) are then determined by dividing each map rank by the total summation of all map ranks and then
multiplying by 100. Finally, the thematic maps were multiplied by their weighted percentages, and the
results were added together (overlaid) using the weighted overlay analysis tool in ArcMap to produce
the groundwater recharge potentiality map.

The final groundwater recharge potentiality map of the study area is classified into five zones of
different recharge capabilities (Figure 13). The old alluvial floodplain is characterized by moderate to
very high recharge potentialities. The desert zone located south and southwest of Hiw-El-Ghoneimia
stretch shows very high recharge potentiality, whereas the area lying south of Qena-Hiw stretch shows
high recharge potentiality. The plateau is characterized by low and very low recharge potentialities.
Accordingly, the desert area lying south and southwest of Hiw-El-Ghoneimia stretch was identified for
groundwater exploration and verifying the GIS model using the VES.
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Figure 12. Thematic layers of the different factors influencing groundwater recharge potentiality.
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Figure 13. Groundwater recharge potentiality map of the study area (red boundary) inferred from
remote sensing data and GIS modeling.

4.2. The Structural Framework of the Study Area

The deep-seated structures affecting the basement rocks along the study area were inferred from
the RTP, SVD, and Euler deconvolution maps (Figure 14). These basement rocks are dissected by
faults trending NW–SE and NE–SW. The corresponding rose diagram reveals the dominance of the
NW–SE trend of the Gulf of Suez-Red Sea, while the NE–SW trend that is parallel to the Qena-Safaga
Shear Zone is less prevalent. According to the crosscutting relationship of extracted faults from the
processed aeromagnetic maps and supported by the previous works [3,69], the NW–SE trend is older
than the NE–SW trend. These faults divide the basement into parallel basins (G1 and G2) bounded by
basement uplifts (H1 and H2) oriented generally in the NW–SE direction. The studied old alluvial
floodplain occupies the basin (G1) that takes approximately the shape and orientation of the valley,
supporting that the Nile Valley has been developed on a tectonically controlled basement alignment.
In addition, the surface lineaments extracted from the remote sensing data and plateau cliffs are
superimposed on the basement structures and uplift at the southern and western parts, which reflects
that the deep-seated faults might extend upwards to affect the overlying sedimentary succession and
form vertical conduits between the deep and shallow aquifers. Studies of the chemical and isotopic
composition of the groundwater of the Nile Valley aquifer system show that the shallow aquifer is
recharged from the water leakage from the adjacent fractured limestone aquifer and the deep Nubian
sandstone aquifer through faults, especially near the plateau [28]. The Euler deconvolution solutions
show that the fault depths are shallow (less than 500 m) at the southeast and increase to more than
1500 m at the northwest.

Seven 2D magnetic models (W-W’, A-A’, B-B’, C-C’, D-D’, E-E’, and F-F’) were constructed along
profiles dissecting the study area in the NW–SE and NE–SW directions in order to display the basement
topography using the GM-SYS software of NGA (2004) (Figure 7b) [70]. The basement surface was
calibrated by the basement depth in El-Balyana (EC-70-1) borehole (1.737 km) at the northwest and
Qena-1 borehole (0.54 km) at the northeast near the study area [71,72]. The basement rocks were
considered of granitic composition and the sedimentary cover was assumed to have a minimum
magnetic susceptibility of about 0.000041 cgs according to the boreholes and geophysical studies
at adjacent areas (e.g., ElGalladi, 2007) [24]. The estimated average magnetic susceptibility of the
basement rocks from the modeling is 0.017 cgs. This value agrees with the reported range for granitic
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rocks in Telford et al. (1990) [73]. Lateral heterogeneity in the basement granitic composition may
cause a slight difference in the magnetic susceptibility. Figure 15 shows selective examples of the 2D
magnetic models of the basement. Moreover, the basement surface was digitized from the models
to construct a depth-to-basement map of the study area, which reflects the lateral variation in the
thickness of the sedimentary cover (Figure 15).

Figure 14. Basement structural map inferred from the interpretation of aeromagnetic data.

Figure 15. Selective examples of the basement 2D models (left) and depth-to-basement map of the
study area (right).

The eastern part of the basin (south of Nag’a Hammadi and Hiw village) is affected by a major
uplift, where the basement occurs at a shallow depth of about 0.5 km. The basin dips and increases in
width toward the northwest to about 1.3 km southwest of Nag’a Hammadi-El-Ghoneimia stretch and
extends further northwestwards with a large increase in width and depth to more than 1.8 km west of
El-Balyana, Sohag. The increase in basement depth reflects the increase in groundwater potentiality
due to the probable increase in the thickness of the groundwater-bearing sediment (e.g., the sands of
Nubia Formation and Qena Formation). In general, the uplift of the basement complex of the Eastern
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Desert during the Oligo-Miocene induced a tensile stress in the surrounding crust, creating the NW–SE
fractures and cracks along which the valley was subsequently developed by the fluvial activities [18,63].
Such tensile stress has produced secondary porosity and increased the hydraulic conductivity of the
study area.

4.3. Analysis and Interpretation of VES Data

The interpretation of VES data aims at calculating the number, resistivity, and thickness of
the geoelectric layers (sedimentary layers) occurring directly under each VES. The VES data are
usually correlated with the borehole data to give them a geological and hydrogeological meaning.
In this context, the lithology log of Well-1 was used to calibrate the 1D model of VES-2 (Figure 16).
The calibration revealed that VES-2 location consists of six geoelectric layers. The results of the
calibration were used as a guide in the quantitative modeling of the other VES field curves taking into
consideration geological and geophysical information from previous works. The geoelectric succession
was therefore categorized into five principle layers (A, B, C, D, and E) equivalent to a stratigraphic
sequence ranging in age from Eocene to Quaternary (Table 1).

Figure 16. Calibration of the 1D model at VES-2 with the lithological log of Well-1.

Table 1. Summary of geoelectric layers and their inferred lithology and hydrogeology.

Layer
Resistivity, �

(Ω.m)
Thickness, h (m) Equivalent Lithology and Hydrogeology

A 95.9–9880 1.07–7.25

Surface wadi deposits made up mainly of
sand and gravel (dry);

The low values attribute to agricultural soil
that made up of a mixture of moist sand,

silt, and clay.
1 108–321 15.6–40.5 Coarse sand (dry)

B 2 62.9–78.6 6.23–59 Coarse sand (water-bearing)
C 16.7–54 11.5–58.9 Clay
D 288–863 Unknown Coarse sand (dry)
E 8967–16,877 Unknown Massive limestone

Five geoelectric cross-sections (A-A‘, B-B‘, C-C‘, D-D‘, and E-E‘) (Figure 9) were constructed
along profiles oriented in NW–SE and NE–SW directions by combining the geoelectric succession at
each VES with the lithological units from the field collected groundwater wells in order to delineate
the lateral and vertical extensions of the different geological and hydrogeological units. Figure 17
illustrates selective examples of the geoelectric cross-sections. The geoelectric layers (A, B, C, D) have a
large lateral extension with varying thickness, especially near the cultivated floodplain. Some of the
geoelectric layers were missed toward the plateau due to the possible effect of normal faulting and
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the presence of the faulted Eocene limestone blocks (layer E) that has unusual high resistivity values
varying from 8967 to 16,877 Ω.m (e.g., Mahmoud and Tawfik, 2015) [74].

Figure 17. Selective cross-sections show the lateral distribution of the different geoelectric layers.

Importantly, the geoelectric layer (B) is interpreted as coarse sand equivalent to the shallow
Quaternary aquifer that forms the main water-bearing unit in the Nile Valley. This layer is divided
according to hydrogeological importance into two sub-layers: 1B and 2B. The upper sub-layer (1B)
forms the dry aeration zone above the water table with resistivity values ranging from 108 Ω.m at
VES-12 to 321 Ω.m at VES-8 and a thickness ranging from 15.6 m at VES-8 to 40.5 m at VES-5. The lower
sub-layer (2B) is correlated to the saturation zone with low resistivity values varying slightly between
62.9 Ω.m at VES-13 and 78.6 Ω.m at VES-4 and VES-8 and its thickness ranges from 6.23 m at VES-6
to 59 m at VES-2. It occurs under unconfined condition due to its permeable cover of Wadi deposits
(layer A). Moreover, the Quaternary aquifer is confined from the base by a layer of Pliocene clays
(layer C) that is characterized by low resistivity values ranging from 16.7 Ω.m at VES-7 to 53.5 Ω.m at
VES-5 and its thickness ranges between 11.5 m at VES-7 to 58.9 m at VES-2.

The geoelectric layer (D) has resistivity values ranging between 288 Ω.m at VES-1 and 863 Ω.m at
VES-4. It is inferred as dry coarse sands, which refers to the possible existence of a second, deep sandy
aquifer. A similar thick sand section dated to the Miocene is recorded below the Pliocene clays
in the boreholes drilled for oil exploration in the Nile Valley at El-Balyana and Kom-Ombo [27,75].
The thickness is not detected at all in the soundings except at VES-6 and VES-7, where its thickness
reaches about 97.4 and 78.8 m, respectively. It is separated from the overlying Quaternary aquifer by
the Pliocene clays (layer C).

4.4. Hydro-Geophysical Maps and GIS Model Validation

Based on the above VES results, three hydro-geophysical maps were generated using the most
common ordinary kriging algorithm [76]. These maps show the variation in the water-table depth,
saturated thickness, and water-table elevation of the Quaternary aquifer. The groundwater occurs at
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shallow depth about 20 m close to the cultivated lands and the depth increases toward the plateau
to reach more than 70 m (Figure 18). The saturated thickness of the aquifer increases toward the
cultivated lands to reach about 35–40 m in the eastern part and more than 43 m in the western part
(Figure 19). The aquifer becomes thinner toward the plateau until it disappears. The water-table
elevation decreases toward the north and west from more than 85 m to less than 55 m (Figure 20).
This indicates that groundwater flows toward the Nile River following the land slope. Such obtained
result is consistent with Barsom (2016) [17].

Figure 18. Depth to water contour map inferred from VES data.

Figure 19. Saturated thickness of the Quaternary aquifer (Layer B) inferred from VES data.
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Figure 20. Water-table elevation inferred from VES data.

The desert zone located southwest of Nag’a Hammadi-El-Ghoneimia is the most promising
for groundwater occurrence. It is characterized by very high groundwater recharge potentiality.
Its potentiality is confirmed by the presence of a large saturated thickness of the Quaternary aquifer
(more than 43 m), shallow water table (nearly 30 m), and this zone occupies a basin with a thick
sedimentary succession (1.3 km).

5. Conclusions

The present study demonstrates the integration of remote sensing with the geoelectric resistivity
and the aeromagnetic techniques as effective tools for exploring the groundwater potentiality of
west Qena area. The study reveals that the old alluvial floodplain of the Nile Valley west of Qena
is characterized by moderate to very high groundwater recharge potentiality from present-day and
paleo-runoff in contrast to the plateau that shows poor and very poor potentialities. The alluvial desert
plain zone located south and southwest of Hiw-El-Ghoneimia is characterized by very high potentiality.
The old alluvial floodplain occupies a basin trending in the NW–SE direction and bounded by basement
uplifts and plateau scarp. The eastern part of the basin south of Hiw Village is characterized by a major
basement uplift at a depth of 0.5 km, whereas the basement depth increases toward the northwest to
reach about 1.3 km west of Nag’a Hammadi and reaches more than 1.8 km west of Sohag. This reflects
the increase in the groundwater potentiality toward the northwest due to the possible increase in the
thickness of the groundwater-bearing sediments. The subsurface basement and surface of the plateau
are affected by faults trending mainly in NW–SE direction parallel to the Nile Valley section between
Qena and Asyut and the trend of the Gulf of Suez-Red Sea. The NE–SW trend, which is consistent with
the Qena-Safaga Shear Zone, is less prevalent. These fault and fracture systems serve as preferential
conduits for groundwater movement, recharge, and discharge. Based on the results of remote sensing
together with the geoelectric resistivity and the aeromagnetic techniques, there is a good correlation
between the surface and subsurface faults, especially near the plateau cliffs. They probably form
conduits for groundwater movement and recharge.

There are two sandy aquifers in the study area: the shallow Quaternary and the deeper Miocene
aquifer. The two aquifers are separated by a thick layer of Pliocene clays reaching about 59 m.
The Quaternary aquifer is the main aquifer and has a large lateral extension throughout the study
area. Its water table occurs at shallow depth about 20–30 m close to the cultivated lands and the depth
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increases toward the plateau to reach more than 70 m. The saturated thickness is more than 43 m near
the cultivated lands and thins toward the plateau. The groundwater flow direction is toward the Nile
as the water level of the Nile River is lower than the groundwater table of the Quaternary aquifer.
Moreover, the aquifer occurs under unconfined condition due to its permeable Wadi deposits cover.

The desert zone located southwest of Nag’a Hammadi-El-Ghoneimia stretch is the most promising
area for drilling groundwater wells. It is characterized by very high recharge potentiality and occupies
a thick basin of about 1.3 km. In addition, it is characterized by a shallow water table at about 30 m
depth and a saturated thickness of more than 43 m. Such zone is clearly controlled by fault systems
and works as a trap for porous sediments accumulation and thus makes it a promising zone in terms
of groundwater potentiality.
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Abstract: This paper reports the results of the multidisciplinary study carried out in the SE area of
Ceggia, in the eastern part of the Venetian Plain. The area has been characterized, since ancient times,
by numerous morphological transformation, due to the presence of lagoon and marshes, and interested
by repeated reclamation. Aerial and satellite images have identified many natural and anthropogenic
traces. From a geophysical point of view, electrical resistivity tomography (ERT) combined with
frequency-domain electromagnetic measurements (FDEM) can help to discriminate the spatial
distribution of different buried structures in conductive systems. The electrical conductivity is, in fact,
directly related to the soil moisture content. The multidisciplinary approach adopted in this context,
with the results obtained thanks to the contribution of aerial and satellite images, historical cartography,
archaeological survey, geophysical measurements, geomorphological characterization, and 14C dating,
allow us to suggest a possible interpretation of the different traces highlighted in the studied area.
This approach suggests a potentially useful and replicable methodology to study similar evidence,
such as along the North Adriatic coast and in broad sectors of the Po Valley. The key issue, in this
kind of system, lies, in fact, in the possibility to date and compare traces visible on the surface by
remote sensing, establishing their interest from an archaeological and geomorphological point of
view using an integration of field measurements. At the end of this research, the classification of the
different anomalies found in this hydraulic variable context, thanks to the multidisciplinary approach
here adopted, suggest new hypotheses for reading the complex history of this understudied area.

Keywords: aerial archaeology; landscape archaeology; electrical resistivity tomography (ERT);
frequency-domain electromagnetic methods (FDEM); paleochannel

1. Introduction

The study area (Figures 1 and 2) lies in the fine-grained, low-gradient alluvial plain of the Piave
River [1,2], which is part of the Piave megafan that has been forming between the Last Glacial Maximum
and the Late Holocene [3]. Fluvial activity by the Piave River (a major Alpine river with a catchment
in the Dolomites) and the Livenza River (a minor Prealpine river) ended here before the Roman
Age [4], so in this time, the area corresponded to a stable alluvial plain. Due to relative sea-level
rise in the Middle Ages, the area became part of an extensive system of coastal wetlands that was
completely reclaimed only between the 19th and the 20th century. The current topographic surface,
artificially drained, is 2 m below the sea level.
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Figure 1. (a) Location of the study area. (b) Agea 2012 digital color orthophoto: (1) the study area;
(2) the site investigated with geophysical prospections, core drilling, and stratigraphic analysis of the
exposed sections.

In Roman times, the area of Ceggia was included in the southern part of the “ager” of Opitergium
(currently Oderzo), not far from the inner edge of a sizeable lagoon-marsh extended in the vast plain
between the ancient river courses of the Piave and Livenza (Figure 2a). The Roman road so-called
Via Annia [5–7] represented the principal axis of communication on the eastern coast, marking the
limit among different landscapes. The Via Annia crossed the territory connecting the Roman centers
of Altinum and Iulia Concordia up to Aquileia. Different archaeological findings during the times in
the area (Figure 2b) testify to its Roman occupation [8–10]. No details about the population or the
layout of these landscapes are registered. The only information available is related to the so-called
stream Piavon-Canalat that flows in this sector, and probably representing from ancient times one of
the routes of communication and commerce [11,12] between Opitergium, the lagoon, and the Roman
harbor to the sea, the so-called Portus Liquentiae (Figure 2a).
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Figure 2. (a) Historical-topographical map; (b) Geoarchaeological map with traces from aerial
photographs. Legend: (1) Roman cities; (2) Early Medieval towns; (3) probable site of the Roman
port; (4) Roman roads; (5) main watercourses; (6) contour lines with equidistance 2 m; (7) southern
countryside of Opitergium; (8) mechanical drainage areas; (9) extension of marshy-lagoon areas from
17th century cartography; (10) study area; (11) area studied with geophysical surveys, core drilling,
and cleaning of the exposed sections; (12) paleochannels; (13) ancient lagoon canals; (14) loamy soils;
(15) clayey soils; (16) archaeological findings known from the bibliography [8,10] and from data
archive of the SABAP modified by the authors; (17) anthropic aerial photo lines; (18) sites of particular
interest: A-Roman bridge; B-probable rustic settlement. The geomorphological elements (12), (13), (14),
and (15) are taken from [1].
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In the early Middle Ages, Ceggia was once again a marginal reality or rather a borderland, if
we consider that it must have been on the boundary between the Byzantine territories of the coast
and the Longobard hinterland, as well as between the mainland and spaces dominated by marshy
and lagoon waters. Different studies conducted in the area disagree about the position of this limit,
in part recognized in the route of the Via Annia [13], according to others, it should be searched further
north [14]. Of the latter opinion were the scholars who, basing on the photo-interpretation of some
aerial images, recognized in some anomalies visible in Ceggia and in the neighboring territories
the result of hydraulic-agricultural interventions to be related to the nearby settlement of Civitas
Nova/Heraclia (a center developed starting from the 7th century AD in a Byzantine lagoon environment)
(Figure 2a), though not excluding a possible Renaissance origin [14,15]. The question, therefore, is now
open. At the current state of knowledge, it is not possible to establish which sphere of influence falls
this area or define its ancient environmental configuration.

Moving from previous considerations, we started to analyze some undefined artificial and natural
evidence visible in multitemporal aerial images. Similar traces are identified in the Venetian plain [1,14],
and their analysis could reveal important archeological infrastructures and sites [5,6,16,17]. More in
general, these systems of anthropogenic traces are generally found in alluvial and coastal plains
and often related to ancient settlements [18,19]. For this study, with the specific aim of defining the
nature, chronology, and function of these undefined buried structures, in particular, we integrated
multi-temporal aerial photo interpretation, geophysical measurements, core sample analysis, 14C dating,
analysis of historical cartography, and archaeological survey [20].

From a geophysical point of view, the specific characteristics of the current area and the open
questions related to wet soils suggested the application of FDEM and ERT methods to identify both
natural and anthropogenic features visible from aerial and satellite images.

Electromagnetic methods in the frequency domain, known as FDEM or electromagnetic induction
methods (EMI), are widely used for soil mapping in order to obtain a quick overview of the possible
heterogeneity of a given conductive system [21–27]. One of the main variables that characterize
soils, determining both vertical and horizontal variability within them, beyond the grain size and
composition, is undoubtedly the water content. The measurement of the electrical conductivity of soils
is, in fact, closely related and dependent on their water content/moisture content. The variation in the
composition of a given soil, on the other hand, determines the ability to retain the moisture content
differently. In general, apart from clayey soils, whose electrical response of high conductivity is inherent
like the material, the different grain size of the soil and the water content (saturated or unsaturated),
determines the different electrical response of the investigated system [28–32]. In particular, soils with
smaller grain size will be more conductive than those with larger ones. The possibility of detecting
fast, non-direct information on these characteristics with EM methods is, therefore, at the basis of their
growing popularity in contexts where these data can contribute, for example, to the optimization of
cultivation practices [21,33,34].

The main advantage offered by techniques able to indirectly measure the electrical conductivity
of the investigated systems, such as low-frequency EM measurements (FDEM or EMI) and electrical
resistivity tomography (ERT), is inherent in the ability to establish the spatial distribution and output of
bodies characterized by a different electrical conductivity (or its inverse resistivity) in an indirect way
and with a different degree of detail (resolution) and at different depths. In particular, the strength of
the FDEM technique lies undoubtedly in the speed of acquisition of the data of apparent conductivity
of soils, made possible by the fact that direct contact with the measurement system is not necessary and
therefore, the operator or the motorized vehicle carrying the instrument, connected to a GPS, can map
quite quickly even large extensions giving general information on the heterogeneity of the system.
The ERT method instead allows us to define in detail the exact depth and the relationship between
the different buried structures in the same system. The possibility to combine these two geophysical
methods through comparable measurements allow to identify targets and systems of interest. This data
integration is being increasingly used in the context of geomorphological and archaeological studies.
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This combination, in fact, allows to identify and describe both in a timely manner with FDEM methods
natural structures related to the presence of water (e.g., paleo-environment), where the ERT method
helps to better detail those and to recognize the presence of anthropogenic remains, whose exact
identification requires a higher resolution than that offered by EM methods [35–43].

The more general objective of this study is to set up and suggest a workflow reproducible in other
contexts to allow the proper identification, valorization, and protection of complex archaeological
landscapes similar to this here analyzed.

2. Materials and Methods

2.1. Analysis of Historical Documents and Archaeological Field Data

A review of the published and unpublished material kept at the Archive of the Soprintendenza
Archeologia, Belle Arti e Paesaggio (SABAP) for the metropolitan area of Venice and the provinces of
Padua, Belluno, and Treviso was firstly carried out.

On the other hand, between 2014 and 2017, new data was collected in the area [20,44] through
systematic archaeological surface surveys [45–47].

This data was then gathered within a GIS platform, correctly structured to manage archaeological
information; and the geomorphological picture, historical cartography, and aerial image traces
were analyzed.

2.2. Multitemporal Analysis of Historical Aerial Photographs

Historical aerial photographs often represent a significant resource to identify the transformations
that affected the landscapes during the times, changing their original or ancient asset. The visibility
of interesting potential traces on the surface linked to the past by these supports is undoubtedly
conditioned by many factors as, for example, the light, the vegetation, the ground humidity, the altitude
of the flight, the land use, etc. [48,49].

For our purposes, we use these materials to:

- analyze previous works to evaluate possible integration of the photo interpretations;
- obtain metric indications;
- gather the modifications in the organization of the territory, to acquire useful data to interpret

the traces, eventually excluding a modern origin linked to the recent reclamations and
hydraulic-agricultural interventions.

The first step of the survey consisted of the identification of the aerial photographs preserved in
the archives of various entities present on the national territory (Military Geographic Institute-IGM;
Centre for Cartography of the Veneto Region-ReVen).

For the above reasons and purposes, the choice of the photos (Table 1) consider the number and
quality of visible anomalies, and the temporal coverage, to allow a multitemporal analysis of the
landscape. The most significant images, in this sense, result in the ReVen 1983, ReVen 1990, and GAI
1954 flights (Figures 3 and 4a), while the ReVen 1999 flight returned fewer details while confirming
the presence of the most relevant evidence. Even the oldest images of the IGM 1937 flight reveal the
anomalies but cover only a portion of the study area.
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Table 1. List of aerial photographs analyzed for the study.

Flight Archive Date
Type of

Recording
Focal Length

(mm)
Flying Height

(m)
Average

Frame Scale

ReVen 1999 Veneto Region 19 March 1999 Analog b/w frame
(23 cm × 23 cm) 153, 31 2500 1:16,000

ReVen 1990 Veneto Region 20 March 1990
Analog color

frame
(23 cm × 23 cm)

152, 82 3000 1:20,000

ReVen 1983 Veneto Region 16–17 March 1983 Analog b/w frame
(23 cm × 23 cm) 153, 13 2600 1:17,000

GAI 1954 IGM 11 April 1954 Analog b/w frame
(23 cm × 23 cm) 153, 154 From 5000

to 10,000
From 1:30,000

to 1:62,000

IGM 1937 IGM 1937 Analog b/w frame
(13 cm × 18 cm) n.a. From 1400

to 3400
From 1:11,000

to 1:20,000

 
Figure 3. Area SE of Ceggia: zoom on some evident soil marks visible in historical zenithal photos of
different years and a recent oblique photo. In yellow, the area subject to geophysical investigations,
core drilling, and cleaning of the exposed sections. (a) Photo GAI 1954. (b) Photo ReVen 1983. (c) Photo
ReVen 1990. (d) Oblique photo [5].
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Figure 4. SE area of Ceggia. (a) System of traces visible in ReVen 1983 aerial frames. (b) Photorestitution
on CTR 1:5000 of the signs detected through multitemporal analysis of historical aerial images
(IGM 1937, GAI 1954, ReVen 1983 and Reven 1990) and new archaeological data deduced through
surveys (2014–2017).

When digitalized, the frames of different flights have been geo-referenced in GIS in order to
proceed with the identification of the anomalies and to compare with other data, (e.g., vector and raster
types) available for the study area (geomorphological, archaeological, geophysical, cartographic, etc.).

The visible traces in the different temporal images were then divided into different layers, from the
most recent (ReVen 1999) to the most dated (IGM 1937).
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The information about the location, the source used to identify the anomaly, type of anomaly, and,
when it possible, the interpretation and chronology have been associated.

2.3. Multitemporal Analysis of Historical Cartography

Historical cartography provides information on the shapes and conditions of the areas, their nature,
but also on works planned realized or not realized. In our case, these instruments help to obtain
information useful to interpret the traces visible in aerial images. These materials were mainly searched
at the Archives of the Consorzio di Bonifica Veneto Orientale (CBVO) and the Archivio di Stato of
Venice (ASVE), considering that the area of interest insists in a reclamation zone and that, since the
Republic of Venice, it has been affected by operations aimed at regulating the waters. In the first case,
project drawings, cadastral maps, and plans with sporadic indications about the use of defined sectors
of the study area and on specific interventions concerning the hydrographic network were found [50].
The Archives of Venice, on the other hand, provide a part of the historical cartography make from the
16th century, by specialized institutes set up within the Republic of Venice to deal with the regulation
of water, but also with reclamation, irrigation, and land culture. The same archive also contains maps
of the Austrian Land Registry containing the description and use of the different areas. A detailed
representation of the nineteenth-century natural characteristics and anthropogenic structure of the area
is provided by the map of the Second Military Survey and the Kriegskarte. Other significant detailed
and geometrically correct restitution of the territory between 1890–1952 has been recovered by the
cartography of the IGM, that has been mapping the entire Italian territory since the second half of the
19th century.

Different cartographic products (Table 2) have then been inserted and georeferenced in a GIS
project for the analysis and comparison with aerial photographs (Figure 5).

Table 2. List of historical cartography analyzed for the study.

Date Conservation Institute Cartographic Code Title

1960 ca. CBVO—(Consorzio di
Bonifica Veneto Orientale)

Comune di Ceggia,
FF. 2,4, 22 Piano quotato

1952 IGM F.39 III SE e F52 IV-NE S. Stino di Livenza e Passarella

1938 IGM F.39 III SE e F52 IV-NE S. Stino di Livenza e Passarella

1924 IGM F.39 III SE e F52 IV-NE S. Stino di Livenza e Passarella

1920 ca. CBVO
Settore Tecnico:

Progetti-Consorzio di
Bonifica Bella Madonna

Comprensorio di bonifica

1914 CBVO
Settore Tecnico:

Progetti-Consorzio di
Bonifica Bella Madonna

Base catastale con indicazioni degli
interventi da eseguire sulla rete

scolante: rettifica ansa del Canalat

1890–1891 IGM F.39 III SE e F52 IV-NE S. Stino di Livenza e Passarella

1840 (ca.) CBVO Settore Catasto: Fossà
Mappa del comune censuario di Fossà

con Palazzetto, distretto VII di San
Donà di Piave-Catasto Santini

1807–1852 ASVE 74-Fossà con Palazzetto Catasto Austriaco

1818–1829 Kriegsarchiv-Austrian
State Archives — Second Military Survey

1798–1805 Kriegsarchiv-Austrian
State Archives —

Topographisch-geometrische
Kriegskarte von dem
Herzogthum Venedig

1789 CMC
(Civico Museo Correr)

Provenienze Diverse,
C 840.4

Topografia del corso delle acque del
basso Trevigiano

1675 ASVE Miscellanea Mappe, 1275 Mappa delle terre comprese tra la
Livenza e il Piavon
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Table 2. Cont.

Date Conservation Institute Cartographic Code Title

1641 ASVE Savi ed Esecutori alle
Acque, Piave, r.106, dis.16

Piave (fiume). Il Piave da Ponte di Piave
al suo sbocco a mare, con vasta zona di

terre arative, pascolive, boschive,
a vigneti e valli, prative e paludose ed

estesa fascia litoranea da Sant’Erasmo al
porto di Caorle

1639 ASVE Savi ed Esecutori alle
Acque, Piave, r.106, dis.15

Piave ed altri fiumi. Regolazione del
Piave, Livenza, Sile, Zero, ed altri fiumi

minori nel territorio, confluenti
nel mare.

1628 ASVE Miscellanea Mappe, 1274 Mappa di beni siti nelle adiacenze del
Piavon e Magnadola

1607 ASVE
Beni Inculti

Treviso-Friuli, rot.414,
m.10/B, dis.3

Trevigiano (territorio).
Comprensorio tra Piave e Livenza

1568 ASVE Mensa Patriarcale,
42-55(16) Villa de Ceia-Palu da retrazer

 

Figure 5. Historical maps of the study area (in orange), and details of the route of the Via Annia
(in yellow) and the Roman bridge (in black). (a) Drawing (1568) showing the sector to be reclaimed,
i.e., the “retrazer palv”, south of the Piavon canal (today’s Canalat)-Archivio di Stato di Venezia,
MP 42-55 (16); (b) Map (1639) depicting the marshes (in light yellow), ploughed and inhabited land
(in pink), watercourses (in blue)-Archivio di Stato di Venezia, SEA, Piave, r.106, dis.15; (c) Detail of the
map (1840) of the Santini Cadastre (in blue), superimposed on the CTR 1:10,000 (in black), which shows
the relationship of the Canalat with the Annia Roman bridge; (d) Detail of a 1914 map showing the
rectification of the Canalat bend in relation to the Roman bridge-Consorzio di Bonifica Veneto Orientale.
The route of the Via Annia, the Canalat course and the location of the Roman bridge allow to identify
the study area in the figures.
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We used the geographical coordinates of the IGM tablets to identify clear ground control points
(GCP) useful to geo-refer the historical cartography.

At the end of this process, we produced a multi-temporal sequence of images with a window of
the transformations in the area of study from the mid-16th century to the present.

2.4. Geophysical Measurements

In February 2015, we planned an FDEM field campaign to easily and quickly identify the main
buried structures visible in the aerial and satellite images. Starting from these pieces of evidence,
we selected a representative area, with some natural and artificial features, useful to collect field
geophysical data. For the acquisition of FDEM data, we used a CMD electromagnetic conductivity
meter (from GF Instruments s.r.o. Brno, Czech Republic) with a CMD-1 single-depth probe, setting high
depth configuration, corresponding to −1.5 m full depth range. The resolution of the used instrument is
0.1 mS/m, where the accuracy corresponds to ±4% at 50 mS/m. The CMD-1 probe was manually moved
on the ground in GPS continuous acquisition mode, connecting the instrument with a Trimble 5800 GPS
receiver to register the right position of the acquisition lines. The FDEM data was collected on the field
f.9 (Figure 6b) every meter, in a rectangular area, along parallel lines NE-SW oriented, for a total length
of about 210 m. The entire width of the investigation area in the NW-SE direction was about 100 m.
Due to the presence of small drainage channels, NE-SW oriented, the survey area has been divided into
three main parts with a width of about 33 m for each (Figure 6). The conductivity values, during the
processing, were converted in resistivity and then together plotted using the Surfer 10 Golden Software
to obtain a map of the mean distribution of this parameter in the entire investigated area.

 
Figure 6. Geophysical measurements: (a) Image of an ERT line acquisition; (b) Localization of
geophysical measurements: blue line (1) ERT, yellow area (2) FDEM; (c) scheme of ERT acquisition.

In the middle of the same field (f.9 in Figure 6), an electrical resistivity tomography (ERT) was
acquired in the SW-NE direction. The electrical resistivity tomography (ERT) was performed by means
of 15 lines, using for each line 48 electrodes spaced 0.5 m apart, overlapping line by line of 24 electrodes
(roll-along) over a total length of 191.5 m. Direct and reciprocal measurements for each ERT line were
acquired, by swapping current with potential electrodes, to estimate the errors in the dataset [51].
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A difference between different cycle results (quality factor “Q”) equal to 5% was imposed. The ERT
inversion was performed using a regularized weighted least squares approach, according to the
Occam’s rule [52] as proposed by LaBrecque et al. [53]. The smoothness of the resistivity distribution
here obtained strictly depends on the errors in each dataset.

According to Binley et al. [54], the best evaluation of errors might be obtained thanks to direct and
reciprocal measurements, where these measurements shall be equal, providing the same resistance
value. The possible deviation may be interpreted as an error estimate useful for the inversion. In this
case study, the errors were smaller than 5%. The visualization of the inverted ERT lines was done using
Surfer 10 Golden Software.

2.5. Core Sample Analysis and Radiocarbon Dating

Different core samples were carried out using an Edelman combination-type hand auger.
Sediment description included grain size, sedimentary structures, Munsell Charts color, presence,
size and abundance of pedologenic nodules and mottles, paleontological content (shells, plant remains,
wood, charcoal), archaeological content (sherds, bricks etc.). The data were compiled in stratigraphic
logs and sections (Figures 7 and 8). An AMS radiocarbon date was obtained from a wood fragment
(Table 3) that was collected from the undisturbed inner part of core CEG 7b and stored in aluminum foil
after extraction in order to avoid contamination. The radiocarbon date was calibrated using software
OxCal 4.3 [55] and applying the calibration curve IntCal13 [56].

 

Figure 7. Drilling. (a) Location ofthe cores: (1) andERT alignment (2). (b) Stratigraphic logs of
core drillings performed in correspondence of paleochannels (4, 9, 8), ditches (7b), and main axes
of the presumed stractures of ancient origin (9, 2a). Log symbols: (1) fragments of plant remains;
(2) continental mollusks; (3) carbonatic nodules; (4) nodules of iron-manganese oxides; (5) charcoal;
(6) bricks fragments. On the right, from top to bottom, photos of the works: (c) execution of a core;
(d) sampling of a core; (e) documentation of stratigraphic succession.
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Figure 8. Section across the study site.

Table 3. Details of the 14C dating of a wood sample from the core 7b (see Figure 7).

Core and Depth
(cm)

LabCode
Radiocarbon
Age (yr BP)

δ13C (%�)
Calibrated Age B.C.

[Start-End]
Probability %

Material
Elevation
(m a.s.l.)

Latitude Longitude

Core 7b
135 cm LTL1687A 2193 ± 45 −29.8 ±0.2 [384,156] 93,5%

[134,115] 1,9% wood −0,80 45,6742◦ N 12,6508◦ E

2.6. Visual Evaluation of Exposed Section

The exposed section of the southern side of the drainage channel that limits the field f.9,
where geophysical prospecting and the cores drilling were realized, allowed us to analyze the
correspondent section of the traces visible in the aerial photo (Figure 9a). Thanks to this activity,
we documented the stratigraphic sequence [57] of the deposits and obtained detailed information
about the different soil marks revealed in the aerial photos (e.g., potential road axes, drainage
ditches, and paleochannel). The position of the sections of interest were identified thanks to the
georeferenced images of the area stored in the GIS platform, where their coordinates were collected
using a differential GPS and positioned on the field with several material references (i.e., pickets).
The section is documented by photos, drawings, and stratigraphic units, interested up to 0.9 m depth
from the ground level.
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Figure 9. Cleaning of the exposed section. (a) Working area: (1) cores; (2) ERT line; (3) exposed sections.
(b) Image documenting the field activity. (c) Stratigraphic sections detected in correspondence of some
soil marks: the numbers correspond to the Stratigraphic Units (US) identified; the image shows the
included angular US104 (hypothetical road/street base).

3. Results

The analysis of the pieces of evidence and documents currently available for the area, although
not reported in any classical source, testifies to the Roman frequentation of the SE territory of Ceggia.

In addition to the well-known Via Annia (Figure 2b) and its Roman bridge (Figure 2b.A) [58]
crossing a waterway active at Roman age, in the area have been discovered the remains of an apparent
rural settlement, with some wall structures and a pit along the left side of the Canalat water channel
(Figure 2b.B) [10], about 800 m NW to the Roman bridge. The archaeological field survey also made
it possible to collect new data useful for a better knowledge of the area, never before analyzed by
similar archaeological research. The survey permits the localization of the remains of the Roman road
and the identification of sporadic pieces of pottery in correspondence with the linear traces visible in
aerial photographs, and a significant concentration of materials of archaeological interest along the
Canalat (Figure 4b). These materials are pertinent to sites from the Roman Age (1st century BC–2nd
century AD), several of which were continuously used up to the Late Antiquity (IV/V AD). In some
cases, it testified to the presence of Renaissance pottery (14th–16th centuries AD), while no evidence
of the medieval period was registered. All the new sites identified by the survey are located near
the Canalat (Figure 4b), i.e., the watercourse that crossed the study area in Roman times and that,
in correspondence with the Via Annia, flowed under the Annia bridge. Among these sites, it is worth
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mentioning, in particular, an apparent Roman villa along the right side of the Canalat (Figure 4b),
both for the valuable materials found and for its position respect to the traces visible in the aerial
photos. The site is located, in fact, on the trace of the riverbed that continues towards the Roman
bridge of the Via Annia, probably related to a minor axis of the system of artificial lines visible from
aerial photos. The multitemporal analysis of the historical frames allowed the first discrimination
between traces of hydrography and modern hydraulic infrastructures, as the result of interventions
carried out in the second half of the twentieth century, and others of older origin found in all the aerial
photos here analyzed (Figure 3). The comparison carried out was also very useful to better outline
the picture of ancient traces because some images revealed particular features not visible in others,
thus contributing to the formulation of a more detailed reconstruction than that proposed by previous
studies. For example, in Figure 4, there is clear evidence that affects the eastern sector of the study
area, represented by a white band edged by two dark lines that follow its course. This is Via Annia,
clearly identifiable in aerial photos and on the ground, due to the dispersion on the surface of pebbles
and brick fragments, as well as the presence of the remains of a bridge over a waterway. Different clear
anomalies in the aerial photos document the ancient natural hydrography of the area, characteristic
for their dark color, the morphology, and the meandering course further downstream. Their shape
suggests the presence of a local drainage network probably linked to the channels in the marshes
covering the area in the Middle Ages until the modern reclamation. Very similar traces of wetland
palaeo-hydrography are reported about 10 km NE of Ceggia, beyond the Livenza river [1,4]. The central
portion of the study area is crossed by one of this branched system of marshy canals, mixed with
some artificial lines between the Piavon and Canalat channels, before the union in a single meander
that seems to join the Canalat just upstream of the Annia Roman bridge. The artificial alignments just
mentioned are also clearly recognizable in the whole area of investigation. By shape, these are not
very different from a Roman road, appearing as light bands between dark lines, although organized
in a system. These axes, about 28 m wide, including the lateral ditches, appear as a primary grid
of a hydraulic-agrarian layout, which seems to insist on the Annia route. In the aerial photos GAI
1954 (Table 1), it is visible that one of the WNW-ESE axes extends up to the route connecting to
a military base. Among the main axes of this system, some aerial photos show the presence of dark lines,
probably related to minor ditches, and other very close lines that would suggest the existence of ancient
cultivations. Furthermore, the bearing axes of the system are not entirely orthogonal to each other and
delimit non-regular portions of land (e.g., the long side measures approximately 730 m, the short side
500 m). The contribution provided by the historical maps appeared fundamental to define the nature
of the area, the modification over the centuries, and to limit the possible time range of the interesting
anomalies visible in the aerial photos. The multi-temporal analysis of the cartography revealed, in fact,
that the area was affected by reclamation from at least the middle of the 16th century until the end of the
19th century when an important reclamation and hydraulic-agricultural reorganization interventions
profoundly transformed its asset. However, no relation appears between these recent interventions and
the alignments visible in the aerial photos, placing the realization of the second ones before the presence
of the marshes in the area. This evidence made by the multi-temporal analysis of the aerial photos
highlights an ancient organization of the area, probably due to its hydraulic instability. The historical
representations of the territory between the mid-16th and 18th centuries have also provided information
on the drainage system in the area and on the interventions implemented to improve it, as well as
a valuable indirect reference for the interpretation of the aerial photos. For example, the maps of the
17th and 18th centuries testify that the excavation of the straight section of Piavon is related to the burial
of the same old river (today’s Canalat), historically the so-called “Piavon a monito” or “Canal Morto”
(Figure 5b). The comparison of these maps with a drawing of the area in 1568 (Figure 5a) dated this
intervention between the end of the 16th and the beginning of the 17th century, probably during
a reclamation. For our study, this information is extremely interesting because the system visible in the
aerial images is crossed by the straight section of the Piavon, which suggests that it already existed at
the time of the excavation of the canal (late 16th–early 17th century), also defining a timeline for the
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asset of the area as well as are visible in the aerial photos. The same multitemporal analysis suggests
that the watercourse in the area in Roman times probably was the Canalat, a link to the Annia bridge
at least until the beginning of the 20th century, when the interventions slightly modified its original
course (Figure 5c,d).

The resistivity map obtained from the FDEM measurements made using the CMD 1 probe
(Figure 10b), referring to the ground condition recorded between the surface and the maximum depth
of 1.5 m, returns a pattern perfectly consistent with the anomalies visible from aerial photo. In particular,
the chromatic scale that associates blue to the most conductive areas allows immediate visualization of
the two paleochannels that intercept the road and the drainage ditches in the latter. Note a greater
resistivity (Figure 10b) in the central part of the map corresponding to field f.10, probably linked to the
greater drainage of this field compared to the two lateral ones. The result of the electrical resistivity
tomography performed at the center of field f.9 (Figure 10a,c), better defines the nature and relationship
between the various anomalies. It should be noted that the ERT measurement allows us to analyze
the real extension of the two paleochannels, and in particular, as witnesses that the paleochannel
to the east is more extended in-depth than what can be assumed by the trace visible on the surface.
Another interesting fact is the extension in depth of the most resistive area of the section on which
the two arms of the road axis visible from the aerial photo are set and perfectly detected even with
FDEM measurements. These data testify that the road was probably crossing an area with greater
resistivity than the two nearby paleochannels, perhaps indicating not only coarser materials, but also
a morphologically higher area.

Figure 10. Results of geophysical measurements: (a) localization of FDEM (yellow area) and ERT line
(blue); (b) Map of resistivity measured from the surface to −1.5 m obtained by using FDEM; (c) result
of ERT section.

161



Remote Sens. 2020, 12, 2973

The cores, distributed along a SW-NE section across the study site, allowed to reconstruct the
stratigraphy of the deposits to a maximum depth of almost 4 m (Figure 7a). In Figure 7b are reported
the stratigraphic logs of the most significant cores in terms of length of the investigated succession
and/or relation with the detected archaeological features. The lithostratigraphic correlation between
cores is shown in Figure 8.

The alluvial succession investigated through coring is mostly alluvial silty-clay, with only a tabular
body of fine silty sand with maximum thickness of 0.8 m that extends in the central part of the
section, between cores 1 and 2. The top of this sand body lies at about −3 m asl and is covered by
a few-decimetres-thick layer of light olive-brown (2.5Y 5/4) silty clay with abundant pedogenetic
carbonate nodules (dimensions up to 2 cm, presence 10–15%) and gray mottles that evidence the
occurrence of soil formation in a probably ABk horizon (after [59]). Levels rich in carbonate nodules
and mottles are also present in the underlying sand body. This buried soil is covered by 1.5–2 m of
olive-brown (2.5Y 4/3) silty clay up to the surface.

At the SW and NE extremes of the section, the alluvial stratigraphy is markedly different, due to
the presence of two clay lenses with maximum investigated thickness of 4 m and apparently steep
sides (cores 4 and 8). These soft clays have dark gray (5Y 3/1) to greenish-gray (GLEY 6/10Y) colors and
contain common fragments of reeds, wood, fresh-water mollusks, and peat layers. They are buried
by a laterally-continuous light yellowish brown (2.5Y 6/3) layer of silt and clay that covers the whole
investigated area. Only in correspondence of the SW end, this layer is buried by about 0.5 m of very
dark grey (2.5Y 3/1) clay.

Concerning the remote sensing archaeological traces, cores 3 and 7a,b were carried out in the
dark linear traces. Each core shows the presence of a silty clay sedimentary body between 0.5
(just below the plough horizon) and 1.4 m depth, grayish brown (2.5Y 5/2) color with black laminae,
containing common charcoal, reworked carbonate nodules, few wood fragments and just one brick
sherd of few millimeters found in core 3. One wood fragment in core 7b was 14C-dated at 384–156 BC
(Table 3).

Cores 2a,b, 6, 9, and 10 were positioned between the dark linear traces, with the purpose of
verifying the possible presence of anthropogenic strata related to a road. These cores show the presence
of a 10–40 cm thick layer just below the surface plough horizon, consisting of compact silty clay with
charcoals and fragments of terrestrial gastropods. This is the only stratigraphic evidence of the road,
as below is an apparently natural and undisturbed alluvial succession.

The analysis of the exposed section, in the drainage channel of the field f.9, highlighted the
presence of some interesting anomalies, just below the agricultural soil thickness of about 0.55 m.
In particular, the section allowed us to identify the head of the drainage ditches on the sides of the
visible remains of the bottom of the road. The total size of the road is about 28 m to 29 m, including the
lateral drainage ditches with a variable size from about 2.8 m to 4.0 m. No evidence has been registered
about the bottom of the drainage ditches as well as about the paleochannel, because of their depth,
identified respectively by the sample cores at 1.35 m and 1.5 m below the surface. More in general,
no structural materials (e.g., stones, wood, etc.) were identified in the section, excepting some,
not relevant, small brick fragments. It should be noted that an extensive yellow clayey-loamy level,
probably an alluvial deposit, of about 0.2 m in thickness (US 101 in Figure 9c) was detected. Apparently,
this represents the bottom of the linear structures visible in the aerial photos, where the upper part
of these structures has been probably cut by agricultural modern cultivation practices. The yellow
clayey-loamy level (US 101 in Figure 9c) also covers the big paleochannel. In this position, the US
101 is deeper than in other parts of the section (0.7 m below the surface), and is covered by a grey
clayey-loamy layer (US 109 in Figure 9c), of about 0.2 m of thickness, probably related to a swamping
phase of the area (Figure 9c—section I) and here preserved because of its depth.
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4. Discussion

The study here presented about the SE area of Ceggia, where several buried traces,
potentially interesting from a geological and archaeological point of view, have been identified
by aerial and satellite images, demonstrated the high value of the multidisciplinary approach to
understanding, in similar contexts, the evolution of a territory.

In particular, the multitemporal combined analysis of aerial images and historical cartography of
Ceggia demonstrated that the linear systems visible in the aerial photos (Figure 1) do not pertain to the
modern reclamation (end of the 19th and 20th centuries), and it is not previously documented by the
available historical cartography (until the middle of the 16th century), which represent only the marshes
in the area. The same analysis highlighted that the artificial section of the Piavon, realized between
the end of the 16th and the beginning of the 17th century, cuts this relict system, suggesting its
earlier existence.

On the contrary of the hypothesis of Dorigo [15], therefore, these lines evident on the field cannot
be attributable to possible interventions made during the Republic of Venice in the second half of the
sixteenth century. The evidence collected in this study, thanks to the sporadic fragments of Renaissance
material found along the exposed section in the analyzed drainage channel, demonstrates that the area
has been undoubtedly frequented in that period but, most probably, only for hunting, fishing, and to
provide natural materials.

It can, therefore, be assumed that the system visible in the photos is older than the 16th century
and probably even older than the 14th century, considering two different Medieval documents [15,60]
which describe the area occupied by marshes.

The preliminary information made by the multi-temporal analysis described before is then
completed and validated by the new data provided by the field non-direct and direct measurements.

Starting from the buried anomalies visible in the aerial photos, the geophysical FDEM and
ERT acquisitions better defined the localization and spatial relation among these different structures,
driving for the sample core positioning. The geophysical data also integrated the information about
the system in-depth, only partially directly investigated by the exposed section and the sample cores.

The buried soil at about 2 m depth in the central part of the stratigraphic cross-section
(Figures 7 and 8) indicates the existence of a major depositional hiatus in the alluvial succession,
probably related to the so-called post-Last Glacial Maximum (post-LGM) unconformity, well known in
the whole Venetian-Friulian plain (e.g., [61–65]). This unconformity is associated with soil formation
in the interfluves (the “caranto palaeosoil”) and the development of incised valleys along with the
concentrated streamflow, as a dynamic reaction of the fluvial system to the deglaciation of the mountain
catchments at the end of the LGM. In this framework, the tabular sandy body below the buried soil
is attributed to the LGM aggradation of the alluvial plain. The two clay lenses at the SW and NE
extremes of the cross-section should represent the top portion of the infilling of post-LGM incised
valleys of the Piave River, whose existence has already been reported in this distal sector of the Piave
megafan (e.g., [4,66]).

The overlying tabular silty-clay layers were probably deposited by eastern branches of the Piave
River before Roman times and after the 2nd millennium BC (Piavon Unit in [4]). The topmost, thin layer
of gray mud deposits preserved under the plough horizon in the SW extreme of the section (i.e., US 109)
probably corresponds to the so-called Ceggia unit, a thin (<2 m) sedimentary unit that was deposited
in fresh-water coastal swamps during the Holocene up to modern times on wide areas of the Piave
coastal plain [4]. The preservation of these deposits in the study area was probably possible thanks to
the fact that its deposition took place in a depression that, in turn, was created by the higher subsidence
in the organic clay fill of the incised valley in respect to the nearby interfluve (a common process in the
Venetian plain, e.g., [67]). The sinuous paleochannel evident in aerial photographs is probably related
to local drainage along with this elongated depression, that is used to follow the buried Holocene
incised valley and debouched in the Canalat just upstream of the Roman bridge (Figure 4).
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The core samples and the exposed section have, therefore, highlighted that the paleochannel
visible in the aerial photos is more recent than the Roman bridge, on the contrary to as hypothesized in
previous studies [68]. These data, therefore, exclude that this river branch flowed in the Roman age,
at the same time making possible a hydraulic-agricultural arrangement of the area at that time. In this
hypothetical scenario, the river that crossed the area flowing below the Annia three-arched bridge
probably corresponds to the current Canalat. This hypothesis can be proved by the large amount of
Roman archaeological materials found along the channel (Figure 4b) and by the remains of the Roman
villa just close to it. The characteristics and geometry of sediments corresponding to the dark linear
traces allow their interpretation as the infilling of couples of artificial ditches running in pairs and
converging perpendicularly at the junction. The time window bracketed by the radiocarbon date spans
from the beginning of the 4th century to the first half of the 2nd century BC. This confirms that the
ditches are not medieval, nor modern. Considering the possibility that the dated wood pertained
to a large timber of mature age, this date is not in contrast with the deforestation and installation of
a pre-Roman route before the building of the Via Annia, attributed to the second half of the 2nd century
BC, possibly as early as 153 BC [5,6]. If we take into account, moreover, that from the photos of the
GAI 1954 flight, one of the axes with WNW-ESE trend delimited by these ditches seems to detach from
the Annia at the height of the site occupied by the military base, then we have another good reason to
assume that the system dates back to a phase in which the road layout was evident on the surface and
possibly in use.

More scant is the subsurface evidence of the road that supposedly runs in between each pair
of ditches. The relative sediments have probably been largely beheaded by ploughing and other
modern agricultural activities. The US 104 is a possible remain of the lower foundation of the
road; nevertheless, considering known examples of the Via Annia road investigated in archeological
excavation (e.g., Ca’ Tron Michelini; Vigoni [6]), it has to be considered that even such a major consular
road outside the main cities was just a dirt road, with faint archaeological evidence. Examples of similar
structures have been highlighted in Villadose in the ager Atrianus [69–71], but also in the territory north
of Padua [72], in the Altinate [72], and in the Valli Grandi Veronesi [69,73]. If we consider, in fact,
the hydraulic instability of the sector, it is likely that a system of roads on elevated embankments and
ditches like the one found was the most obvious solution to be adopted to ensure the drainage of
water from the fields as well as access to the area even in periods when water stagnation could still
occur. Moreover, it is not to be excluded that, in Roman times, these banks were also used for seasonal
grazing of sheep, in relation to the phenomenon of transhumance, which involved the wintering of
flocks coming from mountain areas in the coastal plains. This practice, found in various areas of the
Roman Veneto, is well documented, especially in the nearby Altinate territory [74]. Regardless of
the use to which the accommodation could have been put, it should be pointed out that the mesh of
the buried evidence is not perfectly orthogonal, and the surface of the plots cannot be traced back
to the Roman actus. Such a finding, combined with the location of the Roman sites along the river
Canalat, leads us to hypothesize that these spaces were not organized according to a centurial model,
although they were equipped with hydraulic arrangements that probably guaranteed their seasonal
exploitation [75,76].

As it has been pointed out for the plain of Lugo [77], during the Roman Republic, several areas
exposed to hydrogeological risk were not regularly divided for the agricultural practices, probably due
to the environmental constrains (e.g., presence of swamps or ponds). The conditioning by the
environmental context, in terms of population and territorial structure, is also underlined by another
recent study which, analyzing the southern centuriated landscape of Padua, focuses on the undefined
eastern limit of the agro (coinciding with the coastline of the Roman age), assuming the presence of
settlements and cultivated areas also in the area of coastal marshes mentioned by ancient authors [78].

Finally, it is not to be excluded, even if it seems less probable, that the important layout given by the
Romans in the area of Ceggia, after a phase of abandonment, was restored and readapted in the Early
Middle Ages, losing its original shape. If the arrangement of the sector was, therefore, to be traced back
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to the Roman age, as the data examined so far would seem to suggest, its progressive defunctionalisation
could instead be attributed to changed environmental and land-management conditions.

There are some signs of a worsening of the state of the coastal areas of the upper-Adriatic lagoon
area, already from the 3rd–4th centuries AD, when the action was taken on the Annia to restore some
stretches of the route ruined by the marshy waters [7]. However, it is from about the middle of the VI
century AD, as suggested by the chronicle of Paul the Deacon [79], that a phase of strong hydraulic
instability [80], characterized by alluvial phenomena and the swamping of vast portions of territory
previously inhabited [1,81], seems to have begun.

This important environmental change, which perhaps led to the deterioration of the Roman land
system, had to be favored by the concomitant rarefaction of the settlement typical of the Late Antique-
Early Medieval period, as well as by the lack of both maintenance and capillary water control.

On the basis of the picture outlined, it is therefore not to be excluded that the failure to find
medieval material on the surface in the SE area of Ceggia is to be associated precisely with this
settlement decline, due to the establishment of new socio-political and economic balances and the
occurrence of climatic and environmental changes mentioned above.

If we listen to the sources, it is likely that the area of Ceggia and those close to the settlement
of Civitas Nova/Heraclia, were already affected at the time by marshy and wooded environments
and uncultivated areas for pastoral and breeding activities [82]. The natural modifications occurred
during the time provide the image of a variegated landscape, without the man intervention except in
an occasional and unsystematic manner. It is difficult, therefore, to think that in such a context, it has
been possible to create a system like the one object of this study.

5. Conclusions

The multidisciplinary study carried out in the SE area of Ceggia (VE), in the eastern part of the
Venetian Plain, provides numerous details about the high hydraulic instability that affected the area
during the times, with the alternation of stable phases (land inhabited and cultivated) with unstable
phases (presence of marshes).

This condition probably defined the fertility of the soils and the consequent occupation of the
area for its cultivation, despite the dependence from continuous works to force and regulate the flow
of water. On the other hand, it is clear that only with the beginning of modern times, with new
technologies, the management of the hydraulic problems have become fully solvable. It can be easily
understood, however, thanks to the data collected here, that in more ancient times, until the Roman
age, the management of this instability had to be not simple and, in any case, temporary.

The survey conducted has made it possible to identify the timing of landscape transformation
and to outline, albeit still with some interpretative uncertainty, the different physiognomies that the
sector has been acquiring.

Starting from aerial images, it was possible to detect ancient buried traces, and thanks to the
comparison with cartographic documents, ancient sources, and data acquired in the field, it was
possible to formulate a hypothetical interpretation of the evidence, as well as the transformations that
have affected an environment poised between land and water.

It has been highlighted that the periods of hydraulic instability were followed by periods of
relative stability conditioned by the incessant anthropic intervention of regulation and maintenance
of the water system. Moreover, it has been noted that in these sectors, as climatic-environmental
conditions vary and in the absence of water resource management, it is the natural element that has
the upper hand.

In relation to the focus of our investigation, the reconstruction of the geomorphic evolution of the
study area highlights the existence of a stable alluvial plain in the 2nd century BC, when most probably
the ditches were dug, as part of field systems possibly in relation with the construction of the Via Annia
and with the occupation of the sector highlighted by a series of productive-residential settlements.
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In post-Roman times, as also demonstrated by the cartography, the alluvial plain was covered by
wetlands with the sedimentation of a thin veneer of organic-rich swamp deposits. Higher subsidence
in the compressible soft clays and peat lowered the topographic surface along the post-LGM incised
valley, allowing larger accommodation space and better preservation of the swamp deposits.

After land reclamation and areal erosion by modern agriculture, the Roman infrastructures became
again visible at the surface. Locally, the remnants of the swamp persisted, producing dark-tone soil
marks in aerial photographs as well as highlighting the course of low-energy, minor channels of the
post-Roman swamps.

As regards the hydraulic-agricultural arrangement visible in the trace, the data collected so far
would suggest a Roman dating. However, there are still several doubts linked both to the modulus of
this arrangement, which cannot be traced back to Roman measurements and to the large dimensions of
the main axes of the ancient arrangement. Furthermore, there is some discussion about the imperfect
orthogonality of the alignments and the different inclination they present with respect to the presumed
limits of the centuriation south of Opitergium.

Although the alignments of Ceggia can be traced in shape and width to other Roman evidence
brought to light in Veneto, it should be noted that most of these comparisons refer to embankments not
organized in the system. Even the most stringent comparison, which could be established with the
so-called “via di Villadose”, considered the decumanus maximus of the centuriationn of Adria, does not
help for the moment to resolve the interpretative doubts, to which only further investigations can
perhaps provide answers.
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Abstract: Alpine glaciers are key components of local and regional hydrogeological cycles and
real-time indicators of climate change. Volume variations are primary targets of investigation for
the understanding of ongoing modifications and the forecast of possible future scenarios. These
fluctuations can be traced from time-lapse monitoring of the glacier topography. A detailed
reconstruction of the ice bottom morphology is however needed to provide total volume and reliable
mass balance estimations. Non-destructive geophysical techniques can support these investigations.
With the aim of characterizing ice bottom depth, ground-penetrating radar (GPR) profiles and
single-station passive seismic measurements were acquired on the terminal lobes of Belvedere
Glacier (NW Italian Alps). The glacier is covered by blocks and debris and its rough topography
is rapidly evolving in last years, with opening and relocation of crevasses and diffuse instabilities
in the frontal sectors. Despite the challenging working environment, ground-based GPR surveys
were performed in the period 2016–2018, using 70-MHz and 40-MHz antennas. The 3D ice bottom
morphology was reconstructed for both frontal lobes and a detailed ice thickness map was obtained.
GPR results also suggested some information on ice bottom properties. The glacier was found
to probably lay on a thick sequence (more than 40 m) of subglacial deposits, rather than on stiff
bedrock. Week deeper reflectors were identified only in the frontal portion of the northern lobe. These
interfaces may indicate the bedrock presence at a depth of around 80 m from the topographic surface,
rapidly deepening upstream. Single-station passive seismic measurements, processed with the
horizontal-to-vertical spectral ratio (HVSR) method, pointed out the absence of sharp vertical contrast
in acoustic impedance between ice and bottom materials, globally confirming the hypotheses made
on GPR results. The obtained results have been compared with previous independent geophysical
investigations, performed in 1961 and 1985, with the same aim of ice thickness estimation. The
comparison allowed us to validate the results obtained in the different surveys, supply a reference
base map for the glacier bottom morphology and potentially study ice thickness variations over time.

Keywords: Alpine glaciers; Belvedere Glacier; ice thickness estimation; ice bottom morphology
and properties; ground-penetrating radar (GPR); single-station passive seismic measurements;
horizontal-to-vertical spectral ratio (HVSR)

1. Introduction

Mountain glaciers are visible indicators of climate change, providing some of the clearest evidence
of global warming, perturbation in the atmospheric flow pattern and consequent precipitation regime.
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Due to their relatively small size and high mass turnover rates, these glacial bodies demonstrate
extremely sensitive to temperature and precipitation modifications [1,2]. For the European continent,
Alpine glaciers are a key component of local and regional hydrogeological cycles. The globally observed
retreat of these ice masses over the last century has significant impacts on the surrounding environment,
affecting both physical and socioeconomic systems [3–5]. The loss of freshwater storage and its
consequent release into seas and oceans, modifications in resource availability for water consumption,
irrigation and power generation, glacier-related natural hazards (e.g., landslides, avalanches and
outburst of glacial lakes, causing floods and debris flows) are between the potential consequences of
the general shrinkage trend.

Variations in glacier volume and mass are therefore primary targets of investigation for the
understanding of ongoing modifications and the forecast of possible future scenarios. Remote sensing
techniques (e.g., geodetic surveys, satellite images, GNSS or LiDAR surveys) can help to monitor these
fluctuations [6–9] from accurate time-lapse reconstructions of the topographic surface of the glacier.
Comprehensive knowledge of the ice bottom depth and morphology is however needed to provide a
total volume estimate and reliable mass balance evaluations [10–12]. Ice thickness characterization
and monitoring are also of primary importance for the modeling of future glacier dynamics [13],
hydrological projections [14], glacier-related natural hazards [15] and ice core analyses [16].

Traditional glaciological measurements, i.e., local probe deployment for snow and firn/ice
thickness variations or density measurements, are usually limited to the shallowest part of the glacier
and do not extensively cover wide areas of investigations. Despite their relevance, ice bottom depth
and morphology are often poorly known, mainly due to inadequate characterization methods and
logistical issues. Geophysical methods can overcome these limitations, mitigating the operational
efforts and enlarging the depth of investigation and data density of traditional techniques.

In the last decades, the ground-penetrating radar (GPR) technique has assumed an increasingly
important role in the glacial exploration for the imaging of subsurface conditions [17]. The
non-magnetic and low-conductive snow/ice column is indeed generally favorable for the efficient
propagation of electromagnetic (EM) pulses, enabling a successful mapping of bottom morphology. In
addition, GPR can also help in the evaluation of the glacier bottom properties, the search for internal
water floods or underground channels and the recognition of internal glacial structures (as snow
layering and crevasses detection). Several GPR applications are reported in the literature on Arctic and
Antarctic ice caps and high-elevation icefields of the Tibetan Plateau [18–21]. Growing applications are
also recorded in the Alpine context. Del Longo et al. [22] acquired GPR profiles on a Dolomitic glacier
to identify the ice bottom depth. Binder et al. [23] investigated two glaciers in the Austrian Alps, for
determination of total ice volume and ice-thickness distribution. Merz et al. [24] acquired a dense
grid of helicopter-borne GPR, combined with ground-based seismic and geoelectric profiles, on a rock
glacier of western Swiss Alps to reconstruct the 3D bedrock topography. Airborne GPR surveying
generally overcomes problems in accessibility of the steeper glacier sectors and wave scattering on
large boulders in close vicinity of the antenna, which are particularly disturbing in case of debris-cover
and rock glaciers. Dossi et al. [25] performed quantitative 3D GPR analysis to estimate the total volume
and water content of a glacier in Eastern Alps.

Techniques complementary to GPR surveys have also been applied. Maurer and Hauck [26]
reviewed possible additional methods and proposed the joint interpretation of GPR, geoelectric and
seismic surveys for analyzing the subsurface conditions of two rock glaciers in the Eastern Swiss
Alps, with a special focus on the distribution of ice and water, the occurrence of shear horizons and
the bedrock topography. However, geoelectric and reflection seismic methods require long arrays to
reach considerable investigation depths and high-resolution imaging of the glacier subsurface, thus
complicating field operations. Single-station passive seismic measurements may offer an effective
and logistically affordable method to mitigate the problems of multi-channel active surveys, thanks
to the use of portable and compact broadband seismometers and no need of energetic active sources.
Picotti et al. [27] presented a pioneer study on the application of single-station passive measurements
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to determine ice thickness on five Alpine glaciers. Data were processed with the horizontal-to-vertical
spectral ratio (HVSR, [28,29]) technique and validated using GPR, geoelectric and active seismic
profiling methods. The HVSR method is based on the computation of the ratio between the spectra
of the horizontal and vertical components of a triaxial seismic station, to retrieve the fundamental
resonance frequency of a site [30,31]. Generally, the resonance originates from the trapping of seismic
waves in sites with sufficiently high S-wave impedance contrast (e.g., soft sediments overlying a stiff
bedrock). For these sites, a clear peak is found in the HVSR curve. The frequency of this peak is related
to the depth of the interface between the two materials [32]. The origin of the HVSR peak is still debated
and generally related to a superposition of Rayleigh-, Love- and/or shear-wave resonances [33].

In a glacial environment, the impedance contrast between ice and bedrock is expected to generate
resonance phenomena and similar effects on the HVSR curves. Comparing HVSR data with other
geophysical imaging results, Picotti et al. [27] showed that the resonance frequency depicted in the
HVSR curves is correlated with the ice thickness at the site, in a wide range of ice bottom depths, from
few tens of meters to more than 800 m. The reliability of the method mainly depends on the coupling
of the sensor at the glacier surface and on the basal impedance contrast. However, beside the intrinsic
limitation of the 1D approximation, very few Alpine glaciers lay directly on stiff bedrock for all their
extent, while a basal layer of subglacial deposits and debris of significant thickness is generally present
below the ablation zone [34], thus attenuating the vertical impedance contrast.

In this study, we acquired both GPR profiles and single-station passive seismic measurements on
the terminal lobes of the debris-covered Belvedere Glacier (Macugnaga, NW Italian Alps), with the aim
of ice thickness estimation and bottom morphology reconstruction. Very poor and conflicting reference
information on ice thickness is indeed available for the glacier, from previous geophysical investigation
attempts [35,36]. GPR data acquired in different seasons and with different antennas were processed
and manual picking of the bottom surface was performed on the radargrams showing the clearest
subsurface imaging. Retrieved ice depths were then spatially interpolated to reconstruct the 3D bottom
morphology and compared with previous geophysical results [35,36]. Some single-station passive
seismic tests were performed in the same area imagined with GPR profiles. Seismic recordings were
processed with the HVSR method and interpreted in the light of the GPR results, for a combined
evaluation attempt of the ice bottom morphology and properties.

2. Study Site

Belvedere Glacier is a debris-covered glacier located NE of the highest peaks of Monte Rosa
Massif, in NW Italian Alps (Figure 1). Thanks to the debris cover and the favorable solar exposure, its
frontal sectors reach considerably low altitudes and end approximately 2 km W of Macugnaga (VB).
Belvedere Glacier represents the terminus of four higher-elevation glaciers (Nordend, Monte Rosa,
Signal and Northern Locce Glaciers). Measurements of the Italian Glaciological Committee (CGI-CNR,
http://www.glaciologia.it/i-ghiacciai-italiani) carried out in 2006 indicated a surface area of 1.46 km2,
a maximum length of 3091 m, spanning in elevation from 2397 m to 1770 m above sea level (a.s.l.),
with an average slope of 8◦. The terminal portion of the glacier is bilobate. Both lobes are currently
exhibiting a visible retreat. Nowadays, the bigger N lobe has an average length of 650 m, reaching a
minimum elevation of about 1810 m a.s.l. (i.e., 40 m higher than measurements of 2006), while the
S lobe has a length of 350 m, reaching an elevation of 1840 m a.s.l. at its front. The two lobes are
separated by a median morainic relief, hosting the chair lift station and the Belvedere Mountain Hut
(Figure 1).
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Figure 1. (a) Geographical location and (b) aerial view of the north-eastern glaciers of the Monte
Rosa Massif. The main glacial masses are delimited by light blue areas (modified from the Italian
Glaciological Committee (CGI-CNR), http://www.glaciologia.it/i-ghiacciai-italiani).

Despite several glaciological studies were carried out on site since the beginning of the 20th
century [37,38], the first attempt towards ice thickness characterization is reported by De Visintini [35].
P-wave reflection seismic measurements were indeed carried out on the glacier in 1957 for ice bottom
contouring. Explosive sources were adopted, and the active shots were recorded with a 12-channel
analog seismograph. Seven local areas of the glacier were surveyed with seismic profiling, from the
vicinity of the Zamboni Zappa Mountain Hut (Figure 1), down to the confluence between the two lobes.
A global contour map of ice bottom depth was achieved from the interpolation of these measurements,
even if some glaciers parts (e.g., the two terminal lobes) were not investigated during this survey.

A later study by VAW-ETH [36] was performed using the GPR technique, with the aim
of completing ice bottom characterization in unexplored compartments. A low-frequency GPR
instrumentation (USGS Monopulse-radar, with variable central frequency in the range 1–5 MHz)
was adopted, with 40 sparse measurements located along 9 transverse profiles covering almost all
the glacier length. For each measurement, the time delays between the transmitted EM pulse and the
received echoes were recorded. The highest-amplitudes echoes were referred to ice bottom reflections,
their depth was estimated from the time delay (considering a constant velocity of the EM pulse in
ice) and an interpretation of the bottom morphology was retrieved from data interpolation along the
9 cross-sections.

In the upper part of the glacier (W and SW of Zamboni Zappa Mountain Hut) both radar and
seismic results seemed to locate the bedrock at depths of 200–250 m. Progressing northwards, major
discrepancies in ice bottom determination arose between the two techniques. Particularly, radar
bottom reflectors were found to be located approximately 100 m higher than the seismic reflectors
in the central part of the glacier. The two techniques, sensitive to different physical changes in the
subsurface, seemed therefore to identify different interfaces. This difference in ice bottom location was
interpreted as the result of the presence of a layer of subglacial deposits with relevant thickness (up to
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more than 100 m in the central part of the glacier) between ice and bedrock. Glacial deposits revealed
transparent to the seismic reflection profiling, but were identified by the radar investigation, probably
due to the significant contrast in electrical properties between these sediments and ice.

In a more recent work, Diolaiuti et al. [39] estimated the changes in ice volume between 1957 and
1991 and measured the debris thickness above the whole glacier area. The debris cover was indeed
found to slow down the ablation rate of Belvedere Glacier, with respect to other similar glaciers of the
same region lacking this peculiarity. A contour map of ice thickness was also presented. However,
this map was based just on the results of reflection seismic [35] and did not consider the possible
lower ice thicknesses, due to the presence of thick subglacial deposits, as highlighted by the later radar
study [36].

In the last decades, geophysical prospection experienced greatly advanced in instrumentation,
acquisition and processing techniques. Digital multi-channel recordings and high-sampling big data
storage capacities allow for continuous radar profiling with respect to the study of VAW-ETH [36].
Passive seismic acquisitions require lighter instrumentation and no active sources with respect to the
measurements of De Visintini [35]. At the light of these advances, new geophysical prospections at the
site can therefore help in understanding the discrepancies between the previous works and provide
new and more extensive information on the glacier bottom morphology and properties. Despite these
considerations, the presence of blocks and debris with variable thickness and lateral distribution at
the surface, the rough topography and heterogeneities inside the investigated glacial mass deeply
complicate data acquisition and potentially affect the quality of the final results.

3. Methods

3.1. Ground-Penetrating Radar

Several GPR campaigns were carried out at the Belvedere Glacier between 2016 and 2018. In
October 2016, 29 GPR profiles were acquired with an air-coupled 70-MHz GPR monostatic antenna
(Subecho-70, Radarteam), for a total surveyed length of 2169 m (blue traces in Figure 2). The antenna
was connected to an IDS K2 TR200 acquisition unit and manually transported above the ground
surface. Traces were recorded for a total length of 1000 ns, with a sampling of 1024 samples/trace, and
georeferenced by means of a GPS Ublox EVK-5T system.

In March 2018, 22 radar profiles were acquired with the same air-coupled 70-MHz antenna (green
traces in Figure 2) transported on skis, for a total length of 2696 m of acquisitions (trace length =
2000 ns, 2048 samples/trace).

Finally, in December 2018 a lower frequency (40 MHz, Subecho-40, Radarteam) air-coupled
antenna was manually moved along 15 profiles (red traces in Figure 2) focused on the terminal sector
of the northern lobe of the glacier, for a total length of 2169 m of acquisitions (total recorded trace length
= 1200 ns, 1024 samples/trace). The acquisition setup is shown in Figure 3a. The same acquisition
unit and georeferencing instruments of October 2016 were adopted in all the later campaigns. In all
surveys, the snow cover on site was limited (from absent to a few tens of centimeters on the debris
cover). Unfortunately, due to the rough and rapidly evolving topography of the glacier along the years,
the opening and/or relocation of crevasses and diffuse instabilities in the frontal sectors, it was not
possible to follow the same profiles in each survey operating in safe conditions. In addition, due to
the shape of both low-frequency antennas and the encountered topographic conditions, it was not
possible to direct drag the instruments on the glacier surface to maximize the coupling. In each survey,
the antenna was consequently maintained a few centimeters above the thin layer of snow partially
hiding the cover of blocks and debris of the glacier (Figure 3a).
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Figure 2. Geophysical surveys carried out at the Belvedere Glacier. Green lines: 70-MHz
ground-penetrating radar (GPR) profiles acquired on October 2016; blue lines: 70-MHz GPR profiles
acquired on March 2018; red lines: 40-MHz GPR profiles acquired on December 2018. GPR profiles
are labelled with a progressive number for each survey. Yellow dots (A–D): Single-station passive
seismic measurements (HVSR method). Orange lines (FF’ and GG’): Past cross-sections of the glacier
interpreted from radar measurements, from VAW-ETH [36]. The background orthophoto was acquired
during summer 2015 (AGEA 2015, RGB orthophoto, WMS service at www.geoportale.piemonte.it). The
black dashed line highlights the approximate glacier perimeter in October 2016 (first GPR campaign).

Data processing was performed in ReflexW software. A basic processing procedure was adopted:
(i) Start time of each trace was shifted to delete samples before the main bang and obtain exact zero
time; (ii) low-frequency components were removed (dewow); (iii) high-pass horizontal filtering was
applied to remove horizontally coherent components (background removal); (iv) geometrical spreading
correction was applied, to gain signal amplitude with depth (divergence compensation).

Manual picking of the ice bottom reflections was finally performed on the processed time sections.
Due to the reduced snow cover during the surveys, the picking of the reference glacier topography
(corresponding to the top of the debris cover) was neglected. A uniform ice velocity of 0.17 m/ns was
considered for a time to depth conversion, disregarding the top debris cover. The latter is expected
to have significant lateral and vertical variations, from a few centimeters up to a metric thickness in
correspondence of boulders and blocks.
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Figure 3. On-site operations for GPR and passive seismic acquisitions. (a) GPR instrumentation and
acquisition setup. Note that the GPR antenna is not ground-coupled, but maintained a few centimeters
above the ground surface during acquisition. (b–e) Installation of the broadband triaxial seismometer
and passive seismic instrumentation details.

3.2. Single-Station Passive Seismic Measurements

Four single-station passive seismic measurements were carried out on the N lobe of the Belvedere
Glacier (A to D, in Figure 2). A 3-D 1-Hz broadband seismometer (L-4-3D, Sercel Inc.) connected to
a 24-bit 3-channel digitizer was adopted for the acquisitions. To obtain the best coupling between
sensor and ice, the surface layers of snow, ice, and debris were removed. The 3D seismometer was
placed in direct contact with compact ice and then buried with the excavated materials to minimize
external noise (Figure 3b–e). At each station, noise recording lasted from 30 to 45 min, with a sampling
frequency of 100 Hz.

Details on the theoretical formulation and assumption underling the application of the HVSR
methods in a glacial environment can be found in Picotti et al. [27]. If the width of the glacier is
considerably larger than the ice thickness, the subsurface conditions can be approximated with a 1D
model for which:

f0 =
VS
4H

, (1)

where f 0 is the resonance frequency depicted from the HVSR curve, VS is the average S-wave velocity
of ice and H is the ice thickness. If 2D effects are present at the station, f 0 value should be multiplied
by correcting factors accounting for the shape of the basin [27,40]. Station locations along the axial
position of the N lobe were chosen to minimize 2D lateral effects, due to the valley sides.

HVSR computation was carried out in Geopsy software. The original recordings (30–45 min)
were divided into 120-s non-overlapping windows. An anti-triggering STA/LTA (short time average
over long time average) algorithm was applied to each time window. This filtering procedure is based
on the computation of the average signal amplitude over short (STA = 1 s) and long (LTA = 30 s)
moving windows. If the STA/LTA ratio exceeds user-defined thresholds (STA/LTA < 0.2 or STA/LTA
> 2.5, in this study), the window is filtered out from further computations. Otherwise, amplitude
spectra of the horizontal components are combined using vector summation and the horizontal to
vertical spectral ratio is computed. A smoothing function, with a 10% cosine taper and a bandwidth
coefficient of 30 [32], was then applied to the resulting HVSR curve to ensure a constant number of
points at low and high frequencies. This computation was repeated for all the 120-s windows passing
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the anti-triggering filter. The average curve and the standard deviation over the accepted HVSR
curves were finally obtained. The spatial directivity of the HVSR peaks was computed using the same
processing parameters, to check for the absence of 2D effects on the detected resonance frequencies.

The results were analyzed to search for HVSR peaks clearly indicating the presence of sharp
subsurface contrasts in acoustic impedance and potentially estimate their embedment depth. Since
no clear peaks were detected, further processing attempts, including inverse [41] or forward
modeling [42,43] of the measured HVSR curves were not undertaken.

4. Results

4.1. Ground-Penetrating Radar

Representative radargrams obtained from the three GPR campaigns are shown in Figure 4. Some
clear artifacts, due to electromagnetic noise are still visible in the data, even after the described
processing sequence, e.g., the horizontal events at 650 ns and 700 ns in Figure 4b,c. The overall data
quality is very poor if compared with the typical S/N ratio of GPR data acquired on other glaciers. High
scattering is noticed along the profiles, with extremely high attenuation of the EM signals with depth.
Not always clear readability in the processed profiles was observed for the 70-MHz surveys. Even
increasing the total recording time (Figure 4c compared to Figure 4b), no reflections were observable in
the data below 900 ns. Better results were obtained with the 40-MHz antenna (Figure 4d). In these
radargrams, reflections appear more clearly and can be spatially followed and correlated between
adjacent profiles. An exemplificative marked interpretation of the ice bottom morphology on the
radargrams of Figure 4 is reported in Figure 5. Similar interpretations have been performed on the
remaining profiles of the different campaigns for which ice bottom picking was clear and reliable.

The ice bottom appears as a discontinuous reflecting horizon in all the surveys. Layering with
different orientations is noticed in some parts of the radargrams at the ice bottom location (e.g., distance
= 38 m, time = 1000 ns in profile 15 of Figures 4d and 5d). A low-amplitude reflector deeper than the
ice bottom is depicted in profile 12 of Figures 4d and 5d. This interface is characterized by a steeper
dipping with respect to the ice bottom, in dip direction opposite to the glacier movement, reaching
times higher than 1150 ns (depth > 100 m) in the center of the profile, at a distance of approximately
120 m from the glacier front.

In Figure 5c,d, the approximate locations (A’ to D’ and A” to D”) of the single-station passive
seismic measurements (A to D) are projected on the GPR sections, for further comparisons between
the two geophysical methods.

The results of ice bottom picking along GPR profiles are summarized in Figure 6. All the 40-MHz
radargrams provided quite clear imaging of the subsurface conditions. Conversely, only 12 radargrams
acquired on October 2016 (70 MHz) supplied information on ice thickness, close to the front of the N
lobe, on the S lobe and at the confluence. These areas correspond to generally lower ice thicknesses
with respect to the surrounding zones. Analogously, the 70-MHz GPR campaign of March 2018
resulted in only 5 radargrams for which ice bottom picking was clearly interpretable. No information
on ice thickness was recovered from the GPR data for the glacier main body, upstream the terminal
bifurcation (Figure 6a). Ice thickness retrieved from ice bottom picking is shown in Figure 6b. A
traditional U-shaped bottom morphology seems to be reconstructed for the N lobe, with considerable
ice depths in the axial part (100–110 m) despite the proximity to the terminus. The S lobe is conversely
characterized by significantly shallower ice depths and a probably flatter morphology.
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Figure 4. GPR results. (a) Location of the GPR profiles are shown in the right and bottom sections.
The starting point of each profile is highlighted with a dot. (b) Profile 9 (70-MHz antenna, October
2016). (c) Profile 20 (70-MHz antenna, March 2018). (d) Profile 12 to 15 (left to right, 40-MHz antenna,
December 2018). The vertical scale of some radargram is cut (no reflections for higher recorded times).

4.2. Single-Station Passive Seismic Measurements

The results of HVSR processing are shown in Figure 7. No clear single peaks are found in the
results, at least two to three HVSR minor peaks can be depicted for each station. HVSR amplification
is low (<2) for all the measured points. For the first three stations, the peak with the highest amplitude
(f0) is located at similar frequency values, progressively decreasing from A to C. A higher frequency
peak is noticed at station D.

Figure 8 shows HVSR directivity, as a function of frequency and azimuth (0◦ = N, 90◦ = E),
measured at the four stations. These results clearly highlight that f0 spectral peaks spread over a
wide azimuthal range, covering from 100◦ to 180◦. These resonance frequencies seem therefore almost
azimuth independent, denoting the absence of 2-D effects. The secondary peaks located at frequencies
lower than 3 Hz conversely showed more focused directivities.
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Figure 5. GPR results (same as Figure 4) with glacier bottom interpretation. The ice bottom morphology
is highlighted in the radargrams with the dashed black lines. The possible bedrock top is underlined
in (d) with the dotted black line. The approximate location of single-station passive measurements
projected on the GPR profiles is shown in (a) with letters A’ to D’ (on 70-MHz profile 9) and A” to D”
(on 40-MHz profiles 12 to 15), and in (c,d) with the black rectangles, for further comparison between
GPR and HVSR results.

 
Figure 6. (a) Summary of the GPR profiles for which ice bottom picking was retrieved. (b) Map of the
resulting ice bottom picks.
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Figure 7. HVSR results on stations (a) A, (b) B, (c) C and (d) D (location in Figure 2). In each panel, the
black bold and dashed curves are the average and standard deviation obtained from all the accepted
120-s window curves for each station.

Figure 8. Directional HVSR azimuth (in degrees from N direction) on stations (a) A, (b) B, (c) C and
(d) D. In each panel, the white dashed lines highlight the location of the highest spectral peaks (f0)
identified in Figure 7.
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5. Discussion

Geophysical characterization of rock glaciers and debris-covered glaciers is usually complicated
by several factors: Logistically challenging and expensive transport of equipment and personnel
on site, extremely rugged topographic conditions inhibiting antenna dragging on the surface,
and inaccessibility of same areas, due to safety concerns [44]. In addition, despite the advances
in geophysical prospection and instrumentation of the last decades with respect to the previous
reference ice bottom investigations carried out on the Belvedere Glacier, recent surveys are not free of
interpretation issues. Widespread scattering and high attenuation of the EM signals, often referred to
as clutter, are noticed in all the 70-MHz GPR profiles. Slightly better results are obtained with a lower
frequency of the GPR antenna (40 MHz vs. 70 MHz). No information is however retrieved for depths
higher than 100–150 m below the glacier surface.

Many causes may have contributed to the poor quality of GPR imaging on this glacier. The
absence of direct coupling with the ground, with possible centimetric variations in the height of the
antenna, limits the amount of EM energy inserted in the subsurface, resulting in rapidly decreasing
energy to image the reflectors with depth and laterally variable trace amplitudes. In addition, the
presence of the top debris cover, characterized by extreme variability in grain size, thickness and
lateral distribution, generates diffuse scattering and attenuation of the EM pulses transmitted to the
underlying ice column, with respect to GPR prospections in glaciers lacking this surface layer. Pecci
et al. [45] discussed the negative clutter effects on GPR data quality caused by the surface debris
cover with a highly variable thickness of Calderone Glacier (Central Apennines, Italy). Intense clutter
phenomena were observed also at a depth of few meters from the surface and were related to the
presence of ice layers containing a high concentration of debris. As a consequence, the reflectors
corresponding to the ice-bedrock interface could not be clearly and continuously detected.

Similar results were obtained on a debris-covered glacier of Italian Dolomites [22]. Most of the
GPR scans pointed out the presence of intense clutter effects, due to the presence of heterometric debris
at the surface. Authors were able to detect the ice-bedrock only with an acquisition adopting bistatic
antennas in parallel-polarized modality. This arrangement was observed to be more sensitive to buried
targets oriented parallel to the main axes of the antennas and relatively insensitive to depolarized
scattered fields. However, moving this configuration on a rugged topography could be a logistical
issue, especially when low-frequency antennas with long dipoles are adopted.

Despite these considerations, the presence of debris at the surface and the use of air-coupled
antennas are common to other GPR surveys in debris-covered glaciers and rock glaciers (e.g., [24,26])
which led to satisfactory data quality. As a consequence, we hypothesize that widespread internal
heterogeneities in the glacier mass may have had an additional and primary role in scattering and
attenuation of the GPR signals. Beside the possible widespread presence of solid rock debris within the
ice body [45], enhanced radar scattering, due to water englacial inhomogeneities is reported by several
authors. Bamber [46] performed a numerical analysis to quantify the back scattering of water-filled
cavities on the scale of decimeters affecting GPR results on several glaciers in Svalbard Islands.
Numerical results illustrated the difficulties that may be encountered while sounding temperate
glaciers possessing widespread englacial water bodies and explained the absence of bed echoes in
the accumulation zone of these glaciers. GPR profiles collected by Murray et al. [47] in the ablation
zone of Tsanfleuron Glacier (Swiss Alps) and Bakaninbreen Glacier (Svalbard) showed a two-layered
structure, with an upper layer characterized by low returned GPR power and a lower layer of strong
scattering. The thickness of these layers was observed to rapidly change along the profiles at both
sites. At Tsanfleuron Glacier, the two layers were interpreted as dry ice, with a water content of
1.18%, overlapping ice containing small water bodies, up to decimeter in size, occupying 3.90% by
volume. At Bakaninbreen Glacier, the upper radar layer was interpreted as cold ice with no measurable
water-content and the lower layer as warm ice with a water content of 1.29%. Barrett et al. [48]
modeled layers of randomly distributed scatters of decimeter-scale dimensions with an undulating
upper boundary or confined to obliquely dipping planes to reproduce the scattering effects noticed on
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the radargrams acquired on Bakaninbreen Glacier. Numerical results supported the hypothesis that
scattering originates from multiple planar sets of water-filled cavities. These features are expected to be
common in glaciers surging by a thermally regulated soft bed mechanism, both at the end of the surge
and into early quiescence phases. The presence of surge-type movements at the Belvedere Glacier,
supporting the hypothesis of abundant water presence within the glacial mass, is well-documented in
the literature [49].

As a consequence of the poor GPR data quality, ice thickness estimation was possible only in
the glacier sectors characterized by the lowest ice thickness. Layering with different orientations,
probably indicating the overlap of lateral morainic deposits on the bottom materials, was found to
locally emphasize the bottom morphology. Only close to the terminus of the N lobe, deeper and steeper
reflectors were imaged below the ice bottom. These observations suggest that the glacier bottom is
not characterized by stiff bedrock, but by a thick sequence of fine-grained glacial deposits, as already
hypothesize in the study of VAW-ETH [36]. If this hypothesis is valid, the glacial deposits have an
average thickness of 40 m close to the glacier front and bedrock is located at a depth of approximately
80 m (e.g., rectangle A” in Figure 5d). The thickness of the bottom deposits rapidly increases upstream
if the steep dipping of bedrock is constant.

Single-station passive seismic measurements confirmed the absence of sharp acoustic impedance
contrasts in the glacier subsurface. The lack of a single clear peaks with high HVSR amplification values
are a key piece of evidence for the absence of ice in direct contact with stiff bedrock. The occurrence of
a multi-layered subsurface, with several weak contrasts in acoustic impedance at depth, can conversely
help to explain the obtained HVSR results. The progressive lowering in the frequency of f0 peak from
station A to C (Figure 7) is coherent with the presence of interfaces which are progressively deeper
upstream, as highlighted in the GPR results (Figure 5d). HVSR complex results are however difficult
to interpret with single simplified equations (e.g., Equation (1)), due to the existence of multiple
interfaces whose resonance phenomena are superimposed. The stratigraphic condition appearing
from all the above considerations is also at the limit of validity of the assumptions underlying further
processing and interpretation of the measured curves. Despite the challenging working environment
and investigated ice mass, a comparison between past and present geophysical surveys at the Belvedere
Glacier is worthy of investigation. The ice-thickness map obtained from triangulation with linear
interpolation of the GPR bottom peaks (Figure 6b) is shown in Figure 9a. The map confirms the
previous observations of a traditional U-shaped bottom morphology for the N lobe and of shallow ice
depths and flatter bottom surface for the S lobe. A digitized version of the ice thickness map of De
Visintini [35], reported in Diolaiuti et al. [39], is shown for the same area of the glacier in Figure 9b.
It must be noticed that the only reflection seismic measurements on this area were performed at the
confluence of the two lobes (black bold lines in Figure 9b) and no data coverage was directly available
on the lobes. As a consequence, this map is the result of a more approximated data interpretation with
respect to the continuous GPR profiling from which Figure 9a is derived. Despite these considerations,
Figure 9c shows the difference in ice thickness between the present and past maps.

A general agreement in ice thickness estimation is found along the axial position of the N lobe
and on a wide area of the south lobe. Visible negative values (reduction in ice thickness) are found
close to the northern front, underlying the accelerating retreat and shrinkage of the glacier in recent
times. A visible decrease in ice thickness is also noticed close to the confluence between the lobes.
This result can be considered quite reliable given the good data coverage of both present and previous
surveys close to this point. By contrast, the unrealistic increases in ice thickness close to the glacier
sides are more likely due to an erroneous approximation of ice thickness in the past study, rather than
to a significant increase in ice volume in these marginal sectors.
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Figure 9. (a) Interpolated glacier bottom map from GPR results (2016–2018). (b) Reference glacier
bottom map from De Visintini [35] and Diolaiuti et al. [39]. The black bold lines in (b) indicate the
location of the only seismic reflection measurements in the area of interest. (c) Difference between (a)
and (b) maps. The black dashed line highlights the approximate glacier perimeter in October 2016 (first
GPR campaign).

An independent comparison between the glacier cross-sections obtained from the interpretation
of the radar measurements of VAW-ETH [36] and the closest GPR profiles of the present study is
presented in Figure 10. In this case, the adopted geophysical technique is the same, even if in different
frequency bands. Both surveys should therefore have depicted the same interfaces. The ice bottom
morphology presented in the previous work (black dashed lines in Figure 10b,c) is however the results
of only two points of measure on each lobe (white triangles in Figure 10b,c), for both FF’ and GG’
sections [36] and not of continuous profiling.

Along the FF’ cross-section, the 40-MHz profile 1 shows a depressed glacier topography with
respect to the one of 1985. An acceptable discrepancy of around 15 m between the maximum ice
bottom depth of the two surveys is noticed. Major differences in the morphology of the bottom
surface are observed between the two campaigns. Recent GPR profiles outline a narrower and more
asymmetric section of the N lobe, steeper on the side of the moraine hosting the Belvedere Mountain
Hat. It is however interesting to notice that the reflection points related to the ray paths of two
radar measurements performed on the N lobe well overlap with the recent bottom estimation from
continuous GPR profiling. The lateral discrepancies can therefore be explained as the consequence of
insufficient lateral data coverage of previous surveys. Similar results are found on GG’ cross-section.
Along this section, the topographic variations appear less marked on the N lobe. On the S lobe, profile
25 has higher topography than previous data, due to the fact that it is located almost 100 m upstream
the reference GG’ section trace. A good agreement between the present and past data is however
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found for the S lobe bottom. On the N lobe, the maximum depth depicted in the two surveys is the
same, but the GPR profile 7 defines again a narrower ice bottom section. A wider and smoother bottom
morphology was considered during the interpretation of previous radar measurements and a clear
mismatch is observed between the two surveys. Differently from the original data interpretation, past
radar echoes (and related ray paths) were probably originated from the deepest and narrowest axial
sector of the glacial valley rather than from the lateral moraines. This comparison definitely highlights
the undeniable advantages of continuous GPR profiling in maximizing data coverage and improving
bottom morphology reconstruction, with respect to previous sparse and local measurements.

 

Figure 10. Comparison between the radar cross-sections of VAW-ETH [36] and the closest GPR profiles
of the present study with successful glacier bottom picking. (a) Location of the profiles. (b) Section
FF’. (c) Section GG’. The original data interpretation is shown in black (white triangles and gray rays
indicate the radar measurement points and the interpreted EM ray paths as reported in [36]), while
recent GPR results are shown in red for Profiles 1 and 7 (40 MHz, December 2018) and in green for
Profile 25 (70 MHz, October 2016). Bold line: Topography, dashed line: Estimated ice bottom location.

6. Conclusions

Geophysical surveys, including 40-MHz and 70-MHz GPR profiling and single-station passive
seismic measurements, were acquired at the Belvedere Glacier with the aim of ice thickness
reconstruction. The surveys were intended to fill a knowledge gap on the glacier bottom morphology,
since the existing bottom information was only retrieved from sparse and local past geophysical
measurements. Despite a dense GPR survey distribution, the ice bottom surface was detected only
in radargrams acquired on the frontal lobes, while noisy and uninterpretable results were obtained
upstream. The globally observed low data quality was attributed to the presence of a widespread debris
cover, the absence of direct coupling between antenna and glacier surface and the probable widespread
presence of debris and/or small-scale water bodies within the ice column. The concurrence of all
these features probably caused the observed significant scattering and attenuation of the transmitted
EM pulses. The lower frequency 40-MHz survey generally showed clearer results. Ice thickness
estimations based on these results were interpolated to reconstruct a detailed ice thickness map that
was compared with the previous study of De Visintini [35]. Some discrepancies between the two
estimations arose, mainly due to different data coverage and acceleration in the glacier retreat over
the last decades. A better fitting with the results of the radar measurements of VAW-ETH [36] was
obtained. Also in this case, continuous GPR profiling provided denser data coverage with respect to
previous local measurements, enabling for a better definition of the ice bottom morphology. Significant
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ice thickness variations were detected in the upper part of the N lobe, with a transition from convex
to concave glacier topography. Below the ice bottom, low-amplitude reflectors having steeper dip
were identified only in the frontal portion of the N lobe. These elements may indicate the bedrock
presence at a depth of around 80 m from the glacier surface close to the northern terminus and rapidly
deepening upstream. Consequently, a thick layer (more than 40 m) of subglacial deposits may be
present between ice and bedrock.

Single-station passive seismic measurements were processed following the HVSR method. The
results showed the absence of a clear contrast in acoustic impedance (i.e., ice on bedrock) at depth,
providing at least a general confirmation of the hypothesized subsurface conditions. However,
without the reference GPR profiles, no information on the ice bottom could have been retrieved
from HVSR curves. These tests highlighted the limitations of passive seismic measurements for glacier
characterization, i.e., 1D approximation of the investigated subsurface, need to simultaneously have
a dense grid of measurements but avoiding 2D effects, time-consuming acquisitions with respect to
continuous GPR profiling, poor results in absence of a bottom ice-bedrock interface. Differently from
GPR investigations, for which the denser data coverage of continuous profiling revealed the key point
to improve the past knowledge about bottom morphology, due to the peculiar investigated conditions
passive seismic methods did not succeed in improving past active seismic results, despite the lighter
instrumentation, logistically easier acquisition and no need of active sources.

Future perspectives of the method may be addressed to glacier monitoring. Multi-station
long-term passive seismic measurements can potentially be used for the investigation of the ongoing
glacial processes (hydrogeological modifications, meltwater flow, seepage and accumulation) and of
the glacier movements and stability conditions (e.g., icequakes, opening of crevasses, basal movements,
serac falls and stability of the frontal compartments).

Further glaciological analyses are planned to understand the influence of the glacier subsurface
conditions on the measured geophysical data. Future geophysical campaigns on site should be
addressed to reach satisfactory imaging of the glacier bottom in the upstream sectors, and to monitor
ice thickness variations over the investigated frontal areas. Alternative survey configurations, including
the test of parallel-polarized antennas for data collection, will be tested to map the ice bottom, reducing
the effect of clutter on GPR data quality.
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Abstract: The Antarctic ice sheet and the continent both play critical roles in global sea level rise
and climate change but they remain poorly understood because data collection is greatly limited by
the remote location and hostile conditions there. Airborne platforms have been extensively used in
Antarctica due to their capabilities and flexibility and have contributed a great deal of knowledge
to both the ice sheet and the continent. The Snow Eagle 601 fixed-wing airborne platform has been
deployed by China for Antarctic expeditions since 2015. Scientific instruments on the airplane include
an ice-penetrating radar, a gravimeter, a magnetometer, a laser altimeter, a camera and a Global
Navigation Satellite System (GNSS). In the past five austral seasons, the airborne platform has been
used to survey Princess Elizabeth Land, the largest data gap in Antarctica, as well as other critical areas.
This paper reviews the scientific operations of Snow Eagle 601 including airborne and ground-based
scientific instrumentation, aviation logistics, field data acquisition and processing and data quality
control. We summarize the progress of airborne surveys to date, focusing on scientific motivations,
data coverage and national and international collaborations. Finally, we discuss potential regions
for applications of the airborne platform in Antarctica and developments of the airborne scientific
system for future work.

Keywords: Snow Eagle 601; aerogeophysics; Princess Elizabeth Land; ice-penetrating radar;
Antarctic ice sheet

1. Introduction

Antarctica is the most hostile and remote continent on Earth, possessing a large area of over
14 million km2. Overall, 98% of the continent is covered by flowing ice sheets, causing many areas
to be inaccessible from the ground [1]. The Antarctic continent and overlying ice sheet both play
crucial roles in the recent sea level rise in response to global warming [1]. Crucial questions include
how is Antarctica changing on regional and continental scales, what drives and controls Antarctica’s
changes and what is Antarctica’s impact on climate and sea level changes. To answer the questions
proposed by the Scientific Commission on Antarctic Research (SCAR), Antarctic and Southern Ocean
Science Horizon Scan and the Antarctic Roadmap Challenges (ARC) Project [2,3], observations in
Antarctica with high accuracy, resolution and reliability are urgently needed in order to improve
our understanding of the continent and ice sheets and predict their changes and influences through
numerical modeling.
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Airborne surveys have been used to study Antarctica since the 1960s [4,5]. Multidisciplinary
instruments onboard airborne platforms provide an efficient and flexible means of data collection
over Antarctica, satisfying various requirements for polar exploration [6]. As a bridge between
ground-based and space-borne observation, airborne surveys can acquire data with high efficiency
in areas that are hard to access from the ground and achieve more accurate and higher resolution
measurements relative to satellite remote sensing. Crucially, we cannot yet collect ice-penetrating
radar (IPR) data from orbital platforms due primarily to interference from the ionosphere. With these
advantages, airborne surveys have been continuously and extensively used in Antarctica for the past
several decades. A number of large international airborne campaigns have been launched to survey
Antarctica including the early SPRI-NSF-TUD (Scott Polar Research Institute, the National Science
Foundation and the Technical University of Denmark) survey [7], AGAP (Antarctica’s Gamburtsev
Province [8]), IMAFI (Institute–Moller Antarctic Funding Initiative [9]), PolarGap [10], ICECAP
(International Collaborative Exploration of the Cryosphere by Airborne Profiling [11–13]) and OIB
(Operation IceBridge, https://www.nasa.gov/mission_pages/icebridge/index.html) surveys, as well as
airborne surveys by German Polar 5 and Polar 6 in Dronning Maud Land and Dome F, respectively
e.g., [14]. These projects have mainly focused on measuring the geometry and properties of ice sheets,
subglacial topography and the geological structure of the continent. Based on airborne survey data,
three important datasets, Bedmap (Antarctic Bedrock Mapping [15]), ADMAP (Antarctic Digital
Magnetic Anomaly Project [16]) and AntGG (Gravity and Geoid in Antarctica [17]), have been compiled
and gradually updated through international efforts. These datasets provide primary knowledge of ice
thickness, bedrock topography and the geological settings of Antarctica.

China has recently become involved in Antarctic aviation. In 2015, a BT-67 airplane called
Snow Eagle 601 was deployed to operate in Antarctica for Chinese National Antarctic Research
Expeditions (CHINAREs [13]). An airborne IPR, a gravimeter, a magnetometer, a laser altimeter,
a camera and a GNSS were configured and integrated on the airplane, offering powerful capabilities
for aerogeophysical investigations. Meanwhile, as a branch of ICECAP, an international campaign of
ICECAP/PEL was initiated by China to survey Princess Elizabeth Land (PEL), the largest data gap in
Antarctica, using the Snow Eagle 601 airborne platform along with collaboration with the USA and the
UK. In the past five austral seasons, the airborne platform has been continuously applied to survey
PEL and other critical areas in East Antarctica including the Amery Ice Shelf, Ridge B, the West Ice
Shelf, the Shackleton Ice Shelf and the George V Coast.

This paper reviews the scientific designs and operations of Snow Eagle 601 in Antarctica from
the past five austral seasons from 2015 to 2020. First, we introduce the Snow Eagle 601 platform
and ground-based scientific equipment. Next, we describe scientific operations supporting the
aerogeophysical surveys including aviation support, survey design and data collection and processing.
Finally, we summarize the progression of the airborne survey and discuss potential developments for
airborne instruments and possible regions for additional survey in Antarctica for future years.

2. Snow Eagle 601 Airborne Surveying System

2.1. Airborne Platform

The Snow Eagle 601 airplane is a modified DC-3 aircraft, now known as a DC-3T or, more
formally, a BT-67. Standard improvements include new Pratt & Whitney (East Hartford, CT, USA)
turbine engines, a modern avionics system, fuel system and structural reinforcements among others.
Modifications of the aircraft for polar operations include combined ski/wheel landing gear, an oxygen
system, an air conditioner and a large cargo door. Ice-penetrating radar (IPR) antennas are mounted
beneath the wings, a tail boom is used for a magnetometer and rolling doors beneath the fuselage are
opened in flight to support a laser altimeter and a visual camera. GNSS antennas are mounted on
each wing over the center of gravity (CG) and forward of the CG. Structural enhancements, electrical
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conduit and junction boxes to support power and data connections to science instruments are also
installed on Snow Eagle 601.

Currently, the scientific instruments on the aircraft emphasize aerogeophysical investigations
including an IPR made to be functionally similar to the High Capability Airborne Radar System
(HiCARS) developed by the University of Texas Institute for Geophysics (UTIG) [13,18] for deep
ice-penetrating capability, a GT-2A gravimeter [12], a CS-3 magnetometer, a Riegl LD90-3800-HiP laser
altimeter, an Elphel NC353L downward-looking camera and a JAVAD dual frequency, four channel,
carrier-phase GNSS receiver (Figure 1 and Table 1). Redundant interfaces were also reserved for the
installation of more instruments in the future. More detailed descriptions of Snow Eagle 601 and the
airborne scientific systems can be found in Cui et al. [13].

 

Figure 1. The Snow Eagle 601 platform and instruments.
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Table 1. The Snow Eagle 601 airborne instruments and their typical performance and observing targets.

Airborne Instruments Performance Targets

Ice-penetrating radar
(IPR)

Deep penetrating ability: >4000 m; depth
resolution: 5.6 m in ice; coherent system;

both low gain and high gain channels;
500–1500 m nominal surface range

Map ice sheet geometry and
subglacial topography; interpret

subglacial conditions

GT-2A gravimeter

Improved performance over other
conventional gravimeters: dynamic range

(>1000 Gal) and sensitivity (resolution:
0.02 mGal); can be used in turbulence;

functions well on draped surveys

Measure gravity anomalies; infer
deep geological and tectonic

structures, subglacial water and
sediment depth; bathymetry

under ice shelves [12]

CS-3 magnetometer
High sensitivity (resolution: 0.00032 nT)

and very low noise (system noise:
<0.0001 nT)

Measure magnetic anomalies; infer
lithology, deep geological and

tectonic structures

Laser altimeter Maximum range: 1500 m; accuracy: 15 cm Measure accurate flight height
over the snow or ice surface

Camera – Characterize surface features

Global Navigation
Satellite System (GNSS)

Dual frequency, four-channel
carrier-phase GNSS receiver

Provides aircraft position
and attitude

Two to four days were needed to install the instrument suite onto the aircraft including two
days for the gravimeter warm-up and auto-calibration before flights began. Ground testing of the
instrument suite was required to confirm functionality before the first flight test. Normally, a short
(~3−4 h) flight test would be conducted to test the operation of the suite, emphasize the high power
radar amplifier and to calibrate the magnetometer. At the end of a season, airborne instruments can be
de-configured from the airplane in one day.

2.2. Base Stations

As shown in Figure 2, two GPS base stations and a magnetic base station were installed beside the
landing area to enable the differential processing of airborne GNSS data and to record variations in
the magnetic field due to solar activity. GNSS and magnetic data from observatories in Zhongshan
Station were also recorded during each flight as a backup for the instruments running at the skiway.
When flights were conducted at other Antarctic stations, available GNSS and magnetic data from the
nearest base station was requested for potential use. Gravity ties between the aircraft parking area
and absolute gravity stations were measured at least twice during each season for airborne gravity
data processing.

3. Aviation Support

3.1. Aviation Groups

Snow Eagle 601 is owned and managed by the Polar Research Institute of China (PRIC, Shanghai,
China) but the airplane is registered in Canada; aviation operation and maintenance services are
provided by Calgary, Alberta-based Kenn Borek Air Ltd. (KBA, Calgary, AB, Canada). KBA is a
commercial company with a long history of complex polar aviation operations; only a three-person
KBA crew is required for all aviation operations of the aircraft.

The PRIC determines annual missions and establishes the schedule for both the scientific and
logistical operations of Snow Eagle 601. A field team from the PRIC and collaborative institutes
is organized to support flight missions and carry out airborne surveys with separate scientific and
logistical groups, each typically composed of six members. The scientific group is split into two
sub-groups with three people managing flight operations (FOP) and the other three managing base
operations (BOP). The main duty of FOP is to install and maintain airborne instruments, design flight
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plans and acquire data on each flight. The main duty of BOP is to conduct data processing and quality
control (QC), operate and maintain base stations and prepare media and flight documents for FOP.

In a typical mission cycle, BOP initiates magnetic and GPS base station recording while FOP starts
a pre-flight reference measurement on the aircraft gravimeter and starts recording GPS on the aircraft
receivers at least half an hour before the aircraft moves. During the airborne survey (about seven
hours), FOP will manage and monitor data acquisition on the airplane while BOP monitors the base
instruments. Generally, only two of the three FOP members will fly on a given flight as each additional
operator reduces survey flying time by about 15 to 30 min (80–160 km range) because the fuel load
is limited by the aircraft weight. After landing, FOP and BOP require about an hour to complete a
post-flight gravity reference measurement and recover all media including GPS data that are left to
record for 30 min after landing. BOP collects media from the magnetometer and GPS base stations.
After the post-flight data collection, both airborne data and base station data are moved to the BOP
office. BOP requires about five hours to carry out data download, processing, quality control (QC),
document printing and scanning and archiving. BOP and FOP discuss data QC results together to
confirm that all instruments performed nominally and the collected data are of the desired quality
before confirming the next flight.

3.2. Logistical Support

The scientific operations of Snow Eagle 601 mainly rely on logistical support from the Chinese
Zhongshan Station and the Russian Progress Station Skiway located in the Larsemann Hills along
Ingrid Christensen Coast, East Antarctica. The distance between the skiway and Zhongshan Station is
about 10 km. The skiway is maintained by Progress Station during the aviation operations of Snow
Eagle 601 based on collaboration between Russia and China. A temporary camp is built beside the
skiway during aviation operations of each year (Figure 2). Custom-designed cabins and containers
with different functions are configured for accommodation and living, power supply, field data
processing and the storage of aviation accessories and scientific instruments (Figure 2). Ground support
vehicles including Arctic Trucks, PistenBully snow vehicles and snowmobiles are used to transport
personnel and equipment between Zhongshan and the Progress Skiway, maintain the camp and
support field work.

Daily weather forecasts are provided by Zhongshan Station, Progress Station and Davis Station;
the Antarctic Mesoscale Prediction System (AMPS, https://www2.mmr.ucar.edu/rt/amps) is additionally
monitored regularly by the flight crew. The crew will choose from multiple flight plans based on all
available weather reports.

 

Figure 2. Field camp for aviation and scientific operations of Snow Eagle 601 located along the Russian
Progress Station Skiway.
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4. Airborne Survey and Data Processing

4.1. Flight Plan Design

Flight plans are designed based on pre-season experiment designs that consider the scientific
significance of each line in the context of previously completed surveying and flight limitations (e.g.,
maximum range and weather conditions) in target areas. Before a flight mission, two or three potential
flight plans are prepared for the pilots to choose according to weather conditions. Key waypoints
along a flight route are provided in the flight plans as well as surface elevation, flight range and flight
altitude at each waypoint. As flight plans are created using projected coordinates but the aircraft is
flown using geographic coordinates, the distance between each waypoint is kept to less than 50 km to
minimize the resulting track error.

A target area can rarely be comprehensively surveyed on one flight. Systematic flight planning
and survey organization allows an airborne survey to return to the target area and fill in coverage
systematically and is robust against weather and equipment failures. This approach also allows
elegance in analysis. We use a system of data organization developed by the University of Texas
Institute for Geophysics that maps our survey plans and survey metadata into the organization of the
collected data. The organizing elements are termed PSTs (project/set/transect). The project is generally
defined according to the name of surveyed area or scientific campaign (e.g., PEL, representing Princess
Elizabeth Land). The set indicates the survey platform used and the version of the instrument suite.
For Snow Eagle 601, the first three letters in the set are taken from the final three letters of the aircraft tail
number (C-FGCX); the last two numbers identify the version of the instrument suite used (e.g., GCX0g,
representing the seventh version of the first acquisition system on C-FGCX). The transect represents
particular survey lines within a survey area defined by the project, with orientations planned based on
the target areas. Transects are typically either planned as radial lines for maximum range or as grids of
perpendicular lines over an area of interest. For the latter, X lines are typically planned to run along
the glacier flow and perpendicular Y lines are planned to run across the ice flow. X and Y lines are
numbered sequentially from one to a number high enough to cover the survey area with a chosen line
spacing; the final digit in each transect is used to denote whether the flown line is new (with an ‘a’
designation) and the final digit will be incremented from a to z for each repeated line or extension to
the line flown on subsequent flights. PSTs divide a continuous flight into different transects by turning
points and are unique transects of data collected at a discrete location and at a particular time. PSTs are
imported into a data acquisition system by FOP during the flight and they are very useful for future
data processing, organization and interpretation. Therefore, PSTs are clearly noted in a flight plan.
The original definition of PST nomenclature can be found in UTIG’s technical report database [18].

Chosen experiment designs depend on the given scientific objectives. While a radial survey plan is
the most efficient way to explore large unknown areas, it also has few crossovers useful for evaluating
data consistency and results in very long baselines that can result in degraded GNSS solutions.
Radial lines were chosen for the first season flown by the Snow Eagle 601 airborne platform to quickly
cover all of Princess Elizabeth Land. Gridded survey plans are generally chosen for investigating
critical targets with a high spatial resolution requirement or where many crossovers are needed for
data validation. Disadvantages to grids include longer transit lines to the survey areas, many turns
and heavy logistical support required. For small outlet glaciers and ice streams, a gridded survey is the
best choice as it can focus on and cover the target region in detail and also follow glaciological features.

The flight parameters cannot usually be the best for all of the instruments onboard so compromises
must be made in the flight plans, often depending on the prior goals of the airborne survey. The airborne
IPR should be flown at a constant height of over 500 meters above the surface to avoid saturating the
low gain radar channel but preferably lower than 1500 meters to guarantee a sufficient penetrating
capability. The maximum range of the laser altimeter is 1500 m, depending on surface and ambient
conditions. Straight and level flight are preferred for gravity and magnetics and it is best if crossovers
occur at similar elevations. During the past five austral seasons, with the highest priority of mapping
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the geometry and subice properties of ice sheets by airborne IPR in PEL, the Snow Eagle 601 flew at a
height of ~600 m over surface most of the time, usually requiring consistent flight elevation changes to
match changes in surface elevation. However, the flight height decreased to ~60 m when the signal
attenuation in the ice was known to be high and penetrating capability was especially needed over
areas with complex ice properties or deep subglacial valleys where the subglacial bedrock was difficult
to detect because the IPR signals could be significantly attenuated or reflected away.

4.2. Data Acquisition

Except for the GT-2A gravimeter and JAVAD GNSS, the other airborne instruments are
synchronously integrated by the Environment for Linked Streams Acquisition (ELSA) system [18],
which was developed by UTIG. All integrated instruments can be controlled and monitored and their
data are received and recorded by ELSA. ELSA also allows operators to manage data collection and
check data quality in real-time on all flights. The system integration relies on an accurate time stamps
(10 μs) calibrated with real-time GPS data. Data streams from different instruments with different
sampling rates are received by ELSA along with the time and then written into two data files with one
for radar data and the other for data from the other instruments [18]. The data files are recorded to a
solid-state disk by ELSA. The gravity data are acquired and recorded separately into a USB flash disk
by GT-2A’s central data unit.

Flight notes are filled out, noting the times of engine start, taxi, takeoff and other major events.
An instrument checklist is filled out every 30 min by FOP members and known or suspected aircraft or
instrument anomalies are documented carefully. A base magnetometer and two GPS base stations are
operated during each flight; at the end of each airborne survey, all media and flight notes are secured
in weatherproof cases and delivered to BOP for data processing.

4.3. Data Processing

Raw data from a survey flight will be preliminarily processed by BOP before the next flight.
The objectives of field data processing are to generate readable datasets of all instruments with
corresponding PSTs, link all measurements to GPS positions, check the quality of the collected data,
ensure all instruments functioned as designed and that data quality was sufficient to address the
questions motivating the flight plan. The data processing system is set up at either the skiway camp
or at Zhongshan Station and consists of two laptops for data processing, one or two QNAP (QNAP
Systems, Inc.) RAIDs (redundant array of independent disks) for data storage and accessing, a printer
and a tape driver for data archiving as well as a router and switch used to connect all the devices to
a local network (Figure 3). Field data processing starts with downloading raw data from all media
to an “orig” folder created in QNAP. Raw data are then converted into readable binary and ASCII
files and separated by different instrument streams and different PSTs through a data breakout step
(Figure 4). During the breakout step, each data stream from individual instruments is processed
through custom code packages to improve the data quality and meet the demands of the data plotting
and QC. For example, the IPR data are processed through down conversion, the removal of direct
current offsets, pulse compression, coherent stacking and incoherent stacking. All measurements are
linked with accurate time stamps, which can be traced to the GPS times and position with high accuracy.
Data after the breakout step are saved in a “targ” folder. Finally, data from all instruments are plotted
with the time and distance for each PST onto QC sheets to conveniently evaluate all data streams.
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Figure 3. Field data processing, quality control and archiving system.

 

Figure 4. Flow chart of field data processing and quality control.
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4.4. Data Quality Control

Data quality is checked after each flight by evaluating whether each device produced the expected
data quality and, in parallel, whether the resulting data quality is sufficient to make the required
interpretations of ice and subglacial geological conditions required by the motivating science questions
behind the flight [18]. Device QC is checked with the data streams from four aircraft GNSS antennas,
an Inertial Measurement Unit (IMU) and GNSS and magnetic base stations. Ice QC is checked with
data streams from both the IPR high and low gain channels, the airborne GPS antenna at the aircraft
CG and the IMU and laser altimeter are jointly analyzed. Geology QC is checked with data streams
from the airborne gravimeter, magnetometer, IPR high gain channel and the airborne GNSS antenna
at the CG. QC evaluations are made by BOP members based on a uniform data quality scale in four
levels: good, moderate, poor and very poor (including data gaps). Joint interpretations by BOP and
FOP members are made with particular emphasis on potential device problems that must be solved
before another flight is possible or indications that lines must be re-flown due to poor flight conditions
(e.g., excessive turbulence, clouds blocking laser data). QC records are printed in black and white and
evaluations are hand-colored in four associated colors: blue = good, yellow =moderate, orange = poor,
pink = very poor). A review sheet associated with the printed record is used for detailed notes during
the review process.

4.5. Data and Documents Archive

All data uploaded to the “orig” and “targ” repositories including notes produced in flight and
during the QC process are archived on magnetic storage tapes using a tape drive following the QC
process. Four tapes are written after each flight including two redundant copies of each of the raw IPR
and serial data (including all documents such as flight plans, flight notes, checklists and QC sheets).
At the end of the season, the QNAP RAID and each set of tapes are shipped to PRIC using different
means for added robustness against cargo delays, lost luggage or other problems [18].

5. Progress and Prospects

5.1. Progress

Scientific investigation is one of the most important tasks for Snow Eagle 601 aviation operations
in Antarctica. However, the aircraft must also be available for emergency response and assisting with
transportation logistics between Antarctic stations. In the past five austral seasons, Snow Eagle 601 has
averaged about 120 flight hours for scientific survey out of a total of about 320 flight hours allocated for
each season. Approximately 130 h are used to move the aircraft in and out of Antarctica from Calgary,
Canada. Among the ~120 h of scientific flights each season, about 40 h are reserved for international
collaborations. To date, China has collaborated with Australia, France, Russia, South Korea and the
USA for scientific or logistical duties, sharing critical aviation capabilities in Antarctica. International
collaborations improve the usability and coverage of Snow Eagle 601 in Antarctica and also benefit
airborne data interpretation and scientific research. In China, scientists from many universities
and institutions including Tongji University, Beijing University of Technology, Wuhan University,
Beijing Normal University, Zhejiang University and the First Institute of Oceanography of the Ministry
of Natural Resources (MNR) have been involved in airborne surveys in the field or through post-season
data processing, interpretation and scientific research. Radioglaciological and aerogeophysical studies
of Antarctica in China are significantly extended and improved through the scientific operations of
Snow Eagle 601.

In its first five austral seasons, Snow Eagle 601 has acquired data along more than
175,000 line kilometers. The flight lines cover many critical areas in East Antarctica including Princess
Elizabeth Land, Grove Mountains, the Amery Ice Shelf, the South Prince Charles Mountains, Ridge B,
the West Ice Shelf, the Shackleton Ice Shelf, the Titan Dome, the George V Coast and the David Glacier
Catchment, as shown in Figure 5.
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Figure 5. Flight line coverage of airborne surveys in the past five austral seasons by Snow Eagle 601.
Profiles along A-A’, B-B’ and C-C’ are shown in Figure 6.

The initial scientific motivations for the scientific operations of Snow Eagle 601 were to map the
ice sheet geometry, bedrock topography and infer the subglacial conditions and geological conditions
of PEL, the largest data gap in Antarctica prior to these efforts. The Bedmap 2 [15], ADMAP 2 [16] and
AntGG [17] datasets reflected the state of coverage from ice bottom elevation, magnetics and gravity
field mapping before the beginning of Snow Eagle 601 operations, highlighting the large data gap in
PEL. Moreover, ice surface features in the satellite data potentially showed a large subglacial lake in
PEL and an extensive canyon system beneath the ice that may link the lake with the grounding zone of
the West Ice Shelf [19]. However, these have not yet been identified and characterized by geophysical
observations and their impacts on the dynamics and stability of the interior ice sheet have not been
well studied, leading to our poor understanding of future mass balance in this sector and its potential
contribution to the sea level. Data collected by Snow Eagle 601 over the last five years in PEL have
filled this gap and ice thickness and bed topography datasets have been released by Cui et al. [20].
Airborne radar data along a transect (LSE/GCX0e/Y87a) also validate the existence of the subglacial
lake (a relatively light and flat reflector in Figure 6a). Airborne survey data will continue to provide
key parameters and boundary conditions for numerical models to study past and future ice sheet
dynamics in PEL.
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Figure 6. Data profiles along project/set/transects (PSTs) in Princess Elizabeth Land (PEL), Ridge B and
the Amery Ice Shelf, respectively. (a) Radargram along LSE/GCX0e/Y87a, LSE = Lake of Snow Eagle;
(b) radargram along TSH/GCX0g/R41a; (c) radargram, free air gravity anomaly and magnetic anomaly
along AMY/GCX0e/Y184a, AMY = Amery.
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Further airborne surveys have been extended to investigate the Amery Ice Shelf, the West Ice
Shelf and the Shackleton Ice Shelf with the motivation of inferring bathymetry using gravity data [12],
identifying properties of basal ice and grounding lines or zones and mapping ice shelf geometry with
a more modern radar system relative to previous data. Along a transect near the ice front of the Amery
Ice Shelf, airborne radar data have revealed a clear water interface beneath the ice shelf and unfocused
hyperbolae caused by outcroppings and surface crevasses in the coastal region (Figure 6c). Gravity and
magnetic anomalies along the transect show obvious relationships, which is a joint result from the
deep geological structure and lithosphere (Figure 6c). Ice shelves are the most vulnerable components
of ice sheets due to their direct contact with warm ocean water and play a vital role in the stability
of interior ice sheets [21]. Studies show that ice shelves over most of the West Antarctic Ice Sheet
(WAIS) are experiencing rapid dynamic thinning and grounding line retreat [22,23]. Ice shelves in the
East Antarctic Ice Sheet (EAIS) are also beginning to earn increased attention to recently observed
changes; for example, recent studies of the Totten Glacier Ice Shelf revealed rapid changes and ocean
conditions similar to what was found in the coastal WAIS [12,24,25] indicating the possible instability
of sectors of the EAIS. However, most ice shelves in the EAIS have not been adequately surveyed.
Airborne surveys in these regions are ongoing by both the ICECAP/EAGLE (East Antarctic Grounding
Lines Experiments) and ICECAP/PEL campaigns through international collaborations in Australia,
China, France, Italy, South Korea, the UK and the USA. These programs have particularly emphasized
coastal areas, such as the George V Coast, which is under-surveyed but is critically important for
understanding the fate of the interior Wilkes Subglacial Basin.

In the austral season of 2018/19, the first effort was made to survey Ridge B. Ridge B is located
in the deep interior of the EAIS. Modeling results indicated that Ridge B is one of the most likely
places to host the oldest ice on Earth [26] and, therefore, the longest high resolution climate record
but there are no sufficient observations there to support and verify this. Two critical flights were
successfully achieved using a temporary skiway located at the Chinese Taishan Station as a transit
and refueling stop. Due to the location of the interior of Antarctica, the radargram along the PST of
TSH/GCX0g/R41a in Ridge B showed remarkable internal layers and continuous, clear, frequently
varied bedrock topography (Figure 6b). These are essential for extracting ice thickness, bedrock
elevation, past snow accumulation rate and basal conditions and have a significant value for estimating
the bottom ice age in this region. The airborne data in Ridge B can improve our understanding of
ice sheet geometry and improve the modeling accuracy of ice age estimation. In addition, two short
surveys with similar research motivations were completed over the Titan Dome, another “old ice”
target, by Snow Eagle 601 during the 2015/2016 and 2016/2017 austral seasons when the aircraft was
ferrying out of Antarctica [27].

Aerogeophysical surveys in the Grove Mountains and the South Prince Charles Mountains have
mainly focused on geological studies. Measurements in the regions offer a valuable extension for
geological studies based on outcrops [28] and could have significant implications for the assembly and
breakup of the Gondwana Supercontinent [16].

5.2. Future Work

In the past five austral seasons, Snow Eagle 601 has successfully surveyed PEL, the Amery Ice Shelf
and the West Ice Shelf with moderately high spatial resolution. Data processing and publication should
be accelerated to reveal the ice thickness, bedrock topography, internal layers and basal conditions
of the ice sheets and ice shelves as well as analyzing the gravimetric and magnetic anomalies of the
continent to an acceptable data density and accuracy. These results will significantly improve our
knowledge of the ice sheet and its changes and of the geological settings of the regions. Flight lines over
the South Prince Charles Mountains, Ridge B and other interior areas are still sparse. More attention
should be given to these areas in future years. It is difficult to survey these areas from a coastal
skiway because they require a very long transit; therefore, inland skiways such as Taishan Station,
Kunlun Station, Vostok Station and South Pole Station should be considered through international
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collaborations and partnerships. International collaborations should also be strengthened to survey fast
changing areas around the continent such as grounding zones, coastal outlet glaciers and ice shelves
in the Ross Sea and Amundsen Sea sectors with powerful IPRs and aerogeophysical instruments to
better characterize and infer the ice geometry, bedrock topography, basal conditions and bathymetry.
Complex surface conditions and the strong attenuation of radar signals in these small-scale areas are
a substantial challenge for airborne surveys. Moreover, to survey these areas, nearby landing areas
are also needed. The continent–ocean transition zones in the sector of the Southern Indian Ocean are
another target for the scientific operations of Snow Eagle 601 in future years. Surveys there can help to
build knowledge on the connection of the geological structure between the continent and ocean there,
which has significant implications for the joint interpretation of the geological evolution of Antarctica
and the surrounding continents.

Updated and improved airborne instruments are also needed in the near future. The existing
instruments have a strong capability for aerogeophysical investigation but are insufficient to map
snow and shallow ice layers and are not sufficient to capture ice surface properties and their changes
with high efficiency. Airborne shallow ice and snow radars are needed to map snow and shallow ice
stratigraphy in detail, which is important to study the mass balance of Antarctica. The airborne laser
altimeter and camera are not sufficient to measure surface elevation efficiently and characterize surface
features in good quality. An advanced airborne optical camera or photogrammetry system as well as
airborne LiDAR (light detection and ranging) and SAR (synthetic aperture radar) systems are priority
choices for updating the Snow Eagle 601 airborne platform.

Snow Eagle 601 will continue operating in Antarctica for the foreseeable future. Airborne
surveys remain an important part of the annual tasking; however, flight hours dedicated to scientific
operations may be reduced with increased logistical requirements. Hopefully, more than 100 flight
hours (~30,000 km flight lines) can be achieved in the upcoming seasons. In addition to the continuous
and long-term data acquisition by Snow Eagle 601 in Antarctica, both national and international
collaborations for data interpretation and research should be strengthened to extend the influence of
Snow Eagle 601 scientific operations and promote scientific achievements.

6. Conclusions

In 2015, for the first time, China deployed its fixed-wing aircraft in Antarctica, which has led to
substantial scientific and logistical achievements. An airborne IPR, a gravimeter, a magnetometer,
a laser altimeter and a camera were simultaneously configured and integrated onto the aircraft at the
same time. The airborne scientific platform has been applied to investigate many critical areas in East
Antarctica in the past five austral seasons. Until now, over 175,000 line km of data have been surveyed
in East Antarctica, not only filling the largest remaining data gap but also covering surrounding areas
such as the Amery Ice Shelf, the West Ice shelf, Ridge B and the Titan Dome. Successful scientific
operations of Snow Eagle 601 in the past five years prove the reliability and capability of the airborne
platform and aviation support for airborne surveys in Antarctica.

Nationally, extensive collaboration with universities and institutes should be strengthened and
deepened to carry out data interpretation and scientific research. Internationally, we have established
close collaborations with the University of Texas at Austin, Imperial College London, the Australian
Antarctic Division, the French Polar Institute Paul-Émile Victor and the Korea Polar Research Institute
under the ICECAP framework. In the coming years, we will continue to survey the interior of the
Antarctic Ice Sheet where flight lines are still sparse and launch new campaigns to survey the Ross and
Amundsen Sea sectors as well as the transition zones between the continent and ocean. The resulting
data will continue to contribute to international compilation efforts including the Bedmap, ADMAP and
AntGG databases while improving our understanding of the ice sheet and subglacial geology of the
Antarctic continent.
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Abstract: The Chinese Chang’E-4 mission for moon exploration has been successfully completed.
The Chang’E-4 probe achieved the first-ever soft landing on the floor of Von Kármán crater (177.59◦E,
45.46◦S) of the South Pole-Aitken (SPA) basin on January 3, 2019. Yutu-2 rover is mounted with several
scientific instruments including a lunar penetrating radar (LPR), which is an effective instrument
to detect the lunar subsurface structure. During the interpretation of LPR data, subsurface velocity
of electromagnetic waves is a vital parameter necessary for stratigraphic division and computing
other properties. However, the methods in previous research on Chang’E-3 cannot perform velocity
analysis automatically and objectively. In this paper, the 3D velocity spectrum is applied to property
analysis of LPR data from Chang’E-4. The result shows that 3D velocity spectrum can automatically
search for hyperbolas; the maximum value at velocity axis with a soft threshold function can provide
the horizontal position, two-way reflected time and velocity of each hyperbola; the average maximum
relative error of velocity is estimated to be 7.99%. Based on the estimated velocities of 30 hyperbolas,
the structures of subsurface properties are obtained, including velocity, relative permittivity, density,
and content of FeO and TiO2.

Keywords: Chang’E-4; lunar penetrating radar (LPR); 3D velocity spectrum; properties analysis

1. Introduction

The Chinese Chang’E-4 mission for moon exploration has been successfully completed.
The Chang’E-4 probe achieved the first-ever soft landing on the floor of Von Kármán crater (177.59◦E,
45.46◦S) of the South Pole-Aitken (SPA) basin on January 3, 2019 [1–3]. SPA basin is the broadest basin
on the Moon. This ancient basin was born from asteroid impacts 4 billion years ago, recording the
evolutionary history of the far side of the Moon, and is of great significance for researching the internal
materials and structures of the Moon [4–6]. Von Kármán crater is one of the primary craters in the
SPA basin, with a diameter of 186 km. Recent studies have revealed that the ejecta from adjacent
craters have various contributions to the subsurface material of Von Kármán crater, which results in
the complex subsurface structure at the Chang’E-4 landing site [1,3,4].

In order to patrol and investigate the lunar surface, a Yutu-2 rover is carried by Chang’E-4 probe.
Yutu-2 rover is mounted with several scientific instruments containing a lunar penetrating radar (LPR)
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which has been verified to be an effective device for detecting the lunar subsurface structure [7,8].
The LPR is equipped with two types of channels (CH-1 and CH-2), the center frequencies of which
are 60 MHz and 500 MHz [9,10]. In addition, the CH-2 possesses one transmitting antenna and
two receiving antennas of different offsets which are also known as CH-2A and CH-2B [10–12].
With different frequencies, CH-1 and CH-2 have different detecting missions. The objective of CH-1 is
to detect the deep structure of Von Kármán crater [13]; CH-2 is to map the detail of near surface layers,
leading to the property analysis of lunar regolith [14,15].

During the interpretation of LPR data, subsurface velocity of electromagnetic waves is a vital
parameter necessary for stratigraphic division and computing other properties. However, the velocity
analysis of field LPR data faces many difficulties. Complex subsurface structure and interference of
noise always result in the incomplete, interlaced, and amplitude-varying hyperbolas. In previous
studies of Chang’E-3, Feng et al. proposed hyperbolic fitting method for velocity analysis of LPR
data [10]; Lai et al. used two-way delay method to acquire the velocity [16]; Zhang et al. applied
CH-2A and CH-2B data of different offsets to estimate the velocity [17]. However, these methods
need humans to select the hyperbolas, which is highly subjective. Thus, in this article, we applied
3D normalized velocity spectrum to estimate the velocity [18]. This method can automatically and
objectively select hyperbolas and analyze the velocities; the normalization processing can solve the
error brought by different amplitudes of different positions on hyperbolas; subsequently, during the
computation, we applied a variable horizontal computation window along longitudinal direction to
satisfy the field situation that rock sizes increase vertically.

This paper is organized as follows. Section 2 introduces basic theory of 3D velocity spectrum and
properties analysis. In Section 3, firstly a model test is performed to verify the feasibility of 3D velocity
spectrum; subsequently the method is applied to the CH-2B data analysis. Subsequently, based on
the 3D velocity spectrum, we obtain the positions and velocities of the points where hyperbolas exist;
then the property structures of lunar regolith are computed including velocity, relative permittivity,
density, and content of FeO and TiO2. In Section 4, we discuss the computation error of each hyperbola.
Section 5 is the conclusion.

2. Methods

2.1. 3D Velocity Spectrum

The velocity spectrum analysis method is originally based on common middle point (CMP) ground
penetrating radar (GPR) data [19,20], but it can also be applied to common offset data processing such
as LPR data processing. In order to estimate velocity, a stacked amplitude is computed as follows:

Si, j,k =
Ni∑
j=1

f (ti, j,k, xj)

i = 1, . . . nt; j = 1, . . . nx; k = 1, . . . nv
(1)

where f is the LPR data in t-x domain; Ni denotes the selected horizontal computation region size at
ith time; to satisfy the field situation that rock sizes increase vertically, we make Ni variations along
longitudinal direction; nt, nx, and nv are the number of sampling points of each trace, number of
traces, and number of velocities used in computation; xj represents the horizontal distance between
the jth point and the extreme point of the hyperbola; ti,j,k is the two-way time of the jth points of the
hyperbola [21,22], which can be obtained using the formula below:

ti, j,k =

⎛⎜⎜⎜⎜⎜⎜⎝t2
i +

4x2
j

v2
k

⎞⎟⎟⎟⎟⎟⎟⎠
1/2

(2)
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where ti is the two-way time of extreme point of the hyperbola; vk represents the velocity used
in computation.

However, the method of (1) is not always effective in the field as the hyperbolas are incomplete,
interlaced, with varying amplitude. To solve the error brought about by these situations, the
normalization form of stacked amplitude is applied:

Ci, j,k =
1

NiL

L+i−1∑
l=i

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
S2

i, j,k

N∑
j=1

f 2(ti, j,k, xj)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)

where L is the time gate; the average in the time gate is adopted because the hyperbolas on radargram
are not curves but regions with hyperbolic shapes. The normalized form can guarantee that the result
Ci,j,k is not affected by the varying amplitude. Importantly, 1/Ni is added in this form to compensate
the energy differences caused by using different windows Ni along longitudinal direction. Ci,j,k is 3D
data, whose local maximum values indicate the time, horizontal position, and velocity of the points
with hyperbolas.

2.2. Properties Computation

After we obtain the velocities from the 3D spectrum, the properties can be computed. Without
considering magnetic permeability, the relative permittivity can be easily derived using the
following formula:

ε = (c/v)2 (4)

where c equals 0.3 m/ns.
According to the studies of lunar regolith samples of Apollo, there is a relation between the

relative permittivity and density of lunar regolith [9,17]:

ρ = log1.919(ε) (5)

tan δ = 100.440ρ−2.943 (6)

The tanδ is the loss tangent which represents the ratio of the imaginary part of the dielectric
constant to its real part. The density of lunar regolith is shown in Figure 14. Subsequently, previous
studies show that the loss tangent is also related to the TiO2 and FeO weight percentage values [9,17]:

tan δ = 10[0.038×(ω(TiO2)+ω(FeO))+0.312ρ−3.26] (7)

Combining (6) and (7), we can obtain the TiO2 and FeO weight percentage of lunar regolith.

3. Results

3.1. Model Test

Before the processing of LPR data, a model test was performed to verify the feasibility of 3D
velocity spectrum. The relative permittivity model used in test and its simulated GPR profile are
shown in Figure 1a,b, respectively. In the simulation, the frequency of electromagnetic wave is
100 MHz; the time window and the sampling interval are 100 ns and 0.32 ns; the trace interval is 0.1 m;
the transmitting and receiving antennas are placed on the ground surface. The radargram shows there
are three pairs of hyperbolas (H1, H2, and H3); the double hyperbolas generate from the upper and
bottom surface of the scatters. Subsequently, the 3D velocity spectrum is computed, whose result is
shown in Figure 1c.
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In fact, for a point (ti,xj), there is only one true velocity; this true velocity corresponds to the
maximum value along velocity axis; the maximum value can help to find the position of hyperbolas on
(ti,xj) profile. Thus, the maximum values Ci,j along velocity axis are figured out using (8). Subsequently,
in order to suppress the noise interference and obtain the accurate positions of hyperbolas, we apply a
soft threshold function [23] as (9) shows. The value of ε is set to 0.3 and the result is shown in Figure 1d.
The energy stacks in three rectangles indicate the positions of hyperbolas. The irregular energy stack
in the ellipse is generated by the intersection of two hyperbolas.

Ci, j = max
k

Ci, j,k (8)

Ci, j =

⎧⎪⎪⎨⎪⎪⎩Ci, j − ε Ci, j > ε

0 Ci, j < ε
(9)

( ) ( )

( ) ( )

Figure 1. Model test results. (a) The model used in simulation; (b) the simulated GPR profile;
(c) 3D velocity spectrum of (b); (d) maximum value along velocity axis with the soft threshold
function processing.

After the x position is located, the velocity spectrum slices can be selected out to estimate the
velocities. The spectrum contour slices of the three hyperbolas are shown in Figure 2. From Figure 2,
the velocities can be read out. The estimated results and errors are shown in Table 1. The results
show that the estimation errors of upper hyperbolas are about 1%, and the estimation errors of bottom
hyperbolas are about 10%. The errors are in acceptable range; the relatively higher errors of bottom
hyperbolas result from the effects of scatters; the low velocities of electromagnetic waves inside scatters
reduce the estimated velocities.
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Figure 2. Velocity spectrum contour slices of three hyperbolas. The black crossed lines indicate the
positions of maximum value.

Table 1. The estimated results and errors of model test.

Scatters
Upper Hyperbolas Bottom Hyperbolas

Velocity (m/ns) Error (%) Velocity (m/ns) Error (%)

1 0.175 1.04 0.158 8.78
2 0.175 1.04 0.156 9.93
3 0.174 0.46 0.156 9.93

3.2. Lunar Penetrating Radar (LPR) Data Processing

The walking route of Yutu-2 rover for the first day and the second day on the Moon is shown in
Figure 3. The length of the path is about 105 m. Subsequently, the multi-segment data are spliced to
achieve the CH-2B profile. After a series of processing (Table 2) the LPR profile is obtained, which is
shown in Figure 4.

Table 2. Details of data processing.

Processing Details

Traces amending Adjusting the longitudinal displacement of traces, based on the phase of a strong
reflection event

Traces selecting
The rover might stop at some points on the way to collect other scientific data but LPR
never stops measurement, resulting in repeated acquisition of multiple traces at the same

location. We average the repeated traces.
Time lag

adjustment
There is a 28 ns delay for the start time of the transmitting antenna compared to the

receiving antenna.
Useless data

deleting Signals after 500 ns are removed since these signals are not reliable.

Attenuation compensation Conducting automatic gain control (AGC) to make deep information more visible
Background removal Removing the average data along the rover path.

Band-pass
filtering Adopting band-pass filtering to suppress the low-frequency and high-frequency noise.
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Figure 3. The walking route of Yutu-2 rover for the first day and the second day on the Moon.

Figure 4. The CH-2B profile of lunar penetrating radar (LPR) data.

3.3. 3D Velocity Spectrum

Based on (1)–(3), the 3D velocity spectrum is computed; the range of values are limited to 0 to 1;
the 3D result without compensation of 1/Ni is shown in Figure 5.

Figure 5. 3D velocity spectrum.
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In order to locate the positions of hyperbolas on GPR profile, the maximum values Ci,j along
velocity axis are also figured out, which is shown in Figure 6a. Subsequently, 1/Ni is adopted to
compensate the energy differences caused by using different windows Ni along longitudinal direction,
the result is shown in Figure 6b. The result shows the energies in shallow regions are compensated.

Subsequently, the soft threshold function is also applied. The value of ε is set to 0.6. Subsequently,
based on the result of soft threshold processing, the locations of local maximums are selected which
are shown in Figure 7.

( ) ( )

Figure 6. Maximum value along velocity axis. (a) Before compensation of 1/Ni; (b) after compensation
of 1/Ni.

Figure 7. Initial positioning of hyperbolas based on soft threshold.

Based on Figure 7, we can search for the velocities in 3D velocity spectrum in Figure 5. However,
not all the points in Figure 7 are useful, there are three reasons:

(1) For a highly flat interface, the estimated velocity will reach to 0.3 m/ns, which is obviously wrong;
the lunar regolith velocity is less than 0.2 m/ns [24], so we delete the points with velocities close
to 0.3 m/ns.

(2) There may be a large stacked energy even if there are no hyperbolas but interlaced regions of
several hyperbolas; for this situation, we should delete the non-hyperbolic points.

(3) The hyperbolas on radargram are not curves but regions with hyperbolic shapes, so there will be
several excess points at one hyperbola, which should be deleted.

After filtering using the above method, the 30 preserved hyperbolas are noted in Figure 8a; the
velocity spectrum slices of these hyperbolas are shown in Figure 8b.
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( )

( )

Figure 8. Result of hyperbola selection. (a) Hyperbolas on radargram; (b) velocity spectrum slices of 30
hyperbolas—the black crossed lines indicate the positions of maximum values.

3.4. Analysis of Radargram

For Figure 8a, the hyperbolas located inside of the red rectangle, the region of 320–500 ns cannot
be analyzed, so we focus on the region of 0–320 ns. Based on the reflection energy, several distinct
layers and special regions are noted on the radargram (Figure 9). Layer 1 is a surface layer; a distinct
reflection energy difference can be seen at 25 ns. Layer 3 is the bottom layer; although its adjacent upper
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and lower areas show few reflections, the interface shows strong reflection energy. Layer 2 is a complex
layer. The zone of 25–150 ns is relatively more uniform than the deeper zone; it contains few reflections
indicating its high weathering degree. The zone of 150–300 ns is more complex possessing strong
reflections; the complex signals are formed by the interlaced hyperbolas generated by the scattering of
waves on rocks. Four obvious regions are selected out. The strong reflections within Regions 1 and 3
are distinct from the adjacent areas. The reflection energy in Region 2 is relatively lower than that
of Regions 1 and 3, which means the material and horizontal structure changes between Regions 1
and 3. Region 4 also contains strong reflections, but its vertical size is shorter because the material and
horizontal structure changes again at the position of 80 m; the material at about 250 ns in Region 3 does
not extend to Region 4. Overall, the subsurface material and structure at the Chang’E-4 landing site
vary both vertically and horizontally, so the simple horizontal stratigraphic division is not appropriate
within the zone of 25–300 ns.

Figure 9. Analysis of radargram.

3.5. Properties Analysis

Subsequently, properties analysis is applied to LPR data. Firstly, we combine the positions and
velocities of selected hyperbolas in Figure 8 and obtain a velocity scatter figure (Figure 10). The region
size is the same with Figure 9, the color indicates the velocity of each point.

.

Figure 10. Velocity scatter figure.
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Subsequently, the image interpolation is applied to obtain the subsurface velocity of electromagnetic
wave structure, then the smoothing is performed to remove the effects of outliers. Finally, as the
velocities calculated by hyperbolic fitting method are the root-mean-square velocity (RMS), the interval
velocities should be derived using the Dix formula:

vint,n =

√
v2

rms,ntn − v2
rms,n−1tn−1

tn − tn−1
(10)

where vint,n and vrms,n represent the interval velocity and root-mean-square velocity of nth layer
respectively, tn is the travel time to the nth layer. By using (10), the subsurface interval velocity structure
is computed, and the profile is shown in Figure 11. Subsequently, based on the velocities, the relative
permittivity, density, and content of FeO and TiO2 can be derived using (4)–(7), the results are shown
in Figures 12–14, respectively.

Figure 11. The subsurface electromagnetic wave velocity structure.

Figure 12. The subsurface relative permittivity structure.
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Figure 13. The density structure of lunar regolith.

Figure 14. The TiO2 and FeO content of lunar regolith.

In Figure 10, the points with different velocities distribute in different layers: 0.15 m/ns seem to be
a watershed; the points whose velocities are bigger than 0.15 m/ns are mainly distributed in 0–150 ns
zone; the points whose velocities are smaller than 0.15 m/ns are mainly distributed in 150–320 ns
zone; this indicates the clear property difference between these two parts which can also be seen from
Figures 11–14. These phenomena also correspond to the characteristic of radargram that 0–150 ns zone
is of high weathering degree with few rock reflections and 150–320 ns zone is of low weathering degree
with strong reflections.

Figures 11–14 show that the velocity descends as the depth increases, and the opposite varieties
for velocity and relative permittivity are due to (4). In these figures, we can also find that there is a
fluctuation at about 250 ns after position of 80 m, which also corresponds to the analysis in which the
material and horizontal structure changes at a position of 80 m; the material about 250 ns in Region 3
does not extend to Region 4.

Previous research shows that the relative permittivity of lunar basalt is about 8 [24], so based
on the velocity and relative permittivity structure we obtained, we think the region we researched
(0–320 ns) is mainly the lunar regolith. The depth coordinates in Figures 9–14 are determined using
average root-mean-square velocity of all traces; so the thickness of the lunar regolith is more than 20 m.
In addition, the TiO2 and FeO content in the bottom of Figure 14 is about 17.5 wt%, which is close to
the shallow lava flow observed in [3,4], so we speculate that the surface of the basalt is within 25 m
in depth.
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4. Discussion

In this section, the estimation errors of two-way reflected time and velocity are discussed. Take the
first slice in Figure 8b for instance, a 3D surface plot can be computed, which is shown in Figure 15a.
The maximum value in this figure indicates the two-way reflected time and velocity of this hyperbola.
However, some error will generate from the noise interference and incomplete hyperbola; the correct
point is probably in a region; a flat at an amplitude of 0.8 is selected to split out this region. Two profiles,
which are the red rectangle and black rectangle in Figure 15, are extracted out to compute the error
intervals of velocity and reflected time, respectively. The two intersections of the blue curve and gray
line around the maximum value are selected to compose the error limit.

(a)

(b)

(c)

Figure 15. Error computation. (a) 3D surface plot of the first slice in Figure 8b. (b) The profile of in the
red rectangle of (a). (c) The profile of in the black rectangle of (a).

In Figure 15, the error ranges of velocity and two-way reflected time are 0.161–0.179 m/ns and
55.8–56.84 ns, respectively. So, the real velocity and time may be within these two ranges. A maximum
relative error (MRE) can be adopted to quantitatively describe the error:

{
MREv =

∣∣∣max(v− vran)
∣∣∣/v

MREt =
∣∣∣max(t− tran)

∣∣∣/t
(11)

where v and t are the estimated values using 3D velocity spectrum, vran and tran represent the error
ranges. So, the MREv and MREt in Figure 13 are 5.29% and 1.05%, respectively.

Subsequently, the errors of all hyperbolas are computed. The average MREs of time and velocity
are 0.68% and 7.99%, respectively. It is clear that the error of two-way reflected time can be omitted,
which is far less than the error of velocity. Furthermore, we computed the distributions of velocities
and error ranges in horizontal and vertical directions which are shown in Figure 16.
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Figure 16. Distributions of velocities and error ranges. (a) Velocities and error ranges with distance.
(b) Velocities and error ranges with depth. The triangular points represent the error ranges; the blue
dots represent the estimated velocities.

5. Conclusions

This paper applies the 3D velocity spectrum to property analysis of lunar penetrating radar
data from Chang’E-4. The result shows that 3D velocity spectrum can automatically search for
hyperbolas; the maximum value along velocity axis with a soft threshold function can provide the
horizontal position, two-way reflected time and velocity of each hyperbola. Based on the estimated
velocities of 30 hyperbolas, the subsurface properties’ structures are obtained, including velocity,
relative permittivity, density, and content of FeO and TiO2. Combining these properties and the
radargram, we can conclude that 0–12 m is the fine-grained regolith; 12–20 m is the coarse regolith
of different sources; the thickness of the lunar regolith is more than 20 m; the surface of the shallow
basalt is within 25 m in the depth. Importantly, the subsurface material and structure at the Chang’E-4
landing site vary both vertically and horizontally, so the simple horizontal stratigraphic division is
not appropriate within the zone of 25–300 ns. Finally, the estimation error is discussed, the errors of
horizontal position and two-way reflected time are small which can be omitted; the average maximum
relative error of velocity is 7.99%. the distributions of velocities and error ranges in horizontal and
vertical directions are obtained.
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Abstract: On 29 January 2019, the collapse of a mine roof resulted in a significant surface deformation
and generated a tremor with a magnitude of 4.6 in Rudna Mine, Poland. This study combines the
seismological and geodetic monitoring of the event. Data from local and regional seismological
networks were used to estimate the mechanism of the source and the ground motion caused by the
earthquake. Global Navigation Satellite System data, collected at 10 Hz, and processed as a long-term
time-series of daily coordinates solutions and short-term high frequency oscillations, are in good
agreement with the seismological outputs, having detected several more tremors. The range and
dynamics of the deformed surface area were monitored using satellite radar techniques for slow and
fast motion detection. The radar data revealed that a 2-km2 area was affected in the six days after the
collapse and that there was an increase in the post-event rate of subsidence.

Keywords: mine collapse; anthropogenic hazard; seismology; GNSS; InSAR

1. Introduction

Rock bursts and collapses are the most dangerous phenomena associated with seismicity in
underground mines. The collapse of a mine roof can follow strong and shallow seismic events of
magnitudes M > 3 [1–4]. They pose a serious threat to life for miners working in the vicinity of the
collapsing rock. The strongest underground mining-induced seismic events are Volkershausen [5] and
Newcastle [6], both M5.6 Although the magnitudes of such shallow seismic events are usually small
in comparison with natural earthquakes, the ground shaking might be felt by local citizens and can
damage surface infrastructure. Rock-burst issues have occurred in the Polish copper region known
as the Legnica Głogów Copper District (LGCD). Thousands of events of M > 1.0 are recorded every
year in the LGCD. Among these, several are followed by rock bursts or tunnel collapses. Both ground
shaking (i.e., a seismic event) and local ground failure occur as consequences of mining. While the
shaking effects are comparable to what can be felt during small to moderate natural earthquakes,
the surface deformation is specific to mining areas. The subsidence is either a ground response to
the closure of excavated mining panels, e.g., [7–9], or is related to strong tremors [10,11]. In this
paper, we present a joint seismological and geodetic study that expands our knowledge concerning
the connection between mine collapses and the ground response to seismic sources manifested by
permanent ground deformations.

The analysis focused on the strongest seismic event recorded by LGCD in the last several
years—namely, the 29 January 2019 M4.6 collapse in the Rudna Mine, Poland. The phenomenon was
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widely felt and was followed by massive collapse. While the seismological analyses were carried out
using records from local and regional seismic networks, the geodetic data are comprised of Global
Navigation Satellite System (GNSS) observations collected at station LES1 (Komorniki; part of the
European Plate Observing System project [EPOS-PL] network) and the European Space Agency’s (ESA’s)
Sentinel-1 radar observations. The LES1 station was aligned with a strong motion sensor (KOMR),
part of the local seismic system, the Legnica–Głogow Underground Mining INduced Earthquake
Observing System (LUMINEOS), located above the mine. Interferometric Synthetic Aperture Radar
(InSAR) techniques were applied to analyse the co-seismic surface deformation.

2. The Collapse and Seismological Analyses

On 29 January 2019, Rudna Mine in western Poland was struck by a seismic event followed by a
rock burst. It was one of a few such events in the area in recent years [4,12,13]. Using seismic signals
recorded by the LUMINEOS surface local seismic network (Figure 1a) and a local velocity model [14],
the epicentre was located at 51.5110◦N, 16.1197◦E. For our analysis, we assumed that the event depth
was located at the level of the excavation; that is, 1 km below the surface. LUMINEOS consisted of
10 strong motion sensors (AC-73) and 17 five-second VE-53/BB instruments (both types manufactured
by GeoSIG, Schlieren, Switzerland).

 

Figure 1. The seismic networks employed: (a) Local LUMINEOS network—strong motion sensors
(blue triangles), seismometers (red triangles) and location of the KOMR GNSS station, LES1, aligned
with a strong motion sensor. The epicentre is marked by a red star. (b) Regional network of broad-band
sensors (black triangles) used to estimate the source mechanism, the closest EPN GNSS stations and the
WROE reference station (green triangles). Location of these networks within Europe (inset).

The source mechanism of the event was estimated using seismic signals recorded by broad-band
seismometers (STS2 or Güralp CMG3ESP; Figure 1b) at regional distances of 70 to 300 km. The signals
and corresponding station responses were obtained from the ORFEUS-EIDA project page [15].
The inversion was performed using the real displacement, derived from the original signals,
for 11 seismic stations located around the epicentre (Figure 1b). The mechanism (Figure 2a) was
estimated in terms of the full moment tensor, which can be directly used to interpret the mechanisms
of mining tremors [16]. The Pyrocko toolbox [17] and KIWI tool software [18] were used for the
calculations. The software had already been tested as a tool for determining a stable point source model
in mines [19], including mine collapses [4,11]. In this work, we followed the procedure previously
used in [4]. The inversion was based on the full waveform displacement and spectra in the specific
frequency range. The regional velocity model proposed by [20] was used. The lowest misfit was
obtained for data filtered between 0.07 and 0.11 Hz. The final moment tensor solution was decomposed
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according to [21] into its isotropic and deviatoric parts, and ultimately into the double-couple and
compensated linear vector dipole. The resulting moment tensor (m11: −4.03 × 1015 m22: −3.91 × 1015

m33: −11.9 × 1015 m12: −0.07 × 1015 m13: −0.11 × 1015 m23: −0.22 × 1015 Nm) was dominated by the
implosive component (isotropic part: −55%). This kind of mechanism can be explained by a tabular
cavity collapse [4,22], and it was strongly supported by the observations recorded on the strong motion
sensors belonging to the LUMINEOS network(see Supporting Material: Table S1). Figure 2 shows the
distribution of the peak ground acceleration around the epicentre. The clearly visible peak ground
acceleration pattern corresponds very well with the collapse source model.

 

Figure 2. Peak ground acceleration: (a) horizontal (PHA) and (b) vertical (PVA); peak ground velocity:
(c) horizontal (PHV) and (d) vertical (PVV); and peak ground displacement: (e) horizontal (PHD)
and (f) vertical (PVD) estimated from the local LUMINEOS network record, represented as triangles.
Red—seismometers. White—strong motion sensors. The location of the estimated epicentre is indicated
by a star, and the beach ball represents the focal mechanism in (a). The black rectangle shows the range
of the DInSAR plots illustrated in Section 4.2.
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3. GNSS Short- and Long-Term Monitoring

The deformations of mining-induced areas might be monitored by GNSS sensors. In the literature,
some research concerning the ground deformation monitoring can be found (e.g., [23–25]). However,
for short-term oscillations, the papers usually are related to natural earthquake analysis (e.g., [26–29]).
For the current study, the GNSS observations at station LES1, collected at 10 Hz from all visible GPS,
GLONASS, Galileo and Bediou satellites, were processed in two different modes: (1) as a long-term
network daily solution, producing high-quality, daily-coordinates time-series for a period of six months
(three before and three after the event); and (2) short-term, high-frequency oscillations in the horizontal
and vertical coordinates, observed during the event, to produce a high-frequency picture of the seismic
wave passage.

3.1. Long-Term Monitoring

The daily solution was performed for station LES1 using Bernese GPS Software v.5.2 [30]. Selection
of the processing parameters was based on the standard EUREF Permanent GNSS Network (EPN)
processing strategy in [31], and they included the following: reference frame: ITRF 2014; orbits and
clocks: CODE Final; ionosphere: CODE GLOBAL IONOSPHERE; troposphere: ZTD a priori and
mapping function: Vienna Mapping Function 1; reference stations selected from EPN, independent
vectors; coordinates and velocities for reference sites: EPN_A_IGS14.SNX; solution type: daily,
minimum constrain on translation; estimated parameters: daily coordinates transformed into east,
north, up (ENU), troposphere delays, and gradients; time span: 1 November 2018–30 April 2019;
quality of estimation measured by mean Helmert transformation root-mean-square error on the daily
boundaries: 2.6 mm.

The solution, based on double differences and an independent network of vectors, showed a
high level of consistency between consecutive days, as confirmed by a low Helmert transformation
RMS. The daily solutions were not combined into a full-period solution, so as to allow the detection
of jumps related to post-seismic deformations; therefore, the impact of the plate velocities on the
reference stations was removed using the EPN solution [31]. The constant velocities in each component
were estimated. The analysis of six months of coordinate time-series (Figure 3a) showed that, for the
north component (top panel), five significant (larger than 2σ) jump events were recorded. For the east
component (middle panel), it was five events, and for the up component, it was nine events. For the
investigated case (red line in Figure 3a), none of the estimated coordinates exceeded 2σ threshold.
However, other events (marked as a grey dashed line in Figure 3a) coincide with significant outliers;
further studies should investigate whether there is a connection between deformations and induced
seismic events.

3.2. Short-Term Monitoring

The high-rate GNSS data was recorded by station LES1, which was collocated with the KOMR
accelerometer, 2.5 km north-east of the epicentre. Two hours of 10-Hz GPS data were processed
using GAMIT/GLOBK v.10.9 software [32] and the double-differencing method in kinematic mode.
The WROE reference station was located 79 km south-east of the epicentre, outside the deformation
zone. For processing, CODE final orbits and differential code biases were used. The phase and
code observables were combined to remove ionospheric refraction by the Melbourne–Wübbena
combination [33,34]. Additionally, the Universitat Politècnica de Catalunya’s rapid Global Ionosphere
Maps (UQRG) was used, which significantly reduced the noise in the resultant position time-series.
The UQRG model had a 5.0 × 2.5 spatial resolution and a 15-minute temporal resolution [35].

The geocentric coordinates (XYZ) obtained were transformed into local topocentric (ENU)
coordinates and displacements. To compare the GNSS-displacement time-series with the positions
calculated from the accelerometric data, both time-series were reduced to the period starting 30 s
before the event and finishing 90 s after (Figure 3b). The low-frequency noise of the GPS position
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time-series was removed using the second-order Butterworth filter and the high-pass frequency set
to 0.15 Hz, based on the Fourier spectra of the seismological position time-series [27]. This reduced
the standard deviations of the GPS position time-series from several millimetres to less than 1 mm.
Pearson’s correlation coefficient reached 0.93, 0.89 and 0.85 for the E, N and U displacement time-series,
respectively. This indicates good agreement between both time series.

 

Figure 3. GNSS estimates in north, east, and up (top to bottom) components: (a) long-term daily
coordinates estimates; (b) DD-GNSS and accelerometer displacement comparison. The red vertical line
shows the moment of the roof collapse. The vertical dashed lines in (a) show that other earthquakes
with a magnitude more than 3 happened in the radius of 5 km around the LES1 station.

4. InSAR Data and Analyses

Two InSAR techniques were used to obtain the areal pattern of the surface deformation: (1) a
small baseline subset (SBAS) [36] for slow-rate displacements; and (2) a conventional differential InSAR
(DInSAR) [37] for fast-motion monitoring around the epicentre. The selected data had the following
parameters: orbits: ascending (track 73) and descending (track 22); type of images: Sentinel-1A/B
(C-band), IW mode, VV polarization, SLC format; resolution: ~2.3 m in range, ~13.9 m in azimuth; time
span: 28 October 2018 to 20 April 2019; revisiting time: six days, with the exception of one ascending
12-day pair (23 January–4 February 2019). In both techniques, SBAS and DInSAR, the differential
interferograms were filtered with a Goldstein filter and were unwrapped using the minimum cost
flow (MCF) phase unwrapping procedure [38]. The received phase differences present the surface
deformation in the line-of-sight (LOS) direction to the satellite in grid images with 20-m resolution.
All the interferograms were vertically translated to a common reference point, namely station LES1
(Figure 1a), and were roughly converted to vertical displacements by the division to cosine of the
incidence angle. The 1 arc-second (30 m) SRTM-DEM [39] was used to remove the topographic
phase component.

4.1. Slow-Rate Motion Monitoring with SBAS

This technique is typically applied for monitoring slow motions and strain accumulation. It faces
some limitations regarding the capability to detect surface deformation rates above certain values
depending on the wavelength of the radar signal [40]. Additionally, a bigger part of the studied
area is covered by vegetation, thus it is very challenging to investigate it by using stacking-based
methods (like SBAS), which depend on a long time coverage and are therefore sensitive to temporal
decorrelation. Considering that SBAS has an advantage to estimate atmospheric components, and
DInSAR is fully capable of detecting co-seismic displacement (see Section 4.2), these two techniques are
complementary to each other and can also be evaluated with each other internally since their results
are processed separately using two different softwares—SARscape [41] for SBAS and SNAP [42] for
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DInSAR. Thus, in SBAS processing, a stack of multi-looked interferograms was applied according to
the typical SBAS method [43,44], which is optimised for resolution cells containing distributed scatterer
(DS), which are more effective in vegetated areas. Additionally, to maximize the coherence and to avoid
incorrectness in the series due to a short rapid movement of the collapse, we divided our dataset for
the SBAS processing into two independent datasets from descending images, from three months before
(15 images) and three months after the event (14 images). The maximum critical baseline percentage
was set to 2%, and the maximum temporal baseline was set to 30 days. The low-quality interferograms
were removed from further processing. Finally, 36 and 21 interferograms were used for interferometric
component estimation for the first (Figure 4a) and second (Figure 4b) datasets, before and after the
event, respectively.

It was not possible to capture the velocity in the centre of the subsidence bowl due to the forest
land cover in that area (Figure 4c), which presented an obstacle for the C-band signal. Nevertheless,
the results showed a slight acceleration of the movements around the main zone of deformation in
the second period, and more prominent vertical displacement, in the range of 80 cm/year, in the most
affected area after the earthquake.

 

Figure 4. SBAS velocity pattern (a) before the event and (b) after the event; (c) land cover in the area of
the subsidence (source: Google Earth).

4.2. Earthquake Surface Deformation Detected by DInSAR

For the DInSAR, the Sentinel-1 data were processed following the standard consecutive approach
using the smallest temporal six-day baselines, with the exception of the one 12-day ascending pair
mentioned earlier. Differential interferograms of adjacent SAR acquisitions were calculated and
accumulated to provide complete time-series interferometric results. This technique uses small
temporal baselines which minimize temporal decorrelation [44,45]. Vertical displacements at each
pixel acquired by DInSAR estimates are presented in Figure 5.
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Figure 5. Vertical deformation patterns derived from the ascending (a) and descending (b) DInSAR
interferograms: (1) and (2) pre-seismic; (3) co-seismic—(a.3) 12-day and (b.3) six-day; and (4) and (5)
post-seismic. The images used for each interferogram are shown in the format DD/MM/YYYY. The red
star represents the epicentre. The numbered dots are the points chosen for time-series comparison
(Figure 6). The inset in (a.3) shows the footprint (red rectangle) of the DInSAR results over the local
LUMINEOS network. The blue polygon represents the Żelazny Most tailings pond.

4.3. InSAR Time Series

Four test points (Figures 4 and 5) were selected in order to compare the SBAS and DInSAR vertical
subsidence velocities before and after the seismic event (Figure 6a). Three of the test points (1, 2 and
4) coincided with ground objects with solid construction, such as roads and buildings, lying within
highly coherent (≥0.9) pixels. Point 3 was chosen in the area of maximal detected SBAS subsidence.
It was captured only in the second SBAS set.
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The displacement values from the ascending and descending DInSAR deformation maps were
extracted and compared by time-series (Figure 6b). The mean values of the vertical displacement in
the time-series graphs were calculated by linear interpolation.

 

Figure 6. Time-series for selected points (Figures 4 and 5), showing: (a) the vertical subsidence for
the period three months before and three months after the earthquake (red line), extracted from the
descending SBAS (dashed blue lines) and DInSAR (solid black line); (b) the vertical displacement for
the same period, extracted from ascending (dashed line) and descending (solid line) DInSAR data.
The dotted line represents the mean value of the vertical displacements.

5. Discussion and Conclusions

Mining-induced seismicity and the associated ground deformation, measured by advanced
geodetic observations, have not been studied by many authors, except in the cases of controlled
salt mine cavity collapse [46–48], examples in the Upper Silesia Coal Basin [7,8,11,49,50], and in the
LGCD [51,52]. Previous works concerning ground deformation studies in mining areas, however, were
focused on geodetic data only (i.e., remote sensing or GNSS) ([46–48,51,53] and references therein)
or used just very basic seismological parameters, usually epicentre locations provided by various
seismological centres [13,50]. Some specific models of ground deformations have also been considered
previously [54]. Since a mining collapse is actually an isotropic seismic source, these models seem
to be in very good agreement with the seismological model of mining collapse. On the other hand,
the impact of mining tremor deals with a very minor number of existing subsidence basins in mining
areas. Hence, it is difficult to judge, using the geodetic data only, whether the subsidence is directly
connected with a tremor or not. In all these studies, it was postulated that the increased seismicity
manifested itself on the ground as a higher subsidence rate, with the measurable effects of post-seismic
vertical deformation reaching up to 10 cm [52]. We applied several different techniques in order to gain
a better understanding of the characteristics of the strong anthropogenic tremors induced by mining
activities. These results not only support similar previous studies, but also contribute new findings.

First of all, we determined that shallow-induced seismic events with magnitudes of M4 and above
can manifest not only as a relatively strong ground motion but can also provoke significant surface
deformation in a very short time. Both effects have been observed in mining areas [6,11], but rarely in
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such a detailed way as presented here. The combination of different long- and short-time monitoring
techniques provided an opportunity to track the process of evolving surface deformation in a complex
regime of mining subsidence and anthropogenic seismicity in detail. Thanks to the GNSS and InSAR
analysis, the rate and delineation of the subsidence was determined quite well, and we confirmed the
rapid subsidence of the ground in relation to the mine roof collapse events.

High-rate GNSS observations have been applied in earthquake analysis and structural health
monitoring. Previous studies of seismogeodesy have been concerned with large natural earthquakes
with magnitudes exceeding M4.5 and amplitudes reaching decimetres and even meters (e.g., [27,55–57]).
The event from 29th January is the first example presented of HR-GNSS application in short-term
deformations caused by induced earthquakes. Studies related to induced shocks have involved
long-term displacements and standard sampling frequencies of up to 1 Hz only [58]. In this study,
the greater potential of the HR-GNSS for small events with centimetre-scale amplitudes was confirmed
by a comparison with the seismological data. The short-term GNSS observation revealed the possibility
of a wider interpretation of the source mechanism in the future. Data from the collocated GNSS and
seismic sensors showed very good agreement in the displacement time-series, which indicates that
the GNSS stations can be used for additional, alternative data, recorded around an epicentre in an
area with sparse seismic sensors. On the other hand, the long-term GNSS study revealed the possible
detection of other high-energy seismic events in the area. However, this is highly dependent on the
distance between the GNSS station and the seismic sources and requires extended investigation.

The spatial range of the surface deformation derived from the InSAR studies corresponded
well with the estimated location and focal mechanism of the event. The DInSAR results showed an
undoubted capability to detect and delineate the scale of the surface deformations caused by such
an event, as proved by the comparison between the ascending and descending data, even though
the ascending co-seismic interferogram (12-day) had a lower quality. The combination of the SBAS
and DInSAR results demonstrated the intensive subsidence with varying velocity associated with
mining activities. Continuous subsidence occurred in the area at different velocities, depending on the
dynamics of the material being extracted and also the local seismicity.

In principle, the source parameters can be derived directly or indirectly from seismograms
recorded around the hypocenter. The most important and interesting in the case studied in this work
is the source mechanism, which in fact is quite different in comparison with natural earthquakes that
occurred on faults. In such regions, the dominance of the double couple mechanisms is observed, and
no isotropic sources are expected. Concerning the mechanism, since the subsidence was completed in
a very short time after the quake happened, the satellite observations can be used as an indicator for
the source type determination. In our case, the geodetic studies strongly supported the full moment
tensor estimated with seismological analysis. We also gained better knowledge about the size of the
rupture thanks to the additional study of the seismic and geodetic data. This is quite unique in the
case of seismicity related to underground mining. Our results also help in better understanding the
influence of the collapse like events on surface vibration measured in terms of PGA/PGV. By geodetic
techniques, we investigated the surface for possible deformations before and after the event in order to
verify the proper detection of the affected area. Last, but not least, it was previously shown that seismic
sources with visible rock bursts (e.g., tunnel collapses) in this area are complex (see, e.g., [4,12]). This is
not obvious seismological observation and is crucial to understand the phenomena in the future. Since
the subsidence is directly connected with the collapse, using geodetic analysis we would be ready to
say more about the source physics.

The outcomes from the current study confirm the potential of the applied techniques for
investigating ground vibrations and the surface deformation related to them. The studied event
highlighted the need for a more detailed study, focused on several areas, starting with the highly
complex nature of the ground deformations in areas where mining activities occur. The combination of
factors provoking such ground changes, such as the very fast motions caused by moderate tremors
with different magnitudes, the fast and slow nonlinear subsidence of the surface triggered by material
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extraction, and also the change in subsidence rates between the pre- and post-earthquake periods,
the local geological structures, underground water-level changes, etc., produce a complex dynamic
regime at the mine surface and in the behaviour of the cavity. The combination of different techniques
provides a better understanding of the mining and its induced seismicity influence on the surface.

To increase the impact of such joint investigations, several recommendations can be made. A high
density of GNSS stations, in areas with significant seismic risk also provoked by human activities,
is recommended. A high density will allow a more detailed, long-term study of the horizontal and
vertical trends of the surface in the area. On the other hand, the results from short-term GNSS
measurements could be used to densify and verify the seismic recordings. Combined observation of
long time series of seismological and geodetic data (GNSS, InSAR) could reinforce the possibility of
detection of pre-seismic markers, enabling it to become a method for developing an early warning
system in mining areas.

Undoubtedly, the investigation of this event has provided a new way for analysing hazardous
rock bursts in underground mines. The current study has proved the high potential for obtaining a
broader understanding of anthropogenic hazards by combining different Earth monitoring techniques.
Joint geodetic and seismological observations can complement each other and help to overcome
the individual disadvantages of the separate methods. This approach can be recommended as a
complex tool, which can be used to gain a better understanding of the seismicity associated with
all kinds of anthropogenic activities. The method would be especially useful in areas with sparse
seismic monitoring and/or regions with already known isotropic source mechanisms, such as mining
or volcanic.
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Abstract: We use 2018–2020 Sentinel-1 InSAR time series data to study post-seismic deformation
processes following the 2017 Mw 7.3 Kermanshah, Iraq earthquake. We remove displacements caused
by two large aftershock sequences from the displacement field. We find that for a six month period
the response is dominated by afterslip along the up-dip extension of the coseismic rupture zone,
producing up to 6 cm of radar line-of-sight displacements. The moment magnitude of afterslip is
Mw 5.9 or 12% of the mainshock moment. After that period, the displacement field is best explained
by viscoelastic relaxation and a lower crustal viscosity of ηlc = 1+0.8

−0.4 × 1019 Pas. The viscosity of
the uppermost mantle is not constrained by the data, except that it is larger than 0.6 × 1019 Pas.
The relatively high lower crustal and uppermost mantle viscosities are consistent with a cold and dry
lithosphere of the Zagros region.

Keywords: post-seismic deformation mechanism; InSAR time series algorithm; Kermanshah
earthquake; viscoelastic relaxation

1. Introduction

The Mw 7.3 Kermanshah earthquake of 12 November 2017 near the Iran/Iraq boundary occurred
along a thrust fault of the Zagros Mountains. It killed more than 400 people and destroyed 12,000 buildings.
There were serious economic losses caused by this event [1]. It was one of the largest earthquakes in
the northwestern Zagros during the instrumental era (others were the 1909 Mw 7.3 earthquake and
1957 Mw 7.1 earthquake) [2,3]. Observations of post-seismic deformation provide an opportunity to
investigate the fault and rheological properties of the Zagros lithosphere.

Post-seismic displacements can be caused by (i) afterslip along the fault, either along the patch
that ruptured during the earthquake or next to it [4–7]; (ii) viscoelastic relaxation of the lower
crust and/or upper mantle [8–10]; (iii) poroelastic rebound following earthquake-induced pore-fluid
pressure changes [11–13]; or (iv) large aftershocks. These processes have different spatial-temporal
characteristics [14]. Afterslip and poroelastic rebound cause ground displacements in the near field and
last for a few months to years. In contrast, viscoelastic relaxation causes displacements in the far field
and can last several decades. Understanding the origin of post-seismic deformation is important for
seismic hazard because it changes the crustal stress field, loading or unloading nearby faults [15–17].

In this study we use 2.3 years (until February 2020) of Sentinel-1 data to investigate post-seismic
displacements after the Kermanshah earthquake. After removing the coseismic deformation of the
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largest aftershocks, we investigate whether surface displacements reflect afterslip and/or viscoelastic
relaxation and explore the afterslip characteristics and the lithospheric rheology of this region.

2. Geologic Setting and Aftershock Sequence

The Kermanshah earthquake is located on the southwestern edge of the northwestern Zagros
fold-and-thrust belt (ZFTB), one of the most seismically active intra-continental belts and relatively
young orogens in the world [8,18]. ZFTB is formed due to continental collision between the Arabian
and Eurasian plates in western Asia. The convergence rate between these two plates is approximately
~2 cm/year [19] and ZFTB accommodates one third of the total collision rate, according to the NUVEL-1A
plate motion model [20]. GPS data show that the collision rate decreases steadily from 9 mm/year
in the southeastern section to 7 mm/year and 4 mm/year in the central and northwestern Zagros,
respectively [20]. The Zagros Main Recent Fault (MRF), the High Zagros Fault (HZF) and the Zagros
Mountain Front Fault (MFF) are major faults in the northwestern Zagros region (Figure 1).

Several studies using seismic and geodetic data concluded that this earthquake occurred on a
shallowly east-dipping blind fault with 15◦ dip angle and between 13 and 20 km depth [3,18,20–24].
For the viscoelastic relaxation simulation below we use the source parameters of Vajedian [3].

The Kermanshah earthquake was followed by strong aftershock sequences. There were two
sequences of aftershocks with several events with magnitude 5.0 or larger that occurred in close
vicinity within a short time period. The first one was a one-hour-long sequence on 11 January 2018
with magnitude ranging from Mw 5.1 to Mw 5.5; the second one was a seven-hour-long sequence
on 25 November 2018 with magnitude ranging from Mw 5.0 to Mw 6.3. These sequences (Figure 1,
Table 1) are referred to as aftershock sequence 1 and 2, respectively. The third largest aftershock was an
Mw 6.0 on 25 August 2018.

Figure 1. Map of the study area. The red star represents the location of the mainshock (from USGS
earthquake Catalog). The black dashed rectangle marks the coseismic fault [3]. The black dot
indicates the upper edge of fault. The red lines are nearby faults (MRF: the Zagros Main Recent
Fault, HZF: the High Zagros Fault, MFF: the Zagros Mountain Front Fault). Yellow circles mark
aftershocks (Mw > 3.0) up to 839 days after the mainshock (from USGS earthquake catalog: https:
//earthquake.usgs.gov/earthquakes/).
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Table 1. Aftershock sequences a.

Time (UTC) Magnitude (Mw) Type Depth (km)

Aftershock sequence on 11 January 2018 (aftershock sequence 1)

06:59:30 5.5 Thrust 13.5
07:00:52 5.3 No information No information
07:14:15 5.3 Thrust 13.5
07:55:00 5.1 No information No information
08:00:39 5.3 Thrust 17.5

Aftershock sequence on 25 November 2018 (aftershock sequence 2)

16:37:32 6.3 Strike-slip 23.5
17:09:36 5.2 Thrust 17.5
23:00:46 5.0 No information No information

a earthquake information came from USGS earthquake catalog: https://earthquake.usgs.gov/earthquakes/.

3. InSAR Data and Processing Methodology

We used a total of 134 ascending Sentinel-1 A/B data from Path 72 (from 17 November 2017 to
5 February 2020; the first image 5 days after the mainshock) and 54 descending images from Path 79
(from 18 November 2017 to 31 January 2020; the first image 6 days after the mainshock).

We used ISCE stack processor [25,26] to generate the interferograms with 21 looks in the azimuth
and 7 looks in the range direction. Precise orbit data and the 3 arc-second DEM from the Shuttle
Radar Topography Mission (SRTM) [27] were used to simulate and remove the phase error caused by
topography and earth curvature from each interferogram. Multi-looked and filtered interferograms
were registered to a master SAR image by finding offsets between single-look complex (SLC) images
and the master SLC using DEM and orbit vectors. Finally, the phases of the coregistered interferograms
were unwrapped using the statistical-cost network-flow algorithm (SNAPHU) [28].

For time series processing we used the routine workflow of the Miami InSAR time series software
in Python (MintPy) [29]. In this workflow the network of interferograms was inverted for the raw
phase time series and then corrected for the tropospheric delay (we used the ERA5 global atmospheric
model) and topographic residuals to obtain the noise-reduced displacement time series from which the
average line of sight (LOS) velocity was estimated pixel by pixel.

4. Modelling Approach

To estimate the aftershock and afterslip parameters, we consider uniform rectangular dislocations
in a homogeneous elastic half-space [30]. The model parameters are fault location, length, width,
dip angle, strike angle, depth, strike slip and dip slip. To estimate the rheological structure we consider
Maxwell rheology for the lower crust and upper mantle, each characterized by two parameters,
the steady state shear modulus and steady state viscosity. We use the RELAX software [31–33],
which uses the Fourier–domain elastic Green’s functions and the equivalent body-force representation
of coseismic and post-seismic deformation processes to calculate the viscoelastic relaxation displacement.
The model parameters are the lower crust and upper mantle viscosities.

We sample from the data using a downsampling method combining uniform and quadtree
sampling. We use quadtree sampling in the region with significant deformation and in the far field the
uniform sampling approach (see Supplemental Material for downsampling results). We calculate for
each model a misfit function χ2 defined as:

χ2 = (dobs − dsim)C−1(dobs − dsim)−1

where dobs and dsim are the observed and simulated displacements, respectively, and C is the covariance
matrix [34]. We solve the non-linear inversion problem for the elastic dislocations using a Bayesian
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approach with the Geodetic Bayesian Inversion Software (GBIS) [34]. We also use GBIS to estimate C.
We invert for the rheological structure using a grid search approach.

5. Results

5.1. Post-Seismic Displacement Field

Figure 2 shows the line-of-sight (LOS) displacements from ascending and descending orbits after
the earthquake (17 and 18 November 2017, respectively) to February 2020, where the positive value
means movement towards the sensors and negative values mean movement away from the sensor.
The ascending data shows a lobe of up to 8 cm of LOS decrease (yellow/red color) and the descending
data shows lobes of both LOS decrease and LOS increase (up to 10 cm, blue color). The ascending
and descending displacement time series for points in the epicentral area show initially rapidly and
then slowly growing and decaying signals, respectively (Figure 2c). We therefore consider two time
periods characterized by different displacement patterns, from 17 November 2017 to 10 June 2018
(time period 1) and from 10 June 2018 to February 2020 (time period 2). We consider four different areas
(Figure 2a,b). In addition to the area used for studying viscoelastic relaxation (area 1), we consider two
aftershock areas (areas 2 and 3) and an area to investigate afterslip (area 4).

 
Figure 2. (a) Ascending and (b) descending LOS displacement field from November 2017 to February
2020. (c) LOS time series for two points located in the epicentral area. Black dashed rectangle in (a),
(b): coseismic fault. Black corners: displacement areas. Black solid square: reference point (used
through the whole paper except for aftershock sequence 1 and 2). Black dot: upper edge of fault. Black
triangle: two points to show displacement time series.

5.2. Aftershocks

We consider both aftershock sequences as composite events and we obtain elastic dislocation
models for aftershock sequence 1 and 2 so that their contributions can be removed from the post-seismic
displacement fields. We do not consider the 25 August 2018 aftershock located east of the epicenter
because there is no clear signal associated with it in ascending and descending data (Figure S1)
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and no geodetic focal mechanism can be estimated. For both ascending and descending orbits,
we use interfergrams reconstructed from the raw time series. They are less noisy than the observed
interferograms because the network inversion of interferograms filters out temporal decorrelation noise.

For aftershock sequence 1, the best-fitting dislocation has a length and width of 12.9 km and 5.4 km
and 0.4 m slip. For aftershock sequence 2, the best-fitting dislocation has a length and width of 12.7 km
and 8.8 km and 1.8 m slip (Table 2). The observations, modelled displacement and difference between
observations and model are shown in Figure 3a,b. The red lines are nearby faults. The geodetic focal
mechanisms (shown in Figure 3) are very similar to the Centroid-Moment-Tensor (CMT) solutions
(shown in Figure 1).

5.3. Afterslip for Time Period 1

To test whether the surface displacements are consistent with afterslip, we use the ascending and
descending data until June 2018 (Figure 4a) after removal of the contribution from the January 2018
aftershock sequence. We estimate the best-fitting uniform dislocation using a homogeneous elastic
half space model. The best-fitting solution (Table 2, black solid rectangle in Figure 4a) shows that the
observations are well explained by 0.8 m of uniform slip along one dislocation with a length and width
of 45.5 and 6.4 km located on the near-horizontal, western, up-dip continuation of the coseismic fault.

Figure 3. Uniform slip inversion result of aftershock sequence 1, aftershock sequence 2 for ascending
data and descending data. (a) Aftershock sequence 1, ascending data from 10 January 2018 to
16 January 2018, descending data from 5 January 2018 to 17 January 2018; (b) aftershock sequence 2,
ascending data from 18 November 2018 to 30 November 2018, descending data from 25 November 2018
to 7 December 2018. Black solid rectangle: best-fitting dislocation. Red lines: nearby faults. Black dot:
upper edge of fault. The beach balls for aftershock sequence 1 and 2 are obtained based on the inverted
fault parameters. Blue points for aftershock sequence 1 and 2: reference point.
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Table 2. Range, optimal and uncertainties of InSAR-inversion fault slip parameters for the aftershock
sequence that occurred on 11 January 2018, and the aftershock sequence that occurred on 25 November
2018 and afterslip for time period 1.

Length
(km)

Width
(km)

Depth
(km)

Dip
(◦)

Strike
(◦)

Dip Slip b

(m)

Strike Slip c

(m)
Lat d,e Lon d,e Mw e Rms

(m)

Aftershocks 1 (Mw5.5)

Lower 5 5 1 −90 90 0 −0.2 — — —

Upper 50 35 30 90 360 6 0.2 — — —

Optimal 12.9 5.4 13.0 51 344 0.39 −0.08 33.71 45.68 5.94 0.002

2.5% a 8.7 1.8 11. 9 42 335 0.21 −0.25 — — —

97.5% a 15.3 10.1 15.3 58 352 0.59 0.05 — — —

Aftershocks 2 (Mw6.3)

Lower 5 5 1 50 90 −0.3 −2 — — —

Upper 30 30 40 90 360 0 2 — — —

Optimal 12.7 8.8 22.0 90 302 −0.29 1.80 34.36 45.70 6.52 0.008

2.5% 6.2 2.9 13.2 87 292 −0.41 0.91 — — —

97.5% 21.2 14.7 32.0 90 310 −0.02 2.25 — — —

Afterslip

Lower 5 1 5 −20 330 0 −3 — — —

Upper 70 50 20 20 360 5 3 — — —

Optimal 45.5 6.4 11.5 −4 346 0.69 −0.45 34.45 45.62 6.56 0.018

2.5% 38.9 1.0 10.3 −10 340 0.13 −0.76 — — —

97.5% 54.6 11.5 13.6 5 350 1.56 −0.24 — — —
a maximum posteriori probability solutions of 2.5% and 97.5% from the posterior probability density function of
fault parameters. b The positive value means the hanging wall showed relative uplift; c the negative value means
that the hanging wall direction of the motion was opposite to the strike; d longitude and latitude of the corner of
upper edge; e calculated based on the optimal inversion parameters.

Figure 4. Best-fitting modelling results for (a) afterslip period (until June 2018) and (b) viscoelastic
relaxation period (from June 2018 to February 2020). Black thin dashed rectangle: coseismic fault.
Black solid rectangle: best-fitting afterslip dislocation. Black dot: upper edges of fault. Red lines:
nearby faults. The reference point is shown in Figure 2.
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5.4. Viscoelastic Relaxation for Time Period 2

We assume that the displacements in time period 2 are caused by viscoelastic relaxation. In order
to constrain the rheological structure we use a 25 km-thick elastic upper crust and a 20 km-thick
viscoelastic Maxwell lower crust over a viscoelastic Maxwell upper mantle (Figure 5a; the average
depth of the regional Moho is 45 km according to the CRUST 1.0 model) [35,36]. In the grid search the
viscosities of the lower crust and upper mantle range from 1× 1017 Pas to 1× 1021 Pas; we use a step
size for the logarithm of viscosity of 0.25.

Our result (Figure 5b) yields the best estimates of the parameters ηlc = 1+0.8
−0.4 × 1019 Pas, where the

confidence interval is calculated using F–Test [37–39]. Our data resolve the viscosity of the lower crust
but not the viscosity of the uppermost mantle, except that it is larger than 0.6× 1019 Pas.

The comparison between the observed and simulated displacement (Figure 4b) shows that
the model explains the descending data well but there is a discrepancy for the ascending data.
This discrepancy can be attributed to the larger tropospheric noise for the ascending data which are
acquired during the day when the tropospheric variability is high (local acquisition time of 15:00 and
3:00 for ascending and descending data, respectively). What is more, the color discontinuity in the
ascending data (around center-bottom of Figure 4b, top) is caused by the subtraction of coseismic
displacement of aftershock sequence 2.

Furthermore, the viscoelastic relaxation signal during this 1.75 year period is relatively small
(up to 4 cm). The small signal is a consequence of the fault geometry. A horizontal fault causes largely
horizontal flow.

We also explored afterslip models and concluded that they can be ruled out. The fault plane of
the best-fitting model locates a few kilometers above the coseismic rupture in the phanerozoic cover
(Figures S2 and S3), which is geologically not plausible. Besides, the best-fitting viscoelastic relaxation

model is characterized by a significantly better rms (rms =
√∑n

i=1 residual2i
n ) than the best-fitting afterslip

model (0.015 m versus 0.025 m). We can also rule out afterslip on the coseismic rupture or its downdip
extension because of even higher rms. We did not consider combined models with both afterslip and
viscoelastic relaxation because the data lack the resolution to constrain all model parameters.

Figure 5. (a) Regional layered model. The upper crust depth is shown at 4:1 scale for visual clarity; the
lower crust and upper mantle depth are shown at 1:1 scale; (b) misfit contour map in ηlc and ηum space.
The yellow star is model 1 (best-fitting model) in Figure 6; the yellow square is model 2 in Figure 6; the
yellow triangle is model 3 in Figure 6. The black dash line in (a) is the coseismic fault. The black solid
line in (a) is the afterslip fault. The gray-shaded area in (b) denotes 95% confidence interval.

5.5. Summary of Post-Seismic Models

To visualize the fits of the post-seismic models we combine the ascending and descending
displacement fields for the two time periods to the quasi-vertical and quasi-horizontal displacements
in east–west direction [40] (Figure 6a,b). The north–south displacement cannot be calculated because
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only right-looking InSAR data are available and because polar-orbiting sensors are not sensitive to
north–south displacements. We generate simulations for models with lower and higher viscosities in
both the lower crust and uppermost mantle. We use ηlc = ηum =1018 Pas for the low viscosity model
(model 2) and ηlc = ηum =1020 Pas for the high viscosity model (model 3), respectively.

For time period 1, the low viscosity model produces vertical displacements comparable to
the observations, but the east–west displacements are different than observed (model 2, Figure 6a).
This reinforces that afterslip was the dominating process during this period. For time period 2,
the low and high viscosity models predict significantly more and less displacements than observed,
respectively (models 2, 3 in Figure 6f,g), reinforcing that the viscosities are of the order of 1019 Pas
(model 1, Figure 6d).

 

Figure 6. InSAR-derived horizontal east–west and vertical displacements with aftershocks’ contribution
removed and modelling results. (a) and (b) InSAR observation; (c) afterslip model; (d) viscoelastic
relaxation model 1; (e) and (f) viscoelastic relaxation model 2; (g) viscoelastic relaxation model 3.
Black dot: upper edge of the fault. Red line: nearby faults. Thin dashed rectangle: best-fitting afterslip
dislocation and coseismic fault, respectively.

6. Discussion

6.1. Afterslip for Time Period 1

Our analysis shows that the post-seismic response through about June 2018 was dominated by
afterslip along the up-dip continuation of the coseismic rupture, consistent with Barnhart [18] and
Yang [24] who studied shorter time periods. The moment released by afterslip was 1.13× 1019 Nm,
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which was about 12% of that by the coseismic slip. To put these results into perspective, we compiled
the location of afterslip and the ratios between afterslip and coseismic moment release found in
previous studies of earthquakes, which are listed in the supplementary Table S1.

The afterslip on the up-dip continuation of the coseismic rupture indicates a zone along the fault
with velocity-strengthening frictional behavior [41] above a zone with velocity weakening behavior that
ruptured during the earthquake. Up-dip afterslip was also observed for the 2003 Mw 6.9 Boumerdes [42]
and the 2003 Mw6.8 Zemmouri, Algeria [43] earthquakes. For many other earthquakes, afterslip
occurs on the down-dip extension of the coseismic rupture zone. Examples include the 2015 Mw 7.8
Gorkha earthquake [44], the 2011 Mw 9.0 Tohoku earthquake [45–47] and the 2008 Mw 7.9 Wenchuan
earthquake [48].

The afterslip duration time of six months is comparable to that of the 2014 Napa earthquake [10]
but much smaller than for example for the 2004 Mw6.0 Parkfield, California, earthquake [49] after
which it continued for about 12 years. The relative amount of afterslip moment release is at the
lower end compared to other earthquakes (10%, 28% and 56% for the Gorkha, Tohoku and Pakistan
earthquakes, respectively).

Afterslip is promoted by clay-rich sediments/fault with clay-rich gouge, high temperature and
elevated pore-fluid pressure [7]. Therefore, the low heat flow (average of 74 mW/m2 [50]) and
relatively low pore-fluid pressure (indicated by the relative low Vp/Vs ratio about 1.73 [51]) might
contribute to the relative short duration time and small moment of Kermanshah afterslip compared to
the mainshock moment.

6.2. Viscoelastic Relaxation for Time Period 2

Our modelling results show that the best-fitting viscosity of the lower crust is 1019 Pas while the
viscosity of upper mantle is 1019 Pas or larger, i.e., the viscosity of the lower crust is equal or lower than
that of the upper mantle. The inferred lower crust viscosity beneath the Kermanshah region equals to
that in the regions of the Hector Mine [52], EL Mayor Cucapah [53], Iceland [54], Loma Prieta [55],
Irpinia [56], Gonghe [38] and Bam [57] earthquakes (Table S2). It is lower than that of the Central
Nevada Seismic Belt [58], and above that of Hebgen Lake [59], Northridge [60], Izmit [61], Chi-Chi [62],
Manyi [63] and Mongolia earthquakes [64]. The inferred upper mantle viscosity range is consistent
with upper mantle viscosities found for the regions of the Izmit, Northridge, Wenchuan [48] (Tibet),
Bhuj [65], Gonghe, Bam, Northridge, Loma Prieta, Chi-Chi, Manyi and Kokoxili [66] earthquakes, but
is higher than for the Hebgen Lake, Landers [39], Hector Mine, Denali [67], Central Nevada Seismic
Belt, El Mayor Cucapah, Iceland, Parkfiled [68] and Mongolia earthquakes.

Laboratory experiments and previous studies show that lithospheric viscosity is mainly dependent
on the composition, temperature and water content [69–71]. Lower temperature and less water lead to
higher viscosity. The relatively high upper mantle viscosity of the Kermanshah region compared to the
western US (Landers, Hector Mine, Central Nevada Seismic Belt, EL Mayor Cucapah, Heban Lake
earthquakes), South central Alsaka (Denali earthquake) and Iceland is consistent with the relatively
lower average heat flow (Iran: 74 mW/m2 [50], Western US: 91 mW/m2 [50], South central Alsaka [72]:
89 mW/m2; Iceland: 175 mW/m2 [73]). It is also consistent with the presence of the high-velocity
anomalies in the upper mantle beneath the Zagros [74] which mark the presence of dry and cold
lithospheric mantle [48]. What is more, the relatively high viscosity of the lower crust is also consistent
with the relatively low average Vp/Vs value (Iran: 1.73 [51]; Chi–Chi: 1.9 [75]), which can be an
indication of low fluid content [76]. Lower temperatures might also contribute to a higher viscosity in
the lower crust.

There was no significant relaxation deformation in the first six months, which can be explained by
the relatively high lower crust and upper mantle viscosities. Furthermore, laboratory experiments
also suggest that the power–law viscous flow often occurs on the hot lithosphere rocks [77], thus the
relatively cold lithosphere rocks in our study region may mean the low possibility of the power–law
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viscous flow occurring in the first few months, which may also contribute to this no significant
relaxation deformation in the first six months phenomenon.

7. Conclusions

We obtained the post-seismic displacement field of the Kermanshah earthquake for the November
2017 to February 2020 time period, longer than previous studies (4 months for Barnhart’s study,
7 months for Yang’s study), from Sentinel-1 ascending and descending data. We came to the
following conclusions:

For the first six months (until June 2018) the post-seismic displacement was due to the afterslip
along the up-dip extension of the rupture zone. The moment released by afterslip was 12% of that
released by coseismic slip. This was at the lower end of the observed range of afterslip durations and
relative moment release. Possible explanations for little afterslip were the relatively low heat flow and
pore-fluid pressures in the Zagros region.

For the subsequent period (we considered data until February 2020), the post-seismic displacement
field was not consistent with afterslip but more consistent with viscoelastic relaxation in the lower
crust. Assuming that this was the only process causing surface displacements, we found a best-fitting
viscosity of ηlc = 1+0.8

−0.4 × 1019 Pas for lower crust. The data do not have the resolution to constrain the
viscosity of the uppermost mantle but we could infer a lower bound of 0.6 × 1019 Pas. A relatively
strong lower crust and upper mantle was consistent with the relatively lower heat flow, low average
Vp/Vs value and the existence of the upper mantle high-velocity anomalies in the Zagros region.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/12/12/2032/s1:
Figure S1: coseismic displacement field caused by the aftershock of 25 August 2018; Figure S2: uniform slip
inversion result for afterslip for time period 2; Figure S3: conceptual model of the spatial relationship between
coseismic fault slip and afterslip for time period 2; Figure S4: sampled data used for modelling of aftershock
sequence 1 and aftershock sequence 2; Figure S5: same as Figure S4 but for time period 1 and time period 2; Table
S1: reported ratio of the afterslip moment release relative to the coseismic moment release and the position of
afterslip relative to the coseismic slip; Table S2: rheologic structures inferred in previous studies; Table S3: range,
optimal and uncertainties of InSAR-inversion fault slip parameters for the afterslip for time period 2.
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A compact blind shallow-dipping thrust event in the mountain front fault basement. Tectonophysics 2018,
747–748, 108–114. [CrossRef]

21. Feng, W.; Samsonov, S.; Almeida, R.; Yassaghi, A.; Li, J.; Qiu, Q.; Li, P.; Zheng, W. Geodetic Constraints of
the 2017 Mw7.3 Sarpol Zahab, Iran Earthquake, and Its Implications on the Structure and Mechanics of the
Northwest Zagros Thrust-Fold Belt. Geophys. Res. Lett. 2018, 45, 6853–6861. [CrossRef]

22. Ding, K.; He, P.; Wen, Y.; Chen, Y.; Wang, D.; Li, S.; Wang, Q. The 2017 Mw 7.3 Ezgeleh, Iran earthquake
determined from InSAR measurements and teleseismic waveforms. Geophys. J. Int. 2018, 215, 1728–1738.
[CrossRef]

23. Yang, Y.H.; Hu, J.C.; Yassaghi, A.; Tsai, M.C.; Zare, M.; Chen, Q.; Wang, Z.G.; Rajabi, A.M.; Kamranzad, F.
Midcrustal Thrusting and Vertical Deformation Partitioning Constraint by 2017 Mw 7.3 Sarpol Zahab
Earthquake in Zagros Mountain Belt, Iran. Seismol. Res. Lett. 2018, 89, 2204–2213. [CrossRef]

24. Yang, C.; Han, B.; Zhao, C.; Du, J.; Zhang, D.; Zhu, S. Co-and post-seismic Deformation Mechanisms of the
MW 7.3 Iran Earthquake (2017) Revealed by Sentinel-1 InSAR Observations. Remote Sens. 2019, 11, 418.
[CrossRef]

25. Rosen, P.A.; Gurrola, E.; Sacco, G.F.; Zebker, H. The InSAR scientific computing environment. In Proceedings of
the EUSAR 2012; 9th European Conference on Synthetic Aperture Radar, Nuremberg, Germany, 23–26 April 2012;
pp. 730–733.

245



Remote Sens. 2020, 12, 2032

26. Fattahi, H.; Agram, P.; Simons, M. A Network-Based Enhanced Spectral Diversity Approach for TOPS
Time-Series Analysis. IEEE Trans. Geosci. Remote Sens. 2017, 55, 777–786. [CrossRef]

27. Farr, T.G.; Rosen, P.A.; Caro, E.; Crippen, R.; Duren, R.; Hensley, S.; Kobrick, M.; Paller, M.; Rodriguez, E.;
Roth, L.; et al. The Shuttle Radar Topography Mission. Rev. Geophys. 2007, 45, RG2004. [CrossRef]

28. Chen, C.W.; Zebker, H.A. Two-dimensional phase unwrapping with use of statistical models for cost functions
in nonlinear optimization. J. Opt. Soc. Am. A 2001, 18, 338–351. [CrossRef]

29. Yunjun, Z.; Fattahi, H.; Amelung, F. Small baseline InSAR time series analysis: Unwrapping error correction
and noise reduction. Comput. Geosci. 2019, 133, 104331. [CrossRef]

30. Okada, Y. Internal deformation due to shear and tensile faults in a half-space. Bull. Seismol. Soc. Am. 1992,
82, 1018–1040.

31. Barbot, S.; Fialko, Y.; Sandwell, D. Three-dimensional models of elastostatic deformation in heterogeneous
media, with applications to the Eastern California Shear Zone. Geophys. J. Int. 2009, 179, 500–520. [CrossRef]

32. Barbot, S.; Fialko, Y. Fourier-domain Green’s function for an elastic semi-infinite solid under gravity, with
applications to earthquake and volcano deformation. Geophys. J. Int. 2010, 182, 568–582. [CrossRef]

33. Barbot, S.; Fialko, Y. A unified continuum representation of post-seismic relaxation mechanisms: Semi-analytic
models of afterslip, poroelastic rebound and viscoelastic flow. Geophys. J. Int. 2010, 182, 1124–1140. [CrossRef]

34. Bagnardi, M.; Hooper, A. Inversion of Surface Deformation Data for Rapid Estimates of Source Parameters
and Uncertainties: A Bayesian Approach. Geochem. Geophys. Geosyst. 2018, 19, 2194–2211. [CrossRef]

35. Laske, G.; Masters, G.; Ma, Z.; Pasyanos, M. Update on CRUST1.0—A 1-degree Global Model of Earth’s
Crust. Geophys. Res. Abstr. 2013, 15, 2658.

36. Hatzfeld, D.; Tatar, M.; Priestley, K.; Ghafory-Ashtiany, M. Seismological constraints on the crustal structure
beneath the Zagros Mountain belt (Iran). Geophys. J. Int. 2003, 155, 403–410. [CrossRef]

37. Stein, S.; Gordon, R.G. Statistical tests of additional plate boundaries from plate motion inversions. Earth Planet.
Sci. Lett. 1984, 69, 401–412. [CrossRef]

38. Hao, M.; Shen, Z.-K.; Wang, Q.; Cui, D. Postseismic deformation mechanisms of the 1990 Mw 6.4 Gonghe,
China earthquake constrained using leveling measurements. Tectonophysics 2012, 532–535, 205–214. [CrossRef]

39. Pollitz, F.F.; Peltzer, G.; Bürgmann, R. Mobility of continental mantle: Evidence from postseismic geodetic
observations following the 1992 Landers earthquake. J. Geophys. Res. Solid Earth 2000, 105, 8035–8054.
[CrossRef]

40. Wright, T.J.; Parsons, B.E.; Lu, Z. Toward mapping surface deformation in three dimensions using InSAR.
Geopyhs. Res. Lett. 2004, 31, L01607. [CrossRef]

41. Marone, C.J.; Scholtz, C.H.; Bilham, R. On the mechanics of earthquake afterslip. J. Geophys. Res. Solid Earth
1991, 96, 8441–8452. [CrossRef]

42. Mahsas, A.; Lammali, K.; Yelles, K.; Calais, E.; Freed, A.M.; Briole, P. Shallow afterslip following the 2003
May 21, Mw = 6.9 Boumerdes earthquake, Algeria. Geophys. J. Int. 2008, 172, 155–166. [CrossRef]

43. Cetin, E.; Meghraoui, M.; Cakir, Z.; Akoglu, A.M.; Mimouni, O.; Chebbah, M. Seven years of postseismic
deformation following the 2003 Mw = 6.8 Zemmouri earthquake (Algeria) from InSAR time series.
Geopyhs. Res. Lett. 2012, 39. [CrossRef]

44. Jiang, G.; Wang, Y.; Wen, Y.; Liu, Y.; Xu, C.; Xu, C. Afterslip evolution on the crustal ramp of the Main
Himalayan Thrust fault following the 2015 Mw 7.8 Gorkha (Nepal) earthquake. Tectonophysics 2019, 758,
29–43. [CrossRef]

45. Ozawa, S.; Nishimura, T.; Suito, H.; Kobayashi, T.; Tobita, M.; Imakiire, T. Coseismic and postseismic slip of
the 2011 magnitude-9 Tohoku-Oki earthquake. Nature 2011, 475, 373–376. [CrossRef] [PubMed]

46. Ozawa, S.; Nishimura, T.; Munekane, H.; Suito, H.; Kobayashi, T.; Tobita, M.; Imakiire, T. Preceding, coseismic,
and postseismic slips of the 2011 Tohoku earthquake, Japan. J. Geophys. Res.Solid Earth 2012, 117, 7404.
[CrossRef]

47. Noda, A.; Takahama, T.; Kawasato, T.; Matsu’ura, M. Interpretation of Offshore Crustal Movements Following
the 2011 Tohoku-Oki Earthquake by the Combined Effect of Afterslip and Viscoelastic Stress Relaxation.
Pure Appl. Geophys. 2018, 175, 559–572. [CrossRef]

48. Diao, F.; Wang, R.; Wang, Y.; Xiong, X.; Walter, T.R. Fault behavior and lower crustal rheology inferred from
the first seven years of postseismic GPS data after the 2008 Wenchuan earthquake. Earth Planet. Sci. Lett.
2018, 495, 202–212. [CrossRef]

246



Remote Sens. 2020, 12, 2032

49. Lienkaemper, J.J.; McFarland, F.S. Long-Term Afterslip of the 2004 M 6.0 Parkfield, California,
Earthquake—Implications for Forecasting Amount and Duration of Afterslip on Other Major Creeping
Faults. Bull. Seismol. Soc. Am. 2017, 107, 1082–1093. [CrossRef]

50. Wright, T.J.; Elliott, J.R.; Wang, H.; Ryder, I. Earthquake cycle deformation and the Moho: Implications for
the rheology of continental lithosphere. Tectonophysics 2013, 609, 504–523. [CrossRef]

51. Afsari, N.; Sodoudi, F.; Taghizadeh Farahmand, F.; Ghassemi, M.R. Crustal structure of Northwest Zagros
(Kermanshah) and Central Iran (Yazd and Isfahan) using teleseismic Ps converted phases. J. Seismol. 2011,
15, 341–353. [CrossRef]

52. Pollitz, F.F.; Wicks, C.; Thatcher, W. Mantle Flow Beneath a Continental Strike-Slip Fault: Postseismic
Deformation After the 1999 Hector Mine Earthquake. Science 2001, 293, 1814. [CrossRef]

53. Pollitz, F.F.; Bürgmann, R.; Thatcher, W. Illumination of rheological mantle heterogeneity by the M7.2 2010 El
Mayor-Cucapah earthquake. Geochem. Geophys. Geosyst. 2012, 13, Q06002. [CrossRef]

54. Jónsson, S. Importance of post-seismic viscous relaxation in southern Iceland. Nat. Geosci. 2008, 1, 136–139.
[CrossRef]

55. Pollitz, F.F.; Bürgmann, R.; Segall, P. Joint estimation of afterslip rate and postseismic relaxation following
the 1989 Loma Prieta earthquake. J. Geophys. Res. Solid Earth 1998, 103, 26975–26992. [CrossRef]

56. Dalla Via, G.; Sabadini, R.; De Natale, G.; Pingue, F. Lithospheric rheology in southern Italy inferred from
postseismic viscoelastic relaxation following the 1980 Irpinia earthquake. J. Geophys. Res. Solid Earth 2005,
110, B06311. [CrossRef]

57. Wimpenny, S.; Copley, A.; Ingleby, T. Fault mechanics and post-seismic deformation at Bam, SE Iran.
Geophys. J. Int. 2017, 209, 1018–1035. [CrossRef]

58. Gourmelen, N.; Amelung, F. Postseismic Mantle Relaxation in the Central Nevada Seismic Belt. Science 2005,
310, 1473. [CrossRef]

59. Nishimura, T.; Thatcher, W. Rheology of the lithosphere inferred from postseismic uplift following the 1959
Hebgen Lake earthquake. J. Geophys. Res. 2003, 108. [CrossRef]

60. Deng, J.; Hudnut, K.; Gurnis, M.; Hauksson, E. Stress loading from viscous flow in the lower crust and
triggering of aftershocks following the 1994 Northridge, California, Earthquake. Geopyhs. Res. Lett. 1999, 26,
3209–3212. [CrossRef]

61. Wang, L.; Wang, R.; Roth, F.; Enescu, B.; Hainzl, S.; Ergintav, S. Afterslip and viscoelastic relaxation following
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Abstract: Ambient noise carries abundant subsurface structure information and attracts ever-increasing
attention in the past decades. However, there are lots of interference factors in the ambient noise
in the real world, making the noise difficult to be utilized in seismic interferometry. The paper
performs shear-wave tomography on a very short recording of ocean ambient noise with interference.
An adapted eigenvalue-based filter is adopted as a pre-processing method to deal with the strong,
directional interference problem. Beamforming and the noise crosscorrelation analyses show that the
filter works well on the noise recorded by the array. Directional energy is significantly suppressed and
the background diffuse component of the noise is relatively enhanced. The shear-wave tomography
shows a 4-layer subsurface structure of the area covered by the array, with relatively homogeneous
distribution of the shear-wave velocity values in the top three layers and a complicated structure in
the bottom layer. Moreover, 3 high-velocity zones can be recognized in the bottom layer. The result is
compared with several other tomography results using different methods and data. It demonstrates that,
although the ambient noise used in this paper is very short and severely contaminated, a reasonable
tomography result can be obtained by applying the adapted eigenvalue-based filter. Since it is the first
application of the adapted eigenvalue-based filter in seismic tomography using ambient noise, the paper
proves the effectiveness of this technique and shows the potential of the technique in ambient noise
processing and passive seismic interferometry.

Keywords: passive seismic interferometry; surface wave; inversion; shear-wave velocity;
ambient noise; dispersion curve

1. Introduction

Passive seismic interferometry (PSI) makes use of the noise crosscorrelations (NCC) recorded
by receiver pairs to reconstruct the subsurface impulse response. It turns one of the receivers in the
pairs into a virtual source whose hypothetical reflection/energy is imaged by the other receiver. In this
way, an estimate of the Green’s function between the receivers can be obtained [1,2]. The waves in
the Green’s function usually carry much useful information of the environment between the receivers.
This technique provides geophysicists a new perspective to view noise and study the structure of
subsurface with no need for an active seismic source [3]. As an environmental-friendly passive imaging
technique, PSI significantly enhances the importance of naturally occurring ambient noise and makes
it possible to image subsurface structure and monitor temporal subsurface changes conveniently,
environmental-friendly, and economically [4–6].

Aki [7] and Claerbout [8] developed the early framework of the technique. The theoretical
basis of the technique was completed in the early 2000s [2,9–13]. Later, the application of the theory
spreads in multiple research fields including seismology [1,8], helioseismology [14], ultrasonics [9],
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and underwater acoustics [15]. Nowadays, PSI has become a popular technique in subsurface
tomography. Various applications have been done at different scales and for various purposes all over
the world [16–20].

One of the key tasks of PSI is the reliable approximation of Green’s functions between
receiver pairs. It requires that the noise field should be diffuse and equipartitioned [21,22].
Unfortunately, the noise field is usually contaminated by strong, directional sources in the real world,
introducing biases into the approximated Green’s functions [23–27]. Wu et al. [22] reviewed the
techniques which have been proposed to attenuate the interference of strong directional sources,
and developed an adapted eigenvalue-based filter to improve the quality of the estimation of the
Green’s function. The filter is adaptable for different data sets and can reduce the influence of strong,
directional sources significantly.

The main objective of the paper is to perform shear-wave tomography on a very short recording
of ocean ambient noise with interference and compare the tomographic picture obtained with other
tomography results using active sources or much longer ambient noise recordings at the same field.
The noise was recorded by a permanent reservoir monitoring receiver array (PRMRA) installed on
the seabed of an offshore oil field in Norwegian North Sea. The adapted eigenvalue-based filter is
applied as a pre-processing method to suppress the strong, directional interference in the recording
and retrieve reliable approximations of Green’s functions. Note that the paper focuses on the same
dataset with Wu et al. [22] but Wu et al. [22] focuses on the analysis of noise recording at one sensor,
while this paper focuses on the whole data array.

The paper is organized as follows: First, we describe the array geometry and perform time
and frequency analysis of the measured ambient noise. Then, we summarize the most important
ideas of the adapted eigenvalue-based filter and apply the adapted eigenvalue-based filter to the
measured ambient noise. Conventional beamforming is applied to the filtered sample covariance
matrix (SCM) to evaluate the effectiveness of the adapted eigenvalue-based filter. The NCC is also
retrieved based on the filtered SCM at this time. Later, the phase-speed dispersion curves are extracted
and a 3D shear-wave tomography is performed. The result is compared with several previously
published tomography results using different methods. Finally, we summarize the work and draw
some conclusions.

2. Array Geometry and Noise Analysis

2.1. Array Geometry

The passive noise data were acquired by the PRMRA installed by Equinor in the Norwegian
North Sea. The PRMRA contains 17 cables with length from 1.5 to 12.85 km, covering an area of
approximately 50 km2. The Array Geometry is shown in Figure 1. The PRMRA is oriented in a 26–206◦

direction. The cable spacing is 300 m and the receiver spacing in cable is 50 m.

2.2. Noise Analysis

The noise data used here were continuously recorded by hydrophones in each receiver station for
1.02 h at a sampling rate of 500 Hz on 14 September 2015.

2.2.1. The ‘Natural Ambient Noise’

Figure 2a shows the noise recording on one receiver. Relatively speaking, the noise recordings
marked with blue box in Figure 2a are not affected by severe events and can be denoted it as ‘natural
ambient noise’. Figure 2c shows the enlarged view of the ‘natural ambient noise’ and Figure 2d presents
the corresponding power spectral density (PSD) of it in blue. The PSD of the ‘natural ambient noise’
(blue) shows a peak at 0.7 Hz, which can be recognized as the peak of the microseisms in the ocean [28].
As the frequency increases from 0.7 Hz to 4.5 Hz, the PSD decreases gradually and no other peak
appears. Actually, the frequency band of 0.2 to 4.5 Hz of the ocean ambient noise is usually dominated
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by the microseisms, which are believed to be generated by wind-related wave–wave interaction [28].
The microseisms are thought to be more evenly distributed in the ocean and the frequency band of 0.2
to 4.5 Hz is chosen to apply PSI in this paper.

0 2 4 6 8
Local x (km)

0

2

4

6

8

10

12

14

16

L
oc

al
 y

 (
km

)

Figure 1. The PRMRA geometry. Not all the receivers are plotted in the figure for display purposes.
The gather marked in red is used in the following example of beamforming. The gathers marked in
green and red are used in the following examples of the NCC retrieval. The black circle and marks on
it are used in the following study of events.

2.2.2. Event A

In Figure 2a, waves with large amplitude (denoted as Event A) dominate the noise in the range
of 4 to 26 min and 46 to 57 min. Figure 2b shows the averaged spectrogram of all receivers. Most of
the energy of Event A spreads within the frequency band larger than 5 Hz. Part of the energy also
affects the frequency band of 2 to 5 Hz considerably (especially in the time band of 20 to 26 min).
Figure 2d presents the corresponding PSD of part of Event A (marked by a green box in Figure 2a) in
green. It shows a similar peak with ‘natural ambient noise’ (blue) at 0.7 Hz but also shows increased
energy beyond 2.5 Hz. 2 other higher peaks appears at about 8 Hz and 15 Hz.

2.2.3. Event B

In Figure 2a, Event B (marked by red box) happened during the period of 31 to 36 min. It is not
obvious in the raw data. However, it becomes apparent in the spectrogram (solid red box in Figure 2b)
and shows high energy in the frequency band of 1.5 to 5 Hz. Figure 2d presents PSD of Event B in red.
It shows a similar trend to ‘natural ambient noise’ (blue) and Event A (green) below 0.7 Hz, but shows
increased energy in the frequency band of 0.7 to 20 Hz. A higher peak appears at about 3 Hz.
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Figure 2. Temporal and spectral analysis. Letters A, B and C denote different events detected. (a) the
pressure recorded at one receiver. The pressure is normalized by the maximum amplitude. The blue
box selects a window where the noise is not affected by severe events. The green box selects a
window where the noise is affected by Event A. The red box selects a window where the noise is
affected by Event B; (b) the averaged PSD (dB re 1 Pa2/Hz) of all receivers as a function of time and
frequency (spectrogram); (c) the enlarged view of the noise marked by blue box in (a); (d) the PSD of
the corresponding noise marked by boxes in (a). The curves are related to the noise by the color of the
boxes in (a). The black curve is the averaged PSD over 60 min.

2.2.4. Events C

Some other events can be recognized in the spectrogram (denoted as Events C and marked by
dashed box in Figure 2b). These events have higher energy than the background noise and are usually
generated by strong, directional sources.

2.2.5. Discussion of the Events

Overall, Figure 2d indicates that the PSD are clearly contaminated by Events A and B which are
generated by strong and directional sources. The black curve shows the PSD of 60-min recordings.
It describes the average effect of all events. Compared with the blue line, it shows increased energy
beyond 1.5 Hz and is especially influenced by Events A and B.

The existence of Events A, B, and C are common and unpredictable in the real world. It damages
the diffuse and equipartition property of the noise and bring challenges to the PSI.
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2.2.6. Additional Insights on the Events

Figure 2 shows that Event A has a very regular time interval. The temporal and spectral signatures
of Event A indicate that it comes from artificial sources which are very like airgun shots from other
seismic surveys near this field. Unfortunately, there is no exact information available on these shots.
In order to further study these signals, a travel time study is employed. Thirty-one sensors on the circle
in Figure 1 are selected and numbered counterclockwise (with the red five-pointed star numbered as 1).
Figure 3a shows the arrival time of the airgun signal on different sensors. The 4th sensor gets roughly
the earliest arrival (green) and the 25th sensor gets the latest arrival (red). The 4th sensor and the 25th
sensor are marked by a green asterisk and the red small circle in Figure 1, respectively. It indicates
that the angle of incidence of the airgun shots is approximately 45◦ (the normal direction, which is
perpendicular to the cable, is taken as a reference in the paper). The velocity of the signal is about
1450 m/s, which is estimated by travel time analysis. Figure 3b shows the spectrum of the signals in
Figure 3a. It shows that the main energy of the airgun is concentrated in the frequency band of 3 to
200 Hz.
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Figure 3. (a) arrival analysis on Event A. The green waveform represents the earliest arrival and
the red waveform represents the latest arrival. The amplitudes of the signals are normalized by the
maximum of each waveform; (b) the spectrum of Event A. Note that the magnitude is normalized to
the maximum value.

Figure 2b shows that the energy of Event B concentrate in the frequency band of 1.5 to 5 Hz.
It fits the spectrum of earthquake very well [29]. Thus, it is possibly a small earthquake which lasts
few minutes.

3. NCC Retrieval Using the Adapted Eigenvalue-Based Filter

Events similar to A, B, and C are unavoidable and unpredictable in the real world, challenging the
accuracy and stability of the PSI. The adapted eigenvalue-based filter can help to mitigate the influence
of these events and obtain improved NCC [22]. We apply the adapted eigenvalue-based filter to the
noise data recorded by the PRMRA. In the following subsections, we summarize the basic ideas of
the adapted eigenvalue-based filter (a detailed description can be found in [22]) and retrieve the NCC
from the contaminated noise data using the adapted eigenvalue-based filter.
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3.1. An Overview of the Adapted Eigenvalue-Based Filter

The main operation of the adapted eigenvalue-based filter is carried out on the SCM R̂( f ).
Supposing that the noise records are segmented into M segments, the SCM R̂( f ) can be computed by

R̂( f ) =
1
M

M

∑
m=1

um( f )um( f )H , (1)

where um( f ) is the Fourier coefficients vector of the noise records at a particular frequency f and H
denotes Hermitian transpose.

The adapted eigenvalue-based filter tries to separate the SCM into different components as

R̂ =
K

∑
k=1

λ̂kv̂kv̂H
k +

N′

∑
k=K+1

λ̂kv̂kv̂H
k +

N

∑
k=N′+1

λ̂kv̂kv̂H
k

= R̂s + R̂d + R̂i,

(2)

where λ̂k (ascending order) and v̂k are the eigenvalues and eigenvectors of R̂, respectively, R̂s is the
strong, directional noise-related component, R̂d is the diffuse noise-related component, and R̂i is the
uncorrelated noise-related component. The objective of the separation is to get a wavefield which is
closer to be equipartitioned by suppressing R̂s and R̂i in the SCM.

The key point of the separation is the determination of values for N′ and K. N′ is called the
cutoff number. Eigenvalues smaller than λ̂N′ are thought to be related to uncorrelated noise (such as
electronic noise and sensor self-noise) and are filtered. N′ can be determined by a theoretically
derivation based on the geometry and degrees of freedom of the wavefield [22,30]. Eigenvalues larger
than λ̂K are thought to be related to strong, directional sources and need to be suppressed. A statistical
hypothesis test is applied to determine the value of K [22]. By comparing the largest eigenvalues of
the SCM and the statistical model of the ideal SCM (generated by diffuse, equipartitioned wavefield),
all the eigenvalues larger than λ̂K will be rejected. The weight of the hypothesis test enhances the
effectiveness of the adapted eigenvalue-based filter and makes it more adaptable for different datasets.

The basic strategies to determine K and N′ are provided in Appendix A. Once the values for K and
N′ are determined, we can obtain the filtered SCM R̂′

ij( f ) by suppressing R̂s and R̂i. The time-domain
NCC function Cij(t) is defined as

Cij(t) =
∫ T

0
si(τ)sj(τ + t)dτ, (3)

where si(t) and sj(t) denote the ambient-noise records obtained by receivers i and j, respectively,
and T denotes the observation period. In the frequency domain, given the filtered SCM R̂′( f ), we can
compute the NCC of the data as

Ĉij(t) = F−1[R̂′
ij( f )], (4)

where F−1 denotes the inverse Fourier transform, f denotes the frequency, and R̂′
ij( f ) denotes the

entry of R̂′( f ).

3.2. The Result

3.2.1. Beamforming

Wu et al. [22] studied one straight cable of the PRMRA and showed the good effect of the adapted
eigenvalue-based filter. Since the PRMRA covers an area of 50 km2, local environments for different
sensors and the coherence of the noise sources around different sensors may be different. It is necessary
to study the application of the adapted eigenvalue-based filter to the entire array further. The study is
also valuable for the shear-wave tomography in the following section.
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To investigate the directionality of the wavefield, conventional beamforming is applied to the data
recorded by different gathers (choose 30 continuously adjacent sensors in one cable as a gather,
as is marked in red in Figure 1, for example). If the wavefield is diffuse and equipartitioned,
the beamforming energy should be evenly distributed in all directions. An empirical estimation
of the average phase speed 900 m/s is used in the beamforming. Although the estimation is rough,
it does not make a big difference and is good enough to show the distribution of incoming energy.
In addition, an iterative study can be done after the dispersion curves of the surface wave are extracted
if it is necessary.

Figure 4 shows the beamforming result of one gather which is marked in red in Figure 1.
Figure 4a,c show the beamforming energy distribution of the original wavefield. The energy is
higher in the directions of −20◦ to 20◦ in Figure 4a than the background level. The energy becomes
extraordinarily high from 30 to 40 min at 0◦ and can be recognized as Event B considering the high
consistency in time and frequency. It indicates that Event B comes from the normal direction of the
array. In Figure 4c, a source dominates the beam power with an almost constant direction of about
40◦. It can be recognized as Event A considering the high consistency in time. The travel time study of
Event A shows the incident angle of the airgun shots is approximately 45◦. The misfit is caused by the
usage of averaged phase speed in the beamforming. Figure 4a,c indicate that the original wavefield is
affected by several strong, directional sources at both 2 Hz and 4 Hz. Event C, however, is not visible
in the beamforming results because they have relatively lower energy than other events.

Figure 4. Beamforming results. (a,b) show the beamforming energy distribution of 2 Hz; (c,d) show
the beamforming energy distribution of 4 Hz; (a,c) show the beamforming energy distribution of the
original wavefield; (b,d) show the beamforming energy distribution of the filtered wavefield using the
adapted eigenvalue-based filter.

Figure 4b,d illustrate the beamforming energy distribution of the filtered wavefield using the
adapted eigenvalue-based filter. Figure 4b,d show relatively uniform distributed energy compared
with Figure 4a,c. It indicates that the adapted eigenvalue-based filter can suppress most of the high
energy and partially recover the expected diffuse and equipartitioned wavefield.

Keeping all the parameters (especially the weight) of the adapted eigenvalue-based filter the same,
similar results have been obtained for other gathers. It indicates that the influence of non-microseismic
events on the receiver array over 50 km2 is more or less the same and that the adapted eigenvalue-based
filter and the parameters used keep effective at the scale of 50 km2.
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3.2.2. The NCC Retrieval

Selecting 30 continuously adjacent sensors in one cable as a gather and 25 sensors as the overlap
between the adjacent gathers, 573 gathers are obtained from the entire PRMRA. We have retrieved the
NCC for all gathers using Equation (4).

Figure 5 displays the NCC results for two gathers marked in red (Figure 5a,b)
and green (Figure 5c,d) in Figure 1. All the NCCs are bandpass filtered between 0.2 and 4.5 Hz.
Figure 5a,c displays the NCC retrieved from unfiltered SCM. The waveforms are apparently
contaminated by directional, energetic events. The NCCs in Figure 5a uses the same gather with
beamforming in Figure 4. The narrow peaks (close to 0 s) traveling with a velocity of about 1450 m/s
are nondispersive and can be recognized as Event A. However, the effect of Events B and C is not very
tyical in the NCC, making it hard to recognize. The existence of these directional, energetic events
shields the expected surface waves severely. Figure 5b,d displays the NCC retrieved from the filtered
SCM. Most of the influence of the directional, energetic events has been removed from the NCC and
the expected surface waves are significantly enhanced. Figure 5b,d also show a clear dispersion feature,
which is a typical characteristic for surface waves.

Figure 5. The NCC results. Note that the NCCs are bandpass filtered between 0.2 and 4.5 Hz.
(a,b) displays the NCC of the gather marked in red in Figure 1; (c,d) displays the NCC of the gather
marked in green in Figure 1; (a,c) displays the NCC retrieved from unfiltered SCM while (b,d) displays
the NCC retrieved from the filtered SCM.

The values of basic parameters used in the AEF are displayed in Figures 6 and 7. The value of
N′ shown in Figure 6 is a function of frequency when gathers with the same shape are used and an
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averaged slowness of the medium 1.1 s/km is chosen. The weight w = 0.2 is used for this study.
Note that K may be different for different gathers. Figure 7 displays the values of K of the gather marked
in red in Figure 1. It shows increased values for larger frequencies because energetic events dominate
higher frequencies over almost the entire time, as is indicated in Figure 4c. Between 30–40 min at
around 1.5–3 Hz, Figure 7 shows larger values of K. It corresponds well with Figure 4a, where Event B
happens at 30–40 min. For frequencies lower than 1.5 Hz, the values of K are very small, indicating a
better equipartitioned wavefield for lower frequencies.
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Figure 6. The value of N′ as a function of frequency.

Figure 7. The value of K as a function of frequency and time. The chosen gather is marked in red
in Figure 1.

4. Shear-Wave Tomography

The dispersive behavior of the retrieved surface waves carry useful information about the
subsurface. The dispersion property of the retrieved surface waves is highly sensitive to shear-wave
velocities at different depths and is used to perform 3D shear-wave tomography of the area.

The slowness-frequency transform (SFT) [31] is applied to the retrieved NCC of each gather.
The result of the SFT can be expressed as a Gabor diagram, which shows signal energy as a function of
frequency and phase velocity. Then, the phase–velocity dispersion curves can be extracted from the
resulting Gabor diagram of the SFT. Examples of the retrieved dispersion curves can be found in [22].
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4.1. The ASSA Inversion

A nonlinear optimization method, adaptive simplex simulated annealing algorithm (ASSA) [32],
is applied to the fundamental mode of extracted dispersion curves of all gathers for estimating
shear-wave velocity as a function of depth and range in the sea bottom.

The ASSA combines the simulated annealing and downhill simplex method. It operates on
a simplex of M models and randomly perturbs the parameters after a downhill simplex step.
The obtained trial model is subsequently accepted or rejected according to the Metropolis criteria

P(ΔE) = exp(−ΔE/T), (5)

where T denotes the temperature and E denotes the mismatch. The temperature T is decreased every
Np accepted perturbations using

Tj = βjT0, (6)

where T0 denotes the initial temperature and β denotes a temperature reduction factor satisfying
0 < β < 1. The procedure continues until the models in the simplex satisfy the convergence condition

Ehigh − Elow(
Ehigh + Elow

)
/2

< ε, (7)

where Ehigh and Elow represent the highest and lowest mismatch model in the simplex, respectively.
Assuming that the measured dispersion data errors (including measurement error and theory error)
are independent, Gaussian-distributed random processes, the likelihood function can be written as

L(m) =
1

(2π)N/2 ∏N
i=1 σi

exp

{
−

N

∑
i=1

[di − di(m)]2

2σ2
i

}
, (8)

where d denotes the dispersion data vector with N entries, d(m) denotes the modeled data vector and
σ is the standard deviation of d. The data misfit

E(m) =
N

∑
i=1

[di − di(m)]2

2σ2
i

(9)

is used as the objective function in the inversion. Therefore, the ASSA minimizes the misfit and yields
an maximum-likelihood solution.

The chosen values of the mentioned parameters in this paper are listed in Table 1. Note that M is
chosen based on the dimensional of the search space, E0 is the initial misfit of the initialized model
and σi is assumed to be the same for all entries of σ.

Table 1. Values of the parameters used in the ASSA inversion.

Parameter Description Value

M Number of models in the simplex 11
T0 Initial temperature E0
Np Temperature decrease frequency 10
β Temperature reduction factor 0.995
ε Convergence tolerance 0.001
σi Standard deviation of data (km/s) 0.1

The forward problem is solved using the DISPER80 subroutines [33], which can calculate
phase–velocity dispersion curves given a geoacoustic model.
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4.2. Seabed Parameterizations

A 6-layer geoacoustic model (shown in Figure 8) is used in the inversion. The 6th layer is a
semi-infinite space. Considering that the dispersion property of the surface wave is not sensitive to the
density ρ and the compressional velocity vP in the frequency range used (0.2 to 4.5 Hz), we use the
following empirical equation [34,35]

vP = 1.16 × vS + 1.36, (10)

ρ = 1.74v0.25
P , (11)

to evaluate the values of them during the inversion.

Ocean

Seabed

D

h1

h4

ρ0 vS0vP0

ρ1 vS1vP1

ρ4 vS4vP4

ρ5 vS5vP5

Figure 8. Geoacoustic model used in the inversion.

The shear-wave velocity vS and the thickness of the layer h are variable in the iteration of the
inversion process. Prior bounds are applied to the geoacoustic parameters for excluding physically
unreasonable values. Table 2 shows the chosen bounds for different parameters.

Table 2. Search bound of seabed parameters.

Parameter Bound (km/s) Parameter Bound (km)

vS1 [0.1, 0.5] h1 [0.01, 0.10]
vS2 [0.2, 1.0] h2 [0.05, 0.80]
vS3 [0.3, 2.0] h3 [0.10, 0.80]
vS4 [0.3, 2.0] h4 [0.20, 0.80]
vS5 [0.3, 2.0] h5 semi-infinite
vS0 0 D 0.125
vP0 1.49

4.3. Tomography Result

The ASSA provides the maximum-likelihood solution of the data. We have performed 100
independent ASSA inversions on each gather to form a mean shear-wave velocity profile. A 3D
shear-wave structure (Figures 9a and 10) can be reconstructed based on the solution.
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Figure 9. (a) a vertical slice of the resolved mean shear-wave subsurface structure under the 10th cable
counted from left to right of the PRMRA in Figure 1. The top white layer represents the water layer.
The dashed lines indicate the horizontal slices used in Figure 10; (b) a vertical slice of the shear-wave
subsurface structure from active-source reflection tomography [36]; (c) a vertical slice of the shear-wave
subsurface structure from 1D Monte Carlo ambient noise tomography [37]. The circles in (a,b) mark
the high-velocity zones.

Figure 9a displays a vertical slice of the shear-wave subsurface structure under the 10th cable
counted from left to right of the PRMRA in Figure 1. Four subsurface layers (excluding the water layer)
are well resolved from a holistic perspective, although a 6-layer model is used in the inversion. The top
white layer (0–125 m) denotes the water layer. The first layer (125–140 m) is a low-velocity layer (lower
than 300 m/s) which is very thin. This layer locates near the ocean bottom and is thought to be very
soft. The second layer (140–240 m) is relatively thicker and harder, and contains a velocity of about 500
to 600 m/s. As the depth goes deeper, the layers become much thicker and contain larger velocities.
The third layer (240–500 m) contains a velocity of about 800 to 900 m/s. The interfaces for the top
three layers below the water layer are clear and the velocity values distribute relatively homogeneous
over range. The bottom layer (>500 m) is a high-velocity layer. The velocity values of it mostly span
from 900 to 1300 m/s (can be even larger in several areas), indicating a more complicated structure
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compared with the top three layers. Note that the resolution in range of Figure 9 is 200 m, which is
dependent on the chosen overlap between the adjacent gathers.

Figure 9b displays a similar slice of the shear-wave subsurface structure from active-source
reflection tomography at the same field from [36]. The active-source has higher energy and the
resolution of the reflection tomography is better. Thus, we consider it as a good approximation to
the true model of the seabed. The top thin layer (125–140 m) of Figure 9a can not be recognized in
Figure 9b. It might be caused by the regularization method which smooths the layers. However, it can
be recognized easily in the P-wave velocity structure in [36]. The existence of the top thin layer in
Figure 9a is reasonable because the top layer of shallow ocean is usually very soft with low shear-wave
velocity. Figure 9b combines the first and second layer ( 125–240) of Figure 9a and shows a velocity of
around 500 m/s at this layer. When the depth goes deeper in Figure 9b (240–500 m, corresponding to
the third layer of Figure 9a), the velocity increases from 500 to 900 m/s. The third layer of Figure 9a
can be considered as a transition layer at this place, compared with Figure 9b. In the depth range of
500 to 1700 m, although Figure 9a generally shows higher velocities than Figure 9b, they do have some
similarities in the structure. At the depth of 600 m, Figure 9b shows two high-velocity zones A and B.
We can find a similar zone A in Figure 9a, while zone B is not visible here possibly because of limited
resolution of inversion using ambient noise. If we look further at the horizontal slice of the subsurface
structure at the depth of 600 m in Figure 10c, both the high-velocity zones A and B can be recognized.
At the depth of 1000 to 1600 m, Figure 9b shows another large high-velocity zone C. We can find a
similar zone C in Figure 9a, although it is not as large as the zone in Figure 9b. The horizontal slice of
Figure 9a at the depth of 1100 m demonstrates the distribution of this zone in Figure 10d, which is
larger than it shows in Figure 9a. The high similarity in these zones of Figure 9a,b indicates that these
high velocity anomalies are reliable and can be recognized as real features of the seabed. Below the
depth of 1700 m, Figure 9b indicates a layer with very high velocities, which can not be recognized
in Figure 9a. One possible reason is that surface wave can not penetrate to this depth, so that the
inversion of Figure 9a is not sensitive to the shear-wave velocity at this depth.

Figure 9c displays a similar slice of the shear-wave subsurface structure from 1D Monte Carlo
ambient noise tomography using 12 h of continuous ambient noise records at the same field from [37].
Although Zhang et al. [37] also did 2D and 3D tomography with the same data and obtained smoother
results, Figure 9c is more comparable with the result of the present paper other than 2D and 3D results
because they both use 1D parametrization. Figure 9c illustrates continuously increasing velocities
from the depth of 125 to 500 m. The general structure corresponds well with Figure 9a,b. When the
depth goes deeper than 500 m, Figure 9c shows complicated structure. These complicated features are
thought to be artifacts due to the inversion strategy. Although lateral spatial constraints in 2D and 3D
tomography make the structure smoother [37], the zones recognized in Figure 9a,b are not visible. One
possible reason is that the authors used a narrower frequency band (0.35–1.5 Hz) compared with what
we have used, and the information of the dispersion curves is limited. If more modes are included in
the inversion, the frequency band needs to be wider. On the other side, people have to deal with the
problem of the interferences included when a wider frequency band is used. At a depth deeper than
500 m, Figure 9c seems to get lower mean velocities than Figure 9a. The difference can be explained
by several factors. One factor is the measurement errors of the dispersion data. The depth sensitivity
(described in the following section) indicates that only lower frequency components can penetrate
to a deeper depth so that the measurement errors at low frequencies may result in large bias to the
velocities of deeper layers. The other factor is the large uncertainty at deeper layers caused by the
inversion method, which can be quantified by statistical methods. The uncertainty for depth deeper
than 500 m of Figure 9c is about 250 m/s [37] and the uncertainty for depth deeper than 500 m of
Figure 9a is about 100 m/s (described in the following section).
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Figure 10. (a–d) show horizontal slices of the mean shear-wave subsurface structure at the depth of
150, 300, 600 and 1100 m, respectively. The black line in (a) shows the location of Figure 9. The letters in
(c,d) correspond to the letters in Figure 9.

Figure 10 displays four horizontal slices of the shear-wave subsurface structure at different depths.
The distribution is roughly ‘flat’ for Figure 10a,b except for some small areas with a little bit high
shear-wave velocities. Figure 10c,d show the horizontal distribution of the shear-wave velocities
corresponding to the straight dashed lines marked in Figure 9a. In Figure 10c, zones A and B are
a little discrete. This is probably because the results slightly overfit the local data. Adding lateral
constraints to the parametrization of the inversion may help to improve it. The high velocity patches
in Figure 10c,d correspond to the high velocity patches in Figure 9b well. It indicates that there may be
similar geological features at this field although the ground-truth is not known.

5. Discussion

5.1. Depth Sensitivity

To evaluate the depth sensitivity of the inversion, we investigate the depth sensitivity kernels of the
surface waves based on the inverted shear-wave velocity model. It is constructed by computing partial
derivative of the predicted phase velocity with respect to velocity perturbation at different depths.

Figure 11 shows the normalized depth sensitivity kernels for different frequencies of surface waves.
It shows that lower-frequency kernels have peak sensitivity at deeper depths while higher-frequency
kernels have less sensitivity to deep subsurface structure. It also indicates that deeper layers may be
mostly determined by frequencies lower than 1 Hz.

5.2. Tomography Resolution

The ASSA inversions are performed on 1D gathers and then all gathers are used to reconstruct the
3D shear-wave tomographic model. Since we use 30 continuously adjacent sensors (with 50 m spacing)
in one cable as a gather and 25 sensors as the overlap between the adjacent gathers, the resolution along
the cable is 250 m. The resolution across the cables depends on the spacing between cables, which is
300 m. The thickness of each layer is adaptive during the inversion process. Generally speaking,
shallow layers have higher resolution due to the high sensitivity of both high frequencies and low
frequencies of surface waves while deeper layers (>1000 m) have lower resolution since they only have
some sensitivity to very low frequencies of surface waves.

262



Remote Sens. 2020, 12, 2969

Figure 11. Normalized depth sensitivity kernels for different frequencies of surface waves.

5.3. Non-Uniqueness and Uncertainty

An important issue should be mentioned is that the non-uniqueness of the solution. Several factors
can account for the non-uniqueness of the solution of the shear-wave inversion problem. One factor is
that the problem is a highly nonlinear inverse problem and there is no analytical solution available.
Numerical methods are used to solve such problems and the uniqueness of the solution to given data
are not proven. Another factor is that the given data are usually noisy. In this paper, we assume that
the dispersion data uncertainty are independent and Gaussian distributed (Equation (8)). In general,
an infinite number of models fitting the noisy data can be found to an acceptable level [32]. The third
factor is that, in practice, the dispersion curves are usually cut off to a certain frequency band or
sometimes only part of the dispersion curves can be excited by the source, leading to some uncertainties
to the solution.

To quantify the uncertainty of the inversion, we have calculated the standard deviation of
100 independent ASSA inversions. Figures 12 and 13 show a vertical and a horizontal slice of
the standard deviation of the resolved shear-wave subsurface structure, respectively. Figure 12
indicates an average standard deviation of about 100 m/s. The standard deviation becomes larger
at interfaces of layers and zones with a complicated structure (500 to 1500 m). This is because the
thickness of each layer is adaptively determined, making slightly different layers for each independent
inversion and resulting in larger standard deviation at the interfaces. Figure 13 indicates a generally
homogeneous standard deviation on horizontal slices. The uncertainty for deeper layers is not as
large as Zhang et al. [37] because our parameterization on number of layers and larger thickness of
deeper layers, which constrains the freedom and uncertainty although limiting the resolution at the
same time.
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Figure 12. A vertical slice of the standard deviation of the resolved shear-wave subsurface structure
under the 10th cable counted from left to right of the PRMRA in Figure 1.

Figure 13. (a–d) show horizontal slices of the standard deviation of the shear-wave subsurface structure
at the depth of 150, 300, 600 and 1100 m, respectively. The black line in (a) shows the location of
Figure 12.

6. Conclusions

Shear-wave tomography is performed using only 1.02-h ambient noise recorded by a permanent
reservoir monitoring receiver array installed in the Norwegian North Sea. Passive tomography needs
the wavefield to be diffuse and equipartitioned. However, the wavefield can usually be contaminated
by various events in the real world. Time and frequency analysis indicates that the ambient noise
used in the paper is contaminated by several high energy events. The beamforming results further
clarify that these events are directional and should be suppressed before the noise is cross-correlated.
An adapted eigenvalue-based filter is applied to accomplish the suppression and shows good effects
both in beamforming and noise crosscorrelation results. The filter makes it possible to implement
shear-wave tomography on the ambient noise with interference. Finally, an adaptive simplex simulated
annealing algorithm (ASSA) is applied for estimating the three-dimensional subsurface shear-wave
structure. The results indicate a four-layer structure with a generally increasing velocity as the depth
goes deeper. The velocity values of the first three layers distribute relatively homogeneous, while the
fourth layer shows a more complicated distribution, indicating a heterogeneous structure under 500 m.
The comparison of the tomography result with other methods demonstrates that the tomography

264



Remote Sens. 2020, 12, 2969

presented in this paper is reasonable and encouraging, although the ambient noise is very short
and contaminated.
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Abbreviations

The following abbreviations are used in this manuscript:

PSI Passive seismic interferometry
NCC Noise crosscorrelations
1D/2D/3D 1/2/3 dimensional
PRMRA Permanent reservoir monitoring receiver array
SCM Sample covariance matrix
ASSA Adaptive simplex simulated annealing algorithm

Appendix A. The Strategies to Determine N′ and K

This appendix provides the strategies we follow to determine the value of N′ and K. The strategies
are from [22] and a more complete description can be found there.

Appendix A.1. The Determination of N′

Supposing that γ is the slowness of the medium, f is the frequency, N is the number of sensors,
rij is the great-circle distance between two sensors i and j, and r̄ is the typical separation of the array
which is defined as

r̄ =
2

N(N − 1)

N

∑
i=1

N

∑
j>i

rij, (A1)

we can determine the value of N′ using

N′( f ) = min{2�2π f γr̄�+ 1, N/2}, (A2)

where �x� is the least integer greater than or equal to x.
Equation (A2) implies that the determination of N′ only relies on the frequency, the slowness of

the medium, the typical separation, and the number of sensors used. Since the slowness of the medium
is not known beforehand, a rough estimation of the average slowness is sufficient to use in practice, as
is suggested by Seydoux et al. [30] (1.1 s/km is used in this paper). Thus, if we choose gathers with the
same shapes, the value of N′ is a function of frequency.
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Appendix A.2. The Determination of K

A statistical hypothesis test is used to determine K. At each frequency f , the eigenvalues
{λ̂1, ..., λ̂N′−1} of R̂ are tested sequentially at each step k using the statistic

τ(k) =
λ̂k
σ̄k

, (A3)

with

σ̄k =
∑N′

i=k λ̂i

N′ − k + 1
. (A4)

Note that τ(k) relies on the local noise characteristics of the chosen gather and may be different
across gathers. The tested eigenvalue λ̂k is rejected and suppressed to an average level at a significance
level α if

τ(k) > wP−1
max|R̂N−k+1

c
(1 − α), (A5)

where Pmax|R̂N−k+1
c

is the empirical cumulative distribution of the largest eigenvalue of an N − k + 1

dimensional SCM R̂N−k+1
c , which can be pre-computed by 1000 Monte Carlo trials. The significance

level α = 0.05 is usually used. The weight w satisfies 0 ≤ w ≤ 1 and is used to affect the selection of K.
A weight selection study [22] can be referred to choose an appropriate value for the weight. When the
test stops rejecting, the value k is used as K. The statistical model of the SCM R̂c relating to a diffuse
noise field is simulated using

R̂c =
1
M

RcXXH , (A6)

where X is an N × M random matrix with entries Xij ∼ CN (0, 1), and Rc is the analytical covariance
matrix of isotropic noise field defined as

[Rc]ij = J0(2π f γ‖ri − rj‖), (A7)

in which J0 is the zeroth order Bessel function of the first kind, and ri denotes the position of the
receiver i. Similarly, an estimation of the average slowness is sufficient to use in practice (1.1 s/km is
used in this paper). Note that, if we choose gathers with the same shapes, the value of Rc is a function
of frequency.

Considering these formulas from Equations (A3)–(A7), we can find that the determination of K
not only relies on the frequency but also on local noise characteristics of the chosen gathers.
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Abstract: Ocean bottom seismometer (OBS) can record both pressure and displacement data by
modern marine seismic acquisitions with four-component (4C) sensors. Elastic full-waveform
inversion (EFWI) has shown to recover high-accuracy parameter models from multicomponent
seismic data. However, due to limitation of the standard elastic wave equation, EFWI can hardly
simulate and utilize the pressure components. To remedy this problem, we propose an elastic
full-waveform inversion method based on a modified acoustic-elastic coupled (AEC) equation.
Our method adopts a new misfit function to account for both 1C pressure and 3C displacement data,
which can easily adjust the weight of different data components and eliminate the differences in the
order of magnitude. Owing to the modified AEC equation, our method can simultaneously generate
pressure and displacement records and avoid explicit implementation of the boundary condition at
the seabed. Besides, we also derive a new preconditioned truncated Gauss–Newton algorithm to
consider the Hessian associated with ocean bottom seismic 4C data. We analyze the multiparameter
sensitivity kernels of pressure and displacement components and use two numerical experiments to
demonstrate that the proposed method can provide more accurate multiparameter inversions with
higher resolution and convergence rate.

Keywords: elastic full waveform inversion; acoustic-elastic coupled; ocean bottom seismic;
multicomponent; multiparameter

1. Introduction

Ocean bottom seismic survey is a modern platform for exploring the Earth’s interior, locating
seismometers at the seabed for all-weather, long-term, continuous, real-time observations. Unlike the
conventional towed-streamer acquisition, OBS can record 1C pressure and 3C displacement data [1]
using four-component (4C) detectors. The observed multicomponent data contain plenty of elastic
properties of subsurface media, which can be used to deduct the lithology, fluid content, and pore
pressure of rocks [2].

In multicomponent data processing, elastic full-waveform inversion (EFWI) plays an increasingly
important role [3]. In the manner of classical FWI [4], EFWI computes parameter gradients by
cross-correlating forward- and back-propagated wavefields and updates models to minimize the data
misfit function. As governed by the elastic wave equation, EFWI can interpret multiple elastic wave
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phenomena, i.e., wave-mode conversion and AVO effects [5], and provide quantitative estimations
for subsurface parameter distributions. Although it costs a large number of computing resources in
wavefield simulations, its excellent performance still makes it more and more attractive [6–10].

However, the standard elastic wave equation commonly used in the conventional EFWI
approaches cannot directly extract pressure components from elastic wavefields. By solving the
acoustic and elastic wave equations in different computing areas, a fluid–solid coupled EFWI approach
has been proposed [11–13]. It can generate pressure in the water immediately above the seabed and
elastic components on the solid seabed. However, it requires to explicitly implement the correct
boundary conditions, which is challenging for irregular surfaces [14]. Alternatively, Yu et al. [15]
proposed an acoustic-elastic coupled (AEC) equation in elastic imaging of OBS 4C data. It introduces
the physical relation between pressure and normal stress into the elastic wave equation. Thus, it can
compute the pressure wavefield and avoid applying the boundary conditions. The developed 4C
elastic reverse-time migration (ERTM) shows to suppress non-physical artifacts in the back-propagated
wavefield and provide better-resolved subsurface images. With consideration of propagating direction
and anisotropic property, this equation has been extended with an elastic vector imaging for transverse
isotropy media [16,17]. However, these 4C ERTM methods aim to retrieve the subsurface structures
but fail to provide quantitative parameter reconstructions.

In this study, we propose a new EFWI method based on a modified AEC equation, which can
reconstruct multiple elastic parameters from OBS 4C data. Our method defines a new weighted misfit
function; thus, it can adjust the weight of pressure and displacement components, and eliminate
the differences in the order of magnitude. As more parameter classes and data components are
involved, the blurring effects and parameter couplings [18] in the Hessian operator are prone to
be more serious. To better consider the inverse Hessian operator, we reformulate the truncated
Gauss–Newton-based (TGN) algorithm [19,20] in the framework of this modified AEC equation.
Compared with the preconditioned conjugate gradient (PCG) algorithm, TGN can estimate a more
accurate inverse Hessian and provide better parameter update directions. TGN has been widely used in
multiparameter inversion for acoustic, elastic, and anisotropic media [21–23] and elastic least-squares
RTM [24,25]. Besides, a pseudo-diagonal Hessian [26,27] is used as a precondition operator to remove
the influences of limited observation apertures, geometry spreading, and frequency-limited wavelet.

The paper is organized as follows. In Section 2, we first review the general formulas of FWI,
and then introduce the theory of the AEC-EFWI method and the implementation of the preconditioned
TGN algorithm. In Section 3, we numerically analyze multiparameter sensitivity kernels of pressure
and displacement components. In Section 4, we use two numerical examples to validate the
effectiveness of the proposed method. Before conclusions, we discuss whether the AEC-EFWI method
can invert elastic parameters using only 1C pressure data for OBS and towed-streamer acquisitions.

2. Methods

2.1. General FWI Formulation

Seismic wave equation can be expressed as

Sw = f, (1)

where w denotes the subsurface wavefields, f indicates the source wavelet, and S is the parameter
derivative matrix.

By taking the partial derivative of Equation (1) with respect to parameter, the sensitivity kernel L

can be acquired,

L =
∂w

∂m
= −

(
S−1

) ∂S

∂m
w. (2)
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The gradient of misfit function g can be obtained by applying the adjoint of sensitivity kernel to
the data residuals between observed and synthetic data,

g = LTδd. (3)

Based on the Newton optimization, the parameter perturbation can be estimated by solving the
Newton equation

g = Hδm, (4)

where H denotes the Hessian operator, which is the second-order partial derivatives of the misfit
function with respect to parameter.

Thus, the (k + 1)th iteration model m(k+1) can be updated by summing the (k)th iteration model
m(k) and the (k + 1)th iteration model perturbation δm(k) scaled with a suitable step-length r,

m(k+1) = m(k) + r · δm(k). (5)

2.2. Acoustic-Elastic Coupled EFWI Method

Compared with the standard elastic wave equation, the original AEC equation requires one more
formula to compute the pressure component from elastic wavefields. In this study, we have made
some modifications to reduce the number of equations and variables, and thus provide a modified
AEC equation (details referred to Appendix A), given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ
∂2ux

∂t2 − ∂ (τs
n − p)
∂x

− ∂τs
s

∂z
= 0

ρ
∂2uz

∂t2 − ∂τs
s

∂x
− ∂ (−τs

n − p)
∂z

= 0

p + (λ + μ)

(
∂ux

∂x
+

∂uz

∂z

)
= fp

τs
n − μ

(
∂ux

∂x
− ∂uz

∂z

)
= 0

τs
s − μ

(
∂ux

∂z
+

∂uz

∂x

)
= 0

, (6)

where p, ux, and uz denote the pressure, horizontal , and vertical particle displacement wavefields,
respectively. τs

n and τs
s are the S-wave-related normal and deviatoric stress components, respectively.

λ and μ are the Lamé constants, and ρ is density. fp indicates the source function applied to the
p-component. Compared with the original AEC equation, this modified one can generate OBS 4C
records with same accuracy in wavefield simulation but costs less computing resources.

In this study, we define a weighted misfit function to account for both pressure and displacement
components, given by

E (m) =
1
2

ε · ‖δdx‖2 +
1
2

ε · ‖δdz‖2 +
1
2
(1 − ε) · ζ · ∥∥δdp

∥∥2 , (7)

where δdx, δdz, and δdp denote the residuals of the horizontal, vertical displacement, and pressure
components, respectively. Here, ε is a weighting coefficient, satisfying ε ∈ [0, 1]. A scale factor ζ is
used to eliminate the differences in magnitude between pressure and displacement components.
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According to the adjoint-state theory [28], the adjoint AEC equation can be given by
(see Appendix B for details)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ
∂2ûx

∂t2 − ∂ [(λ + μ) p̂]
∂x

+
∂ [μτ̂s

n]

∂x
+

∂ [μτ̂s
s ]

∂z
= f ′x

ρ
∂2ûz

∂t2 − ∂ [(λ + μ) p̂]
∂z

− ∂ [μτ̂s
n]

∂z
+

∂ [μτ̂s
s ]

∂x
= f ′z

p̂ −
(

∂ûx

∂x
+

∂ûz

∂z

)
= f ′p

τ̂s
n +

(
∂ûx

∂x
− ∂ûz

∂z

)
= 0

τ̂s
s +

(
∂ûx

∂z
+

∂ûz

∂x

)
= 0

, (8)

where (ûx, ûz, p̂, τ̂s
n, τ̂s

s ) is the adjoint wavefields of (ux, uz, p, τs
n, τs

s ), and
(

f ′x, f ′z, f ′p
)

is the
multicomponent adjoint source, satisfying

⎧⎪⎪⎨
⎪⎪⎩

f ′x = ε · δdx

f ′z = ε · δdz

f ′p = (1 − ε) · ζ · δdp

. (9)

The gradients of the Lamé constants gλ, gμ and density gρ,Lame can be computed by performing
zero-lag cross-correlations of the adjoint wavefields (Equation (8)) and the forward wavefields
(Equation (6)), given by (see Appendix B for details)

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

gλ = − p
λ + μ

p̂

gμ = − p
λ + μ

p̂ − τs
n

μ
τ̂s

n −
τs

s
μ

τ̂s
s

gρ,Lame =
∂2ux

∂t2 ûx +
∂2uz

∂t2 ûz

. (10)

Compared with the Lamé constants, the parameterization of seismic velocities is a better choice
in multiparameter EFWI [29–32]. According to the chain rule, the gradients of P- (α) and S-wave
velocities (β) and density can be obtained,

⎧⎪⎪⎨
⎪⎪⎩

gα = 2ρα · gλ

gβ = −4ρβ · gλ + 2ρβ · gμ

gρ,Vel =
(

α2 − 2β2
)
· gλ + β2 · gμ + gρ,Lame

. (11)

The models of P- and S-wave velocities and density can be updated as follows,

⎡
⎢⎢⎣

m(k+1)
α

m(k+1)
β

m(k+1)
ρ

⎤
⎥⎥⎦=

⎡
⎢⎢⎣

m(k)
α

m(k)
β

m(k)
ρ

⎤
⎥⎥⎦−r · H−1

⎡
⎢⎢⎣

g(k)α

g(k)β

g(k)ρ

⎤
⎥⎥⎦ . (12)

2.3. Preconditioned Truncated Gauss–Newton Algorithm

The inverse Hessian operator is estimated by a preconditioned truncated Gauss–Newton (PTGN)
algorithm, as shown in Algorithm 1. In each iteration, we should perform demigration (Lpk) and
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migration (LT (Lpk)) processes to update the parameter perturbations. The migration has been
illustrated in Equation (8), and the demigration of OBS 4C data can be computed through a first-order
Born modeling operator, given by

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ
∂2δux

∂t2 − ∂ (δτs
n − δp)
∂x

− ∂δτs
s

∂z
= −δρ

∂2ux

∂t2

ρ
∂2δuz

∂t2 +
∂δτs

s
∂x

− ∂ (−δτs
n − δp)

∂z
= −δρ

∂2uz

∂t2

δp+(λ+μ)

(
∂δux

∂x
+

∂δuz

∂z

)
=−(δλ+δμ)

(
∂ux

∂x
+

∂uz

∂z

)

δτs
n − μ

(
∂δux

∂x
− ∂δuz

∂z

)
= δμ

(
∂ux

∂x
− ∂uz

∂z

)

δτs
s − μ

(
∂δux

∂z
+

∂δuz

∂x

)
= δμ

(
∂ux

∂z
+

∂uz

∂x

)

. (13)

Algorithm 1 Preconditioned Truncated Gauss–Newton algorithm

Input: Gradient g, Hessian precondition operator Hp;

Set x(0) = 0 and r(0) =
(
LTL

)
x(0) − g;

Solve Hp · y(0) = r(0) for y(0);

Set p(0) = −r(0) and k = 0;

Output: Parameter perturbation x

1: while r(k) > ε do

2: s(k) = r(k)
T

r(k)

(Lp(k))
T
(Lp(k))

3: x(k+1) = x(k) + s(k)p(k)

4: r(k+1) = r(k) + s(k)[LT(Lp(k))]

5: Solve Hp · y(k+1) = r(k+1) for y(k+1)

6: t(k+1) = r(k+1)T
y(k+1)

r(k)
T

y(k)

7: p(k+1) = −y(k+1) + t(k+1)p(k)

8: k = k + 1

9: end while

10: return x(k+1)

A diagonal pseudo-Hessian with source-side illumination is used as a precondition operator,
given by

Hp =

(
∂S

∂m
w

)T (
∂S

∂m
w

)
. (14)
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According to the modified AEC equation, the diagonal blocks of the Hessian for Lamé constants
and density satisfy

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Hλλ =

(
∂S

∂λ
w

)T(∂S

∂λ
w

)
=

(
p

λ + μ

)2

Hμμ =

(
∂S

∂μ
w

)T(∂S

∂μ
w

)
=

(
p

λ + μ

)2
+

(
τs

n
μ

)2
+

(
τs

s
μ

)2

Hρρ =

(
∂S

∂ρ
w

)T(∂S

∂ρ
w

)
=

∂2ux

∂t2
∂2ux

∂t2 +
∂2uz

∂t2
∂2uz

∂t2

, (15)

and the ones for P- and S-wave velocities and density can be given by

⎡
⎢⎣

Hαα Hαβ Hαρ

Hαβ Hββ Hβρ

Hαρ Hβρ Hρρ

⎤
⎥⎦ =

⎡
⎢⎣

2ρ 0 0

−4βρ 2βρ 0

α2 − 2β2 β2 1

⎤
⎥⎦ ·

⎡
⎢⎣

Hλλ Hλμ Hλρ

Hλμ Hμμ Hμρ

Hλρ Hμρ Hρρ

⎤
⎥⎦ ·

⎡
⎢⎣

2ρ 0 0

−4βρ 2βρ 0

α2 − 2β2 β2 1

⎤
⎥⎦

T
(16)

Thus, we have ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Hαα = 4α2ρ2Hλλ

Hββ = 16β2ρ2Hλλ + 4β2ρ2Hμμ + Hρρ

Hρρ =
(

α2 − 2β2
)2

Hλλ + β4Hμμ + Hρρ

. (17)

3. Sensitivity Analysis

In regional and global seismic explorations, sensitivity kernels are always used to portray
subsurface wavepaths [33,34]. For the elastic case, the kernels of displacement components with
different parameter classes have been studied on the standard elastic equation [23,35]. In this
study, we use the modified AEC equation to simulate elastic wavefields, allowing for the kernels of
pressure and displacement components. The experiment is performed on the elastic Marmousi model
(see Figure 1), including a shallow water layer below the sea surface. Only one shot is excited to
generate a pure P-wave source at the place of (5 km, 0.03 km), and 601 4C receivers are evenly located
at the seabed. The peak frequency of the source function is 8 Hz.

Observed pressure and displacement records are back-propagated from the receivers, respectively.
The obtained sensitivity kernels of pressure (p) and displacement (ux and uz) components are presented
in Figure 2. In the pressure kernels, most energy is distributed in the shallow part of the model and
attenuates rapidly with the increase of depth. In contrast, the displacement kernels contain the S-wave
reflection paths, thus it can enhance the illumination for the deep model. The corresponding 2D
wavenumber spectrum of these kernels are shown in Figure 3. It is clear that the pressure kernels
have higher resolution than the displacement ones in both vertical and horizontal directions. It is
because the pressure component is computed by the spatial partial derivatives of the displacement
wavefield, and these operators physically increase the frequency (or wavenumber) content of the data.
Consequently, the simultaneous utilization of pressure and displacement components can provide a
better characterization of subsurface structures.
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(a) Vp model (b) Vs model

(c) ρ model

Figure 1. True parameters of the elastic Marmousi model: Vp (a), Vs (b), and ρ (c).
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Figure 2. Sensitivity kernels of pressure (top) and displacement (bottom) components with respect to
(a,d) Vp, (b,e) Vs, and (c,f) ρ.

The kernels for different parameter classes also have remarkable differences. The Vp kernels
(Figure 2a,d) are mainly formed by the diving waves and reflections associated with P-wave,
which show relatively isotropic distributions in the wavenumber spectrum. The Vs kernels contain
more information of PS reflections (Figure 2b,e). Besides, the ρ kernels are of the highest wavenumber
components and behave as migration images of subsurface interfaces. That is the reason why we can
easily obtain the short-wavelength structures of density model but fail to reconstruct the background
model from seismic data.
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Figure 3. The 2D Wavenumber spectrum for the sensitivity kernels of pressure (top) and displacement
(bottom) components with respect to (a,d) Vp, (b,e) Vs, and (c,f) ρ.

4. Results

We use two numerical experiments on (1) the Overthrust model and (2) the Marmousi model
to validate the proposed method. An O(2, 8) time-space-domain finite-difference staggered-grid
solution [36] of the modified AEC equation is used to generate both forward- and back-propagated
4C wavefields. A convolution perfectly matched layer absorbing boundary [37,38] is used around the
calculation area without consideration of the sea surface. In these experiments, a Ricker wavelet
is adopted to generate pure P-wave sources with a peak frequency of 8 Hz (the bandwidth in
[2 Hz, 20 Hz]).

4.1. Overthrust Model Test

We first use the Overthrust model to demonstrate the effectiveness of the proposed PTGN
algorithm for OBC 4C data. The true Vp and Vs models are shown in Figure 4. The density model
is set to be 1000 kg/m3 in the water layer and 2000 kg/m3 below the seabed. The model is sampled
as 801 × 166 grids with intervals of 12.5 m in both horizontal and vertical directions. The initial
parameters are generated from the true ones with a smoothing window of 250 m. The acquisition
geometry includes 101 shots with an interval of 100 m below the sea surface and 801 OBS receivers at
the seabed for each shot. The total recording time is 4.0 s, and the temporal sampling rate is 1.0 ms.
Observed seismic data are shown in Figure 5, including horizontal and vertical displacements and
pressure components. As a comparison, the inversion is also performed using a preconditioned
conjugate gradient (PCG). The maximum number of the loop for parameter update is 21, and that of
the inner loop in the PTGN algorithm is 10.
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Figure 4. True and initial parameters of the Overthrust model: (a,c) Vp and (b,d) Vs.
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Figure 5. Observed multicomponent seismic data: (a) horizontal and (b) vertical displacement and
(c) pressure components.

Figure 6 displays the multiparameter gradients of the 1th iteration. We observe that the PCG
gradients have insufficient illuminations for the deep part of the model, while the PTGN gradients are
much improved and behave as amplitude-preserving subsurface images. The final Vp and Vs models
are displayed in Figure 7. The inverted Vp and Vs using PTGN give better descriptions of structural
boundaries with a higher interface continuity and fewer vertical artifacts. The vertical profiles (Figure 8)
and the root mean square (RMS) errors (Table 1) can further demonstrate that PTGN can provide
more accurate multiparameter inversions. Multicomponent data residuals between observed and
simulated are shown in Figure 9. The residuals of the PTGN method are much weaken than those
of PCG, which demonstrates that the PTGN can better interpret the observed multicomponent data.
The convergence curves (Figure 10) shows that PTGN has a higher decreasing rate and eventually
converges to a lower misfit value.
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Figure 6. The multiparameter gradients of the 1th iteration: preconditioned conjugate gradients (PCGs)
of (a) Vp and (b) Vs, and preconditioned truncated Gauss–Newton (PTGN) gradients of (c) Vp and
(d) Vs.

0

1

2

D
e

p
th

k
m

(
)

0 2 4 6 8 10
Distance km( )

1500

3000

4500

6000

V
e

lo
c
it

y
m

s
(

/
)

(a) PCG Vp

0

1

2

D
e

p
th

k
m

(
)

0 2 4 6 8 10
Distance km( )

0

1200

2400

3600

V
e

lo
c
it

y
m

s
(

/
)

(b) PCG Vs

0

1

2

D
e

p
th

k
m

(
)

0 2 4 6 8 10
Distance km( )

1500

3000

4500

6000

V
e

lo
c
it

y
m

s
(

/
)

(c) PTGN Vp

0

1

2

D
e

p
th

k
m

(
)

0 2 4 6 8 10
Distance km( )

0

1200

2400

3600

V
e

lo
c
it

y
m

s
(

/
)

(d) PTGN Vs

Figure 7. Multiparameter inversion results: (a) Vp and (b) Vs using PCG, and (c) Vp and (d) Vs
using PTGN.

Table 1. Root mean square (RMS) errors of inversion results using PCG and PTGN.

RMS Errors (%) V p Vs

PTGN 3.08 2.86
PCG 3.22 4.20
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Figure 8. Vertical profiles of the inverted Vp (solid) and Vs (dashed) using the PTGN and PCG methods
at horizontal distances of 2 km, 5 km, and 8 km.
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Figure 9. Multicomponent data residuals obtained by inverted models in Figure 7. The scale is
consistent with the shot gathers in Figure 5 seismic data. (a–c) The residuals of PCG and (d–f) the
residuals of PTGN.
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Figure 10. Convergence profiles of the misfit function using PTGN (solid) and PCG (dashed).

4.2. Marmousi Model Test

Next, we use the elastic Marmousi model to demonstrate the effectiveness of the AEC-EFWI
method. Smoothed versions of true Vp, Vs, and ρ (see Figure 1) with a window of 300 m are taken
as the initial models (see Figure 11). The dimension of the model is 601 × 201, and the intervals
are 15 m in the horizontal and vertical directions. We have 61 shots with an interval of 150 m and
601 OBS receivers for each shot. The total recording time is 4.8 s, and the temporal sampling rate is
1.2 ms. A Ricker wavelet with a peak frequency of 8 Hz is adopted to generate a pure P-wave source.
Observed multicomponent seismic data are simulated using the modified AEC equation, as shown in
Figure 12. As a comparison, an EFWI method for horizontal and vertical displacement components are
performed. A maximum of 15 iterations is used for the PTGN loop for both AEC-EFWI and EFWI.

(a) Vp model (b) Vs model

Figure 11. Initial models of Vp (a) and Vs (b).
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Figure 12. Observed multicomponent seismic data: (a) horizontal and (b) vertical displacement and
(c) pressure components.

280



Remote Sens. 2020, 12, 2816

Figure 13 displays the inverted Vp and Vs models using the two methods. In the Vp results
(Figure 13a,c), AEC-EFWI provides better-resolved structures, i.e., anticlines, faults, lithologic
interfaces, and high-speed bodies. For Vs (Figure 13b,d), however, the results using the two methods
are comparable. With incorporation of the RMS errors in Table 2, we can find that considering the
pressure data may not take as great effects on Vs as Vp. It may be because the pressure data are more
sensitive to the Vp perturbations.

(a) AEC-EFWI Vp (b) AEC-EFWI Vs

(c) EFWI Vp (d) EFWI Vs

Figure 13. Multiparameter inversion results: (a) Vp and (b) Vs using modified acoustic-elastic
coupled-elastic full-waveform inversion (AEC-EFWI), and (c) Vp and (d) Vs using elastic full-waveform
inversion (EFWI).

The vertical profiles extracted at the horizontal distances of 3.0, 4.5, and 6.0 km are displayed in
Figure 14. The AEC-EFWI results (marked by red lines) can precisely illustrate the deep reflectors with
narrower sidelobes, and they are very close to the true models (marked by black lines). In contrast,
as displayed in the corresponding wavenumber spectrum (Figure 15), EFWI underestimates the
perturbations, especially for the interfaces with sharp parameter contrasts (see green lines in Figure 14).
The data residuals simulated by the inverted results (Figure 16) and the convergence profiles of the
misfit function (Figure 17) prove that the AEC-EFWI can better match the observed data and have a
higher convergence rate.

Table 2. RMS errors of the inversion results using AEC-EFWI and elastic full-waveform inversion
(EFWI) methods for the Marmousi model test.

RMS Errors (%) V p Vs

EFWI 5.29 3.93
AEC-EFWI 4.25 3.43

RATIO −24.5 −14.6
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Figure 14. Vertical profiles of Vp (solid) and Vs (dashed) at the horizontal distances of 3.0, 4.5,
and 6 km.
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Figure 15. The 1D wavenumber spectrum of vertical profiles, corresponding to Figure 14. Black lines
denote the true model, red lines indicate the AEC-EFWI results, and green lines are the EFWI results.
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Figure 16. Multicomponent data residuals obtained by inverted models in Figure 13. The scale is
consistent with the shot gathers in Figure 12. Panels (a–c) denote the residuals of EFWI, and panels
(d–f) indicate those of AEC-EFWI.
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5. Discussion

We have validated the effectiveness of the proposed AEC-EFWI method in processing OBS 4C data
and improving inversion accuracy. This study mainly focuses on reconstructing the high-wavenumber
components of elastic parameters from good initial models. Of course, this AEC-EFWI method also
suffers from the notorious cycle-skipping and other practical issues. To alleviate this problem, this work
should be further considered to combine with the reflection waveform inversion (RWI) [39–43] or the
migration velocity analysis (MVA) [44–46]. In these approaches, the most critical step is to compute the
PP and PS reflection paths. It can be easily accomplished by the AEC equation instead of performing a
complete P/S decomposition on forward/back-propagated wavefields.

In those experiments, the weighting coefficient ε is set to be 50%. In fact, this value is determined
by the difference of observed pressure and displacement components. Supposing that it reduces
to zero, we wonder whether the AEC-EFWI method can still provide reasonable inversions for
elastic parameters? Figure 18a shows a simple cartoon of the wave propagation process for this case.
The incident P-wave excited from the source location generates both PP and PS transmissions at the
seabed, and these transmissions are reflected at the interface of Layer 1. Because the water layer
is assumed to be precisely known in advance, the observed PPP and PSP waves can be treated as
“pseudo-first-order” reflections excited by virtual mixed sources from the seabed. Note that, this PSP
wave path carries more information of subsurface Vs distribution, which makes a great contribution to
Vs update.

Water Layer
Vp=1.5 km/s

Layer 1
Vp=3 km/s

Vs=1.5 km/s

Layer 2

Seabed

PPP

PSP

(a) OBS case

Water Layer
Vp=1.5 km/s

Layer 1
Vp=3 km/s

Vs=1.5 km/s

Layer 2

Seabed

PP-PP

PS-SP

(b) Towed-streamer case

Figure 18. Cartoons of the wave propagation for 1C (a) ocean bottom seismic (OBS) and
(b) towed-streamer cases.

We test the method on the Marmousi model (Figure 1), starting from the same initial models
(Figure 11) with 1C pressure data. The inverted results are displayed in Figure 19. The extracted vertical
profiles and the corresponding wavenumber spectrum are shown in Figures 20 and 21, respectively.
Although the inversion accuracy and spatial resolution decrease to some extent, the 1C results can
still provide acceptable multiparameter inversions and have a certain consistency with the true ones.
It demonstrates that this AEC-EFWI method is feasible to recover elastic parameters using OBS 1C
pressure data. Besides, we can find that the high-wavenumber components in the results using 1C
pressure data are better reconstructed than the low-wavenumber components (see differences between
the green and red lines in Figure 21), which highlights the contribution of pressure component on
high-wavenumber reconstruction.
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Figure 19. Inverted (a) Vp and (b) Vs results using AEC-EFWI with 1C pressure data.
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Figure 20. Vertical profiles of Vp (solid) and Vs (dashed) at the horizontal distances of 3.0, 4.5, and 6 km.
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Figure 21. The 1D wavenumber spectrum of vertical profiles, corresponding to Figure 20. Black lines
denote the true model, red lines indicate the results using 4C data, and green lines are the ones using
1C data.

Similarly, this method may be also applied for marine towed-streamer pressure data. As displayed
in Figure 18b, the PP-PP and PS-SP wave paths help to reveal subsurface Vp and Vs distributions.
Besides, other converted waves, i.e., PP-SP and PS-PP, can further enhance the illumination of Vs
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model. Of course, it should be further tested with field streamer data. Although some practical
problems, i.e., data preprocessing, low-frequency loss, and initial model building, have not been fully
considered, the cartoons and the preliminary results can at least inspire us to use 1C pressure data
for elastic parameter inversion and eventually provide a flexible method and idea for increasingly
complex marine data processing.

6. Conclusions

In this study, we have proposed an elastic full-waveform inversion method based on a
modified acoustic-elastic coupled equation. This method uses the modified AEC equation to
simultaneously compute subsurface pressure and displacement wavefields. It adopts a weighted
misfit function to quantify the contributions of pressure and displacement records. With the adjoint
operator, it can simultaneously make use of OBS 4C data to reconstruct multiple elastic parameters.
The preconditioned TGN algorithm with a multiparameter diagonal Hessian operator is developed
to cope with unbalanced illumination and coupling effects. The sensitivity analysis and numerical
experiments have validated that the AEC-EFWI method can yield a higher spatial resolution, provide
more accurate elastic parameter inversions, and have a higher convergence rate. The discussion reveals
the potential of this AEC-EFWI method in inverting elastic parameters using 1C pressure data for OBS
and marine towed-streamer cases.
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Appendix A. Derivation of the Modified Acoustic-Elastic Coupled Equation

We start from the standard 2D time-domain displacement–stress elastic wave equation [47],
given by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ
∂2ux

∂t2 =
∂τxx

∂x
+

∂τxz

∂z

ρ
∂2uz

∂t2 =
∂τxz

∂x
+

∂τzz

∂z

τxx = (λ + 2μ)
∂ux

∂x
+ λ

∂uz

∂z
+ f

τzz = (λ + 2μ)
∂uz

∂z
+ λ

∂ux

∂x
+ f

τxz = μ

(
∂ux

∂z
+

∂uz

∂x

)
, (A1)

where ux and uz denote the horizontal- and vertical-particle displacement components, respectively;
τxx and τzz are the normal stress components; and τxz is the shear stress component. λ and μ are the
Lamé constants, and ρ is density. f indicates the source function that is implemented in τxx and τzz to
generate a pure P-wave.

In tensor analysis, the stress tensor T can be decomposed into the isotropic pressure −pI and
deviatoric τs parts,

T = τs − pI. (A2)
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For 2D cases, the pressure wavefield satisfies

p = −1
2

tr(T)

= −1
2
(τxx + τzz) = − (λ + μ)

(
∂ux

∂x
+

∂uz

∂z

)
,

(A3)

and the deviatoric stress components become
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

τs
xx = τxx + p = μ

∂ux

∂x
− μ

∂uz

∂z

τs
zz = τzz + p = μ

∂uz

∂z
− μ

∂ux

∂x

τs
xz = τxz = μ

∂ux

∂z
+ μ

∂uz

∂x

. (A4)

These equations formulate the original acoustic-elastic coupled equation; we refer to the work
in [15].

Note that, it is redundant to simultaneously compute the pressure and two normal stress
components. Thus, we redefine

τs
n = τs

xx = −τs
zz, τs

s = τs
xz, (A5)

where τs
n and τs

s are the redefined normal and deviatoric stress components. The simplified
equation becomes ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
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s
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∂z
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(
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(
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)
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s = μ

(
∂ux
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+

∂uz

∂x

)

. (A6)

Compared with the original one, this modified equation can provide subsurface 4C elastic
wavefields with same accuracy but less computing resources.

For completeness purpose, we also derive the modified AEC equation in 3D. The 3D original AEC
equation is given by ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ρ
∂2ux

∂t2 =
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∂z

. (A7)
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and ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
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. (A8)

Because τs
xx + τs

yy + τs
zz = 0, we can similarly provide a 3D modified AEC equation by replacing

τs
yy as −(τs

xx + τs
zz) to reduce the number of formulas.

Appendix B. Derivation of Gradient Computation for Aec-Efwi Method

The modified AEC equation can be rewritten as

Sw = f (A9)

where w = (ux, uz, p, τs
n, τs

s )
T denotes the elastic wavefields, f =

(
0, 0, fp, 0, 0

)T denotes the source
wavelet, and S denotes the parameter derivative matrix,

S =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

ρ ∂2

∂t2 0 ∂
∂x − ∂

∂x − ∂
∂z

0 ρ ∂2

∂t2
∂
∂z

∂
∂z − ∂
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(λ + μ) ∂
∂x (λ + μ) ∂

∂z 1 0 0

−μ ∂
∂x μ ∂

∂z 0 1 0

−μ ∂
∂z −μ ∂

∂x 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (A10)

Substituting Equation (2) into Equation (3), the gradient satisfies

∂E
∂m

=

[
−

(
S−1

) ∂S

∂m
w

]T
f′. (A11)

With consideration of the self-adjoint assumption
(
S−1)T

=
(
ST)−1, it can be rewritten by

∂E
∂m

= −
[

∂S

∂m
w

]T(
ST

)−1
f′. (A12)

Here, ST is the adjoint operator of the modified AEC-equation, given by

ST =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

ρ ∂2

∂t2 0 − ∂
∂x (λ + μ) ∂

∂x μ ∂
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0 ρ ∂2
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∂x 0 0 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (A13)
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According to the adjoint-state method, we define ŵ =
(
S−1)T

f′ as the solution of the
adjoint equation,

STŵ = f′ (A14)

where ŵ = (ûx, ûz, p̂, τ̂s
n, τ̂s

s )
T is the adjoint variables as used in Equation (8).

For the parameterization of Lamé constants and density m = [λ, μ, ρ]T , the partial derivative
matrices can be given by

∂S

∂λ
=

⎛
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0 0 0 0 0
∂
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∂
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⎞
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, (A15)

∂S
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∂
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∂
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and

∂S

∂ρ
=

⎛
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∂2

∂t2 0 0 0 0

0 ∂2

∂t2 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

⎞
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. (A17)

Substituting Equations (A14–A17) into Equation (A12), the gradients of the Lamé constants and
density can be given by

∂E
∂λ

= − p
λ + μ

p̂

∂E
∂μ

= − p
λ + μ

p̂ − τs
n

μ
τ̂s

n −
τs

s
μ

τ̂s
s

∂E
∂ρ

=
∂2ux

∂t2 ûx +
∂2uz

∂t2 ûz.

(A18)
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Abstract: China is strongly dependent on railway transportation, but the frost heaving of the
subgrade in cold regions has seriously affected the safety and comfort of trains. Moisture content
is an essential parameter in the subgrade frost heave. Non-destructive and efficient geophysical
methods have great potential in measuring the moisture content of railway subgrade. In this paper,
we use the common mid-point (CMP) measurement of ground penetrating radar (GPR) to estimate
the propagation velocity of electromagnetic waves in a subgrade application. We establish a synthetic
model to simulate the railway subgrade structure. The synthetic CMP gathers acquired from shallow
and thin layers are seriously disturbed by multiple waves and refraction waves, which make the
routine velocity analysis unable to provide accurate velocities. Through the analysis of numerical
simulation results, it is found that the primary reflection waves, multiple waves, and refraction
waves are dominant in different offset ranges of CMP gather. Therefore, we propose a solution of the
optimal gather at a certain range of offset dominated by the primary reflection wave to calculate the
velocity spectrum and extract the accurate velocities for the subgrade model. The relative dielectric
constants of the corresponding layers are calculated after the stacking velocities are converted into the
interval velocities. Then, the moisture content is obtained by the Topp formula, which expresses the
relationship between dielectric constant and moisture content. Finally, we apply the optimal gather
scheme and the above interpretation process to the GPR data acquired at the railway site, and we
form a long moisture content profile of the railway subgrade. Compared with the polarizability
measured by the induced polarization (IP) method, it is found that the regions with high moisture
content correspond to polarizability anomalies with different strengths. The comparison shows the
reliability of GPR results to some extent.

Keywords: ground penetrating radar (GPR); moisture content; velocity analysis; optimal gather

1. Introduction

China has a vast territory, a large population, and an unbalanced distribution of resources and
industries. Therefore, China’s railway plays an important role in economic and social development.
Subgrade frost heaving is a common geological phenomenon in northern China, and its treatment is
the main task of railway maintenance in winter. Frost heaving of the subgrade seriously affects the
safety and comfort of train operation. Temperature, soil properties, and moisture content are the three
factors of the formation of subgrade frost heaving. The main cause of soil freezing is the moisture
content in soil. Therefore, it is crucial to measure the moisture content of railway subgrade quickly and
accurately for solving the problem of frost heaving.

Drilling samples can obtain the most accurate information about the subgrade moisture
content [1]. However, this method is time-consuming and expensive for large-scale measurement.
Ground penetrating radar (GPR) is a geophysical technique for the non-destructive and efficient
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detection of shallow layers by electromagnetic (EM) waves, which is widely used in the field of
environment and engineering. Using GPR to measure the moisture content has become an important
branch of GPR applications [2]. In recent years, a lot of papers using GPR to measure soil moisture
content have been published [3–12]. Some of them focus on ground water table measurement. As an
example, Tsoflias et al. observe that the radar signal response is correlated to changes in the water
saturation of the fracture and provide spatial information about the saturation of the fracture [5].
Saintenoy and Hopmans study the water table detection sensitivity of GPR and state a power type
relationship between the reflected signal amplitude and the slope of the soil retention curve [6].
Others are concerned about the measurement of soil moisture content. Two review papers are valuable.
Huisman et al. (2003) presents the basic theoretical principles of GPR and how they can be used to
investigate the spatiotemporal variation of soil water content [10]. In particular, they propose four
categories of methods to determine soil water content with GPR. Klotzsche et al. (2018) provide an
update on the review of recent advances in vadose zone applications of GPR with a particular focus on
new possibilities, e.g., for multi-offset and borehole GPR measurements [11].

A large number of GPR applications in measuring soil moisture content has benefited from the
research of Topp et al., which established the relationship between the relative dielectric constant and
soil moisture content [13]. It is essential to estimate the velocity of EM waves, since it is directly related
to the dielectric constant of medium. The common mid-point (CMP) or wide-angle reflection and
refraction (WARR) sounding mode in GPR are primarily used to obtain an estimate of the radar wave
velocity versus depth in the ground by varying the antenna spacing and measuring the change in the
two-way travel time [2]. The velocity analysis of CMP gather, coming from seismic exploration, is a
common and accurate way to obtain wave velocity. Some scholars have carried out research studies to
get a better velocity estimation in GPR. Feng et al. improved the signal to noise ratio by CMP antenna
array and data processing technology and obtained a good result in velocity analysis, which they
successfully applied to landmine detection [14]. Liu et al. obtain the EM wave velocity through the
envelope velocity analysis method, which can monitor the underground dynamic water level [15].
Lu described the method to obtain the soil moisture content and monitored the underground water
level [16]. Liu et al. used GPR profiles and moisture content to estimated hydraulic conductivity
parameters and accurately distinguished a slight change of groundwater level [17]. Pue et al. proposed
a modified velocity analysis method to successfully estimate depth and propagation velocity with
small offset air-coupled GPR configurations by accounting for the refraction at the surface [18]. Yi et al.
proposed a high-resolution velocity analysis by applying the l-1 norm regularized least-squares for
pavement inspection [19]. In recent years, many other related papers have been published to improve
the performance of CMP velocity analysis in the estimation of EM wave velocity [20–22]. However,
there are few research studies that deal with shallow and thin multi-layered structures such as the
railway subgrade. In such a case, the reliability of the routine velocity analysis process needs to
be retested.

In this paper, we introduce the basic theory used here firstly. Then, two synthetic models are
established to simulate the railway subgrade structure and the problems of velocity analysis in a
shallow thin layer are analyzed by numerical simulation. After that, the solution of optimal gather
is proposed. The proposed scheme is applied to the measured data of railway subgrade, and a long
moisture content profile of railway subgrade is obtained. Finally, the polarization features from
induced polarization (IP) measurement show that the proposed scheme is reliable in a certain range.

2. Methods

2.1. Velocity Analysis of CMP Data

The common mid-point (CMP) measurement in a GPR survey is a multi-offset measurement
that is primarily used to obtain an estimated velocity of the EM wave in the ground. By increasing
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the antenna preparation symmetrically, the path of the EM wave varies while keeping the point of
reflection fixed. Thus, the difference in two-way travel time enables wave velocity to be estimated [2].

The velocity analysis by CMP gather assumes that the subsurface media is horizontally layered.
The two-way travel time of reflected waves can be obtained by

t(xi) =

√
t2
0 +

x2
i

v2
rms

(1)

where xi is the antenna offset of the i-th channel, t0 is the two-way travel time of zero offset, and vrms is
the root mean square velocity.

The velocity spectrum can be obtained by transforming the data from the offset versus two-way
time domain to the stacking velocity versus two-way zero-offset time domain [23]. The velocity
spectrum shows the picks that correspond to the best coherency of the signal along a hyperbolic
trajectory over the entire spread length of the CMP gather. The coherency can be computed in several
ways [24]. However, in the velocity analysis of GPR data, the simple and effective measures are
the average stacked amplitude (A) and the energy of the average stacked amplitude (E), which can
suppress interference signals with large amplitude. The A and E can be defined by

A =
1
N

M∑
j=1

∣∣∣∣∣∣∣
N∑

i=1

fi, j+ri

∣∣∣∣∣∣∣ (2)

E =
M∑

j=1

⎛⎜⎜⎜⎜⎜⎝ 1
N

N∑
i=1

fi, j+ri

⎞⎟⎟⎟⎟⎟⎠
2

(3)

where fi, j+ri is the amplitude value of the j+r-th point on the i-th trace in which r is a delay associated
with normal moveout (NMO). N is the number of traces in the CMP gather. M is the number of sampling
points in a stack time window. Each stacking velocity (vrms) is scanned according to Equation (1).
When the scanning velocity is equal to the vrms, E reaches the maximum value, which shows a focused
energy cluster in the velocity spectrum. After the stacking velocity is picked up, the interval velocity
can be calculated by Dix formula [25], and the expression is as follows:

vint,n =

√
t0,nv2

rms,n − t0,n−1v2
rms,n−1

t0,n − t0,n−1
(4)

where vint,n is the interval velocity of the nth layer; vrms,n is the stacking velocity to the bottom of the
nth layer; t0,n is the two-way travel time with zero offset to the bottom of the nth layer; vrms,n−1 is the
stacking velocity to the bottom of the n − 1th layer; and t0,n−1 is the two-way travel time with zero
offset to the bottom of the n− 1th layer.

After obtaining the interval velocities (vint) of radar wave propagating in the subsurface, the relative
dielectric constant εr in low loss medium can be obtained by

vint =
c√
εr

(5)

where c = 0.3 m/ns is the velocity of EM wave in air.

2.2. Optimal Gather in Velocity Analysis

As the offset increases, the primary reflections from the interface of each layer will be interfered
by multiple reflections and refractions in CMP gathers. In the media composed of thin multi-layers,
this interference is so serious that it makes the velocity spectra unable to give correct velocities of
EM waves. In addition, the CMP gathers obtained in small offsets can be interfered by direct wave.
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Since the layers are shallow and thin, the reflected wave is close to the direct wave, whose strong
energy makes the reflected wave difficult to be identified. Therefore, it is crucial to use high-quality
primary reflections from layer interfaces for velocity analysis to obtain accurate velocities.

The optimal gathers include mainly the primary reflections who suffer little interference from
multi-waves, refracted waves, and direct waves. These gathers are determined and used to calculate
the velocity spectrum. The reflection angle can be used to explain the operation of optimal gather.

The reflection angle θ can be calculated using the sketch shown in Figure 1. x1 represents a
small offset, and the CMP gathers acquired in x1 are supposed to be contaminated with direct waves.
x2 represents a large offset, and the CMP gathers acquired in x2 are supposed to be contaminated
with multi-waves and refracted waves. The blue arrows in Figure 1 show the corresponding antenna
locations when effective reflection from the interface can be obtained, and the reflection angle θ ranges
from θ1 to θ2. The optimal gather for the velocity analysis should be in this angle range.

Figure 1. A description for reflection angle and optimal gather. The locations marked by arrows
represent the optimal gather range.

In this paper, we can analyze the influence range of interference waves in CMP gathers through
numerical simulation because the railway subgrade structure is known. It can help to determine the
optimal gather in field CMP data.

2.3. Topp Formulae

A well-known empirical relationship between the relative dielectric constant and volumetric
moisture content at frequencies between 1 MHz and 1 GHz was developed by Topp et al. [13].
This empirical relationship is independent of soil type, soil density, soil temperature, and soluble salt
content, and it is determined by compiling data for many soils under varying moisture conditions:

εr = 3.03 + 9.3θ+ 146.0θ2 − 76.7θ3 (6)

where θ is the volumetric soil moisture content, which is equal to the product of the water saturation
and porosity. A polynomial expression for moisture content as a function of the relative dielectric
constant, εr, was reported as well:

θ = −5.3× 10−2 + 2.92× 10−2εr − 5.5× 10−4ε2
r + 4.3× 10−6ε3

r . (7)

2.4. Induced Polarization

Induced polarization (IP) is a geophysical method that is mainly used in metal ore exploration
and groundwater search. In recent years, with the development of sensitive instruments and methods
to improve the signal-to-noise ratio, the IP method has been widely used in the field of environment
and engineering [26–28]. IP may reflect the moisture content through the membrane effect, which is
related to variations in the mobility of ions in fluids at grain scales in a porous medium under the
influence of the electrical field. The polarizability generated by the water-bearing sand gravel layer is
higher than that of non-water bearing structure.
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In time domain IP, a primary current is injected in the ground for a period T using a pair of
electrodes A and B. The difference of electrical potential is measured using several bipoles of electrodes
M and N. The secondary voltage on a bipole MN decays over time after the shut-down of the primary
current. The rate of this decay reflects the strength of the polarization effect. The simplest way to
measure the IP effect with time-domain equipment is to compare the residual voltage V(t) existing at a
time t after the current is cut offwith the steady voltage Vc during the current flow interval. It is not
possible to measure potential at the instant of cutoff because of large transients caused by breaking the
current circuit. On the other hand, V(t) must be measured before the residual has decayed to the noise
level. Therefore, the polarizability, η(t) can be obtained by

η(t) =
V(t)
Vc
× 100%. (8)

3. Velocity Analysis of CMP Models

3.1. Railway Subgrade

Figure 2 shows a typical railway subgrade structure, which can be roughly divided into 4 layers.
These are constituted with ballast, graded gravel, medium to coarse-grained sand, and A, B group
filling from top to bottom. There is a sheet of geotextile in the middle of the 0.2 m sand layer (marked
by a red line in Figure 2).

Figure 2. The profile of a typical railway subgrade.

The horizontal layered structure of the railway subgrade satisfies the assumption of velocity
analysis through CMP gather. However, due to the shallow depth and the thin multi-layers, the reflected
waves from the interfaces of horizontal layers will be interfered by multiple waves and refracted waves.
Once the hyperbolic trajectory of the reflected wave in CMP gathers is damaged, the velocity spectrum
will not obtain the picks representing the best coherency and failure to pick up the accurate velocity.

3.2. Modeling

In this section, we carry out CMP forward simulation on a simple model and a railway subgrade
model to study the interference caused by multiple waves and refraction waves and propose solutions.
The GPR forward modeling uses an open source software gprMax that simulates EM wave propagation
by the Finite-Difference Time-Domain (FDTD) method [29].

297



Remote Sens. 2020, 12, 2912

3.2.1. A Simple Model

A simple model (Figure 3) is used firstly to analyze the sources of interference. In Figure 3, the air
layer is marked by a white color with εr = 1. The thickness of the blue layer is 0.7 m with εr = 4.
The velocity of EM wave 0.15 m/ns in the layer can be obtained by Equation (5). The red layer is with
the εr = 10. The synthetic CMP data are generated by a 100 MHz Ricker wavelet and the grid size of
0.05 m. The mid-point of CMP gather is fixed at coordinate (15,12), as shown in Figure 3. The increment
of antenna separation is 0.2 m, and 64 traces are acquired in the CMP gather.

Figure 3. A simple model.

The synthetic CMP gather is shown in Figure 4. It can be seen from Figure 4a that there are several
discontinuous events. In order to analyze the sources of waveforms in CMP gathers, we calculate the
arrival times of reflected, multiples, and refracted waves according to the model parameters, and the
calculated values are shown by curves with different color. In Figure 4b, the black dotted line marked
with 1� is the direct air wave that the wave directly propagates from the transmitting antenna to
the receiving antenna. The black dotted lines marked with numbers 2�– 4� are the refracted waves
propagating in the air after they are reflected twice or more by the layer interface. The red dot line in
Figure 4b represents the primary reflected wave from the layer interface, which we need. However,
the continuity of the event is obviously destroyed by multiple reflections. The green dotted lines in
Figure 4b represent reflection multiples. Equation (1) is the signal received by the antenna after it is
reflected twice by the interface, and (2)–(4) are reflected multiple times by the interface before it is
received by the antenna. The above analysis shows that the existence of multiple reflections brings
serious interference to velocity analysis.

Figure 4. Synthetic common mid-point (CMP) gather for the simple model (a) with the direct wave,
refracted waves, and reflected waves marked on (b).

3.2.2. A Railway Subgrade Model

The typical railway subgrade model is shown in Figure 5. The white layer is air. The thickness of
the blue layer corresponding to ballast is 0.7 m with εr = 4. The next layer marked green is graded
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gravel that is 0.6 m thick, and the εr = 5.5. The thin yellow layer of 0.2 m thickness is medium to
coarse-grained sand with εr = 7. The thickness of the orange layer is A, B group filling that is 1.1 m
thick and εr = 8.5. The red part is a layer of raw soil with the εr of 10. The mid-point of CMP gather
is fixed at coordinate (15,12), as shown in Figure 5. The increment of antenna separation is 0.2 m,
and 64 traces are acquired in the CMP gather.

Figure 5. The typical railway subgrade model. The labels of I–IV correspond to the layers I–IV in
Figure 2.

Figure 6a shows the synthetic CMP gather of the railway subgrade model. Similarly, we use the
model parameters to calculate the arrival time of radar waves, and the calculated wave curves are
shown with different colors in Figure 6b. The analysis for the simple model in Section 3.2.1 makes it
easy to distinguish the various waves generated in this complex model.

Figure 6. CMP gather for the railway subgrade model (a) with the direct wave, refracted waves,
and reflected waves marked on (b).

In Figure 6b, the black dotted line marked with 1� is the direct wave in air. The next four black
dotted curves with the labels of 2�– 5� are refracted waves, and the amplitudes of these curves decrease
in turn. There are two green dotted lines in Figure 6b that represent multiple reflections. The upper
green line represents the multiple wave that crosses the first layer twice and the second layer once,
and its energy is mainly obtained at the offset of 5–12.8 m. The lower green curve crosses the first layer
three times and the second layer once, and its energy is mainly obtained at the offset of 9–12.8 m.

The three red dotted lines represent the primary reflections from the layer interfaces, which are
the target reflections. The top red curve is reflected from the first interface, whose energy is mainly
obtained at offsets less than 5 m. However, the third layer that is 0.2 m thick is too thin to be identified.

The generation of these marked reflections can be explained by the reflection angle shown in
Figure 1. First, when the reflection angle is small, the reflected wave is close to the direct wave whose
strong energy makes the reflected wave difficult to be identified. Second, with the increase of reflection
angle, the energy of multiple reflections increase, while the primary reflections become weaker until
they cannot be detected. Therefore, the reflected wave can be distinguished only when the reflection
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angle is within a certain range. Next, we deal with optimal gathers carefully to ensure that the velocity
spectrum can provide reliable velocity.

We calculate the velocity spectra with different offsets for CMP gathers of the railway subgrade
model. Since the initial offset in the field CMP data is 0.6 m (shown in Section 4), the same initial
offset is used in the velocity analysis of the model. Figure 7a,c,e,g show the velocity spectra after
normalization with the CMP gathers at offset 0.6–3 m, 0.6–4 m, 0.6–5 m, and 0.6–6 m, respectively.
Figure 7b,d,f,h shows the curves of the average amplitude, corresponding to Figure 7a,c,e,g, which is
the mean value of the amplitude of all velocities at each arrival time. The velocity can be picked up
by the correspondence between the energy cluster in the velocity spectrum and the wave crest in the
average amplitude curve.

 

Figure 7. Velocity spectra and curves of average amplitude for the railway subgrade model are calculated
using different offsets. (a,c,e,g) are velocity spectra with offsets of 0.6–3 m, 0.6–4 m, 0.6–5 m, and 0.6–6 m,
respectively; (b,d,f,h) are curves of average amplitude calculated from (a,c,e,g), respectively.

In the eight subgraphs of Figure 7, the velocity of EM waves from each layer is represented by
energy clusters in the velocity spectra and wave peaks in the average amplitude curves marked by 1�,
2�, and 3�. Other energy clusters and peaks, such as those that appear at the arrival time greater than

50 ns, are from the contribution of multiple waves.
In Figure 7a, when the offset (0.6–3 m) is small and the number of gathers is less, the energy cluster

is decentralized, which brings trouble to velocity picking. As the offset increases, the energy clusters
become more and more focused in Figure 7c,e. Combined with Figure 7d,f, velocity picking becomes
easier. Although Figure 7e shows that the energy clusters are more focused than that in Figure 7c,
the velocity of EM waves of the first layer is clearer in Figure 7c. In Figure 7g,h, it is difficult to pick up
the velocity of first layer due to the large offset, which is 0.6–6 m. Therefore, a smaller offset makes the
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energy decentralized, while a larger offset makes the velocity of the first layer impossible to pick up.
The optimal gather in this railway subgrade model is ended at the offset between 4 and 5 m with the
initial offset of 0.6 m.

Then, the velocities (vrms) are picked up from the velocity spectrum in Figure 7e. The vrms are
converted to the vint by the Dix formula of Equation (4), which is plotted by a green line in Figure 8.
The black line shows the velocities that are calculated from the εr of the model. It shows that the
estimated vint in the first and second layer are basically in accordance with the model velocities.
The third layer in the model is a medium to coarse-grained sand that is 0.2 m thick. GPR with the
central frequency of 100 MHz failed to recognize this thin layer. Therefore, the velocity spectrum is
also not able to give the velocity of this layer. It leads to the difference between the model velocity and
vint around 20 ns in Figure 8. The model velocity of the fourth layer is 0.103 m/ns, while the vint of
that is 0.106 m/ns (Table 1). The failure to pick up the vrms of the third layer is part of the reason for
the error. After the dielectric constant (εr) is obtained by Equation (5), the moisture content can be
calculated by Equation (7). Table 1 shows the details of the estimated information from the velocity
spectrum in Figure 7e.

 
Figure 8. Comparison between the interval velocity and model velocity for the railway subgrade model.

Table 1. The detailed information estimated from the velocity spectrum in Figure 7e.

Layer
Sequence

Time (ns) vrms (m/ns) vint (m/ns)
Layer

Thickness (m)
Dielectric
Constant

Moisture
Content

1 9.4 0.15 0.15 0.705 4 5.5%
2,3 23.3 0.138 0.129 0.89 5.39 8.9%
4 44.7 0.124 0.106 1.13 8.1 15%

It can be seen from Table 1 that the estimation of the first layer is accurate. The errors occur when
the second and third layers are estimated as one. It also affects the estimation of the fourth layer.
Our ultimate goal is to get moisture content under the subgrade. The model moisture content of the
four layers is 5.53%, 9.17%, 12.6%, and 15.8%, respectively. Compared with the estimated water content
in the last column of Table 1, although the big error occurs in layers 2 and 3, the vertical variation trend
of moisture content is still credible, which is essential to identify a meaningful distribution of moisture
content. According to the above optimal gather method and processing flow, the moisture content
estimation in the railway subgrade is conducted in the following case study.

4. Case Study

We measured the GPR data in a certain railway in Heilongjiang, which is the coldest area in China.
In Figure 9, a SIR-20 GPR system that employed the shielded antenna with the central frequency of
100 MHz from GSSI (Geophysical Survey Systems, Inc.) is used in the field survey. The CMP gather is
acquired with the initial offset of 0.6 m between the transmitter and receiver. The increment of antenna
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separation is 0.2 m and the maximum antenna transceiver distance is about 14 m. The parameter setting
in acquisition is consistent with that in the model. CMP gathers from 56 mid-points are acquired,
and the separation between two adjacent mid-points is 10 m. In order to avoid the influence of sleepers,
CMP data are acquired along the outside of the rail (see the photo in Figure 9).

 

Figure 9. A photograph of the experiment site showing the CMP measurement.

The preprocessing for the original CMP gathers includes zero-time correction, gain control,
and frequency domain filtering. Figure 10a,b show the original CMP gather acquired at the first CMP
point and its profile after preprocessing, respectively.

Figure 10. Original CMP gather (a) and the profile after preprocessing (b).

The CMP gathers acquired at the offset of 0.6 m to 5 m are used in velocity analysis, which is
decided from the tests on the model in Section 3.2.2. Figure 11 shows the velocity analysis result for
the CMP gathers in Figure 10b. In Figure 11a, the velocity spectrum shows five energy clusters which
are marked by 1�– 3�, a�, and b�. Only the energy clusters labeled 1�– 3� have corresponding peaks in
the average amplitude curve, which is also marked by 1�– 3� in Figure 11b, while a� and b� cannot be
identified. The hyperbolic trajectories of the signals are plotted according to the velocities picked up
from the five energy clusters, as shown in Figure 12. In Figure 12a, the hyperbolic trajectories generated
by velocities 1�– 3� correspond to relatively complete hyperbolic events, which are meaningful. On the
other hand, the clusters a� and b�, in Figure 12b, are invalid because they produce trajectories without
corresponding hyperbolic events. Therefore, the energy clusters 1�– 3� are the reflections from the
interfaces of the railway subgrade, and we extract the vrms from them to calculate the vint. The vint is
shown in Figure 11c, and the moisture content is calculated as shown in Figure 11d.
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Figure 11. Velocity analysis of the CMP gather acquired at the first mid-point to obtain the moisture
content of the railway subgrade. (a) Velocity spectrum with the offset of 0.6–5 m, (b) curve of average
amplitude, (c) interval velocity, and (d) moisture content.

Figure 12. CMP gather with corresponding hyperbolic trajectory (red lines) which are produced by (a)
the velocities picked up from the valid energy clusters 1�, 2�, and 3�, and (b) velocities picked up from
the invalid energy clusters a� and b�.

As shown in Figure 11d, the vertical moisture content ranges from 2.24% to 7.1% with depth,
and there is no abnormal trend in moisture content change. Table 2 shows the details of related
information from the estimates. The estimated total thickness is consistent with that of the actual
railway subgrade structure, but some errors exist in the thickness of each layer. We think that the main
reason for these errors is the velocity pick-up errors. It is also related to the resolution provided by the
100 MHz central frequency of the radar antenna, which may have a limitation in detecting thin layers
such as in this case.

Table 2. The detailed information estimated from the velocity analysis in Figure 11.

Layer
Sequence 1 Time (ns) vrms (m/ns) vint (m/ns)

Layer
Thickness (m)

Dielectric
Constant

Moisture
Content

1 6.5 0.182 0.182 0.59 2.71 2.24%
2 19.5 0.166 0.157 1.02 3.63 4.6%
3 34.5 0.155 0.139 1.05 4.63 7.1%

1 The layers here correspond to the marks 1�– 3� in Figure 11a,b.

Figure 13 shows the velocity analysis for another CMP gather acquired at the 27th mid-point.
Four energy clusters are considered to be valid, which are labeled by 1�– 4� in Figure 13a, and the
corresponding wave crests can be found in the average amplitude curve (Figure 13b). The velocities,
0.2 m/ns (8 ns), 0.186 m/ns (14.5 ns), 0.150 m/ns (34 ns), and 0.135 m/ns (46 ns), are picked up.
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These velocities (vrms) are converted to the vint, which is shown in Figure 13c, and four velocity layers
are identified. The thicknesses of the first two layers, which are considered as layers of ballast and
graded gravel, are accurately estimated. The third layer of medium to coarse-grained sand with the
thickness of 0.2 m is not distinguished. A velocity increasing can be found in the fourth layer of the
A, B group filling. In Figure 13d, the profile shows the moisture content of 11.8% in the A, B group
filling, and it increases to 27.1% at the bottom of the A, B group filling at the depth of 2.47 m. We direct
attention to the abnormal increase of moisture content occurring at the bottom of the A, B group
filling layer.

 
Figure 13. Velocity analysis of the CMP gather acquired at the 27th mid-point to obtain the moisture
content of the railway subgrade. (a) Velocity spectrum with the offset of 0.6–5 m, (b) curve of average
amplitude, (c) interval velocity, and (d) moisture content.

The total of 56 CMPs are acquired with the separation of 10 m between two adjacent mid-points.
The velocity spectrum of each CMP gather is calculated by the optimal gather with an offset of 0.6 to
5 m. The valid energy clusters in the velocity spectrum are determined by judging their correspondence
with the peak of the average amplitude curves and the events in CMP gathers. The stacking velocities
(vrms) are picked up and converted to interval velocities (vint) by the Dix formula. Then, the relative
dielectric constant (εr) can be obtained by Equation (5)—that is, εr = (c/vint)

2. At last, the moisture
content can be calculated by Equation (7) of the Topp formula. The moisture content curves from
56 mid-points are interpolated into a profile of moisture content, as shown in Figure 14a.

 
Figure 14. Comparison between moisture content obtained by velocity analysis of CMP (a) and
polarizability obtained by induced polarization (IP) (b). The white boxes are culverts. The black
triangles represent the locations of the first and the 27th mid-points of CMP gathers, respectively.
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In Figure 14a, high moisture content areas are mainly located at around 130–140 m, 180–190 m,
260–270 m, 310 m, 370 m, 420–450 m, and 520–540 m. There are two known culverts with a size
of 4 m × 4 m along this survey line. One is located between 150 and 160 m and the other is at
400–410 m with a depth of about 2 m. The positions of the culverts are marked by white boxes in
Figure 14a. The culverts are filled with air, and their existence affects the moisture estimation of their
surroundings. These regions feature large velocities of EM waves, small dielectric constants, and small
moisture content.

IP measurements are also conducted along the same survey line. A four-electrode sounding
method is used in the IP measurement. In the IP acquisition, current electrodes A and B are stainless
steel electrodes, and Pb-PbCl nonpolarizable electrodes are used for the potential electrodes M and N
to avoid the charge-up effect. The distance between the electrodes of M and N is fixed to 0.2 m, and the
distance between electrodes A to B is gradually increased. These separations are 0.6, 0.8, 1.0, 1.2, 1.4,
1.6, 1.8, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 6.0, 7.0, 8.0, 9.0, and 10.0 m, respectively. The IP measuring points
are consistent with the mid-points in CMP measurement, and the separation of two adjacent measuring
points is 10 m. The polarizability of each measuring point is calculated by Equation (8). These 1D
polarizability data are used to create a polarizability profile by interpolation, as shown in Figure 14b.

In Figure 14b, there are some anomalies of polarizability whose values are higher than that of the
surroundings. Compared with Figure 14a, it is found that the positions of polarizability anomalies are
consistent with those of the abnormal area of moisture content, although the level of polarizability
and moisture content are not consistent. For example, there is an obvious high-water content area
around 250 m in Figure 14a, but it shows a polarizability anomaly at the same position, which is weak.
In Figure 14b there is an obvious polarization anomaly at 100–150 m, which is stronger than that seen
at 250 m. However, the moisture content evaluated at 100–150 m is lower than that evaluated at 250 m
in Figure 14a.

These observations indicate that the relationship between polarizability and moisture content is
complex. There is no doubt that an IP survey can find water. However, the dominant factor controlling
the strength of polarizability should be the ion concentration in water, not only the amount of water.
Therefore, we do not use the strength of polarization to show the moisture content, since we have
no information about the ion concentration in soil solution. We compare the positions of abnormal
polarizability with that of moisture content from GPR data. We state that no matter how strong or
weak, as long as anomalies of the moisture content and polarizability appear in the same position,
they can be considered as representing the same target. As a result, this comparison shows that the
moisture content extracted from velocity analysis is reliable in the case of railway subgrade.

5. Conclusions

In this paper, we use GPR to detect the moisture content of railway subgrade. The flow of the
processing and interpretation includes: first, to obtain the stacking velocity of each layer of subgrade by
the velocity analysis of CMP gathers; second, to convert the stacking velocities into interval velocities
by the Dix formula and then calculate the dielectric constant; finally, to obtain the moisture content
distribution of subgrade by the Topp formula. In this flow, it is the most important thing to pick up the
accurate stacking velocity.

The shallow and thin multi-layers of railway subgrade make CMP gather seriously disturbed by
multiple waves and refraction waves, which makes the routine velocity analysis unable to provide
accurate velocity. In the railway subgrade case, we propose a solution of the optimal gather from a certain
offset range dominated by the primary reflection to calculate the velocity spectrum. The extraction of
the valid velocities can be completed by judging their correspondence with the peak of the average
amplitude curves and the events in CMP gathers. The proposed optimal gather and interpretation
flow are applied to the CMP data acquired at a railway site, and a long profile of moisture content
distribution is obtained. IP measurement along the same survey line shows the abnormal regions of
polarizability whose positions are consistent with large water content areas extracted from GPR data.
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In the field survey, a GPR system equipped with a shielded antenna with a central frequency of
100 MHz is used. This frequency of the antenna has a limitation in the detection of the shallow and thin
layer structure of the subgrade. The shielded antenna with the center frequency of 200 MHz may give
a better result which is known through numerical simulation (not shown in the text). Unfortunately,
we do not have such equipment. However, it is gratifying to see that the results given by this paper
show that the antenna with a center frequency of 100 MHz is feasible. In conclusion, the velocity
analysis of CMP gathers in GPR has great potential in quantitatively estimating the moisture content
of the railway subgrade in the construction and maintenance of railway in cold regions.
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