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## Preface to "Gravitational Lensing and Optical Geometry: A Centennial Perspective"

Gravitational lensing is the deflection of light under the influence of gravity as predicted by Einstein's general relativity. In 1919, Eddington's expeditions to Principe and Brazil to observe the gravitational deflection of star light during a total solar eclipse led to the corroboration of General Relativity.

To mark the centennial of this important discovery, a Special Issue of Universe entitled 'Gravitational Lensing and Optical Geometry: A Centennial Perspective' was dedicated to the theoretical aspects of gravitational lensing.

This has become a thriving subject at the interface of mathematics, astronomy and theoretical physics, and the variety of affiliations of the contributing authors testifies to that. Additionally, several mathematical approaches have been developed to study this effect, and one can distinguish three broad categories: firstly, the standard thin lens approximation in 3-space, which is often used in astronomy and has been found to be of great mathematical interest, for instance with its applications of singularity theory to investigate caustics; secondly, a differential geometrical formalism in 3-space, such as optical geometry and the related approaches: in this setting, the Gauss-Bonnet theorem has proven useful for finding the deflection angle and topological criteria of image multiplicity; and thirdly, the study of null geodesics in 4-dimensional spacetime of general relativity and its modifications. The recent observation of the so-called black hole shadow of M87* by the Event Horizon Telescope has made black hole photon regions a subject of great current interest as well.

The articles assembled in this volume reflect this range of topics and have been arranged thematically along these lines. I would also like to take this opportunity to thank the authors again for contributing to this Special Issue commemorating the foundational event of gravitational lensing studies.

Marcus C. Werner
Editor
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#### Abstract

In gravitational lensing, magnification cross sections characterize the probability that a light source will have magnification greater than some fixed value, which is useful in a variety of applications. The (area) cross section is known to scale as $\mu^{-2}$ for fold caustics and $\mu^{-2.5}$ for cusp caustics. We aim to extend the results to higher-order caustic singularities, focusing on the elliptic umbilic, which can be manifested in lensing systems with two or three galaxies. The elliptic umbilic has a caustic surface, and we show that the volume cross section scales as $\mu^{-2.5}$ in the two-image region and $\mu^{-2}$ in the four-image region, where $\mu$ is the total unsigned magnification. In both cases our results are supported both numerically and analytically.


Keywords: strong gravitational lensing; magnification cross sections; caustics

## 1. Introduction

Magnification cross sections are an important tool in gravitational lensing. Knowing the magnification cross section allows one to determine the probability that a light source will have magnification greater than some fixed value. This in turn gives information about the accuracy of cosmological models, since these predict different probabilities regarding source magnifications (see Schneider et al. 1992 [1], Kaiser 1992 [2], Bartelmann et al. 1998 [3], and Petters et al. 2001 ([4] Chapter 13)). Knowing magnification cross sections is also important for observational programs that use lensing magnification to help detect extremely faint galaxies (see, e.g., Lotz et al. 2017 [5], and references therein).

It is well known that for the so-called "fold" and "cusp" caustic singularities, the area cross sections scale asymptotically as $\mu^{-2}$ and $\mu^{-2.5}$, respectively, where $\mu$ is the total unsigned magnification of a lensed source (for the cusp caustic, it is assumed that the source lies in the one-image region locally). In the case of single-plane lensing, the fold scaling was determined by Blandford and Narayan 1986 [6], while the cusp scaling was determined by Mao 1992 [7] and Schneider and Weiss 1992 [8]. For multiple-plane lensing, the fold and cusp scalings were determined by Petters et al. ([4] Chapter 13).

In this paper we commence the study of magnification cross sections of "higher-order" caustic surfaces; in particular, we derive the (single-plane) asymptotic limit of the magnification cross section for the "elliptic umbilic" caustic surface, which is not a curve but rather a two-dimensional stable caustic surface in a three-dimensional parameter space (for precise definitions, consult, e.g., Arnold 1973 [9], Callahan 1974 \& 1977 [10,11], Majthay 1985 [12], Arnold et al. 1985 [13], Petters 1993 [14], [1,4]); its magnification "cross section" is therefore a region with volume. As hypothesized in Rusin et al. 2001 [15] and Blandford 2001 [16], the elliptic umbilic is likely to be manifested inside a triangle formed by three lensing galaxies, and to involve one positive-parity and three negative-parity images. As shown in Shin and Evans 2008 [17] and de Xivry and Marshall 2009 [18], elliptic umbilics can also
appear in lensing by binary galaxies, if the binary separation is small enough. The asymptotic scaling of the elliptic umbilic volume cross section will depend on whether the source gives rise to two or four lensed images locally. We show that, in the two-image region, this volume cross section scales to leading order as $\mu^{-2.5}$, whereas in the four-image region, its leading order scales as $\mu^{-2}$. In both cases, our results are supported numerically and analytically. In our derivation of $\mu^{-2}$ in the four-image region, we make use of a certain magnification relation that holds for higher-order caustic singularities, and the elliptic umbilic in particular, that was shown to hold in Aazami and Petters 2009 [19].

## 2. The Elliptic Umbilic Caustic Surface

Let $(x, y)$ denote coordinates on the lens plane and $\left(s_{1}, s_{2}\right)$ coordinates on the source plane. Like all higher-order caustic surfaces, the "elliptic umbilic caustic" has parameters in addition to the two source plane coordinates. (Such higher-order parameters can, depending on the setting, be used to model the source redshift, radii of galaxies, ellipticities, distance along the line of sight, etc., of the lens system in question; see, e.g., ([1] Chapter 8)). A gravitational lensing map in the neighborhood of an elliptic umbilic critical point, as derived in ([1] Chapter 5), takes the form

$$
\begin{equation*}
\eta(x, y)=\left(x^{2}-y^{2},-2 x y+4 c y\right)=\left(s_{1}, s_{2}\right) \tag{1}
\end{equation*}
$$

where $c \in \mathbb{R}$ is a parameter in addition to the source plane coordinates $s_{1}, s_{2}$; i.e., the elliptic umbilic caustic is a surface in the parameter space $\left\{\left(s_{1}, s_{2}, c\right)\right\}=\mathbb{R}^{3}$, not a curve in the source plane $S:=\left\{\left(s_{1}, s_{2}\right)\right\}=\mathbb{R}^{2}$. Accordingly, the "magnification cross section" is a (three-dimensional) volume, and the asymptotic scaling is the leading order term in the limit as the magnification goes to infinity. Figure 1 shows the elliptic umbilic caustic surface, while Figure 2 shows a $c$-slice of it on the source plane $S$.


Figure 1. The elliptic umbilic caustic surface in three-dimensional parameter space $\left\{\left(s_{1}, s_{2}, c\right)\right\}=\mathbb{R}^{3}$; $s_{1}, s_{2}$ are source plane coordinates and $c \in \mathbb{R}$ an additional parameter. When $c=0$ the elliptic umbilic is the central point shown. A $c$-slice of this caustic is shown in Figure 2.

If a source located at $\left(s_{1}, s_{2}\right)$ on the source plane has a lensed image located at $(x, y)$ on the lens plane, then the magnification $\tilde{\mu}$ of this lensed image is given by

$$
\begin{equation*}
\tilde{\mu}(x, y)=\frac{1}{\operatorname{det}(\operatorname{Jac} \eta)(x, y)}=\frac{1}{8 c x-4\left(x^{2}+y^{2}\right)} \tag{2}
\end{equation*}
$$

Now fix $c \in \mathbb{R}$ and $\mu>0$. Consider first the four-image region enclosed by the caustic curve in Figure 2. Let $C_{\mu}$ denote the subset consisting of those source positions $\left(s_{1}, s_{2}\right)$ in the four-image region with total unsigned magnification equal to $\mu$, where the unsigned magnification of each image $\left(x_{i}, y_{i}\right)$ belonging to $\left(s_{1}, s_{2}\right)$ is given by $\left|\tilde{\mu}\left(x_{i}, y_{i}\right)\right|$ in Equation (2). $C_{\mu}$ will consist of the closed dashed curve inside the caustic curve in Figure 2; any source inside the dashed region will have total unsigned magnification less than $\mu$, while a source in the region $D$ will have total unsigned magnification equal to $\mu$. Likewise for the two-image region, which is the (unbounded) region outside the caustic curve: For
$\mu$ large enough, the enclosed regions $A, B$, and $C$ comprise those sources whose two lensed images will have total unsigned magnification greater than $\mu$. (By symmetry, $A, B$, and $C$ all have the same areas).


Figure 2. A generic $c$-slice of the elliptic umbilic caustic surface, which is the triangular-shaped solid curve. For level curves in the two-image region, which is the (unbounded) region outside the closed caustic curve, the magnification volume cross section $\sigma(\mu)$ is, for $\mu$ large enough, the sum of the closed regions $A, B, C$. A source inside regions $A, B$, or $C$ has two lensed images and total unsigned magnification greater than $\mu$. For level curves in the four-image region, which is inside the triangular-shaped solid curve, $\sigma(\mu)$ is, for $\mu$ large enough, the region $D$ inside the triangular-shaped caustic but outside the closed dashed curve within. A source in region $D$ has four lensed images and total unsigned magnification greater than $\mu$. Note that the actual caustic and level "curve" are both surfaces in $\mathbb{R}^{3}$; what is shown here is a $c$-slice of this surface on the source plane.

Whether in the two- or the four-image region, the asymptotic scaling there is determined as follows. The areas labeled $A, B, C$, and $D$ will in general be functions of $\mu$ and $c$; denote any one of these, e.g., by $A(\mu, c)$. To obtain a volume section, denoted $V(\mu)$, we integrate

$$
\begin{equation*}
V(\mu)=\int_{c_{1}}^{c_{2}} A(\mu, c) d c \tag{3}
\end{equation*}
$$

where $c_{1}<c_{2}$ are arbitrary but of the same sign. Finally, we take the limit $\lim _{\mu \rightarrow \infty} V(\mu)$ and identify the leading order term; this is the asymptotic scaling of the elliptic umbilic magnification volume.

We first examine the scalings numerically. For a given $c$-slice, we compute the total magnification on a grid in plane $S$, as shown in Figure 3. The grid is adaptive, meaning that more grid points are used in regions where the magnification changes quickly and high resolution is needed to obtain accurate results. We use the grid to approximate the area integral and compute $A(\mu, c)$. We then combine different $c$-slices to approximate the integral in Equation (3) and obtain $V(\mu)$. Figure 4 shows examples of $A(\mu, c)$ and $V(\mu)$ for the two-image region, while Figure 5 shows $A(\mu, c)$ for the four-image region.

We support our numerical findings with the following analytical arguments. For the four-image region, there is in fact a succinct argument that confirms the numerical result $\mu^{-2}$, as follows. For any source in the four-image region (and assuming $c \neq 0$ ), the lensing map of Equation (1) has three lensed images with negative magnification and one lensed image with positive magnification, where the magnification of a lensed image is given by Equation (2). Fix $\tilde{\mu}>0$ and let $S_{\tilde{\mu}}$ denote the set of sources in the four-image region whose one positive-magnification image has magnification $\tilde{\mu}$; as usual, let $\mu$ denote the total unsigned magnification of this source. In fact $S_{\tilde{\mu}}$ comprises the closed
dashed curve inside the caustic that we saw in Figure 2. It is straightforward to compute that the area labeled $D$ - that is, the area outside $S_{\tilde{\mu}}$ but inside the caustic - is equal to

$$
\begin{equation*}
2 \pi c^{4}-\left(2 \pi c^{4}-\frac{\pi}{8 \tilde{\mu}^{2}}\right)=\frac{\pi}{8 \tilde{\mu}^{2}} \tag{4}
\end{equation*}
$$



0 ,
Figure 3. Level curves of the total unsigned magnification, for different values of $c$.


Figure 4. (left) The colored points show the area cross section $A(\mu, c)$ in the two-image region, computed numerically for different $c$-slices. The dotted lines show the scaling $A(\mu, c) \propto \mu^{-2.5}$. (right) The points show the volume cross section $V(\mu)$ in the two-image region, computed by integrating $c$ over the range $[0.1,1.0]$. The dotted line shows the scaling $V(\mu) \propto \mu^{-2.5}$.


Figure 5. The colored points show the area cross section $A(\mu, c)$ in the four-image region, computed numerically for different $c$-slices. The solid line shows $A(\mu, c)=\pi /\left(2 \mu^{2}\right)$, in agreement with the result obtained analytically in Equation (4) (with $\tilde{\mu}=\mu / 2$ ). The cross section curves level off at the magnification that corresponds to the center of the caustic.

Observe that this area is $c$-independent. This area is related to $A(\mu, c)$, the magnification (area) cross section, as follows. Let $\vec{s}$ be a source in the four-image region whose total unsigned magnification is $\mu$. Clearly $\vec{s} \notin S_{\mu}$, since its one positive-magnification image must be less than $\mu$. However, it is known that the four-image region of the elliptic umbilic, for any $c \neq 0$, satisfies the following magnification relation.

$$
\sum_{i=1}^{4} \tilde{\mu}_{i}=0
$$

where $\tilde{\mu}_{i}$ is the signed magnification of lensed image $i$; see [19] for a proof. (For clarity, we use the notation " $\tilde{\mu}^{\prime}$ to denote the magnification belonging to an individual image, and reserve the notation " $\mu$ " to denote the total unsigned magnification of a source). It follows that $\vec{s} \in S_{\mu / 2}$, because the positive-magnification image must have magnification $\mu / 2$, since the other three magnifications are negative and must cancel it out. Thus, the closed curve $S_{\mu / 2}$ is precisely the level curve of sources with total unsigned magnification $\mu$. Observe that when $\tilde{\mu}=\mu / 2$ in Equation (4), then $A(\mu, c)=\pi /\left(2 \mu^{2}\right)$, as in Figure 5. And thus the area cross section scales like Equation (4). Figure 5 confirms this result numerically. Integrating Equation (4) from $c_{1}$ to $c_{2}$ yields a volume cross section that clearly scales as $V(\mu) \propto \mu^{-2}$.

There remains, finally, the two-image region outside the caustic curve shown in Figure 2. Here, for $\mu>0$ large enough, those sources with total unsigned magnification greater than $\mu$ comprise the regions labeled $A, B$, and $C$, which three enclosed areas are equal by symmetry. In this case the area enclosed by them is not as easily derivable analytically, due to the complicated nature of the intersection points of the dashed curves with the caustic. However, it is possible to bound the areas $A$, $B$, and $C$, from above and below, and to show that these lower and upper bounds, which are functions of $\mu$ and $c$, both scale to leading order in $\mu$ as $\sim \mu^{-2.5}$, thereby supporting our numerical results in Figure 4. Figure 6 briefly describes the procedure, foregoing technical details.


Figure 6. In each panel, the blue triangular-shaped curve is (a c-slice of) the elliptic umbilic caustic. In the leftmost figure, the black curve comprises all source positions with at least one image with (unsigned) magnification $\tilde{\mu}$, for some fixed value of $\tilde{\mu}$. In the large magnification limit, the magnification of one of the images in the two-image region dominates that of the other, in which case the loops enclosing each cusp in the leftmost panel approach the regions $A, B$, and $C$ in Figure 2. The closed black curves in the middle and rightmost figures bound the areas $A, B$, and $C$ from above and below. It can be shown that these two area bounds, which are functions of $\mu$ and $c$ in general, both scale to leading order in $\mu$ as $\sim \mu^{-2.5}$, where $\mu$ is the total unsigned magnification of a source in the two-image region.

## 3. Conclusions

We have shown that the asymptotic scaling of the magnification volume cross section corresponding to an elliptic umbilic caustic surface is $\mu^{-2.5}$ in the two-image region and $\mu^{-2}$ in the four-image region, where $\mu$ is the total unsigned magnification. In both cases our results are supported both numerically and analytically. The goal was to extend to higher-order caustic singularities the well known (area) cross sections for fold ( $\mu^{-2}$ ) and cusp ( $\mu^{-2.5}$ ) caustics, in particular given that the elliptic umbilic caustic can be manifested in both binary and three-galaxy lensing systems.
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#### Abstract

We investigated binary lenses with $1 / r^{n}$ potentials in the asymmetric case with two lenses with different indexes $n$ and $m$. These kinds of potentials have been widely used in several contexts, ranging from galaxies with halos described by different power laws to lensing by wormholes or exotic matter. In this paper, we present a complete atlas of critical curves and caustics for mixed binaries, starting from the equal-strength case, and then exploring unequal-strength systems. We also calculate the transitions between all different topology regimes. Finally we find some useful analytic approximations for the wide binary case and for the extreme unequal-strength case.


Keywords: gravitational lensing; black holes; wormholes; galaxies

## 1. Introduction

Space-time is curved by the presence of massive bodies and this curvature influences the motion of the bodies themselves: this leads to a geometry in constant evolution. One of the consequences is that even light, supposed to be massless, bends its trajectory while passing close to a massive body. Einstein deduced it already in 1913, two years before his theory was completed [1], and the British astronomer Arthur Eddington decided to exploit this intuition experimentally. On 29 May 1919 during a solar eclipse in Principe Islands he showed that stars moved from their position by the amount precisely predicted by general relativity. This great result was put into evidence by the main newspapers of that time, like Cosmic Time that titled "Sun's gravity bends starlight" underlining the triumph of Einstein's theory. This was the first observation of gravitational lensing [2].

Gravitational lensing is an important tool in astrophysics and in cosmology widely used to study both populations of compact objects (including exoplanets, black holes, and other stellar remnants) [3,4], and extended objects, such as galaxies, clusters of galaxies, and large-scale structures [5-9]. Since most of the mysteries of our Universe do not show up in observations based on electromagnetic interactions, gravitational lensing is more and more employed to study the dark side of the Universe, including dark matter, dark energy, and any kind of exotic matter (such as wormholes) conjectured by theorists [10-15].

Gravitational lensing effects by wormholes were investigated in [16,17], with negative mass in [18-22], and with positive mass in [23-27]. We want to remark that in 1973, Ellis and Bronnikov independently found a massless wormhole (the Ellis wormhole) as a wormhole solution of the Einstein equations, see [28,29]. Spherically symmetric and static traversable Morris-Thorne wormholes were analyzed in [30,31]. The most general extension of the Morris-Thorne wormhole is the solution of the stationary and axially symmetric rotating Teo wormhole in [32], the first rotating wormhole solution, and this was the starting point for the investigation of gravitational lensing by rotating wormholes explored by Jusufi and Ovgun in [33]. Tsukamoto and Harada studied the light rays passing through a
wormhole in [34]; Ohgami and Sakai studied the images of wormholes surrounded by optically thin dust in [35] in order to state if it is possible to identify wormholes by observing shadows; this was also investigated in [36] in rotating dust flow.

The metric of the Ellis wormhole falls down asymptotically as $1 / r^{2}$ and its deflection angle goes as the inverse square of the impact parameter $1 / u^{2}$ as explored in [37-45]. Metrics falling as $1 / r^{n}$ were investigated also by Kitamura et al. [46] who found out that the deflection angle falls down with the same exponent as the metric: $\hat{\alpha} \sim 1 / u^{n}$ with $n>1$. Other investigations include [47-52]. Power-law deflection terms can also be found in gravitational lensing in the presence of plasma [53-57]. Particular attention was posed on the study of caustics of $1 / r^{n}$ binary lenses by Bozza and Melchiorre in [58] and to the investigation of gravitational lensing by exotic lenses with a non-standard form of the equation of state or with a modified gravity theory by Asada [59]. A new method of detecting Ellis wormholes by the use of the images of wormholes surrounded by optically thin dust was investigated by Ohgami and Sakai [35].

After the Event Horizon Telescope results [60], consisting in the detection of the shadow of a supermassive black hole in the center of galaxy M87, many authors tried to explore new frontiers, and an interesting new reference is from Tsukamoto and Kokubu [61]: they investigate the collision of two test particles in the Damour-Solodukhin wormhole spacetime where Damour and Solodukhin stated in [62] that is not possible to distinguish black holes from wormholes with observations on a limited timescale.

From the side of binary galaxies as binary lenses we must cite the considerable work of Shin and Evans [63] that discussed the critical curves and caustics in the case $n<1$. This applies to generic galactic halos and isothermal sphere in particular, as the limit $n \rightarrow 0$.

Kovner investigated extremal solutions for a singular isothermal sphere with a tide (SIST) [64]; Evans and Wilkinson studied lens models for representing cusped galaxies and clusters, as isothermal cusps always generate a pseudocaustic [65], while Rhie discussed pseudocaustics of various lens equations [66]. Wang and Turner studied strong gravitational lensing by spiral galaxies, modeling them as infinitely thin uniform disks embedded in singular isothermal spheres [67], while Tessore and Metcalf investigated a general class of lenses following an elliptical power law profile [68]. All these systems possess pseudocaustics that were also investigated by Lake and Zheng in gravitational lensing by a ring-like structure [69]. Higher-order caustic singularities, such as the elliptic umbilic, were discussed by Aazami et al. [70].

In this work we want to extend the symmetric structure already studied by Bozza and Melchiorre in [58] for $1 / r^{n}$ potentials, in which the two lenses have the same index $n$, to an asymmetric case in which the lenses have different indexes. This generalization is particularly useful in both scientific contexts described by $1 / r^{n}$ potentials. In fact, we may have pairs of galaxies that have very different structures and thus different halo profiles, e.g., a dwarf galaxy as a satellite to a giant galaxy. On the other hand, if wormholes or other exotic objects exist, they might be part of a binary system with an ordinary star or other compact objects. The co-existence of objects with different $1 / r^{h}$ potentials thus seems plausible in many situations, thus justifying the generalization we are going to undertake here.

In Section 2 we give the lens equation for $1 / r^{n}$ potentials for two exotic lenses with different $n$. In Section 3 we study critical curves and caustics presenting three main cases: equal-strength binary lenses, unequal-strength binary and extreme unequal-strength binary lenses explaining the origin of the pseudocaustic and of the elliptic umbilic catastrophe for $m n<1$. In Section 4 we study the transitions between different caustic topologies. In Section 5 we derive analytical approximations for the three cases analyzed in Section 3 in order to have a deeper understanding in the caustic evolution, in its shape and size. Finally in Section 6 we draw our conclusions.

## 2. Gravitational Lensing by Objects with $1 / r^{n}$ Potential

Objects whose gravitational potential asymptotically falls as $1 / r^{n}$ ( $n \leq 1$ for ordinary matter, $n>1$ for exotic matter) give rise to a deflection angle that goes as $\alpha \sim 1 /|\theta|^{n}$, where $\theta$ is the angular position
at which the image is observed. The lens equation for a single lens, first studied by Kitamura et al. in [46] and then generalized by Bozza and Postiglione in [52], is

$$
\begin{equation*}
\beta=\theta-\frac{\theta_{E}^{n+1}}{|\theta|^{n}} \operatorname{Sign}(\theta), \tag{1}
\end{equation*}
$$

where $\beta$ is the source angular position with respect to the center of the lens, $\theta_{E}$ is the Einstein radius of the lens, which depends on the specific parameters of the metric describing the object [46] and the index $n$ is either the exponent of the halo profile for a normal matter distribution or the ratio between tangential and radial pressure, $n=-2 p_{t} / p_{r}$, if we consider exotic matter [52].

We want to explore a system composed by two objects in the asymmetric case in which our lenses have different indexes, here indicated with $n$ and $m$. The binary lens equation is

$$
\begin{equation*}
\vec{\beta}=\vec{\theta}-\theta_{E, A}^{n+1} \frac{\vec{\theta}-\overrightarrow{\theta_{A}}}{\left|\vec{\theta}-\overrightarrow{\theta_{A}}\right|^{n+1}}-\theta_{E, B}^{m+1} \frac{\vec{\theta}-\overrightarrow{\theta_{B}}}{\left|\vec{\theta}-\overrightarrow{\theta_{B}}\right|^{m+1}} \tag{2}
\end{equation*}
$$

where $\overrightarrow{\theta_{A}}$ and $\overrightarrow{\theta_{B}}$ are the coordinates of the two objects in the sky.
We note that the Einstein radii $\theta_{E, A}$ and $\theta_{E, B}$ appear with different exponents for each lens. It is thus convenient to use $\theta_{E, A}$ as a unit of measure for angles and define the "strength ratio" as $\gamma=\theta_{E, B} / \theta_{E, A}$. We rewrite the lens equation as follows

$$
\begin{equation*}
\vec{\beta}=\vec{\theta}-\frac{\vec{\theta}-\overrightarrow{\theta_{A}}}{\left|\vec{\theta}-\overrightarrow{\theta_{A}}\right|^{n+1}}-\gamma^{m+1} \frac{\vec{\theta}-\overrightarrow{\theta_{B}}}{\left|\vec{\theta}-\overrightarrow{\theta_{B}}\right|^{m+1}} . \tag{3}
\end{equation*}
$$

Now we introduce complex coordinates [71]

$$
\begin{equation*}
\zeta=\beta_{1}+i \beta_{2} ; z=\theta_{1}+i \theta_{2} \tag{4}
\end{equation*}
$$

We take the mid-point between the two lenses as the origin of the coordinates, and orient the real axis along the line joining the two lenses. We thus set $z_{A}=-s / 2$ and $z_{B}=s / 2$, where $s$ is the normalized angular separation between the lenses. The lens equation becomes

$$
\begin{equation*}
\zeta=z-\frac{1}{\left(z+\frac{s}{2}\right)^{\frac{n-1}{2}}\left(\bar{z}+\frac{s}{2}\right)^{\frac{n+1}{2}}}-\frac{\gamma^{m+1}}{\left(z-\frac{s}{2}\right)^{\frac{m-1}{2}}\left(\bar{z}-\frac{s}{2}\right)^{\frac{m+1}{2}}} \tag{5}
\end{equation*}
$$

The Jacobian determinant of the lens map in complex notation is given by

$$
\begin{equation*}
J(z, \bar{z})=\left|\frac{\partial \zeta}{\partial z}\right|^{2}-\left|\frac{\partial \zeta}{\partial \bar{z}}\right|^{2} \tag{6}
\end{equation*}
$$

which in our case becomes

$$
\begin{align*}
J & =\left[1+\frac{1}{2}\left(\frac{n-1}{\left(z+\frac{s}{2}\right)^{\frac{n+1}{2}}\left(\bar{z}+\frac{s}{2}\right)^{\frac{n+1}{2}}}+\frac{\gamma^{m+1}(m-1)}{\left(z-\frac{s}{2}\right)^{\frac{m+1}{2}}\left(\bar{z}-\frac{s}{2}\right)^{\frac{m+1}{2}}}\right)\right]^{2} \\
& -\frac{1}{4}\left|\frac{n+1}{\left(z+\frac{s}{2}\right)^{\frac{n+3}{2}}\left(\bar{z}+\frac{s}{2}\right)^{\frac{n-1}{2}}}+\frac{\gamma^{m+1}(m+1)}{\left(z-\frac{s}{2}\right)^{\frac{m+3}{2}}\left(\bar{z}-\frac{s}{2}\right)^{\frac{m-1}{2}}}\right|^{2} \tag{7}
\end{align*}
$$

We note that the structure of the Jacobian becomes more complicated with respect to the ordinary point-lenses ( $m=n=1$ ), in which many terms disappear. We thus expect a correspondingly richer phenomenology. The Schwarzschild case was already explored by Schneider and Weiss in [72] for lenses with the same mass and by Erdl and Schneider for lenses with different masses [73]; Bozza and Melchiorre investigated the case $m=n$. In order to compare our results with theirs, it is important to
note that there is no notion of a combined total Einstein radius when the two lenses have different indexes for their potentials. Therefore, the notation introduced there, with $\epsilon_{i}$ as the ratio of the individual lens strength to the total strength cannot be replicated here. Their results were expressed in terms of the ratio $q=\epsilon_{B} / \epsilon_{A}$. The relation between our parameter $\gamma=\theta_{E, B} / \theta_{E, A}$ and $q$ is just $\gamma^{m+1}=q$. As a practical example, the Einstein radius scales as $\sqrt{q}$ in the Schwarzschild case, where $q$ becomes the mass ratio of the two lenses.

## 3. Critical Curves and Caustics

The condition $J(z)=0$ defines the critical curves on the lens plane. By applying the lens map on critical points we find the corresponding points on the source plane, which form the caustics. Critical curves and caustics are of fundamental importance to understand how gravitational lensing works. When a source crosses a caustic, a new pair of images is created on the corresponding point in the critical curve. Therefore, caustics bound regions with a different number of images. Critical curves distinguish regions in which images have opposite parities.

Our model contains four parameters: the indexes of the two potentials $n, m$, the separation between the two lenses $s$, and the ratio of the two Einstein radii $\gamma$. In order to start the exploration of this parameter space, we first analyze the equal-strength case with $\gamma=1$, and then move to unequal strength cases.

In all plots presented in this paper, we keep $n=1$ fixed for the first lens (ordinary Schwarzschild lens), with variable $m$ for the second lens: $m=0,0.5,1,2,3$ (we remind that $m=0$ is the singular isothermal sphere, already investigated by Shin and Evans in [63], galactic halos are in the range $0<m<1$ and $m=2$ corresponds to the Ellis wormhole; objects with $m>1$ require exotic matter).

Critical curves are obtained by the contour plot of the Jacobian determinant and these contours are then mapped through the lens equation in order to get the caustics. All computations are performed by Wolfram Mathematica $11^{1}$.

### 3.1. Equal-Strength Binaries

In the equal-strength case, we set $\gamma=1$, which means that $\theta_{E, A}=\theta_{E, B}$ : both lenses would generate a critical curve with the same radius if they were isolated.

For the standard binary Schwarzschild lens [72], we know that three topologies exist:

- close separation, for $s<s_{C I}$;
- intermediate separation, for $s_{C I}<s<s_{I W}$;
- wide separation, for $s>s_{I W}$;
and the two transitions are $s_{C I}=1$ and $s_{I W}=2 \sqrt{2}$ in our units.
We find that these three topologies persist for any values of $n$ and $m$, although the boundary values may vary somewhat. In order to illustrate the evolution of critical curves and caustics in intelligible figures, we present the plots for different values of $m$ at fixed values of separation $s$, starting from wide separation binaries and then moving the two lens closer.

First, in Figure 1, we have two lenses at wide separations for $s=3.4$. Here we clearly see how the Einstein ring of each lens is distorted by the presence of the partner lens. Comparing the critical curves obtained at different values of the index $m$, we clearly see that the distortion is stronger for small values of $m$. This is a direct consequence of the fact that the potential decays more steeply for larger $m$ and thus the first lens feels a weaker tidal field from the second lens. This is particularly evident for the caustic of the first lens, which becomes very small at $m=3$, while it becomes larger and more shifted at $m=0$. The caustic of the second lens is almost independent of $m$. In practice,

[^0]the shape and the size of the caustic is mostly determined by the tidal field of the first lens, which we are keeping fixed with $n=1$.


Figure 1. Critical curves and caustics in the equal-strength binary, wide separation. Here and in the following figures the lens on the left side has $n=1$ and the lens on the right side has variable $m$, coherently with Equation (5).

In Figure 2 we show critical curves and caustics for $s=2 \sqrt{2}$, which corresponds to the intermediate-wide transition in the standard $n=m=1$ case. In fact, the red curves show the typical beak-to-beak singularity in the origin. For $m<1$ we are already in the intermediate regime, while for $m>1$ we are still in the wide regime. As explained before, the fact that the intermediate regime extends to larger separations for $m<1$ is a consequence of the slower decay of the potential.


Figure 2. Critical curves and caustics in the equal-strength binary, intermediate-wide transition.
In Figure 3 we see an intermediate separation at $s=1.4$ : critical curves are larger for smaller values of $m$, while caustics are larger for increasing $m$. Indeed, we are starting to see some kind of inversion in the behavior of the lenses. Steeper profiles are going to dominate at smaller separations, as will be more evident in the incoming figures.

In Figure 4 we show the critical curves and caustics at $s=1$, which corresponds to the close-intermediate transition for the standard $n=m=1$ case. In fact, the red curve shows the two symmetric beak-to-beak singularities. Contrary to the previous transition, now the $m<1$ caustics are already in the close regime, with small oval critical curves generating small triangular caustics. The $m>1$ curves are still in the intermediate regime. Following the same reasoning, $m<1$ lenses become subdominant in this regime and their influence on the whole system is smaller. In this regime, we also find the elliptic umbilic catastrophe that we shall discuss in Section 3.1.2.


Figure 3. Critical curves and caustics in the equal-strength binary, intermediate separation.


Figure 4. Critical curves and caustics in the equal-strength binary, close-intermediate transition.
In Figure 5 we can see critical curves and caustics in the close separation, for $s=0.8$.
Primary critical curves are big ovals that become smaller as $m$ increases. In fact, $m>1$ curves tend to be closer to an intermediate regime. Secondary critical curves are small ovals that move far from the second lens, in the left direction, for $m>1$; for $m=0$ (magenta line) they converge on the second lens with the shape of a lemniscate: in this point the lens map is indeterminate and the corresponding caustics remain open on a circle that is called pseudocaustic. We shall discuss this structure in Section 3.1.1.

On the other side we find that the central caustics have the typical 4-cusps shape and they become smaller as $m$ decreases. Secondary caustics are always triangular but are considerably larger for $m>1$, a fact that was already stressed in [58]. Note that for $m>1$ triangular caustics move right, while the central caustic is slightly displaced to the left. The opposite occurs for $m<1$. We can find a similar behavior for standard Schwarzschild binaries with unequal masses. In practice, although we started with the same Einstein radius for both lenses, steeper profiles $(m>1)$ behave similarly to heavier masses in this regime, while shallower profiles $(m<1)$ behave as lighter masses.

### 3.1.1. The Pseudocaustic

A pseudocaustic is a closed curve on the source plane that exists for singular distributions with zero core radius. In the singular limit, the radial critical curve collapses onto the center of the lens, leaving
no space for the dim central type III image. When the source crosses the corresponding radial caustic, only one more image forms, while the other image is degenerate with the center of the lens. The radial caustic is then named pseudocaustic, since it behaves differently from normal caustics [64-69].


Figure 5. Critical curves and caustics in the equal-strength binary, close separation. Dashed magenta circle indicates the pseudocaustic for $m=0$.

In the binary case, a pseudocaustic may still exist in the singular limit $m=0$. Through an analytical exploration we find out the points where the two secondary triangular caustics touch the pseudocaustic.

The pseudocaustic is generated by critical curves collapsing to the center of the lens when $m=0$. In order to explore what happens around the center of the second lens, we set

$$
\begin{equation*}
z=\frac{s}{2}+\epsilon_{1}+i \epsilon_{2} ; \tag{8}
\end{equation*}
$$

we expand around zero at $1 / \epsilon$ order and then we solve with respect to $\epsilon_{2}$.
We get two symmetric solutions

$$
\begin{equation*}
\epsilon_{2}= \pm \frac{\sqrt{s^{2}+1}}{\sqrt{1-s^{2}}} \epsilon_{1} \tag{9}
\end{equation*}
$$

These solutions are two straight lines that cross at the origin of the system, and their angular coefficient is real only for $s<1$. This means that the two small oval critical curves will touch the center of the $m=0$ lens for separations in this regime. By substituting in the lens equation we find

$$
\begin{equation*}
\zeta=\frac{s}{2}-\frac{1}{s} \pm \gamma \sqrt{-s^{2} \pm \sqrt{s^{4}-1}} \tag{10}
\end{equation*}
$$

These are the coordinates of the four contact points of the two triangular caustics with the pseudocaustic of radius $\gamma$ and center $\left(\frac{s}{2}-\frac{1}{s}, 0\right)$. The term $\frac{1}{s}$ shifts the caustic to the left side with respect to the position of the second lens $\frac{s}{2}$.

If the source only crosses the pseudocaustic, we have the sudden creation of one image of negative parity; if the source crosses a triangular caustic first and then the pseudocaustic, we have the formation of two images and the one inside the lemniscate (with positive parity) collapses on the lens.

### 3.1.2. The Elliptic Umbilic

As shown in [58,63], in the range $0 \leq m<1$ an elliptic umbilic catastrophe exists in the close separation. In an elliptic umbilic, the size of the small oval critical curves goes to zero and then grows up to finite size again. The catastrophe lies on a circle centered in the origin of the system, at the
mid-point between the two lenses, and passing through them. It occurs at a specific separation $s$, which depends on the other parameters of the lens $\gamma, m, n$.

To find out the separation $s$, for any $m$ and $n$, at which the catastrophe occurs we proceed as follow: first we write the system of equations

$$
\left\{\begin{array}{l}
\mathrm{J}=0  \tag{11}\\
\frac{\partial J}{\partial z}=0
\end{array}\right.
$$

along the circle, i.e., we set

$$
\begin{equation*}
z=s \frac{e^{i \theta}}{2} \tag{12}
\end{equation*}
$$

Then we introduce a new angular variable $t$ in order to simplify our computation

$$
\begin{equation*}
t=\frac{\sin ^{m+1}(\theta / 2)}{\cos ^{n+1}(\theta / 2)} \tag{13}
\end{equation*}
$$

From Equation (11), we get the angular position of the elliptic umbilic

$$
\begin{equation*}
t=\frac{(m+1) \gamma^{m+1}}{(n+1) s^{n-m}} \tag{14}
\end{equation*}
$$

and then we finally obtain the value of $s$ at which the catastrophe happens

$$
\begin{equation*}
s_{e u c}=\left(\frac{1-m n}{m+1}\right)^{\frac{1}{n+1}} \sqrt{1+\frac{\gamma^{2}(m+1)^{\frac{2}{n+1}}}{(n+1)^{\frac{2}{m+1}}(1-m n)^{\frac{2(m-n)}{(m+1)(n+1)}}}} \tag{15}
\end{equation*}
$$

Note that the solution exists for $m n<1$. In mixed binaries, we may have an elliptic umbilic also when one of the two lenses has a steep potential with $n>1$. In order to illustrate this, we choose $n=2$ (exotic matter) and $m=0.25$ (a possible galactic halo). We can see, in Figure 6, a zoom on the small oval critical curve for $0.714 \leq s \leq 0.834$ in steps of 0.02 . The separation at which the catastrophe occurs is $s_{e u c}=0.774$. The critical curve shrinks to zero size for growing $s$, from $s=0.714$ to $s=0.774$ (lower curves) and then it grows up again. The corresponding triangular caustics behave similarly.


Figure 6. The elliptic umbilic catastrophe for $n=2, m=0.25$ and $0.714 \leq s \leq 0.834$ in steps of 0.02 , one color for each $s$ from red to blue. The separation at which the catastrophe occurs is $s_{e u c}=0.774$. Critical curves on the left side panel, caustics on the right side panel.

### 3.2. Unequal-Strength Binary

In the unequal-strength binary case, in order to keep contact with the previous work, we consider $q=0.1$, as in [58], so in terms of the ratio of the Einstein radii, our strength ratio is $\gamma=\sqrt{0.1}$. We need to multiply $s$ in [58] by a factor $\sqrt{q+1}=\sqrt{1.1}$, so the transitions between different topologies for $n=m=1$ occur as follows:

- close-intermediate transition, $s_{C I}=0.807$;
- intermediate-wide transition, $s_{I W}=1.772$.

Therefore, in this subsection we have the standard lens on the left with bigger Einstein radius than the lens on the right, for which we vary the potential index $m$.

We shall discuss each value of $m$ in the range $0 \leq m \leq 3$ in detail.
In Figure 7 we show the wide separation for $s=2.1$. Critical curves are separated and slightly deformed. The caustic of the left side lens is smaller since the tidal field from the right side lens is normally weaker. However, for $m<1$ the potential decays slower enough to make the left side caustic bigger than the caustic on the right.


Figure 7. Critical curves and caustics in the unequal-strength binary, wide separation. Here and in the following figures the lens on the left has $n=1$ and the lens on the right has variable $m$.

In Figure 8 we can see the intermediate-wide transition at $s=1.772$. For $m<1$ (magenta and blue lines) the transition to the intermediate regime has already occurred, while we are still in the wide regime for $m>1$ (green and yellow lines).


Figure 8. Critical curves and caustics in the unequal-strength binary, intermediate-wide transition.

In Figure 9 we can see the intermediate separation for $s=1.05$. Critical curves now are all joined and they get smaller with increasing $m$. Caustics now have the 6 -cusps shape and they get smaller with decreasing $m$. Note that the throat of the critical curve is wider for $m>2$ and narrower for $m<1$. Correspondingly, the fold between the off-axis cusps is longer for $m>1$ and is extremely short for $m=0$, where the two off-axis cusps almost coincide.


Figure 9. Critical curves and caustics in the unequal-strength binary, intermediate separation.
In Figure 10 we have the close-intermediate transition for $s=0.807$. For $m=0$ and $m=0.5$, the primary caustics are already in the close regime, with the smaller ovals detached from the primary critical curve; for $m=1$ we see the transition (red line), for $m>1$ we are still in the intermediate regime. Note that the $m=0$ ovals already reached the right side lens and the triangular caustics reached the pseudocaustic.


Figure 10. Critical curves and caustics in the unequal-strength binary, close-intermediate transition.
Dashed magenta circle indicates the pseudocaustic for $m=0$.
In Figure 11 we show the close separation for $s=0.63$ : the main critical curves, that generate the central caustics, are big ovals growing up in size with decreasing $m$. Secondary critical curves are small ovals close to the second lens, moving in the left direction as $m$ increases. Like the equal-strength ratio case, for $m=0$ the secondary critical curves are attached in a lemniscate shape and the corresponding caustics remain open on the pseudocaustic (see Section 3.1.1).

On the right panel we have the caustics: as $m$ decreases, the central caustic moves to the right; secondary caustics become larger for greater values of $m$.


Figure 11. Critical curves and caustics in the unequal-strength binary, close separation. The dashed magenta circle indicates the pseudocaustic for $m=0$.

### 3.3. Reversed Unequal-Strength Binary

In the previous section we assumed that the bigger lens was standard $(n=1)$ and the smaller lens had a different index $m$. In this section we study the reverse situation: the standard lens is smaller and the other lens is bigger. We thus keep $\gamma=\sqrt{0.1}$, fix $m=1$ and let $n$ vary.

In Figure 12 we start from the wide separation. Similarly to Figure 7, the caustic of the non-standard lens remains unaffected, while the caustic of the standard object strongly depends on the tidal field of the other lens. The shift and the size are much more affected than before, since now the standard lens is the weaker one.


Figure 12. Critical curves and caustics in the unequal-strength binary with the standard lens on the right, wide separation. Here and in the following figures the lens on the right has $m=1$ and the lens on the left has variable $n$.

In Figure 13, we are at the intermediate-wide transition. The situation is quite similar to Figure 8, with stronger dependence on the index $n$, as discussed before.

Figure 14 shows the intermediate topology. Comparing with Figure 9, it is interesting to note that here the left cusp is common for all caustics, while there it was the right cusp to be shared among all caustics. Of course, we can still interpret this fact through the variations of the tidal fields.


Figure 13. Critical curves and caustics in the unequal-strength binary with the standard lens on the right, intermediate-wide transition.


Figure 14. Critical curves and caustics in the unequal-strength binary with the standard lens on the right, intermediate separation.

Figure 15 shows the close-intermediate transition. Note that the red curves $(n=m=1)$ are exactly at the transition, while both larger and smaller $n$ curves are in the close regime. This is not what happens in Figure 10, where larger $m$ curves were still in the intermediate regime. Then we learn that the close regime is more extended for all $n \neq 1$ in this case.


Figure 15. Critical curves and caustics in the unequal-strength binary with the standard lens on the right, close-intermediate transition.

Finally, Figure 16 shows the close regime. Note that the $n=0$ small ovals do not collapse to the left lens but remain quite far. The pseudocaustic is never reached by the triangular caustics.


Figure 16. Critical curves and caustics in the unequal-strength binary with the standard lens on the right, close separation.

## 4. Transitions between Different Topologies

Now we want to find out the boundaries for the three topology regimes, $s_{C I}$ and $s_{I W}$, for any $n$, $m$ and $\gamma$.

As we know that transitions occur via higher order singularities of the lens map (beak-to-beak singularity in the binary lens case), in order to find out $s_{C I}$ and $s_{I W}$ we need to solve again the system of equations

$$
\left\{\begin{array}{l}
\mathrm{J}=0  \tag{16}\\
\frac{\partial J}{\partial z}=0
\end{array}\right.
$$

We put the origin of the system in the first lens, so we rewrite the lens equation as follows

$$
\begin{equation*}
\zeta=z-\frac{1}{(z)^{\frac{n-1}{2}}(\bar{z})^{\frac{n+1}{2}}}-\frac{\gamma^{m+1}}{(z-s)^{\frac{m-1}{2}}(\bar{z}-s)^{\frac{m+1}{2}}} \tag{17}
\end{equation*}
$$

the Jacobian determinant is

$$
\begin{align*}
J= & \frac{1}{4}\left[\left(2+\frac{\mathrm{n}-1}{z^{\frac{n+1}{2}} z^{\frac{n+1}{2}}}+\frac{(m-1) \gamma^{m+1}}{(z-s)^{\frac{m+1}{2}}(\bar{z}-s)^{\frac{m+1}{2}}}\right)^{2}-\right.  \tag{18}\\
& \left.\left(\frac{\mathrm{n}+1}{z^{\frac{n+3}{2}} \bar{z}^{\frac{n-1}{2}}}+\frac{(m+1) \gamma^{m+1}}{(z-s)^{\frac{m+3}{2}}(\bar{z}-s)^{\frac{m-1}{2}}}\right)\left(\frac{\mathrm{n}+1}{z^{\frac{n-1}{2}} \bar{z}^{\frac{n+3}{2}}}+\frac{(m+1) \gamma^{m+1}}{(z-s)^{\frac{m+1}{2}}(\bar{z}-s)^{\frac{m+3}{2}}}\right)\right]
\end{align*}
$$

and

$$
\begin{align*}
\frac{\partial J}{\partial z} & =\frac{1}{4}\left\{\frac { 1 } { 2 } \left[\left(\frac{\mathrm{n}+1}{z^{\frac{n+3}{2}} z^{\frac{n+1}{2}}}+\frac{(m+1) \gamma^{m+1}}{(z-s)^{\frac{m+3}{2}}(\bar{z}-s)^{\frac{m-1}{2}}}\right)\left(\frac{\mathrm{n}^{2}-1}{z^{\frac{n+1}{2}} z^{\frac{n+3}{2}}}+\frac{\left(m^{2}-1\right) \gamma^{m+1}}{(z-s)^{\frac{m+1}{2}}(\bar{z}-s)^{\frac{m+3}{2}}}\right)+\right.\right. \\
& \left.\left(\frac{(\mathrm{n}+1)(\mathrm{n}+3)}{z^{\frac{n+5}{2}} z^{\frac{n-1}{2}}}+\frac{(m+1)(m+3) \gamma^{m+1}}{(z-s)^{\frac{m+5}{2}}(\bar{z}-s)^{\frac{m-1}{2}}}\right)\left(\frac{\mathrm{n}+1}{z^{\frac{n-1}{2}} z^{\frac{n+3}{2}}}+\frac{(m+1) \gamma^{m+1}}{(z-s)^{\frac{m-1}{2}}(\bar{z}-s)^{\frac{m+3}{2}}}\right)\right]  \tag{19}\\
& \left.-\left(2+\frac{\mathrm{n}-1}{z^{\frac{n+1}{2}} z^{\frac{n+1}{2}}}+\frac{(m-1) \gamma^{m+1}}{(z-s)^{\frac{m+1}{2}}(\bar{z}-s)^{\frac{m+1}{2}}}\right)\left(\frac{\mathrm{n}^{2}-1}{z^{\frac{n+3}{2}} z^{\frac{n+1}{2}}}+\frac{\left(m^{2}-1\right) \gamma^{m+1}}{(z-s)^{\frac{m+3}{2}}(\bar{z}-s)^{\frac{m+1}{2}}}\right)\right\}
\end{align*}
$$

Here we show the analytical procedure to find out $s_{I W}$; the other transition, $s_{C I}$, is only found numerically.

We require $z=\bar{z}$ because the beak-to-beak singularity for the intermediate-wide transition occurs along the line that joins the two lenses, and we introduce two variables

$$
\begin{equation*}
y_{1}=\frac{(s-z)^{m+1}}{z^{n+1}}, y_{2}=\frac{(s-z)^{m+2}}{z^{n+2}} \tag{20}
\end{equation*}
$$

we replace $y_{1}$ in Equation (18), we solve and we get

$$
\begin{equation*}
y_{1}=\frac{z^{n+1}-1}{\gamma^{m+1}} \tag{21}
\end{equation*}
$$

we substitute $y_{2}$ in Equation (19), we solve and we find

$$
\begin{equation*}
y_{2}=\frac{n+1}{(m+1) \gamma^{m+1}} . \tag{22}
\end{equation*}
$$

We use Equations (21) and (22) in Equation (20), we find two new equations and by a combination of them we get a complicated expression for $z$

$$
\begin{equation*}
\frac{\gamma^{\frac{m+1}{n+2}}\left(1+\gamma^{\frac{n+1}{n+2}}\right)^{m+1}\left[z+\left(\frac{m+1}{n+1}\right)^{\frac{1}{m+2}} \gamma^{\frac{m+1}{m+2}} z^{\frac{n+2}{m+2}}\right]^{n-m}}{\left[z+\left(\frac{m+1}{n+1}\right)^{\frac{1}{m+2}} \gamma^{\frac{m+1}{m+2}} z^{\frac{n+2}{m+2}}\right]^{n+1}-\left(1+\gamma^{\frac{n+1}{n+2}}\right)^{n+1}}=1 \tag{23}
\end{equation*}
$$

that we can solve only numerically. We call this numerical solution $z_{I W}$. Finally we get the value of the intermediate-wide transition for general $n$ and $m$

$$
\begin{equation*}
s_{I W}=z_{I W}+\left(\gamma^{m+1} z_{I W}^{n+2} \frac{m+1}{n+1}\right)^{\frac{1}{m+2}} . \tag{24}
\end{equation*}
$$

In Figure 17, upper panel, we plot the cases with fixed $n=1$ and variable $m$ (upper curves). The close-intermediate transition $s_{C I}$ is found numerically (lower curves). We can see that the value of $s_{I W}$ increases with $\gamma$ and that the transition occurs earlier for greater values of $m$. The value of $s_{C I}$ has a different behavior: first it decreases with increasing $\gamma$, with a minimum around $\gamma=0.5$, and then it starts to grow up again. Also in this case the transition occurs earlier for greater values of $m$. We remind the reader that we are working in units of the Einstein radius of the first lens.

For the reversed binary case, in Figure 17, lower panel, we plot the cases with fixed $m=1$ and vary $n$. We can see that the value of $s_{I W}$ increases with $\gamma$ similarly to the case with fixed $m$. For $s_{C I}$ all curves are very closely packed and have a minimum for a value of $\gamma$ that depends on the specific choice of $n$. In particular, for $\gamma=\sqrt{0.1}$, corresponding to the situation in Figure 15, the transition occurs for $n=1$ at smaller separation than for all other curves.


Figure 17. Critical values of the separation for the intermediate-wide transition $s_{I W}$ as a function of $\gamma$ (upper curves); critical values of the separation for the close-intermediate transition $s_{C I}$ as a function of $\gamma$ (lower curves). The upper panel is for $n=1$ and variable $m$; the lower panel is for $m=1$ and variable $n$.

## 5. Analytical Approximations

In order to remark the differences with the Schwarzschild case $n=m=1$ and to have a deeper understanding in the caustics evolution, we now want to explore the analytical approximations obtained for the most general case, varying both $n$ and $m$. In particular, we investigated the wide binary regime and the very small $\gamma$ regime, but we were not able to get analytical results for the close binary regime. The main difficulty comes from the fact that the starting point of the expansion would have the two lenses coinciding in the origin, but the resulting Einstein radius can only be calculated numerically. Therefore, even the zero order is not analytic.

### 5.1. Wide Binary

Let us consider the wide binary regime with $s \gg 1$ : the case in which an isolated object is perturbed by another one at a distance much greater than the Einstein radius $\theta_{E}$.

We can set the origin of our system in the first lens ( $z_{A}=0$ and $z_{B}=s$ ), so we can use the same lens equation written in Equation (17) and the Jacobian determinant in Equation (18).

The perturbing object deforms the circular critical curve of the main object with radius $\rho$ and we can find out this deformation $\delta$ through a perturbative approach.

We set

$$
\begin{equation*}
z=\rho(1+\delta) e^{i \theta} \tag{25}
\end{equation*}
$$

and we substitute in $J$. In our case $\rho=1$ (because for $s \rightarrow \infty$ the radius of the critical curves is the Einstein radius, which, in our case, is $\left.\theta_{E, A}=1\right)$, and take $\delta=O\left(1 / s^{m+1}\right)$. We perform a power series expansion for $J$ about the zero point with respect to $1 / s$ at first order. Then, we solve $J=0$ and find the correction to the critical curve

$$
\begin{equation*}
\delta=\frac{\gamma^{m+1}[1-m+(m+1) \cos (2 \theta)]}{2(n+1) s^{m+1}} \tag{26}
\end{equation*}
$$

Now we put Equation (25) in Equation (17) and we expand around zero with respect to $1 / \mathrm{s}$ at first order, and we take the real and the imaginary parts

$$
\begin{gather*}
\operatorname{Re}[\zeta(\theta)]=\frac{\gamma^{m+1}}{s^{m}}+\frac{(m+1) \gamma^{m+1} \cos ^{3}(\theta)}{s^{m+1}}  \tag{27}\\
\operatorname{Im}[\zeta(\theta)]=-\frac{(m+1) \gamma^{m+1} \sin ^{3}(\theta)}{s^{m+1}} \tag{28}
\end{gather*}
$$

The real part contains the shift $\frac{\gamma^{m+1}}{s^{m}}$ of the caustic toward the direction of perturbing object as we can see in Figures 1, 7, and 12.

The other term, $\cos ^{3}(\theta)+i \sin ^{3}(\theta)$, describes the shape of the caustic (the 4 -cusps astroid) that remains unchanged by varying $m$. The coefficient $\gamma^{m+1} \frac{(m+1)}{s^{m+1}}$ gives the size of the caustic.

In these approximations the next-to-leading order is given by a term $O\left(1 / s^{2(m+1)}\right)$. So, for any values of $m$ the relative importance of these neglected corrections to the analytic caustics of Equations (27) and (28) is $1 / \mathrm{s}^{m+1}$, which means that for $s=10$ and $m=1$ we get a $1 \%$ error, while for $m=0$ we get a $10 \%$ error. In fact, caustics with $m=0$ are more heavily affected by tidal fields.

### 5.2. Extremely Unequal-Strength Ratio Limit

Now we study the caustic evolution in the extreme limit $\theta_{E, B} \ll \theta_{E, A}$ for the close and wide separations. We remind that, in the case of two Schwarzschild objects $(n=m=1)$ this is the so-called "planetary" limit.

### 5.2.1. Central Caustic

We put the origin of our system in the first lens $\left(z_{A}=0\right)$, the perturbing object is at $z_{B}=-s$ and we rewrite the lens equation as follows

$$
\begin{equation*}
\zeta=z-\frac{1}{(z)^{\frac{n-1}{2}}(\bar{z})^{\frac{n+1}{2}}}-\frac{\gamma^{m+1}}{(z+s)^{\frac{m-1}{2}}(\bar{z}+s)^{\frac{m+1}{2}}} . \tag{29}
\end{equation*}
$$

The Jacobian determinant is

$$
\begin{align*}
J= & \frac{1}{4}\left[\left(2+\frac{\mathrm{n}-1}{z^{\frac{n+1}{2}} z^{\frac{n+1}{2}}}+\frac{(m-1) \gamma^{m+1}}{(z+s)^{\frac{m+1}{2}}(\bar{z}+s)^{\frac{m+1}{2}}}\right)^{2}-\right.  \tag{30}\\
& \left.\left(\frac{\mathrm{n}+1}{z^{\frac{n+3}{2}} z^{\frac{n-1}{2}}}+\frac{(m+1) \gamma^{m+1}}{(z+s)^{\frac{m+3}{2}}(\bar{z}+s)^{\frac{m-1}{2}}}\right)\left(\frac{\mathrm{n}+1}{z^{\frac{n-1}{2}} z^{\frac{n+3}{2}}}+\frac{(m+1) \gamma^{m+1}}{(z+s)^{\frac{m+1}{2}}(\bar{z}+s)^{\frac{m+3}{2}}}\right)\right]
\end{align*}
$$

For the critical curve of the main lens, we use the parameterization in $J$

$$
\begin{equation*}
z=(1+\delta) e^{i \theta} \tag{31}
\end{equation*}
$$

where $\delta=O\left(\gamma^{m+1}\right)$.

We expand around zero with respect to $\gamma^{m+1}$ to first order, solve $J=0$ and we find the correction of the circular critical curve

$$
\begin{equation*}
\delta=\frac{2+4 s \cos \theta+s^{2}[(m+1) \cos (2 \theta)-m+1]}{2(n+1)\left(1+2 s \cos \theta+s^{2}\right)^{\frac{m+3}{2}}} \gamma^{m+1} \tag{32}
\end{equation*}
$$

We can substitute this $\delta$ in Equation (29) and obtain the caustic. Since it is not a simple expression, we omit it here.

In order to find the size of the caustic, we evaluate it for $\theta=0$ and $\theta=\pi$. We have

$$
\begin{equation*}
\Delta \zeta=\zeta(0)-\zeta(\pi)=s \gamma^{m+1}\left[\frac{1}{(s-1)^{m+1}}-\frac{1}{(s+1)^{m+1}}\right] \tag{33}
\end{equation*}
$$

and this is the distance between the left and the right cusp.
We also find that the caustic is invariant under the transformation

$$
\begin{equation*}
s \rightarrow \frac{1}{s}, \gamma^{m+1} \rightarrow \frac{\gamma^{m+1}}{s^{m-1}} \tag{34}
\end{equation*}
$$

which expresses the duality of the close-wide regimes in our mixed binary framework.

### 5.2.2. Caustics of the Perturbing Object

We put the origin of our system in the second lens so that $z_{A}=-s$ and $z_{B}=0$ and the lens equation becomes

$$
\begin{equation*}
\zeta=z-\frac{1}{(z+s)^{\frac{n-1}{2}}(\bar{z}+s)^{\frac{n+1}{2}}}-\frac{\gamma^{m+1}}{z^{\frac{m-1}{2}} \bar{z}^{\frac{m+1}{2}}} \tag{35}
\end{equation*}
$$

we rewrite the Jacobian determinant as follows

$$
\begin{align*}
J= & \frac{1}{4}\left[\left(2+\frac{\mathrm{n}-1}{(z+s)^{\frac{n+1}{2}}(\bar{z}+s)^{\frac{n+1}{2}}}+\frac{(m-1) \gamma^{m+1}}{(z)^{\frac{m+1}{2}}(\bar{z})^{\frac{m+1}{2}}}\right)^{2}-\right.  \tag{36}\\
& \left.\left(\frac{\mathrm{n}+1}{(z+s)^{\frac{n+3}{2}}(\bar{z}+s)^{\frac{n-1}{2}}}+\frac{(m+1) \gamma^{m+1}}{z^{\frac{m+3}{2}} \bar{z}^{\frac{m-1}{2}}}\right)\left(\frac{\mathrm{n}+1}{(z+s)^{\frac{n-1}{2}}(\bar{z}+s)^{\frac{n+3}{2}}}+\frac{(m+1) \gamma^{m+1}}{z^{\frac{m+1}{2}} \bar{z}^{\frac{m+3}{2}}}\right)\right]
\end{align*}
$$

and we introduce a new expression for $z$

$$
\begin{equation*}
z=\rho^{\frac{1}{m+1}} \gamma e^{i \theta} \tag{37}
\end{equation*}
$$

We substitute in Equation (36) and we expand with respect to $\gamma^{m+1}$, around zero at zero order and the Jacobian determinant becomes

$$
\begin{equation*}
\frac{(\rho-1)(\rho+m)}{\rho^{2}}+\frac{(n-1)(m+2 \rho-1)-(m+1)(n+1) \cos (2 \theta)}{2 \rho s^{2}}-\frac{n}{s^{2 n+2}}=0 \tag{38}
\end{equation*}
$$

Then we solve Equation (38), $J=0$, with respect to $\rho$ and we find two solutions

$$
\begin{equation*}
\rho_{ \pm}=\frac{(m-1)\left\{s^{n+1}\left[(1-n)+(m+1)(n+1) \cos (2 \theta)-2 s^{n+1}\right] \pm \sqrt{\Delta}\right\}}{4\left(s^{n+1}-1\right)\left(s^{n+1}+n\right)} \tag{39}
\end{equation*}
$$

$$
\begin{equation*}
\Delta=s^{2 n+2}\left\{\left[(m-1)\left(2 s^{n+1}+n-1\right)-(m+1)(n+1) \cos (2 \theta)\right]^{2}+16 m\left(s^{n+1}-1\right)\left(s^{n+1}+n\right)\right\} \tag{40}
\end{equation*}
$$

We have two scenarios: for external objects (when the secondary lens is outside the Einstein ring of the main lens, $s>1$ ) the critical curves are elongated rings, see Figure 12; for internal objects
(when the secondary lens is inside the critical curve of the main lens, $s<1$ ) it generates two specular ovals, see Figure 16.

In order to get the caustics we put our solutions in the lens equation and we get, at first order:

$$
\begin{equation*}
\zeta=\gamma \rho^{\frac{1}{m+1}}\left[e^{i \theta}\left(\frac{n-1}{2 s^{n+1}}-\frac{1}{\rho}+1\right)+\frac{e^{-i \theta}(n+1)}{2 s^{n+1}}\right]-\frac{1}{s^{n}} \tag{41}
\end{equation*}
$$

From Equation (41) we can get all the information for the size and for the displacement of the secondary caustic from the central one.

The displacement along the axis that joins the two lenses is the middle point $[\zeta(0)+\zeta(\pi)] / 2$ and in our case is

$$
\begin{equation*}
\zeta_{\text {center }}=s-\frac{1}{s^{n}} . \tag{42}
\end{equation*}
$$

because the origin of our system is in the second lens.
Now we want to find out the size of the caustics in the close and wide separation.
For the wide case we have an extension of the caustics in the parallel direction (with respect to the lens axis), given by $[\zeta(0)-\zeta(\pi)]$

$$
\begin{equation*}
\Delta \zeta_{\|, \text {wide }}=2(n+1) \frac{\gamma}{s^{\frac{m(n+1)}{m+1}}\left(s^{n+1}-1\right)^{\frac{1}{m+1}}} \tag{43}
\end{equation*}
$$

and in the vertical direction, orthogonal to lens axis, $[\zeta(-\pi / 2)-\zeta(\pi / 2)]$ :

$$
\begin{equation*}
\Delta \zeta_{\perp, \text { wide }}=2(n+1) \frac{\gamma}{s^{\frac{m(n+1)}{m+1}}\left(s^{n+1}+n\right)^{\frac{1}{m+1}}} \tag{44}
\end{equation*}
$$

In Figure 18, upper panel, we show the size of the caustic for three different fixed $n=0.5,1,2$ with variable $m$. Keeping $\gamma$ and $s$ fixed, the size is almost independent of $m$, as can be seen by neglecting $n$ in the sum in the denominator of Equation (43).

In the close regime, in order to find the position of the central caustic, we evaluate the lens equation in $\rho_{ \pm}$for $\theta= \pm \pi / 2$ and we need to distinguish the case $m n>1$ from the case $m n<1$ changing the sign after taking the square root.

We put $\theta=\pi / 2$ and $\rho_{+}$in Equation (41), we take the imaginary part and we find

$$
\operatorname{Im}\left[\zeta_{+}(\pi / 2)\right]= \begin{cases}(m+1) \gamma\left[\frac{\left(1-s^{n+1}\right)}{m s^{n+1}}\right]^{\frac{m}{m+1}}, & \text { if } m n<1  \tag{45}\\ (n+1) \gamma\left[\frac{1}{s^{m(n+1)}\left(n+s^{n+1}\right)}\right]^{\frac{1}{m+1}}, & \text { if } m n>1\end{cases}
$$

In order to find the position of the two secondary caustics we need to calculate $\zeta(\pi / 2)$ with $\rho_{-}$, then we take the imaginary part and we find

$$
\operatorname{Im}\left[\zeta_{-}(\pi / 2)\right]= \begin{cases}(n+1) \gamma\left[\frac{1}{s^{m(n+1)}\left(n+s^{n+1}\right)}\right]^{\frac{1}{m+1}}, & \text { if } m n<1  \tag{46}\\ (m+1) \gamma\left[\frac{\left(1-s^{n+1}\right)}{m s^{n+1}}\right]^{\frac{m}{m+1}}, & \text { if } m n>1\end{cases}
$$

The measure of the transverse size of the secondary caustics is the difference between the last two formulas, $\operatorname{Im}\left[\zeta_{+}(\pi / 2)\right]-\operatorname{Im}\left[\zeta_{-}(\pi / 2)\right]$ and we plot the result in Figure 18, lower panel, for $s=0.6$, $\gamma=0.01$, for three different fixed $n=0.5,1,2$, with variable $m$.

We can see that the size increases with $m$ and $n$, coherently with what is found in [58], where large values of $m$ and $n$ produce giant triangular caustics in the close regime. We finally stress that,
for $m n<1$, and so for $n=0.5$ especially (green line), the two branches exchange role because of the elliptic umbilic catastrophe. Then, we must change the sign in our formula for the size.

In these approximations the error is given by a term $O\left(\gamma^{2}\right)$, which means a $1 \%$ error for the case $\gamma=0.01$ examined in our plots.


Figure 18. Upper panel: size of the caustic in the wide case for $s=4, \gamma=0.01$, for three different fixed $n=0.5,1,2$, with variable $m$. Lower panel: size of the caustic in the close case for $s=0.6, \gamma=0.01$, for three different fixed $n=0.5,1,2$, with variable $m$.

## 6. Conclusions

In this paper we have generalized our previous study of binary lenses with $1 / r^{n}$ potential [58], by extending it to the case of mixed binaries. Of course the mathematics of this general case is interesting from several points of view, since many earlier results are put in a more general context. However, this case is also important from the astrophysical point of view. In fact, we now have the critical curves and caustics of pairs of galaxies with different halos, or we may apply our results to cases in which one object is made up of exotic matter and the other one is a normal star. For direct applications of our results to astrophysical objects, we remind that all plots are in units of the Einstein radius of the first lens. This can be calculated by standard formulae for any specific lens models.

Our figures, together with those of [58] may be considered as a complete atlas of critical curves and caustics in binary lensing by $1 / r^{n}$ potentials. We studied different limits in which the stronger (weaker) lens has a steeper (gentler) potential in all three topology regimes.

We have shown that an elliptic umbilic catastrophe exists for $m n<1$ and calculated its position. We have also described the pseudocaustic in the $m=0$ limit. We have calculated the boundaries of the
three topology regimes and provided analytic approximations for the wide binary and the extremely small-strength secondary lens.

With respect to the $m=n$ binary lens case, we note that for large $m$ we still have large secondary triangular caustics, but they are not as giant as those in [58]. In fact, the presence of a more standard lens in the system mitigates the behavior at large distances and pushes back these caustics to more normal sizes. Indeed, these structures are quite sensitive to the parameters of the lens.

This fact helps us recall that the mixed binary lens described here is still obtained by the linear superposition of the potentials of two isolated objects. This is physically relevant whenever we can neglect the non-linear terms in Einstein equations. Even when this is not possible, our results may serve as a basis for more accurate calculations.
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#### Abstract

In order to clarify the effects of the finite distance from a lens object to a light source and a receiver, the gravitational deflection of light has been recently reexamined by using the Gauss-Bonnet (GB) theorem in differential geometry (Ishihara et al. 2016). The purpose of the present paper is to give a short review of a series of works initiated by the above paper. First, we provide the definition of the gravitational deflection angle of light for the finite-distance source and receiver in a static, spherically symmetric and asymptotically flat spacetime. We discuss the geometrical invariance of the definition by using the GB theorem. The present definition is used to discuss finite-distance effects on the light deflection in Schwarzschild spacetime for both the cases of weak deflection and strong deflection. Next, we extend the definition to stationary and axisymmetric spacetimes. We compute finite-distance effects on the deflection angle of light for Kerr black holes and rotating Teo wormholes. Our results are consistent with the previous works if we take the infinite-distance limit. We briefly mention also the finite-distance effects on the light deflection by Sagittarius A*.
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## 1. Introduction

In 1919, the experimental confirmation of the theory of general relativity [1] succeeded [2]. It is the measurement of the gravitational deflection angle of light. Since then, the gravitational deflection angle of light has attracted a lot of attention. Many authors have studied the gravitational deflection of light by black holes [3-16]. The gravitational lens by other objects such as wormholes and gravitational monopoles also has attracted a lot of interest [17-30]. Very recently, the Event Horizon Telescope (EHT) team has reported a direct image of the inner edge of the hot matter around the black hole candidate at the center of M87 galaxy [31-36]. The direct imaging of black hole shadows must again and steeply raise the importance of the gravitational deflection of light.

Most of those calculations are based on the coordinate angle. The angle respects the rotational symmetry of the spacetime. Gibbons and Werner (2008) made an attempt at defining, in a more geometrical manner, the deflection angle of light [37]. In their paper, the source and receiver are needed to be located at an asymptotic Minkowskian region. The Gauss-Bonnet theorem was applied to a spatial domain by introducing the optical metric, for which a light ray is expressed as a spatial geodesic curve. Ishihara et al. have successfully extended Gibbons and Werner's idea such that the source and receiver can be at a finite distance from the lens object [38]. They extend the earlier work to the case of the strong deflection limit, in which the winding number of the photon orbits may be larger than unity [39]. In particular, the asymptotic receiver and source are not needed. Arakida [40] made an attempt to apply the Gauss-Bonnet theorem to quadrilaterals that are not extending to infinity and proposed a new definition of the deflection angle of light, though a comparison between two different manifolds that he proposed is an open issue. Proposing an alternative definition of the deflection
angle of light, Crisnejo et al. [41] has recently made a comparison between the alternative definitions in References [38-40] and showed by explicit calculations that the definition by Arakida in Reference [40] is different from that by Ishihara et al. [38,39]. Their definition has been applied to study gravitational lensing with a plasma medium [41].

The earlier works $[38,39]$ are restricted within the spherical symmetry. Ono et al. have extended the Gauss-Bonnet method with the optical metric to axisymmetric spacetimes [42]. This extension includes mathematical quantities and calculations, with which most physicists are not very familiar. Therefore, the purpose of this paper provides a review of the series of papers on the gravitational deflection of light for finite-distance sources and receivers. In particular, we hope that the detailed calculations in this paper will be helpful for readers to compute the gravitational deflection of light by the new powerful method. For instance, this new technique has been used to study the gravitational lensing in rotating Teo wormholes [43] and also in Damour-Solodukhin wormholes [44]. This formulation has been successfully used to clarify the deflection of light in a rotating global monopole spacetime with a deficit angle [45].

This paper is organized as follows. Section 2 discusses the definition of the gravitational deflection angle of light in static and spherically symmetric spacetimes. Section 3 considers the weak deflection of light in Schwarzschild spacetime. Section 4 discusses the weak deflection of light in the Kottler spacetime and the Weyl conformal gravity model. The strong deflection of light is examined in Section 5. Sagittarius A* (Sgr A*) is also discussed as an example for possible candidates. In Section 6, we discuss the strong deflection of light with finite-distance corrections in Schwarzschild spacetime. Section 7 proposes the definition of the gravitational deflection angle of light in stationary and axisymmetric spacetimes. Sgr A* is also discussed. The weak deflection of light is discussed for Kerr spacetime in Section 8 and for rotating Teo wormholes in Section 9. Section 10 is a summary of this paper. Appendix A provides the detailed calculations for the Kerr spacetime. Throughout this paper, we use the unit of $G=c=1$ and the observer may be called the receiver in order to avoid confusion between $r_{O}$ and $r_{0}$ by using $r_{R}$.

## 2. Definition of the Gravitational Deflection Angle of Light: Static and Spherically Symmetric Spacetimes

## Notation

Following Ishihara et al. [38], this section begins by considering a static and spherically symmetric (SSS) spacetime. The metric of this spacetime can be written as:

$$
\begin{align*}
d s^{2} & =g_{\mu v} d x^{\mu} d x^{v} \\
& =-A(r) d t^{2}+B(r) d r^{2}+r^{2} d \Omega^{2} \tag{1}
\end{align*}
$$

where $d \Omega^{2} \equiv d \theta^{2}+\sin ^{2} \theta d \phi^{2}$ and $t, \theta$, and $\phi$ are associated with the symmetries of the SSS spacetime. For a metric of the form in Equation (1), we always have to restrict to the domain where $A(r)$ and $B(r)$ are positive such that a static emitter and a static receiver can exist. The spacetime has a spherical symmetry. Therefore, the photon orbital plane is chosen without loss of generality as the equatorial plane $(\theta=\pi / 2)$. We follow the usual definition of the impact parameter of the light ray as:

$$
\begin{align*}
b & \equiv \frac{L}{E} \\
& =\frac{r^{2}}{A(r)} \frac{d \phi}{d t} \tag{2}
\end{align*}
$$

From $d s^{2}=0$ for the light ray, the orbit Equation is derived as:

$$
\begin{equation*}
\left(\frac{d r}{d \phi}\right)^{2}+\frac{r^{2}}{B(r)}=\frac{r^{4}}{b^{2} A(r) B(r)} \tag{3}
\end{equation*}
$$

Light rays are described by the null condition $d s^{2}=0$, which is solved for $d t^{2}$ as:

$$
\begin{align*}
d t^{2} & =\gamma_{I J} d x^{I} d x^{J} \\
& =\frac{B(r)}{A(r)} d r^{2}+\frac{r^{2}}{A(r)} d \phi^{2} \tag{4}
\end{align*}
$$

where $I$ and $J$ denote 1 and 2 and we used Equation (1). We refer to $\gamma_{I J}$ as the optical metric. The optical metric can be used to describe a two-dimensional Riemannian space. This Riemannian space is denoted as $M^{\mathrm{Opt}}$. The light ray is a spatial geodetic curve in $M^{\mathrm{Opt}}$.

In the optical metric space $M^{\mathrm{Opt}}$, let $\Psi$ denote the angle between the light propagation direction and the radial direction. A straightforward calculation gives:

$$
\begin{equation*}
\cos \Psi=\frac{b \sqrt{A(r) B(r)}}{r^{2}} \frac{d r}{d \phi} . \tag{5}
\end{equation*}
$$

This is rewritten as:

$$
\begin{equation*}
\sin \Psi=\frac{b \sqrt{A(r)}}{r} \tag{6}
\end{equation*}
$$

where we used Equation (3).
We denote $\Psi_{R}$ and $\Psi_{S}$ as the directional angles of light propagation. $\Psi_{R}$ and $\Psi_{S}$ are measured at the receiver position ( R ) and the source position (S), respectively. We denote $\phi_{R S} \equiv \phi_{R}-\phi_{S}$ as the coordinate separation angle between the receiver and source. By using angles $\Psi_{R}, \Psi_{S}$, and $\phi_{R S}$, we define the following:

$$
\begin{equation*}
\alpha \equiv \Psi_{R}-\Psi_{S}+\phi_{R S} \tag{7}
\end{equation*}
$$

This is a basic tool that was invented in Reference [38]. In the following, we shall prove that the definition by Equation (7) is geometrically invariant [38,39].

Here, we briefly mention the Gauss-Bonnet theorem. $T$ is a two-dimensional orientable surface. Differentiable curves $\partial T_{a}(a=1,2, \cdots, N)$ are its boundaries. Please see Figure 1 for the orientable surface. We denote the jump angles between the curves as $\theta_{a}(a=1,2, \cdots, N)$. The Gauss-Bonnet theorem is as follows [46]:

$$
\begin{equation*}
\iint_{T} K d S+\sum_{a=1}^{N} \int_{\partial T_{a}} \kappa_{g} d \ell+\sum_{a=1}^{N} \theta_{a}=2 \pi \tag{8}
\end{equation*}
$$

where $\ell$ means the line element of the boundary curve, $d S$ denotes the area element of the surface, $K$ means the Gaussian curvature of the surface $T$, and $\kappa_{g}$ is the geodesic curvature of $\partial T_{a}$. The sign of $\ell$ is chosen to be consistent with the surface orientation.

Suppose a quadrilateral ${ }_{R}^{\infty} \square_{S}^{\infty}$. Please see Figure 2 for this. This is made of four lines: (1) the spatial curve for the light ray, $(2,3)$ two outgoing radial lines from $R$ and from $S$, and (4) a circular arc segment $C_{r}$ that is centered at the lens with the coordinate radius $r_{C}\left(r_{C} \rightarrow \infty\right)$ and intersects the radial lines at the receiver or the source. We restrict ourselves within the asymptotically flat spacetime. Then, $\kappa_{g} \rightarrow 1 / r_{C}$ and $d \ell \rightarrow r_{C} d \phi$ as $r_{C} \rightarrow \infty$ (See, e.g., Reference [37]). By using them, we find $\int_{C_{r}} \kappa_{g} d \ell \rightarrow \phi_{R S}$. Applying this result to the Gauss-Bonnet theorem for ${ }_{R}^{\infty} \square_{S}^{\infty}$, we obtain:

$$
\begin{align*}
\alpha & =\Psi_{R}-\Psi_{S}+\phi_{R S} \\
& =-\iint_{\mathbb{N}_{R}^{\infty} \square_{S}^{\infty}} K d S . \tag{9}
\end{align*}
$$

Therefore, $\alpha$ is shown to be invariant for transformations of the spatial coordinates. In addition, $\alpha$ is well defined even when $L$ is a singular point. This is because the point $L$ does not appear in the surface integral nor in the line integral. Furthermore, $\alpha$ vanishes in Euclidean space. This means $\alpha$ is a measure of the deviation from the flat space.


Figure 1. Gauss-Bonnet theorem: We consider a closed curve in a surface.


Figure 2. ${ }_{R}^{\infty} \square_{S}^{\infty}$ is a quadrilateral embedded in a curved space.
Here, we explain that $\alpha$ defined in Equation (7) is observable in principle. For simplicity, let us imagine the following ideal situation. The positions of a source and a receiver are known. For instance, we assume that the lens object is the Sun, the receiver is located at the Earth, and the source is a pulsar which radiates radio signals with a constant period in an anisotropic manner. In particular, we assume that the source is one of the known pulsars of which the spin period and pulse signal behaviors such as pulse profiles are well understood. By very accurate radio observations such as Very Long Baseline Interferometry (VLBI), the relative positions of the Earth, Sun, and the pulsar can be determined from the ephemeris. (1) From this, we can know $\phi_{R S}$ in principle. (2) We can directly measure the angle $\Psi_{R}$ at the Earth between the solar direction and the pulsar direction. (3) More importantly, the direction of radiating pulses that reaches the receiver can be also determined in principle because the viewing angle
of the pulsar seen by the receiver is known from the pulse profiles. The viewing angle is changing with time because of the Earth's motion around the Sun. By using the pulsar position and the pulse radiation direction, we can determine $\Psi_{S}$. Please see Figure 3 for this situation. We explain in more detail how $\Psi_{S}$ at $S$ can be measured by the observer at R. We consider a pulsar of which the spin axis is known from some astronomical observations. A point is that the spin axis of an isolated pulsar is constant with time. The pulse shape and profile depend on the viewing angle with respect to the spin axis of the pulsar. The Earth moves around the Sun, and hence, the observer sees the same pulsar with different viewing angles with time. Accordingly, the observed pulse shape changes. By observing such a change in the pulse shape, we can in principle determine the intrinsic direction of the radio emission, namely the angle between the spin axis and the direction of the emitted light to the observer. In addition, we can know the intrinsic position (including the radial direction from the lens) of such a known pulsar from the ephemeris. By using the intrinsic position (its radial direction) and emission direction at S, $\Psi_{S}$ can be determined in principle, though it is very difficult with current technology. As a result, we can determine in principle $\Psi_{R}-\Psi_{S}+\phi_{R S}$ from astronomical observations. Namely, $\alpha$ in Equation (7) is observable. Note that this procedure does not need to assume a different spacetime, while such a fiducial spacetime was assumed by Arakida (2018) [40], though the receiver in our universe cannot observe the fiducial different spacetime but can assume (or make theoretical calculations of) some quantities on the different spacetime.


Figure 3. Observable $\alpha$ in Equation (7): In this schematic figure, the lens, receiver, and source are respectively the Sun, the Earth, and a pulsar that periodically radiates radio signals in a specific anistropic manner. From the pulse profile, we can determine the radiation direction at the source. By using the ephemeris, we know the relative positions of the Sun, Earth, and the pulsar. Hence, we can determine $\phi_{R S}$ and $\Psi_{S}$. By observing the pulsar, we can measure $\Psi_{R}$. In principle, therefore, we can determine $\Psi_{R}-\Psi_{S}+\phi_{R S}$ from these astronomical observations.

One can easily see that, in the far limit of the source and the receiver, Equation (9) agrees with the deflection angle of light as:

$$
\begin{equation*}
\alpha_{\infty}=2 \int_{0}^{u_{0}} \frac{d u}{\sqrt{F(u)}}-\pi \tag{10}
\end{equation*}
$$

Here, we define $u$ and $u_{0}$ as as the inverse of $r$ and the inverse of the closest approach (often denoted as $r_{0}$ ), respectively. $F(u)$ is defined as:

$$
\begin{equation*}
F(u) \equiv\left(\frac{d u}{d \phi}\right)^{2} \tag{11}
\end{equation*}
$$

$F(u)$ can be computed by using Equation (3).
The present paper wishes to avoid the far limit for the following reason. Every observed star and galaxy is never located at infinite distance from us. For instance, we observe finite-redshift galaxies in cosmology. We cannot see objects at infinite redshift (exactly at the horizon). Except for a few rare cases in astronomy, the distance to the light source is much larger than the size of the lens. Therefore, we find a strong motivation for studying a situation in which the distance from the source to the receiver is finite. We define $u_{R}$ and $u_{S}$ as the inverse of $r_{R}$ and $r_{S}$, respectively, where $r_{R}$ and $r_{S}$ are finite. Equation (7) is rewritten in an explicit form as [38,39]:

$$
\begin{equation*}
\alpha=\int_{u_{R}}^{u_{0}} \frac{d u}{\sqrt{F(u)}}+\int_{u_{S}}^{u_{0}} \frac{d u}{\sqrt{F(u)}}+\Psi_{R}-\Psi_{S} . \tag{12}
\end{equation*}
$$

Here, we assume light rays that have only one local minimum of the radius coordinate between $r_{S}$ and $r_{R}$. This is valid for normal situations in astronomy. However, we should note that multiple local minima are possible, e.g., if the emitter or the receiver (or both) are between the horizon and the light sphere in the Schwarzschild spacetime or if the emitter and receiver are at different sides of the throat of a wormhole spacetime. For such a case of multiple local minima, Equation (12) has to be modified because it assumes only the local minimum at $u=u_{0}$.

## 3. Weak Deflection of Light in Schwarzschild Spacetime

In this section, we consider the weak deflection of light in Schwarzschild spacetime, for which the line element becomes:

$$
\begin{align*}
d s^{2}= & -\left(1-\frac{r_{g}}{r}\right) d t^{2}+\frac{d r^{2}}{1-\frac{r_{g}}{r}} \\
& +r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{13}
\end{align*}
$$

where $r_{g}=2 M$ in the geometrical unit. Then, $F(u)$ is:

$$
\begin{equation*}
F(u)=\frac{1}{b^{2}}-u^{2}+r_{g} u^{3} . \tag{14}
\end{equation*}
$$

By using Equation (6), $\Psi_{R}-\Psi_{S}$ in the Schwarzschild spacetime is expanded as:

$$
\begin{align*}
\Psi_{R}^{S c h}-\Psi_{S}^{S c h} \equiv & {\left[\arcsin \left(b u_{R}\right)+\arcsin \left(b u_{S}\right)-\pi\right] } \\
& -\frac{1}{2} b r_{g}\left(\frac{u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}\right)+O\left(b r_{g}^{2} u_{S}^{3}, b r_{g}^{2} u_{R}^{3}\right) \tag{15}
\end{align*}
$$

Note that $\Psi_{R}-\Psi_{S} \rightarrow \pi$ in the Schwarzschild spacetime as $u_{S} \rightarrow 0$ and $u_{R} \rightarrow 0$.

## 4. Other Examples

This section discusses two examples for a non-asymptotically flat spacetime. One is the Kottler solution to the Einstein Equation. The other is an exact solution in the Weyl conformal gravity. The aim of this study is to give us a suggestion or a speculation. We note that the present formulation is limited within the asymptotic flatness, rigorously speaking. As mentioned in the Introduction, Arakida [40] made an attempt to apply the Gauss-Bonnet theorem to quadrilaterals that are not extending to infinity, though a comparison between two different manifolds that he proposed is an open issue. A more careful study that gives a justification for this speculation or perhaps disproves it will be left for the future.

In this section, we do not assume the source at the past null infinity ( $r_{S} \rightarrow \infty$ ) or the receiver at the future null infinity $\left(r_{R} \rightarrow \infty\right)$ because $A(r)$ diverges or does not exist as $r \rightarrow \infty$. We keep in mind that the source and receiver are located at finite distances from the lens object. Therefore, we use Equation (12). As mentioned already, Equation (6) is more useful in calculating $\Psi_{R}$ and $\Psi_{S}$ than Equation (5) because Equation (6) requires only the local quantities but not any differentiation. By straightforward calculations, we obtain the following results for the above two models.

### 4.1. Kottler Solution

We consider the Kottler solution [47]. This solution is written as:

$$
\begin{align*}
d s^{2}= & -\left(1-\frac{2 M}{r}-\frac{\Lambda}{3} r^{2}\right) d t^{2}+\frac{d r^{2}}{1-\frac{2 M}{r}-\frac{\Lambda}{3} r^{2}} \\
& +r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{16}
\end{align*}
$$

where the cosmological constant is denoted by $\Lambda$.
We use Equation (6) such that $\Psi_{R}-\Psi_{S}$ can be expanded in terms of $2 M$ and $\Lambda$ as:

$$
\begin{align*}
\Psi_{R}-\Psi_{S} & =\Psi_{R}^{S c h}-\Psi_{S}^{S c h}-\frac{b \Lambda}{6 u_{R} \sqrt{1-b^{2} u_{R}^{2}}}-\frac{b \Lambda}{6 u_{S} \sqrt{1-b^{2} u_{S}^{2}}} \\
& +\frac{b u_{R}\left(-1+2 b^{2} u_{R}^{2}\right)}{8\left(1-b^{2} u_{R}^{2}\right)^{3 / 2}}\left(4 M^{2} u_{R}^{2}+\frac{4 M \Lambda}{3 u_{R}}+\frac{\Lambda^{2}}{9 u_{R}^{4}}\right) \\
& +\frac{b u_{S}\left(-1+2 b^{2} u_{S}^{2}\right)}{8\left(1-b^{2} u_{S}^{2}\right)^{3 / 2}}\left(4 M^{2} u_{S}^{2}+\frac{4 M \Lambda}{3 u_{S}}+\frac{\Lambda^{2}}{9 u_{S}^{4}}\right) \\
& +O\left(M^{3}, M^{2} \Lambda, M \Lambda^{2}, \Lambda^{3}\right) . \tag{17}
\end{align*}
$$

Here, $\Psi_{R}^{S c h}-\Psi_{S}^{S c h}$ is a pair of the terms that appear also in a case of the Schwarzschild spacetime. The above expansion of $\Psi_{R}-\Psi_{S}$ has a divergent term in the limit as $u_{S} \rightarrow 0$ and $u_{R} \rightarrow 0$. The reason for this divergent behavior is that the spacetime is not asymptotically flat and, therefore, the limit of $u_{S} \rightarrow 0$ and $u_{R} \rightarrow 0$ is no longer allowed. Hence, the power series in Equation (17) is mathematically valid only within a convergence radius.

For the Kottler spacetime, $F(u)$ becomes:

$$
\begin{equation*}
F(u)=\frac{1}{b^{2}}-u^{2}+r_{g} u^{3}+\frac{\Lambda}{3} . \tag{18}
\end{equation*}
$$

We obtain:

$$
\begin{align*}
\phi_{R S}= & \pi-\arcsin \left(b u_{R}\right)-\arcsin \left(b u_{S}\right) \\
& +\frac{r_{g}}{b}\left[\frac{1}{\sqrt{1-b^{2} u_{R}^{2}}}\left(1-\frac{1}{2} b^{2} u_{R}^{2}\right)+\frac{1}{\sqrt{1-b^{2} u_{S}^{2}}}\left(1-\frac{1}{2} b^{2} u_{S}^{2}\right)\right] \\
& +\frac{\Lambda b^{3}}{6}\left[\frac{u_{R}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{u_{S}}{\sqrt{1-b^{2} u_{S}^{2}}}\right]+\frac{r_{g} \Lambda b}{12}\left[\frac{2-3 b^{2} u_{R}^{2}}{\left(1-b^{2} u_{R}^{2}\right)^{\frac{3}{2}}}+\frac{2-3 b^{2} u_{S}^{2}}{\left(1-b^{2} u_{S}^{2}\right)^{\frac{3}{2}}}\right]+O\left(r_{g}^{2}, \Lambda^{2}\right) . \tag{19}
\end{align*}
$$

By using Equations (17) and (19), $\alpha$ is obtained as:

$$
\begin{align*}
\alpha= & \frac{r_{g}}{b}\left[\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right] \\
& -\frac{\Lambda b}{6}\left[\frac{\sqrt{1-b^{2} u_{R}^{2}}}{u_{R}}+\frac{\sqrt{1-b^{2} u_{S}^{2}}}{u_{S}}\right] \\
& +\frac{r_{g} \Lambda b}{12}\left[\frac{1}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{1}{\sqrt{1-b^{2} u_{S}^{2}}}\right]+O\left(r_{g^{\prime}}^{2}, \Lambda^{2}\right) . \tag{20}
\end{align*}
$$

This Equation has several divergent terms as $b u_{R} \rightarrow 0$ and $b u_{S} \rightarrow 0$. The apparent divergent is problematic only in the case that the source or receiver is located at the horizon. In other words, all the terms in Equation (20) are finite and, thus, harmless for astronomical situations.

### 4.2. Weyl Conformal Gravity Case

Next, we consider the Weyl conformal gravity model. This theory was originally suggested by Bach [48]. The SSS solution in this model is expressed by introducing three new parameters that are often denoted as $\beta, \gamma$, and $k$. For this generalized solution in conformal gravity, Birkhoff's theorem still holds [49]. The SSS solution in the Weyl gravity model is [50]:

$$
\begin{align*}
d s^{2} & =-A(r) d t^{2}+\frac{1}{A(r)} d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \\
A(r) & =1-3 m \gamma-\frac{2 m}{r}+\gamma r-k r^{2} \tag{21}
\end{align*}
$$

Here, $m \equiv \beta(2-3 \beta \gamma) / 2 . k r^{2}$ in the metric plays the same role as the cosmological constant in the Kottler spacetime that has been studied above. Therefore, we omit the $r^{2}$ term for simplifying our analysis.

By using Equation (6), we expand $\Psi_{R}-\Psi_{S}$ in $\beta$ and $\gamma$. The result is:

$$
\begin{align*}
\Psi_{R}-\Psi_{S} \equiv & \Psi_{R}^{S c h}-\Psi_{S}^{S c h} \\
& +\frac{b \gamma}{2}\left(\frac{u_{R}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{u_{S}}{\sqrt{1-b^{2} u_{S}^{2}}}\right) \\
& -\frac{m \gamma}{2}\left[\frac{b u_{R}\left(2-b^{2} u_{R}^{2}\right)}{\left(1-b^{2} u_{R}^{2}\right)^{3 / 2}}+\frac{b u_{S}\left(2-b^{2} u_{S}^{2}\right)}{\left(1-b^{2} u_{S}^{2}\right)^{3 / 2}}\right]+O\left(m^{2}, \gamma^{2}\right) \tag{22}
\end{align*}
$$

We should note that this expansion of $\Psi_{R}-\Psi_{S}$ is divergent as $u_{S} \rightarrow 0$ and $u_{R} \rightarrow 0$. This divergent behavior is not so problematic because the limit of $u_{S} \rightarrow 0$ and $u_{R} \rightarrow 0$ is not allowed in this spacetime. Hence, we note that, rigorously speaking, Equation (22) is mathematically valid only within a convergence radius.

For the present case omitting $k$, we obtain:

$$
\begin{equation*}
F(u)=\frac{1}{b^{2}}-u^{2}+2 m u^{3}+\gamma u^{2}-\gamma u . \tag{23}
\end{equation*}
$$

$\phi_{R S}$ is computed as:

$$
\begin{align*}
\phi_{R S}= & {\left[\pi-\arcsin \left(b u_{R}\right)-\arcsin \left(b u_{S}\right)\right] } \\
& +\frac{m}{b}\left(\frac{2-b^{2} u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{2-b^{2} u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}\right) \\
& -\frac{\gamma}{2}\left(\frac{b}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{b}{\sqrt{1-b^{2} u_{R}^{2}}}\right) \\
& +\frac{m \gamma}{2}\left[\frac{b^{3} u_{R}^{3}}{\left(1-b^{2} u_{R}^{2}\right)^{3 / 2}}+\frac{b^{3} u_{S}^{3}}{\left(1-b^{2} u_{S}^{2}\right)^{3 / 2}}\right]+O\left(m^{2}, \gamma^{2}\right) . \tag{24}
\end{align*}
$$

Consequently, we obtain $\alpha$ as:

$$
\begin{align*}
\alpha= & \frac{2 m}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& -m \gamma\left(\frac{b u_{R}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{b u_{S}}{\sqrt{1-b^{2} u_{S}^{2}}}\right)+O\left(m^{2}, \gamma^{2}\right) . \tag{25}
\end{align*}
$$

The linear terms in $\gamma$ cancel out each other, and they do not appear in the final expression for the deflection angle of light. This result may suggest a correction to the results in previous papers [51-53] that reported nonzero contributions from $\gamma$.

### 4.3. Far Source and Receiver

Next, we investigate a situation of a distant source and receiver from the lens object: $b u_{S} \ll 1$ and $b u_{R} \ll 1$. Divergent terms in the deflection angle appear in the limit as $b u_{S} \rightarrow 0$. Therefore, we carefully investigate the leading part in a series expansion where the infinite limit is not taken. As a result, approximate expressions for the deflection of light are obtained as follows.
(1) Kottler model:

The expression for $\phi_{R S}$ in this approximation is the same as the seventh and eighth terms of Equation (5) in Reference [54], the third and fifth terms of Equation (15) in Reference [55], and the second term of Equation (14) in Reference [56]. On the other hand, they [54-56] did not take account $\Psi_{R}-\Psi_{S}$. In the far approximation, Equation (20) becomes:

$$
\begin{equation*}
\alpha \sim \frac{4 M}{b}-\frac{1}{6} \Lambda b\left(\frac{1}{u_{R}}+\frac{1}{u_{S}}\right)+\frac{1}{3} M \Lambda b \tag{26}
\end{equation*}
$$

This expression suggestions a correction to the earlier works [54-56]. For instance, only the term of $\phi_{R S}$ was considered in Sereno (2009).
(2) Weyl conformal gravity model:

Next, we consider the Weyl conformal gravity model. The deflection angle of light in the far approximation is computed as:

$$
\begin{equation*}
\alpha \sim \frac{4 m}{b}+O\left(m^{2}, \gamma^{2}\right) \tag{27}
\end{equation*}
$$

where $m \gamma$ parts from $\Psi_{R}-\Psi_{S}$ and from $\psi_{R S}$ cancel out each other. Please see also Equations (22) and (24). For instance, Reference [57] gives the exact expression of the deflection angle for the asymptotic receiver and source in the Kottler and Weyl conformal gravity spacetimes.

## 5. Extension to the Strong Deflection of Light

In the previous sections, we considered the weak deflection of light: A light ray from the source to the receiver is expressed by a spatial curve. The curve is simply connected. In the strong deflection limit, on the other hand, it is possible that the spatial curve has a winding number with intersection points. We thus divide the whole curve into segments. It is easier to investigate each simple segment.

## Loops in the Photon Orbit

We begin with one loop case of the light ray curve. This case is shown by Figure 4.
First, we consider the two quadrilaterals (1) and (2) in Figure 5. They can be constructed by introducing an auxiliary point $(\mathrm{P})$ and, next, by adding auxiliary outgoing radial lines (solid line in this figure) from the point P in quadrilaterals (1) and (2). The point P does not need to be the periastron. The directions of the two auxiliary lines in (1) and (2) are opposite to each other. The two auxiliary lines thus cancel out to make no contributions to $\alpha$. Here, $\theta_{1}$ and $\theta_{2}$ denote the inner angle at the point $P$ in the quadrilateral (1) and that in the quadrilateral (2), respectively. We can see that $\theta_{1}+\theta_{2}=\pi$. This is because the line from the source to the receiver is a geodesic and the point P is located in this line.


Figure 4. A one-loop case for the photon orbit in $M^{\text {opt. }}$
For a quadrilateral in Figure 5, the method in Section 2 is still applicable. By the same way of obtaining Equation (9), we obtain:

$$
\begin{align*}
& \alpha^{(1)}=\left(\pi-\theta_{1}\right)-\Psi_{S}+\phi_{R S}^{(1)} \\
& \alpha^{(2)}=\Psi_{R}-\theta_{2}+\phi_{R S}^{(2)} . \tag{28}
\end{align*}
$$

Here, $\phi_{R S}$ is divided into two parts: One is $\phi_{R S}^{(1)}$ for one quadrilateral, and the other is $\phi_{R S}^{(2)}$ for the other quadrilateral.

If $r_{S}=r_{R}$, quadrilaterals (1) and (2) are symmetric for reflection and $\phi_{R S}^{(1)}=\phi_{R S}^{(2)}=\phi_{R S} / 2$. If not, $\phi_{R S}^{(1)}$ is not the same as $\phi_{R S}^{(2)}$. In any case, however, $\phi_{R S}^{(1)}+\phi_{R S}^{(2)}=\phi_{R S} . \Psi_{S}$ and $\left(\pi-\Psi_{R}\right)$ are the inner angles at $S$ and $R$, respectively. Therefore:

$$
\begin{align*}
\alpha & =\alpha^{(1)}+\alpha^{(2)} \\
& =\Psi_{R}-\Psi_{S}+\phi_{R S} \tag{29}
\end{align*}
$$

where we use $\theta_{1}+\theta_{2}=\pi$ and $\phi_{R S}^{(1)}+\phi_{R S}^{(2)}=\phi_{R S}$. This result is the same as Equation (7), though the validity domain is different.


Figure 5. Quadrilaterals: They are made from the photon orbit in a non-Euclidean space. See Figure 4.
Next, we investigate a case of two loops shown by Figure 6. For this case, we add lines in order to divide the shape into four quadrilaterals as shown by Figure 7. We immediately find:

$$
\begin{align*}
& \alpha^{(1)}=\left(\pi-\theta_{1}\right)-\Psi_{S}+\phi_{R S^{\prime}}^{(1)} \\
& \alpha^{(2)}=\left(\pi-\theta_{3}\right)-\theta_{2}+\phi_{R S^{\prime}}^{(2)} \\
& \alpha^{(3)}=\left(\pi-\theta_{5}\right)-\theta_{4}+\phi_{R S^{\prime}}^{(3)} \\
& \alpha^{(4)}=\Psi_{R}-\theta_{6}+\phi_{R S^{\prime}}^{(4)} \tag{30}
\end{align*}
$$

where $\phi_{R S}^{(1)}+\phi_{R S}^{(2)}+\phi_{R S}^{(3)}+\phi_{R S}^{(4)}=\phi_{R S}$. Hence, we obtain:

$$
\begin{align*}
\alpha & =\alpha^{(1)}+\alpha^{(2)}+\alpha^{(3)}+\alpha^{(4)} \\
& =\Psi_{R}-\Psi_{S}+\phi_{R S} \tag{31}
\end{align*}
$$

where we use $\theta_{1}+\theta_{2}=\theta_{3}+\theta_{4}=\theta_{5}+\theta_{6}=\pi$. Equation (31) is obtained for the two-loop case in the same form as Equation (7). A loop does make contributions to $\alpha$ only through the terms of $\phi_{R S}^{(2)}+\phi_{R S}^{(3)}$.

Finally, we shall complete the proof. We consider the arbitrary winding number, say $W$. For this case, we prepare 2 W quadrilaterals. We denote the inner angles at finite distance from $L$ as $\theta_{0}, \cdots, \theta_{2 W}$ in order from $S$ to $R$ as shown by Figure 8. Here, $\theta_{0}=\Psi_{S}$ and $\theta_{2 W}=\pi-\Psi_{R}$. Neighboring quadrilaterals $(\mathrm{N})$ and ( $\mathrm{N}+1$ ) make the contribution to $\alpha$ only through $\phi_{R S}^{(N)}+\phi_{R S}^{(N+1)}$. We can understand this by noting that $\theta_{2 N-1}+\theta_{2 N}=\theta_{2 N+1}+\theta_{2 N+2}=\pi$, and the auxiliary lines cancel out. By induction, therefore, we complete the proof; Equation (7) holds for any winding number.

Equation (7) is equivalent to Equation (12). This is shown by using the orbit Equation. This expression is rearranged as:

$$
\begin{align*}
\alpha & =\Psi_{R}-\Psi_{S}+\phi_{R S} \\
& =\Psi_{R}-\Psi_{S}+\int_{u_{R}}^{0} \frac{d u}{\sqrt{F(u)}}+\int_{u_{S}}^{0} \frac{d u}{\sqrt{F(u)}}+2 \int_{0}^{u_{0}} \frac{d u}{\sqrt{F(u)}} . \tag{32}
\end{align*}
$$

We define the difference between the asymptotic deflection angle and the deflection angle for the finite distance case as $\delta \alpha$ :

$$
\begin{equation*}
\delta \alpha \equiv \alpha-\alpha_{\infty} . \tag{33}
\end{equation*}
$$

The meaning of this is the finite-distance correction to the deflection angle of light. By substituting Equations (10) and (32) into Equation (33), we get:

$$
\begin{equation*}
\delta \alpha=\left(\Psi_{R}-\Psi_{S}+\pi\right)+\int_{u_{R}}^{0} \frac{d u}{\sqrt{F(u)}}+\int_{u_{S}}^{0} \frac{d u}{\sqrt{F(u)}} \tag{34}
\end{equation*}
$$

This expression implies two origins of the finite-distance corrections. One origin is $\Psi_{R}$ and $\Psi_{S}$. They are angles that are defined in a curved space. The other origin is the two path integrals. They contain information on the curved space. If we consider a receiver and source in the weak gravitational field (as common in astronomy), the finite-distance correction reflects only the weak field region, even if the light ray passes through a strong field region.


Figure 6. Two loops for the light ray in $M^{\mathrm{opt}}$.


Figure 7. Quadrilaterals (1)-(4): They are in a non-Euclidean plane $M^{\mathrm{opt}}$. See also Figure 6.


Figure 8. A quadrilateral in any loop number: This case is discussed when we prove by induction that Equation (7) holds in any loop number.

## 6. Strong Deflection of Light in Schwarzschild Spacetime

In this section, we consider the Schwarzschild black hole. By using $F(u)$ given by Equation (14), we solve Equation (32) in an analytic manner. The exact expressions involve incomplete elliptic integrals of the first kind. When the distances from the lens to the source and the receiver are much larger than the impact parameter of light $\left(r_{S} \gg b, r_{R} \gg b\right)$ but the light ray passes near the photon sphere ( $r_{0} \sim 3 M$ ), Equation (32) becomes approximately:

$$
\begin{align*}
\alpha= & \frac{2 M}{b}\left[\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}-2\right] \\
& +2 \log \left(\frac{12(2-\sqrt{3}) r_{0}}{r_{0}-3 M}\right)-\pi \\
& +O\left(\frac{M^{2}}{r_{R}^{2}}, \frac{M^{2}}{r_{S}{ }^{2}}, 1-\frac{3 M}{r_{0}}\right), \tag{35}
\end{align*}
$$

where we used a logarithmic term [8] in the last term of Equation (32). Here, the dominant terms in $\Psi_{R}$ and $\Psi_{S}$ cancel the terms in the integrals. As a consequence, $\Psi_{R}$ and $\Psi_{S}$ do not appear in the approximate expression of Equation (35).

As mentioned above, it follows that the logarithmic term by the strong gravity is free from finite-distance corrections such as $\sqrt{1-\left(b u_{S}\right)^{2}}$. By chance, $\delta \alpha$ in the strong deflection limit (See Equation (32)) is apparently the same as that for the weak deflection case (See, e.g., Equation (29) in Reference [39]). Therefore, the finite-distance correction in the strong deflection limit is again:

$$
\begin{equation*}
\delta \alpha \sim O\left(\frac{M b}{r_{S}^{2}}+\frac{M b}{r_{R}^{2}}\right) \tag{36}
\end{equation*}
$$

This is the same expression as that for the weak field case (e.g., Reference [38]). Namely, the correction is linear in the impact parameter. The finite-distance correction in the weak deflection case (large $b$ ) is thus larger than that in the strong deflection one (small b), if the other parameters remain the same.

## Sagittarius $A^{*}$

Next, we briefly mention an astronomical implication of the strong deflection. One of the most feasible candidates for the strong deflection is Sagittarius * (Sgr A*) that is located at our galactic center. In this case, the receiver distance is much larger than the impact parameter of light and a source star may live in the bulge of our Galaxy.

The apparent size of Sgr A* is expected to be nearly the same as that of the central massive object of M87. However, the finite-distance correction to Sgr A* becomes much larger than that to the M87 case because Sgr A* is much closer to us than M87.

For Sgr A*, Equation (36) is evaluated as:

$$
\begin{align*}
\delta \alpha & \sim \frac{M b}{r_{S}{ }^{2}} \\
& \sim 10^{-5} \operatorname{arcsec} . \times\left(\frac{M}{4 \times 10^{6} M_{\odot}}\right)\left(\frac{b}{3 M}\right)\left(\frac{0.1 \mathrm{pc}}{r_{S}}\right)^{2}, \tag{37}
\end{align*}
$$

where the central black hole mass is assumed as $M \sim 4 \times 10^{6} M_{\odot}$ and we take the limit of strong deflection $b \sim 3 M$. Rather interestingly, this correction as $\sim 10^{-5}$ arcsec. will be reachable by the Event Horizon Telescope [31-36] and near-future astronomy.

See Figure 9 for numerical estimations of the finite-distance correction by the source distance. This figure and Equation (37) suggest that $\delta \alpha$ is $\sim$ ten (or more) micro arcseconds if a source star is sufficiently close to Sgr A* for instance within a tenth of one parsec from Sgr A*. For such a case, the infinite-distance limit does not hold even though the source is still in the weak field. We should take account of finite-distance corrections that are discussed in this paper.


Figure 9. The finite-distance correction for $\mathrm{Sgr} \mathrm{A}^{*}$ as $\delta \alpha_{G M}$ : The horizontal axis denotes the source distance $r_{S}$. The vertical one means the finite-distance correction to the light deflection. The solid line (blue in color) and dashed one (red in color) mean $b=10^{2} M$ and $b=10^{4} M$, respectively. The dotted curve (yellow in color) denotes the leading term of $\delta \alpha_{G M}$ given by Equation (33). These three lines are substantially overlapped with each other. This implies that $\delta \alpha_{G M}$ is weakly dependent on the impact parameter $b$.

In the strong deflection case, each orbit around the black hole will have a slightly different $r_{0}$, thereby producing a number of "ghost" images (often called relativistic images). In this paper, detailed calculations about it for the finite-distance source and receiver are not done. It is left for the future.

## 7. Defining the Gravitational Deflection Angle of Light for a Stationary and Axially Symmetric Spacetime

### 7.1. Optical Metric for the Stationary, Axisymmetric Spacetime

In this section, a stationary and axisymmetric spacetime is considered, for which we shall discuss how to define the gravitational deflection angle of light especially by using the Gauss-Bonnet theorem [42]. The line element in this spacetime is [58-60]:

$$
\begin{align*}
d s^{2}= & g_{\mu v} d x^{\mu} d x^{v} \\
= & -A\left(y^{1}, y^{2}\right) d t^{2}-2 H\left(y^{1}, y^{2}\right) d t d \phi \\
& +F\left(y^{1}, y^{2}\right) \gamma_{p q} d y^{p} d y^{q}+D\left(y^{1}, y^{2}\right) d \phi^{2} . \tag{38}
\end{align*}
$$

Here, $p$ and $q$ mean 1 and $2, \gamma_{p q}$ is a two-dimensional symmetric tensor, $\mu, v$ are from 0 to 3 , and the $t$ and $\phi$ coordinates respect the Killing vectors. We rewrite this metric into a form such that $\gamma_{p q}$ can be diagonal. We prefer to use the polar coordinates rather than the cylindrical ones because the Kerr metric and the rotating Teo wormhole one are usually expressed in the polar coordinates. In this paper, we thus use the polar coordinates. In the cylindrical coordinates, the line element is known as the Weyl-Lewis-Papapetrou form [58-60]. Equation (38) is rewritten as

$$
\begin{align*}
d s^{2}= & -A(r, \theta) d t^{2}-2 H(r, \theta) d t d \phi \\
& +B(r, \theta) d r^{2}+C(r, \theta) d \theta^{2}+D(r, \theta) d \phi^{2} \tag{39}
\end{align*}
$$

where a local reflection symmetry is assumed with respect to the equatorial plane $\theta=\frac{\pi}{2}$.
This assumption is expressed as:

$$
\begin{equation*}
\left.\frac{\partial g_{\mu v}}{\partial \theta}\right|_{\theta=\frac{\pi}{2}}=0 \tag{40}
\end{equation*}
$$

The functions are $A(r, \theta)>0, B(r, \theta)>0, C(r, \theta)>0, D(r, \theta)>0$, and $H(r, \theta)>0$. This assumption by Equation (40) is needed for the existence of a photon orbit on the equatorial plane. Note that we do not assume the global reflection symmetry with respect to the equatorial plane.

The null condition $d s^{2}=0$ is solved for $d t$ as $[61,62]$ :

$$
\begin{equation*}
d t=\sqrt{\gamma_{i j} d x^{i} d x^{j}}+\beta_{i} d x^{i} \tag{41}
\end{equation*}
$$

where $i$ and $j$ denote from 1 to 3 and $\gamma_{i j}$ and $\beta_{i}$ are defined as:

$$
\begin{align*}
\gamma_{i j} d x^{i} d x^{j} & \equiv \frac{B(r, \theta)}{A(r, \theta)} d r^{2}+\frac{C(r, \theta)}{A(r, \theta)} d \theta^{2}+\frac{A(r, \theta) D(r, \theta)+H^{2}(r, \theta)}{A^{2}(r, \theta)} d \phi^{2}  \tag{42}\\
\beta_{i} d x^{i} & \equiv-\frac{H(r, \theta)}{A(r, \theta)} d \phi \tag{43}
\end{align*}
$$

This spatial metric $\gamma_{i j}\left(\neq g_{i j}\right)$ is used in order to define the arc length $(\ell)$ along the photon orbit as:

$$
\begin{equation*}
d \ell^{2} \equiv \gamma_{i j} d x^{i} d x^{j} \tag{44}
\end{equation*}
$$

for which we define $\gamma^{i j}$ by $\gamma^{i j} \gamma_{j k}=\delta^{i}{ }_{k}$. $\gamma_{i j}$ defines a 3-dimensional Riemannian space ${ }^{(3)} M$, where the photon orbit is a spatial curve. In the appendix of Reference [62], they show that $\ell$ is an affine parameter of a light ray.

If the spacetime is static, spherically symmetric, and asymptotically flat, $\beta_{i}$ is zero and $\gamma_{i j}$ is nothing but the optical metric. The photon orbit follows a geodesic in a 3-dimensional Riemannian
space. In this section and after, we refer to $\gamma_{i j}$ as the generalized optical metric. Note that the metric $\gamma_{i j}$ has been called the Fermat metric and the one-form $\beta_{i}$ is called the Fermat one-form by some authors.

We apply the Gauss-Bonnet theorem to a surface (See Figure 1). The Gauss-Bonnet theorem is expressed as:

$$
\begin{equation*}
\iint_{R_{\infty} S_{S}} K d S+\int_{R}^{S} \kappa_{g} d \ell+\int_{S_{\infty}}^{R_{\infty}} \bar{\kappa}_{g} d \ell+\left[\Psi_{R}+\left(\pi-\Psi_{S}\right)+\pi\right]=2 \pi, \tag{45}
\end{equation*}
$$

where we note that the geodesic curvatures of the path from $S$ to $S_{\infty}$ and the path from $R$ to $R_{\infty}$ are both 0 because these paths are geodesic. $\kappa_{g}$ is the geodesic curvature of the photon orbit, and $\bar{\kappa}_{g}$ is the geodesic curvature of the circular arc segment with an infinite radius.

### 7.2. Gaussian Curvature

In this subsection, we examine whether the rotational part $\left(\beta_{i}\right)$ of the spacetime makes a contribution to the Gaussian curvature. The Gaussian curvature on the equatorial plane is expressed by using the 2-dimensional Riemann tensor ${ }^{(2)} R_{r \phi r \phi}$ :

$$
\begin{align*}
K & =\frac{{ }^{(2)} R_{r \phi r \phi}}{\operatorname{det} \gamma_{i j}^{(2)}} \\
& =\frac{1}{\sqrt{\operatorname{det} \gamma_{i j}^{(2)}}}\left[\frac{\partial}{\partial \phi}\left(\frac{\sqrt{\operatorname{det} \gamma_{i j}^{(2)}}}{\gamma_{r r}^{(2)}}{ }^{(2)} \Gamma^{\phi}{ }_{r r}\right)-\frac{\partial}{\partial r}\left(\frac{\sqrt{\operatorname{det} \gamma_{i j}^{(2)}}}{\gamma_{r r}^{(2)}}{ }^{(2)} \Gamma^{\phi}{ }_{r \phi}\right)\right], \tag{46}
\end{align*}
$$

where ${ }^{(2)} R_{r \phi r \phi}$ and ${ }^{(2)} \Gamma^{\beta}{ }_{j k}$ are defined by using the generalized optical metric $\gamma_{i j}$ on the equatorial plane. $\operatorname{det} \gamma_{i j}^{(2)}$ is the determinant of the generalized optical metric in the equatorial plane.
$d S$ in Equation (45) becomes:

$$
\begin{equation*}
d S=\sqrt{\operatorname{det} \gamma^{(2)}} d r d \phi \tag{47}
\end{equation*}
$$

The surface integration of the Gaussian curvature in Equation (45) is rewritten explicitly as:

$$
\begin{equation*}
\iint_{R_{R} \square_{S}^{S_{\infty}}} K d S=\int_{\phi_{S}}^{\phi_{R}} \int_{r_{O E}}^{\infty} K \sqrt{\operatorname{det} \gamma^{(2)}} d r d \phi, \tag{48}
\end{equation*}
$$

where $r_{O E}$ means the solution of the orbit Equation.

### 7.3. Geodesic Curvature

Let us imagine a parameterized curve in a surface. Roughly speaking, the geodesic curvature of the parameterized curve is a measure of how different the curve is from the geodesic. The geodesic curvature of the parameterized curve is defined as the surface-tangential component of the acceleration (namely the geodesic curvature) of the curve. The normal curvature is defined as the surface-normal component of the acceleration. The normal curvature does not appear in the present paper because we consider only the curves on the equatorial plane.

The geodesic curvature in the vector form is defined as (see, e.g., Reference [63,64]):

$$
\begin{equation*}
\kappa_{g} \equiv T^{\prime} \cdot(T \times N) \tag{49}
\end{equation*}
$$

where, for a parameterized curve, $T$ denotes the unit tangent vector for the curve by reparameterizing the curve using its arc length, $T^{\prime}$ means its derivative with respect to the parameter, and $N$ indicates the unit normal vector for the surface. The geodesic curvature of a curve vanishes if the curve follows the geodesic. This zero is because the acceleration vector $T^{\prime}$ vanishes.

### 7.4. Photon Orbit with the Generalized Optical Metric

In this subsection, we discuss geometrical aspects of a photon orbit in terms of the generalized optical metric. The unit vector tangent to the spatial curve is generally expressed as:

$$
\begin{equation*}
e^{i} \equiv \frac{d x^{i}}{d \ell} \tag{50}
\end{equation*}
$$

where a parameter $\ell$ is defined by Equation (44).
The flight time $T$ of a light from the source to the receiver is obtained by performing the integral of Equation (41):

$$
\begin{equation*}
T=\int_{t_{S}}^{t_{R}} d t=\int_{S}^{R}\left(\sqrt{\gamma_{i j} d e^{i} d e^{j}}+\beta_{i} d e^{i}\right) d \ell \tag{51}
\end{equation*}
$$

The light ray follows the Fermat's principle, namely $\delta T=0$ [65]. The Lagrangian for a photon can be expressed as:

$$
\begin{equation*}
\mathcal{L}=\sqrt{\gamma_{i j} e^{i} e^{j}}+\beta_{i} e^{i} . \tag{52}
\end{equation*}
$$

From this, we obtain:

$$
\begin{align*}
\frac{d}{d \ell} \frac{\partial \mathcal{L}}{\partial e^{k}} & =\gamma_{i k} e^{i}, e^{l}+\gamma_{i k, l} e^{i} e^{l}+\beta_{k, i} e^{i},  \tag{53}\\
\frac{\partial \mathcal{L}}{\partial x^{k}} & =\frac{1}{2} \gamma_{i j, k} e^{i} e^{j}+\beta_{i, k} e^{i}, \tag{54}
\end{align*}
$$

where we used $\gamma_{i j} e^{i} e^{j}=1$ and the comma (,) defines the partial derivative. The Euler-Lagrange Equation is calculated as:

$$
\begin{equation*}
e^{j}, e^{l}+\gamma^{k j}\left(\gamma_{i k, l} e^{i} e^{l}-\frac{1}{2} \gamma_{i l, k} e^{i} e^{l}\right)=\gamma^{k j}\left(\beta_{l, k}-\beta_{k, l}\right) e^{l} . \tag{55}
\end{equation*}
$$

This leads to the Equation for the light ray [62]:

$$
\frac{d e^{i}}{d \ell}=-\gamma^{i l}\left(\gamma_{l j, k}-\frac{1}{2} \gamma_{j k, l}\right) e^{j} e^{k}+\gamma^{i j}\left(\beta_{k, j}-\beta_{j, k}\right) e^{k}
$$

Therefore, the geodesic Equation is equivalent to:

$$
\begin{align*}
e_{\mid j}^{i}{ }_{\mid j}^{j} & =\frac{d e^{i}}{d \ell}+{ }^{(3)} \Gamma^{i}{ }_{j k} e^{j} e^{k} \\
& =\frac{d e^{i}}{d \ell}+\gamma^{i l}\left(\gamma_{l j, k}-\frac{1}{2} \gamma_{j k, l}\right) e^{j} e^{k} \\
& =\gamma^{i j}\left(\beta_{k, j}-\beta_{j, k}\right) e^{k}, \tag{56}
\end{align*}
$$

where we define $\mid$ as the covariant derivative with respect to $\gamma_{i j} .{ }^{(3)} \Gamma^{i}{ }_{j k}$ means the Christoffel symbol by $\gamma_{i j}$.

The acceleration vector $a^{i}$ is defined by:

$$
\begin{equation*}
a^{i} \equiv e_{\mid j}^{i} e^{j}=\gamma^{i j}\left(\beta_{k \mid j}-\beta_{j \mid k}\right) e^{k}=\gamma^{i j}\left(\beta_{k, j}-\beta_{j, k}\right) e^{k} . \tag{57}
\end{equation*}
$$

By using the Levi-Civita symbol $\varepsilon_{i j k}$, we express the cross (outer) product: of $A$ and $B$ in the covariant manner:

$$
\begin{equation*}
\sqrt{\gamma} \varepsilon_{i j k} A^{j} B^{k}=(A \times B)_{i} \tag{58}
\end{equation*}
$$

The Levi-Civita tensor $\epsilon_{i j k}$ is defined by $\epsilon_{i j k} \equiv \sqrt{\gamma} \varepsilon_{i j k}$, where and $\varepsilon_{i j k}$ is the Levi-Civita symbol $\left(\varepsilon_{123}=1\right)$.

The Levi-Civita tensor $\epsilon_{i j k}$ in a three-dimensional satisfies:

$$
\begin{align*}
& \epsilon_{s j k} \epsilon^{s l m}=\sqrt{\gamma} \varepsilon_{s j k} \frac{1}{\sqrt{\gamma}} \varepsilon^{s l m}=\delta_{j}^{l} \delta_{k}^{m}-\delta_{j}^{m} \delta_{k}^{l}  \tag{59}\\
& \epsilon_{s j k} \epsilon_{l m}^{s}=\gamma_{j l} \gamma_{k m}-\gamma_{j m} \gamma_{k l} . \tag{60}
\end{align*}
$$

By using Equations (58)-(60), Equation (57) is rewritten as:

$$
\begin{equation*}
a^{i}=\gamma^{i j} e^{k} \epsilon_{s j k}(\nabla \times \beta)^{s} \tag{61}
\end{equation*}
$$

Vector $a^{i}$ is the spatial vector representing the acceleration due to $\beta_{i}$. In particular, $a^{i}$ is caused in gravitomagnetism [66]. To be more precise, the gravitomagnetic vector has an analogy to the Lorentz force in electromagnetism $\propto v \times\left(\nabla \times A_{m}\right)$, in which $A_{m}$ denotes the vector potential. The vector potential is defined as $B=\nabla \times A_{m}, E=-\nabla \phi-\frac{\partial A_{m}}{\partial t}$, where $E$ and $B$ are the electric and magnetic fields, respectively, and the electric potential is $\phi$.
$\gamma_{i j}$ is not an induced metric but the generalized optical metric. If $\beta_{i}$ is nonvanishing, the photon orbit may be different from a geodesic in ${ }^{(3)} M$ with $\gamma_{i j}$, even though the light ray in the four-dimensional spacetime follows the null geodesic.

In a stationary and axisymmetric spacetime, it is always possible to find out coordinates such that $g_{0 i}$ can vanish and $a^{i}=0$. In this case, the photon orbit is considered a spatial geodesic curve in ${ }^{(3)} M$.

We study axisymmetric cases which allow $g_{0 i} \neq 0$. Therefore, geodesic curvature $\kappa_{g}$ does not always vanish in the photon orbit in the Gauss-Bonnet theorem because the geodesic curvature $\kappa_{g}$ for a photon orbit is due to the gravitomagnetic effect. This nonvanishing $\kappa_{g}$ for the photon orbit leads to a crucial difference from the SSS case $[38,39]$.

### 7.5. Geodesic Curvature of a Photon Orbit

Equation (49) is rearranged to be in the tensor form:

$$
\begin{equation*}
\kappa_{g}=\epsilon_{i j k} N^{i} a^{j} e^{k} \tag{62}
\end{equation*}
$$

where $\vec{T}$ and $\vec{T}^{\prime}$ correspond to $e^{k}$ and $a^{j}$, respectively.
In this paper, the acceleration vector of the photon orbit depends on $\beta_{i}$. Hence, the geodesic curvature for the photon orbit also depends on it. A nonvanishing integral of the geodesic curvature along the light ray appears in the Gauss-Bonnet theorem in Equation (8).

Substituting Equation (57) into $a^{i}$ in Equation (62) leads to:

$$
\begin{align*}
\kappa_{g} & =\epsilon_{i j k} N^{i} \gamma^{j l}\left(\beta_{n \mid l}-\beta_{l \mid n}\right) e^{n} e^{k} \\
& =\gamma^{j a} N^{i} e^{k} e^{b} \epsilon_{i j k} \epsilon_{s a b} \epsilon^{s m l} \beta_{l \mid m} \\
& =N_{i} e_{k} e^{b}\left(\delta^{i}{ }_{s} \delta^{k}{ }_{b}-\delta^{i}{ }_{b} \delta^{k}{ }_{s}\right) \epsilon^{s m l} \beta_{l \mid m} \\
& =-\epsilon^{i j k} N_{i} \beta_{j \mid k} \tag{63}
\end{align*}
$$

where we used $\gamma_{i j} e^{i} e^{j}=1$ and $\gamma_{i j} e^{i} N^{j}=0$. The unit vector normal to the equatorial plane is:

$$
\begin{equation*}
N_{p}=\frac{1}{\sqrt{\gamma^{\theta \theta}}} \delta_{p}^{\theta} \tag{64}
\end{equation*}
$$

where the upward direction is chosen without loss of generality.
For the equatorial plane, we obtain:

$$
\begin{equation*}
\epsilon^{\theta p q} \beta_{q \mid p}=-\frac{1}{\sqrt{\gamma}} \beta_{\phi, r} \tag{65}
\end{equation*}
$$

where we use $\epsilon^{\theta r \phi}=-1 / \sqrt{\gamma}$ and $\beta_{r, \phi}=0$ because of the axisymmetry.
By using Equations (64) and (65), $\kappa_{g}$ in Equation (63) becomes:

$$
\begin{equation*}
\kappa_{g}=-\frac{1}{\sqrt{\gamma \gamma^{\theta \theta}}} \beta_{\phi, r} \tag{66}
\end{equation*}
$$

By using Equation (44), the line element in the path integral is obtained as:

$$
\begin{equation*}
d \ell=\sqrt{\gamma_{r r}\left(\frac{d r}{d \phi}\right)^{2}+\gamma_{\phi \phi}} d \phi \tag{67}
\end{equation*}
$$

where $\theta=\pi / 2$.

### 7.6. Geodesic Curvature of a Circular arc Segment

In a flat space, the geodesic curvature $\kappa$ of the circular arc segment of radius $R$ is obtained as:

$$
\begin{equation*}
\kappa=\frac{1}{R} . \tag{68}
\end{equation*}
$$

The geodesic curvature $\bar{\kappa}_{g}$ of a circular arc segment of radius $R_{c}=R_{\infty}$ is obtained as:

$$
\begin{equation*}
\bar{\kappa}_{g}=\frac{1}{R}_{c^{\prime}} \tag{69}
\end{equation*}
$$

where the radius $R_{c}$ is sufficiently larger than $r_{R}$ and $r_{S}$ and the circular arc segment is in the asymptotically flat region.

Equation (44) becomes $d \ell^{2}=d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right)$ because we assume an asymptotically flat spacetime. Hence, the line element in the path integral of $\bar{\kappa}_{g}$ is obtained as:

$$
\begin{equation*}
d \ell=R_{c} d \phi, \tag{70}
\end{equation*}
$$

where we choose $\theta=\pi / 2$ and $r=R_{c}$ for the circular arc segment.
Therefore, the path integral of $\bar{\kappa}_{g}$ in Equation (45) is rewritten as:

$$
\begin{equation*}
\int_{S_{\infty}}^{R_{\infty}} \bar{\kappa}_{g} d \ell=\int_{\phi_{S}}^{\phi_{R}} d \phi=\phi_{R}-\phi_{S}=\phi_{R S}, \tag{71}
\end{equation*}
$$

where we denote the angular coordinate values of the receiver and the source as $\phi_{R}$ and $\phi_{S}$, respectively.

### 7.7. Impact Parameter and Light Rays

By using Equation (39), we study the orbit Equation on the equatorial plane. The Lagrangian for a photon in the equatorial plane is obtained as:

$$
\begin{equation*}
\hat{\mathcal{L}}=-A(r) \dot{t}^{2}-2 H(r) \dot{t} \dot{\phi}+B(r) \dot{r}^{2}+D(r) \dot{\phi}^{2} \tag{72}
\end{equation*}
$$

where the dot denotes the derivative with respect to the affine parameter and the functions $A(r), B(r), D(r)$, and $H(r)$ mean, to be rigorous, $A(r, \pi / 2), B(r, \pi / 2), D(r, \pi / 2)$, and $H(r, \pi / 2)$ respectively.

The metric (or the Lagrangian $\hat{\mathcal{L}}$ in the 4-dimensional spacetime) is independent from $t$ and $\phi$. Therefore:

$$
\begin{aligned}
& \frac{d}{d \ell} \frac{\partial \hat{\mathcal{L}}}{\partial \dot{t}}=0, \\
& \frac{d}{d \ell} \frac{\partial \hat{\mathcal{L}}}{\partial \dot{\phi}}=0 .
\end{aligned}
$$

Then, associated with the two Killing vectors $\xi^{\mu}=(1,0,0,0)$ and $\bar{\xi}^{\mu}=(0,0,0,1)$, respectively:

$$
\begin{align*}
& \frac{\partial \hat{\mathcal{L}}}{\partial \dot{t}}=g_{\mu \nu} \xi^{\mu} k^{v} \\
& \frac{\partial \hat{\mathcal{L}}}{\partial \dot{\phi}}=g_{\mu \nu} \bar{\xi}^{\mu} k^{v} \tag{73}
\end{align*}
$$

where $k^{\mu}=\frac{d x^{\mu}}{d \ell}$ is the vector tangent to the light ray in the four-dimensional spacetime. There are two constants of motion:

$$
\begin{align*}
E & =A(r) \dot{t}+H(r) \dot{\phi}  \tag{74}\\
L & =D(r) \dot{\phi}-H(r) \dot{t} \tag{75}
\end{align*}
$$

where $E$ denotes the energy of the photon and $L$ means the angular momentum of the photon. The impact parameter of the photon is defined as:

$$
\begin{align*}
b & \equiv \frac{L}{E} \\
& =\frac{-H(r) \dot{t}+D(r) \dot{\phi}}{A(r) \dot{t}+H(r) \dot{\phi}} \\
& =\frac{-H(r)+D(r) \frac{d \phi}{d t}}{A(r)+H(r) \frac{d \phi}{d t}} . \tag{76}
\end{align*}
$$

In terms of the impact parameter $b, \hat{\mathcal{L}}=0$ can be considered as the orbit Equation:

$$
\begin{equation*}
\left(\frac{d r}{d \phi}\right)^{2}=\frac{A(r) D(r)+H^{2}(r)}{B(r)} \frac{D(r)-2 H(r) b-A(r) b^{2}}{[H(r)+A(r) b]^{2}} \tag{77}
\end{equation*}
$$

where we used Equation (39). By introducing $u \equiv 1 / r$, we rewrite the orbit Equation as:

$$
\begin{equation*}
\left(\frac{d u}{d \phi}\right)^{2}=F(u) \tag{78}
\end{equation*}
$$

where $F(u)$ is:

$$
\begin{equation*}
F(u)=\frac{u^{4}\left(A D+H^{2}\right)\left(D-2 H b-A b^{2}\right)}{B(H+A b)^{2}} . \tag{79}
\end{equation*}
$$

We examine the angles ( $\Psi_{R}$ and $\Psi_{S}$ in Figure 10) at the receiver position and the source one. The unit vector tangent to the photon orbit in ${ }^{(3)} M$ is $e^{i}$. Its components on the equatorial plane are expressed as:

$$
\begin{equation*}
e^{i}=\frac{1}{\xi}\left(\frac{d r}{d \phi}, 0,1\right) \tag{80}
\end{equation*}
$$

where $\xi$ satisfies:

$$
\begin{equation*}
\frac{1}{\bar{\xi}}=\frac{A(r)[H(r)+A(r) b]}{A(r) D(r)+H^{2}(r)} \tag{81}
\end{equation*}
$$

This can be derived also from $\gamma_{i j} e^{i} e^{j}=1$ by using Equation (77).
In the equatorial plane, the unit radial vector is:

$$
\begin{equation*}
R^{i}=\left(\frac{1}{\sqrt{\gamma_{r r}}}, 0,0\right) \tag{82}
\end{equation*}
$$

where the outgoing direction is chosen for a sign convention.
By using the inner product between $e^{i}$ and $R^{i}$, we therefore define the angle as:

$$
\begin{align*}
\cos \Psi & \equiv \gamma_{i j} e^{i} R^{j} \\
& =\sqrt{\gamma_{r r}} \frac{A(r)[H(r)+A(r) b]}{A(r) D(r)+H^{2}(r)} \frac{d r}{d \phi} \tag{83}
\end{align*}
$$

where Equations (80)-(82) are used. This is rewritten as:

$$
\begin{equation*}
\sin \Psi=\frac{H(r)+A(r) b}{\sqrt{A(r) D(r)+H^{2}(r)}} \tag{84}
\end{equation*}
$$

where Equation (77) is used. We should note that $\sin \Psi$ in Equation (84) is more useful in practical calculations, because it needs only the local quantities. On the other hand, $\cos \Psi$ by Equation (83) needs the derivative $d r / d \phi$. In addition, the domain of this $\Psi$ is $0 \leq \Psi \leq \pi$ and, hence, $\sin \Psi$ is always positive.

By substituting $r_{R}$ and $r_{S}$ into $r$ of Equation (84), we obtain $\sin \Psi_{R}$ and $\sin \Psi_{S}$, respectively We note that the range of the principal value of $y=\arcsin x$ is $-\frac{\pi}{2} \leq y \leq \frac{\pi}{2}$ as usual. However, the range of $\Psi_{R}\left(\Psi_{S}\right)$ is $0 \leq \Psi_{R}\left(\Psi_{S}\right) \leq \pi$. By using the usual principal value, Equation (84) for ( $\Psi_{R}$ ) and $\left(\Psi_{S}\right)$ becomes:

$$
\begin{align*}
\sin \Psi_{R} & =\frac{H\left(r_{R}\right)+A\left(r_{R}\right) b}{\sqrt{A\left(r_{R}\right) D\left(r_{R}\right)+H^{2}\left(r_{R}\right)}}  \tag{85}\\
\sin \left(\pi-\Psi_{S}\right) & =\frac{H\left(r_{S}\right)+A\left(r_{S}\right) b}{\sqrt{A\left(r_{S}\right) D\left(r_{S}\right)+H^{2}\left(r_{S}\right)}} \tag{86}
\end{align*}
$$

respectively because $\Psi_{R}$ is an acute angle and $\Psi_{S}$ is an obtuse angle as shown by Figure 10 .


Figure 10. $\Psi_{R}$ and $\Psi_{S}: \Psi_{R}$ is the angle between the radial direction and the light ray at the receiver position. $\Psi_{S}$ is that at the source position.

### 7.8. Gravitational Deflection Light in the Axisymmetric Case

We define:

$$
\begin{equation*}
\alpha \equiv \Psi_{R}-\Psi_{S}+\phi_{R S} \tag{87}
\end{equation*}
$$

for the equatorial plane in the axisymmetric spacetime. This definition apparently depends on the angular coordinate $\phi$. By using the Gauss-Bonnet theorem in Equation (8), this Equation is rearranged as:

$$
\begin{equation*}
\alpha=-\iint_{\mathcal{R}_{R}^{\infty} \square_{S}^{\infty}} K d S-\int_{R}^{S} \kappa_{g} d \ell . \tag{88}
\end{equation*}
$$

Here, $d \ell$ is positive when the photon is in the prograde motion, whereas it is negative for the retrograde case. Equation (88) means that $\alpha$ is coordinate-invariant for the axisymmetric case. Up until now, we did not use any Equations for gravitational fields. Therefore, the above discussion and results still stand not only in the theory of general relativity but also in a general class of metric theories of gravity only if the light ray in the four-dimensional spacetime is a null geodesic.

## 8. Weak Deflection of Light in Kerr Spacetime

### 8.1. Kerr Spacetime and $\gamma_{i j}$

In this section, we focus on the weak deflection of light in the Kerr spacetime as an axisymmetric example. Kerr metric in the Boyer-Lindquist form is expressed as:

$$
\begin{align*}
d s^{2}= & -\left(1-\frac{2 M r}{\Sigma}\right) d t^{2}-\frac{4 a M r \sin ^{2} \theta}{\Sigma} d t d \phi \\
& +\frac{\Sigma}{\Delta} d r^{2}+\Sigma d \theta^{2}+\left(r^{2}+a^{2}+\frac{2 a^{2} M r \sin ^{2} \theta}{\Sigma}\right) \sin ^{2} \theta d \phi^{2} \tag{89}
\end{align*}
$$

where $\Sigma$ and $\Delta$ are defined as:

$$
\begin{align*}
& \Sigma \equiv r^{2}+a^{2} \cos ^{2} \theta  \tag{90}\\
& \Delta \equiv r^{2}-2 M r+a^{2} \tag{91}
\end{align*}
$$

Using the Gauss-Bonnet theorem, the deflection angle of light in the Kerr spacetime was calculated for the asymptotic source and receiver by Werner [67]. However, his method based on the osculating metric is limited within the asymptotic case. Later, Ono et al. developed a different approach using the Gauss-Bonnet theorem that enables the calculation of the deflection angle for the finite distance case in the Kerr spacetime [42].

By using Equations (42) and (43), the generalized optical metric $\gamma_{i j}$ and the gravitomagnetic term $\beta_{i}$ for the Kerr metric are obtained as:

$$
\begin{align*}
\gamma_{i j} d x^{i} d x^{j}= & \frac{\Sigma^{2}}{\Delta(\Sigma-2 M r)} d r^{2}+\frac{\Sigma^{2}}{(\Sigma-2 M r)} d \theta^{2} \\
& +\left(r^{2}+a^{2}+\frac{2 a^{2} M r \sin ^{2} \theta}{(\Sigma-2 M r)}\right) \frac{\Sigma \sin ^{2} \theta}{(\Sigma-2 M r)} d \phi^{2},  \tag{92}\\
\beta_{i} d x^{i}= & -\frac{2 a M r \sin ^{2} \theta}{(\Sigma-2 M r)} d \phi . \tag{93}
\end{align*}
$$

Note that $\gamma_{i j}$ has no linear terms in the Kerr spin parameter a because only $g_{0 i}$ in $g_{\mu \nu}$ has a linear term in $a$ and $g_{0 i} \propto H$ contributes to $\gamma_{i j}$ through a quadratic term $g_{0 i} g_{0 j} \propto H^{2}$, as shown by Equation (42).

In order to calculate the Gaussian curvature $K$ of the equatorial plane, the geodesic curvature $\kappa_{g}$ of the light ray and the geodesic curvature $\overline{\kappa_{g}}$ of the circular arc of an infinite radius and of the angles $\Psi_{R}$ and $\Psi_{S}$, we use two approximations for the weak field and slow rotation, where $M$ and $a$ play roles as book-keeping parameters though they are dimensional quantities.

By using Equation (77), we obtain the orbit Equation:

$$
\begin{align*}
\left(\frac{d r}{d \phi}\right)^{2} & =\frac{b^{2}\left\{\frac{a^{2}}{b^{2}}+\frac{r}{b}\left(\frac{r}{b}-\frac{2 M}{b}\right)\right\}^{2}\left\{\frac{a^{2}}{b^{2}}\left(\frac{2 M}{b}+\frac{r}{b}\right)-\frac{4 a M}{b^{2}}+\frac{2 M}{b}-\frac{r}{b}+\frac{r^{3}}{b^{3}}\right\}}{\frac{r}{b}\left\{\frac{2 a M}{b^{2}}+\frac{r}{b}-\frac{2 M}{b}\right\}^{2}} \\
& =\frac{r^{4}}{b^{2}}-r^{2}+2 M r-\frac{4 r^{3}}{b^{3}} a M+\mathcal{O}\left(a^{2}\right) \tag{94}
\end{align*}
$$

where the weak-field and slow-rotation approximations are used in the last line. There are no $M$-squared terms in the last line. The orbit Equation becomes:

$$
\begin{equation*}
\left(\frac{d u}{d \phi}\right)^{2}=F(u)=\frac{1}{b^{2}}-u^{2}+2 M u^{3}-\frac{4 u}{b^{3}} a M+\mathcal{O}\left(a^{2} u^{4}\right) \tag{95}
\end{equation*}
$$

We solve iteratively Equation (95). In order to find the zeroth-order solution, we solve the truncated Equation (95):

$$
\begin{equation*}
\left(\frac{d u}{d \phi}\right)^{2}=\frac{1}{b^{2}}-u^{2}+\mathcal{O}\left(M u^{3}, a M u^{4}, a^{2} u^{4}\right) \tag{96}
\end{equation*}
$$

The zeroth-order solution for this Equation is:

$$
\begin{equation*}
u=\frac{\sin \phi}{b} \tag{97}
\end{equation*}
$$

where we use $\left.\frac{d u}{d \phi}\right|_{\phi=\pi / 2}=0$ as the boundary condition. This condition means that the closest approach of the photon orbit is expressed as $r=r_{0}=1 / u_{0}, \phi=\pi / 2$. We assume that the linear-order solution with $M$ is $u=\frac{\sin \phi}{b}+u_{1}(\phi) M$. In order to obtain $u_{1}(\phi)$, we substitute this expression of $u$ into the Equation (95) with terms linear in $M$ :

$$
\begin{equation*}
\left(\frac{d u}{d \phi}\right)^{2}=\frac{1}{b^{2}}-u^{2}+2 M u^{3}+\mathcal{O}\left(a M u^{4}, a^{2} u^{4}\right) \tag{98}
\end{equation*}
$$

$u_{1}(\phi)$ is thus obtained as:

$$
\begin{equation*}
u_{1}(\phi)=\frac{1}{b^{2}}\left(1+\cos ^{2} \phi\right) \tag{99}
\end{equation*}
$$

where we used the boundary condition mentioned above. The solution with $a$ is in a form of $u=$ $\frac{\sin \phi}{b}+\frac{M}{b^{2}}\left(1+\cos ^{2} \phi\right)+u_{2}(\phi) a$. Since Equation (95) does not include any linear term in $a$, we find $u_{2}(\phi)=0$. The solution with $a M$ is $u=\frac{\sin \phi}{b}+\frac{M}{b^{2}}\left(1+\cos ^{2} \phi\right)+u_{3}(\phi) a M$. We substitute this solution into Equation (95):

$$
\begin{equation*}
\frac{a M}{b}\left\{b^{3} \frac{d u_{3}(\phi)}{d \phi} \cos \phi+b^{3} u_{3}(\phi) \sin \phi+2 \sin \phi\right\}+\mathcal{O}\left(a^{2} u^{4}\right)=0 . \tag{100}
\end{equation*}
$$

Hence, $u_{3}(\phi)$ is obtained as:

$$
\begin{equation*}
u_{3}(\phi)=-\frac{2}{b^{3}} \tag{101}
\end{equation*}
$$

Bringing the above results together, the iterative solution of Equation (95) is expressed as:

$$
\begin{equation*}
u=\frac{\sin \phi}{b}+\frac{M}{b^{2}}\left(1+\cos ^{2} \phi\right)-\frac{2 a M}{b^{3}}+\mathcal{O}\left(\frac{M^{2}}{b^{3}}, \frac{a^{2}}{b^{3}}\right) . \tag{102}
\end{equation*}
$$

Next, we solve Equation (102) for $\phi$. We obtain $\phi$ as:

$$
\phi=\left\{\begin{array}{ll}
\arcsin (b u)+\frac{-2+b^{2} u^{2}}{b \sqrt{1-b^{2} u^{2}} M+\frac{2 a M}{b^{2} \sqrt{1-b^{2} u^{2}}}+\mathcal{O}\left(\frac{M^{2}}{b^{3}}, \frac{a^{2}}{b^{3}}\right)} \quad\left(|\phi|<\frac{\pi}{2}\right)  \tag{103}\\
\pi-\arcsin (b u)-\frac{-2+b^{2} u^{2}}{b \sqrt{1-b^{2} u^{2}}} M-\frac{2 a M}{b^{2} \sqrt{1-b^{2} u^{2}}}+\mathcal{O}\left(\frac{M^{2}}{b^{3}}, \frac{a^{2}}{b^{3}}\right) & \left(\frac{\pi}{2}<|\phi|\right)
\end{array},\right.
$$

where we can choose the domain of $\phi$ to be $-\pi \leq \phi<\pi$ without loss of generality. In the following, the range of the angular coordinate value $\phi_{S}$ at the source point is $-\frac{\pi}{2} \leq \phi_{S}<\frac{\pi}{2}$ and the range of the angular coordinate value $\phi_{R}$ at the receiver point is $\left|\phi_{R}\right|>\frac{\pi}{2}$. We find $|b u|<1$ because the square root in Equation (103) must be real and nonzero, and the values of $b$ and $u$ are positive. Therefore, $b u$ satisfies $0<b u<1$ in our calculation.

### 8.2. Gaussian Curvature on the Equatorial Plane

Let us explain how to compute the Gaussian curvature by using Equation (46). In the Kerr case, it becomes:

$$
\begin{align*}
K & =\frac{M\left(-6 r\left(a^{2}+M^{2}\right)+6 a^{2} M+7 M r^{2}-2 r^{3}\right)}{r^{5}(r-2 M)} \\
& =-\frac{2 M}{r^{3}}+\mathcal{O}\left(\frac{M^{2}}{r^{4}}, \frac{a^{2} M}{r^{5}}\right), \tag{104}
\end{align*}
$$

where the weak-field and slow-rotation approximations are used in the last line.

Next, we discuss the area element on the equatorial plane by using Equation (47). In the Kerr case, the area element of the equatorial plane is expressed as:

$$
\begin{equation*}
d S=\left[r+3 M+\mathcal{O}\left(M^{2} / r\right)\right] d r d \phi \tag{105}
\end{equation*}
$$

By using Equations (104) and (105), the surface integral of the Gaussian curvature in Equation (88) is performed as:

$$
\begin{align*}
&-\iint_{R}^{R_{\infty} \square_{S}^{S_{\infty}}} \\
& K d S=\int_{\phi S}^{\phi_{R}} \int_{\infty}^{r_{O E}}\left(-\frac{2 M}{r^{3}} r\right) d r d \phi+\mathcal{O}\left(\frac{M^{2}}{b^{2}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
&=2 M \int_{\phi_{S}}^{\phi_{R}} \int_{0}^{\frac{1}{b} \sin \phi+\frac{M}{b^{2}}\left(1+\cos ^{2} \phi\right)-\frac{2 a M}{b^{3}}} d u d \phi+\mathcal{O}\left(\frac{M^{2}}{b^{2}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
&=2 M \int_{\phi_{S}}^{\phi_{R}}\left[\frac{1}{b} \sin \phi\right] d \phi+\mathcal{O}\left(\frac{M^{2}}{b^{2}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
&=\frac{2 M}{b}\left[\cos \phi_{S}-\cos \phi_{R}\right]+\mathcal{O}\left(\frac{M^{2}}{b^{2}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right)  \tag{106}\\
&=\frac{2 M}{b}\left[\sqrt{1-b^{2} u_{S}^{2}}+\sqrt{1-b^{2} u_{R^{2}}}\right]+\mathcal{O}\left(\frac{M^{2}}{b^{2}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right)
\end{align*}
$$

where $r_{O E}$ in the first line is the solution of Equation (94), we transform the integral variable as $r=1 / u$ in the second line, and we used $\cos \phi_{S}=\sqrt{1-b^{2} u_{S}{ }^{2}}+\mathcal{O}(M / b)$ and $\cos \phi_{R}=-\sqrt{1-b^{2} u_{R}{ }^{2}}+$ $\mathcal{O}(M / b)$ from Equation (103) in the last line.

### 8.3. Path Integral of $\kappa_{g}$

Substituting Equation (93) into $\beta_{i}$ in Equation (66) leads to:

$$
\begin{align*}
\kappa_{g} & =-\frac{2 a M}{r^{2}(r-2 M)}\left(\frac{1-\frac{2 M}{r}+\frac{a^{2}}{r^{2}}}{1+\frac{a^{2}}{r^{2}}+\frac{2 a^{2} M}{r^{3}}}\right)^{1 / 2} \\
& =-\frac{2 a M}{r^{3}}+\mathcal{O}\left(\frac{a M^{2}}{r^{4}}\right) \tag{107}
\end{align*}
$$

where the weak-field and slow-rotation approximations are used in the last line. We stress that the terms of $a^{n} M(n \geq 2)$ do not exist in this expression.

The line element for the path integral by Equation (67) becomes:

$$
\begin{equation*}
d \ell=\left[\frac{b}{\sin ^{2} \phi}+\mathcal{O}(M)\right] d \phi \tag{108}
\end{equation*}
$$

where Equation (102) was used for a relation between $r$ and $\phi$.
By using Equations (107) and (108), the path integral of $\kappa_{g}$ in Equation (88) is performed as:

$$
\begin{align*}
-\int_{R}^{S} \kappa_{g} d \ell & =-\int_{S}^{R} \frac{2 a M}{r^{3}} d \ell+\mathcal{O}\left(\frac{a M^{2}}{r^{4}}\right) \\
& =-\frac{2 a M}{b^{2}} \int_{\phi_{S}}^{\phi_{R}} \sin \phi d \phi+\mathcal{O}\left(\frac{a M^{2}}{r^{4}}\right) \\
& =-\frac{2 a M}{b^{2}}\left[\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right]+\mathcal{O}\left(\frac{a M^{2}}{b^{3}}\right) \tag{109}
\end{align*}
$$

Here, we assumed $d \ell>0$, such that the orbital angular momentum can be parallel with the spin of the black hole, and we used a linear approximation of the photon orbit as $1 / r=u=$ $\sin \phi / b+\mathcal{O}\left(M / b^{2}, a M / b^{3}\right)$ from Equation (102). In the retrograde case, $d \ell$ becomes negative and the magnitude of the above path integral thus remains the same but the sign of the integral is opposite.

## 8.4. $\phi_{R S}$ Part

The displacement of the angular coordinate $\phi$ in Equation (87) is computed as:

$$
\begin{align*}
\phi_{R S} & =\int_{S}^{R} d \phi \\
& =2 \int_{0}^{u_{0}} \frac{1}{\sqrt{F(u)}} d u+\int_{u_{S}}^{0} \frac{1}{\sqrt{F(u)}} d u+\int_{u_{R}}^{0} \frac{1}{\sqrt{F(u)}} d u, \tag{110}
\end{align*}
$$

where the orbit equation of Equation (78) was used. We substitute Equation (95) into $F(u)$ in Equation (110) to obtain:

$$
\begin{align*}
\phi_{R S}= & \int_{u_{S}}^{u_{0}}\left(\frac{1}{\sqrt{u_{0}^{2}-u^{2}}}+M \frac{u_{0}^{3}-u^{3}}{\left(u_{0}^{2}-u^{2}\right)^{3 / 2}}-2 a M \frac{u_{0}^{3}\left(u_{0}-u\right)}{\left(u_{0}^{2}-u^{2}\right)^{3 / 2}}\right) d u \\
& +\int_{u_{R}}^{u_{0}}\left(\frac{1}{\sqrt{u_{0}^{2}-u^{2}}}+M \frac{u_{0}^{3}-u^{3}}{\left(u_{0}^{2}-u^{2}\right)^{3 / 2}}-2 a M \frac{u_{0}^{3}\left(u_{0}-u\right)}{\left(u_{0}^{2}-u^{2}\right)^{3 / 2}}\right) d u \\
& +\mathcal{O}\left(M^{2} u_{0}^{2}, a^{2} u_{0}^{2}\right) \\
= & \left(\frac{\pi}{2}-\arcsin \left(\frac{u_{S}}{u_{0}}\right)+M \frac{\left(2 u_{0}+u_{S}\right) \sqrt{u_{0}^{2}-u_{S}^{2}}}{u_{0}+u_{S}}-2 a M \frac{u_{0}^{3} \sqrt{u_{0}^{2}-u_{S}^{2}}}{u_{0}^{2}+u_{0} u_{S}}\right) \\
& +\left(\frac{\pi}{2}-\arcsin \left(\frac{u_{R}}{u_{0}}\right)+M \frac{\left(2 u_{0}+u_{R}\right) \sqrt{u_{0}^{2}-u_{R}^{2}}}{u_{0}+u_{R}}-2 a M \frac{u_{0}^{3} \sqrt{u_{0}^{2}-u_{R}^{2}}}{u_{0}^{2}+u_{0} u_{R}}\right) \\
& +\mathcal{O}\left(M^{2} u_{0}^{2}, a^{2} u_{0}^{2}\right), \tag{111}
\end{align*}
$$

where the prograde case is assumed. In the retrograde motion, the sign of the linear term in $a$ is opposite. In Equation (111), the impact parameter $b$ is rewritten in terms of the closest approach $u_{0}$ for the integration from $u_{S}\left(\right.$ or $\left.u_{R}\right)$ to $u_{0}$. Namely, Equation (95) tells us the relation between the impact parameter $b$ and the inverse of the closest approach $u_{0}$ as $b=u_{0}^{-1}+M-2 a M u_{0}+\mathcal{O}\left(M^{2} u_{0}, a^{2} u_{0}\right)$ in the weak-field and slow-rotation approximations. By making use of this relation, Equation (111) is rearranged as:

$$
\begin{align*}
\phi_{R S}= & \pi-\arcsin \left(b u_{S}\right)-\arcsin \left(b u_{R}\right)+\frac{M\left(2-b^{2} u_{S}^{2}\right)}{b \sqrt{1-b^{2} u_{S}^{2}}}+\frac{M\left(2-b^{2} u_{R}^{2}\right)}{b \sqrt{1-b^{2} u_{R}^{2}}} \\
& -\frac{2 a M}{b^{2}}\left[\frac{1}{\sqrt{1-b^{2} u_{S}^{2}}}+\frac{1}{\sqrt{1-b^{2} u_{R}^{2}}}\right]+\mathcal{O}\left(M^{2} / b^{2}, a^{2} / b^{2}\right) \tag{112}
\end{align*}
$$

The first line of this equation recovers Equation (32) of Reference [38].

## 8.5. $\Psi$ Parts

In the Kerr spacetime by Equation (89), Equation (85) is:

$$
\begin{align*}
\sin \Psi_{R} & =\frac{b}{r_{R}} \times \frac{1-\frac{2 M}{r_{R}}+\frac{2 a M}{b r_{R}}}{\sqrt{1-\frac{2 M}{r_{R}}+\frac{a^{2}}{r_{R}{ }^{2}}}}, \\
& =\frac{b}{r_{R}}\left(1-\frac{M}{r_{R}}+\frac{2 a M}{b r_{R}}\right)+\mathcal{O}\left(\frac{M^{2}}{r_{R}{ }^{2}}, \frac{a^{2}}{r_{R}{ }^{2}}, \frac{a M^{2}}{r_{R}{ }^{3}}\right) \\
& =b u_{R}\left(1-M u_{R}+\frac{2 a M u_{R}}{b}\right)+\mathcal{O}\left(M^{2} u_{R}{ }^{2}, a^{2} u_{R}{ }^{2}, a M^{2} u_{R}{ }^{3}\right), \tag{113}
\end{align*}
$$

and Equation (86) is calculated as:

$$
\begin{equation*}
\sin \left(\pi-\Psi_{S}\right)=b u_{S}\left(1-M u_{S}+\frac{2 a M u_{S}}{b}\right)+\mathcal{O}\left(M^{2} u_{S}^{2}, a^{2} u_{S}^{2}, a M^{2} u_{S}^{3}\right) \tag{114}
\end{equation*}
$$

where $r_{R}=1 / u_{R}, r_{S}=1 / u_{S}$ and we used the weak-field and slow-rotation approximations. By combining Equations (113) and (114), we obtain $\Psi_{R}$ and $\Psi_{S}$ as:

$$
\begin{align*}
\Psi_{R} & =\arcsin \left[b u_{R}\left(1-M u_{R}+\frac{2 a M u_{R}}{b}\right)\right]+\mathcal{O}\left(M^{2} u_{R}{ }^{2}, a^{2} u_{R}{ }^{2}, a M^{2} u_{R}{ }^{3}\right) \\
& =\arcsin \left(b u_{R}\right)-\frac{M b u_{R}{ }^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{2 a M u_{R}{ }^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\mathcal{O}\left(M^{2} u_{R}{ }^{2}, a^{2} u_{R}{ }^{2}, a M^{2} u_{R}{ }^{3}\right), \\
\pi-\Psi_{S} & =\arcsin \left(b u_{S}\right)-\frac{M b u_{S}{ }^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}+\frac{2 a M u_{S}{ }^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}+\mathcal{O}\left(M^{2} u_{S}{ }^{2}, a^{2} u_{S}{ }^{2}, a M^{2} u_{S}{ }^{3}\right) . \tag{115}
\end{align*}
$$

By combining these relations, we obtain the $\Psi$ part in Equation (87) as:

$$
\begin{align*}
\Psi_{R}-\Psi_{S}= & \arcsin \left(b u_{R}\right)+\arcsin \left(b u_{S}\right)-\pi-\frac{M b u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}-\frac{M b u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}} \\
& +\frac{2 a M u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{2 a M u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}+\mathcal{O}\left(M^{2} u_{R}^{2}, M^{2} u_{S}^{2}, a^{2} u_{R}^{2}, a^{2} u_{S}^{2}, a M^{2} u_{R}^{3}, a M^{2} u_{S}^{3}\right) . \tag{116}
\end{align*}
$$

8.6. Deflection of Light in Kerr Spacetime

On the equatorial plane in the Kerr spacetime, the deflection angle of light is described by Equations (87) and (88). Let us examine whether the two results agree with each other.

First, we substitute Equations (112) and (116) into Equation (87). We obtain the deflection angle of light as:

$$
\begin{align*}
\alpha_{\text {prog }}= & \arcsin \left(b u_{R}\right)+\arcsin \left(b u_{S}\right)-\pi-\frac{M b u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}-\frac{M b u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}} \\
& +\frac{2 a M u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{2 a M u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}} \\
& +\pi-\arcsin \left(b u_{S}\right)-\arcsin \left(b u_{R}\right)+\frac{M\left(2-b^{2} u_{S}^{2}\right)}{b \sqrt{1-b^{2} u_{S}^{2}}}+\frac{M\left(2-b^{2} u_{R}^{2}\right)}{b \sqrt{1-b^{2} u_{R}^{2}}} \\
& -\frac{2 a M}{b^{2}}\left[\frac{1}{\sqrt{1-b^{2} u_{S}^{2}}}+\frac{1}{\sqrt{1-b^{2} u_{R}^{2}}}\right]+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right) \\
= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& -\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right) \tag{117}
\end{align*}
$$

where the prograde orbit of light is assumed. For the retrograde motion, we obtain:

$$
\begin{align*}
\alpha_{\text {retro }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S^{2}}}\right) \\
& +\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right) . \tag{118}
\end{align*}
$$

Next, we substitute Equations (106) and (109) into Equation (88). Then, we obtain the deflection angle of light in the prograde motion as:

$$
\begin{align*}
\alpha_{\text {prog }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& -\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right), \tag{119}
\end{align*}
$$

and the deflection angle for the retrograde case as:

$$
\begin{align*}
\alpha_{\text {retro }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& +\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right) . \tag{120}
\end{align*}
$$

Note that the $a^{2}$ terms in the deflection angle in Equation (87) cancel out thanks to Equation (88). Here, we consider the limit as $u_{R} \rightarrow 0$ and $u_{S} \rightarrow 0$. In this limit, we get:

$$
\begin{align*}
& \alpha_{\infty \text { prog }} \rightarrow \frac{4 M}{b}-\frac{4 a M}{b^{2}}+O\left(\frac{M^{2}}{b^{2}}\right),  \tag{121}\\
& \alpha_{\infty \text { retro }} \rightarrow \frac{4 M}{b}+\frac{4 a M}{b^{2}}+O\left(\frac{M^{2}}{b^{2}}\right) . \tag{122}
\end{align*}
$$

This shows that Equations (117) and (118) agree with the asymptotic deflection angles that are known in earlier works [4,68-70]. Precise analytic treatments of the deflection angle of light were done in a conventional approach, on the equatorial plane of a Kerr black hole [70] and for generic photon orbits in terms of the generalized hypergeometric functions of Appell and Lauricella [71]. They assume that both the source and the receiver are located at the null infinity.

If we wish to consider the deflection angle of light in a case where the receiver point is closer to the source point than the closest approach point, Equations (117) and (118) become:

$$
\begin{aligned}
\alpha_{\text {prog }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{S}{ }^{2}}-\sqrt{1-b^{2} u_{R}^{2}}\right) \\
& -\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{S}^{2}}-\sqrt{1-b^{2} u_{R}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right), \\
\alpha_{\text {retro }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{S}^{2}}-\sqrt{1-b^{2} u_{R}^{2}}\right) \\
& +\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{S}^{2}}-\sqrt{1-b^{2} u_{R}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right) .
\end{aligned}
$$

If we wish to consider the deflection angle of light in such a case that the source point is closer to the receiver than the closest approach point, Equations (117) and (118) become:

$$
\begin{aligned}
\alpha_{\text {prog }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}-\sqrt{1-b^{2} u_{S}{ }^{2}}\right) \\
& -\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}-\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right), \\
\alpha_{\text {retro }}= & \frac{2 M}{b}\left(\sqrt{1-b^{2} u_{R}^{2}}-\sqrt{1-b^{2} u_{S}{ }^{2}}\right) \\
& +\frac{2 a M}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}-\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{M^{2}}{b^{2}}\right) .
\end{aligned}
$$

### 8.7. Finite-Distance Corrections

In the previous subsections so far, we discussed an effect of the spin of the lens object to the deflection of light. In particular, we do not require the receiver and the source to be located at infinity. The finite-distance correction to the deflection angle of light is defined as $\delta \alpha$. This is the difference between the asymptotic deflection angle $\alpha_{\infty}$ and the deflection angle for the finite distance case. Namely:

$$
\begin{equation*}
\delta \alpha \equiv \alpha-\alpha_{\infty} \tag{123}
\end{equation*}
$$

Equations (117) and (118) tell us the magnitude of the finite-distance correction to the gravitomagnetic bending angle due to the spin. The result is:

$$
\begin{align*}
\left|\delta \alpha_{G M}\right| & \sim O\left(\frac{a M}{r_{S}^{2}}+\frac{a M}{r_{R}^{2}}\right) \\
& \sim O\left(\frac{J}{r_{S}^{2}}+\frac{J}{r_{R}^{2}}\right), \tag{124}
\end{align*}
$$

where $b u_{R}, b u_{S}<1$ is assumed, $J \equiv a M$ denotes the spin angular momentum of the lens, and the subscript GM means the gravitomagnetic part. We introduce the dimensionless spin parameter as: $s \equiv a / M$. Hence, Equation (124) is rearranged as:

$$
\begin{equation*}
\left|\delta \alpha_{G M}\right| \sim O\left(s\left(\frac{M}{r_{S}}\right)^{2}+s\left(\frac{M}{r_{R}}\right)^{2}\right) \tag{125}
\end{equation*}
$$

This implies that $\delta \alpha_{G M}$ is of the same order as the second post-Newtonian effect (with the dimensionless spin parameter).

The second-order Schwarzschild contribution to $\alpha$ is $15 \pi M^{2} / 4 b^{2}$. This contribution can be obtained also by using the present method, especially by using a relation between $b$ and $r_{0}$ in $M^{2}$ in calculating $\phi_{R S}$. Appendix A provides detailed calculations at the second order of $M$ and $a$. We explain detailed calculations for the integrals of $K$ and $\kappa_{g}$ in the present formulation. Note that $\delta \alpha_{G M}$ in the above approximations is free from the impact parameter $b$. We can see this fact from Figures 11-13 below.

### 8.8. Possible Astronomical Applications

What are possible astronomical applications? As a first example, we consider the Sun, in which its higher multipole moments are ignored for simplicity. Its spin angular momentum denoted as $J \odot$ is $\sim 2 \times 10^{41} \mathrm{~m}^{2} \mathrm{~kg} \mathrm{~s}^{-1}[72,73]$. This means $G J_{\odot} c^{-2} \sim 5 \times 10^{5} \mathrm{~m}^{2}$, for which the dimensionless spin parameter becomes $s_{\odot} \sim 10^{-1}$.

Here, our assumption is that a receiver on the Earth observes the light deflected by the Sun, while the distant source is safely in the asymptotic region. For the light ray passing near the Sun, Equation (125) allows us to make an order-of-magnitude estimation of the finite-distance correction. The result is:

$$
\begin{align*}
\left|\delta \alpha_{G M}\right| & \sim O\left(\frac{J}{r_{R}^{2}}\right) \\
& \sim 10^{-12} \operatorname{arcsec} . \times\left(\frac{J}{J_{\odot}}\right)\left(\frac{1 \mathrm{AU}}{r_{R}}\right)^{2} \tag{126}
\end{align*}
$$

where $4 M_{\odot} / R_{\odot} \sim 1.75$ arcsec. $\sim 10^{-5}$ rad., where $M_{\text {odot }}$ means the solar mass and $R_{\odot}$ denotes the solar radius. This correction is nearly a pico-arcsecond. Therefore, the correction is beyond the reach of present and near-future technology $[74,75]$.

Figure 11 shows the finite-distance correction to the light deflection. Our numerical calculations are consistent with the above order-of-magnitude estimation. This figure shows also the very weak dependence of $\delta \alpha$ on $b$.

See Figures 12 and 13 for the deflection angle with finite-distance corrections for the prograde motion and retrograde one, respectively, where we choose $r_{S} \sim 1.5 \times 10^{8} \mathrm{~km}$ and $r_{R} \sim \infty$. The finite-distance correction reduces the deflection angle of light. As the impact parameter $b$ increases, the finite-distance correction also increases.

As a second example, we discuss Sgr A* that is located at our galactic center. This object is a good candidate for measuring the strong gravitational deflection of light. The distance to the receiver is much larger than the impact parameter of light. On the other hand, some of the source stars may live in our galactic center.

For Sgr A*, Equation (125) becomes:

$$
\begin{align*}
\left|\delta \alpha_{G M}\right| & \sim s\left(\frac{M}{r_{S}}\right)^{2} \\
& \sim 10^{-7} \operatorname{arcsec} . \times\left(\frac{s}{0.1}\right)\left(\frac{M}{4 \times 10^{6} M_{\odot}}\right)^{2}\left(\frac{0.1 \mathrm{pc}}{r_{S}}\right)^{2} \tag{127}
\end{align*}
$$

where we assume that the mass of the central black hole is $M \sim 4 \times 10^{6} M_{\odot}$. This correction is nearly at a sub-microarcsecond level. Therefore, it is beyond the capability of present technology (e.g., [31-36]).

See Figure 9 for the finite-distance correction due to the source location. The result in this figure is in agreement with the above order-of-magnitude estimation. This figure suggests the very weak dependence on the impact parameter $b$.


Figure 11. $\delta \alpha_{G M}$ for the Sun: The horizontal axis is the distance of the receiver distance $r_{R}$. The vertical axis means the finite-distance correction due to the gravitomagnetic deflection angle of light. The solid curve (blue in color) and dashed one (red in color) denote $b=R_{\odot}$ and $b=10^{5} R_{\odot}$, respectively. The dotted line (black in color) corresponds to the leading term in $\delta \alpha_{G M}$ given by Equation (124). These three curves are overlapped. This implies the very weak dependence of $\delta \alpha_{G M}$ on $b$.


Figure 12. $\alpha$ in the prograde motion: The horizontal axis is the impact parameter for a photon orbit. The vertical axis means the deflection angle of light. The blue curve is the asymptotic deflection angle by a Kerr black hole. The orange curve means the deflection angle with finite-corrections by a Kerr black hole. The green curve shows the difference between the asymptotic bending angle and the deflection angle with finite-corrections by a Kerr black hole.


Figure 13. $\alpha$ for light of retrograde motion: The horizontal axis denotes the impact parameter for a photon orbit, and the vertical axis denotes the deflection angle of light. The blue curve is the asymptotic deflection angle by the Kerr black hole. The orange curve is the deflection angle with finite-correction by the Kerr black hole. The green curve shows the difference between the asymptotic bending angle and the deflection angle with finite-correction by the Kerr black hole.

## 9. Rotating Teo Wormhole: Another Example

### 9.1. Rotating Teo Wormhole and Optical Metric

In this section, we consider a rotating Teo wormhole [76] in order to examine how our method can be applied to a wormhole spacetime. The spacetime metric for this wormhole is:

$$
\begin{equation*}
d s^{2}=-N^{2} d t^{2}+\frac{d r^{2}}{1-\frac{b_{0}}{r}}+r^{2} H^{2}\left[d \theta^{2}+\sin ^{2} \theta(d \phi-\omega d t)^{2}\right] \tag{128}
\end{equation*}
$$

where we denote:

$$
\begin{align*}
& N=H=1+\frac{d(4 \bar{a} \cos \theta)^{2}}{r},  \tag{129}\\
& \omega=\frac{2 \bar{a}}{r^{3}} . \tag{130}
\end{align*}
$$

Here, $b_{0}$ means the throat radius of this wormhole, $\bar{a}$ is corresponding to the spin angular momentum, and $d$ is a positive constant.

For the rotating Teo wormhole of Equation (128), the components of the generalized optical metric are [43]:

$$
\begin{align*}
\gamma_{i j} d x^{i} d x^{j}= & \frac{r^{7}}{\left(r-b_{0}\right)\left(r^{4}-4 \bar{a}^{2} \sin ^{2} \theta\right)\left(16 d \bar{a}^{2} \cos ^{2} \theta+r\right)^{2}} d r^{2} \\
& +\frac{r^{6}}{r^{4}-4 \bar{a}^{2} \sin ^{2} \theta} d \theta^{2}+\frac{r^{10} \sin ^{2} \theta}{\left(r^{4}-4 \bar{a}^{2} \sin ^{2} \theta\right)^{2}} d \phi^{2} \tag{131}
\end{align*}
$$

Here, $\gamma_{i j}$ is not the induced metric in the Arnowitt-Deser-Misner(ADM) formulation. The components of $\beta_{i}$ are obtained as:

$$
\begin{equation*}
\beta_{i} d x^{i}=-\frac{2 \bar{a} r^{3} \sin ^{2} \theta}{r^{4}-4 \bar{a}^{2} \sin ^{2} \theta} d \phi \tag{132}
\end{equation*}
$$

In this section, we restrict ourselves within the equatorial plane, namely $\theta=\pi / 2$. On the equatorial plane, the constant $d$ in the metric always vanish because $d$ is always associated with $\cos \theta$.

We employ the same way for the Kerr case; we first derive the orbit Equation on the equatorial plane from Equation (77) as:

$$
\begin{align*}
\left(\frac{d r}{d \phi}\right)^{2} & =-\frac{r^{5}\left(b_{0}-r\right)\left(4 \bar{a}^{2} b^{2}-4 \bar{a} b r^{3}-b^{2} r^{4}+r^{6}\right)}{\left(-4 \bar{a}^{2} b+2 \bar{a} r^{3}+b r^{4}\right)^{2}} \\
& =\frac{r^{4}}{b^{2}}-r^{2}-\frac{b_{0} r^{3}}{b^{2}}+b_{0} r-\frac{4 \bar{a} r^{3}}{b^{3}}+\frac{4 \bar{a} b_{0} r^{2}}{b^{3}}+\mathcal{O}\left(\bar{a}^{2} / b^{2}\right), \tag{133}
\end{align*}
$$

where $b$ denotes the impact parameter of the light ray and we use the weak field and slow rotation approximations in the last line. There are no $b_{0}$ squared terms in the last line. The orbit Equation thus becomes:

$$
\begin{equation*}
\left(\frac{d u}{d \phi}\right)^{2}=\frac{1}{b^{2}}-u^{2}-\frac{b_{0} u}{b^{2}}+b_{0} u^{3}-\frac{4 \bar{a} u}{b^{3}}-\frac{4 \bar{a} b_{0} u^{2}}{b^{3}}+\mathcal{O}\left(\bar{a}^{2} / b^{6}\right) \tag{134}
\end{equation*}
$$

This Equation is iteratively solved as:

$$
\begin{equation*}
u=\frac{\sin \phi}{b}+\frac{\cos ^{2} \phi}{2 b^{2}} b_{0}-\frac{2}{b^{3}} \bar{a}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{3}}, \frac{\bar{a} b_{0}}{b^{4}}\right) . \tag{135}
\end{equation*}
$$

Solving Equation (135) for $\phi_{S}$ and $\phi_{R}$, we obtain $\phi_{S}$ and $\phi_{R}$ as:

$$
\begin{align*}
& \phi_{S}=\arcsin \left(b u_{S}\right)-\frac{b_{0} \sqrt{1-b^{2} u_{S}^{2}}}{2 b}+\frac{2 \bar{a}}{b^{2} \sqrt{1-b^{2} u_{S}^{2}}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right),  \tag{136}\\
& \phi_{R}=\pi-\arcsin \left(b u_{R}\right)+\frac{b_{0} \sqrt{1-b^{2} u_{R}^{2}}}{2 b}-\frac{2 \bar{a}}{b^{2} \sqrt{1-b^{2} u_{R}^{2}}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{137}
\end{align*}
$$

### 9.2. Gaussian Curvature

In the weak-field approximation, the Gaussian curvature of the equatorial plane is:

$$
\begin{equation*}
K=-\frac{b_{0}}{2 r^{3}}-\frac{56 \bar{a}^{2}}{r^{6}}+\mathcal{O}\left(\frac{\bar{a}^{2} b_{0}}{r^{7}}, \frac{\bar{a}^{4}}{r^{10}}\right) \tag{138}
\end{equation*}
$$

where $\bar{a}$ and $b_{0}$ play roles as book-keeping parameters in the weak-field approximation. It is not surprising that this Gaussian curvature deviates from Equation (26) in Jusufi and Övgün [77], because their Gaussian curvature describes a different surface that is defined by using the Randers-Finsler metric. The Randers-Finsler metric is quite different from our generalized optical metric $\gamma_{i j}$.

When we perform the surface integral of the Gaussian curvature in Equation (88), we use Equation (135) for a boundary of the integration domain. The surface integral of the Gaussian curvature in Equation (88) is thus calculated as:

$$
\begin{align*}
&-\iint_{R}^{\infty} \square_{S}^{\infty} \\
& K d S=\int_{\phi_{S}}^{\phi_{R}} \int_{\infty}^{r(\phi)}\left(-\frac{b_{0}}{2 r^{2}}\right) d r d \phi+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
&=\frac{b_{0}}{2} \int_{\phi_{S}}^{\phi_{R}} \int_{0}^{\frac{\sin \phi}{b}+\frac{\cos ^{2} \phi}{2 b^{2}} b_{0}-\frac{2}{b^{3}} \bar{a}} d u d \phi+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
&=\frac{b_{0}}{2} \int_{\phi S}^{\phi_{R}}\left[\frac{\sin \phi}{b}\right] d \phi+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
&=\frac{b_{0}}{2}\left[-\frac{\cos \phi}{b}\right]_{\phi=\phi_{S}}^{\phi_{R}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right)  \tag{139}\\
&=\frac{b_{0}}{2 b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right)
\end{align*}
$$

where we use $\sin \phi_{R}=b u_{R}+\mathcal{O}\left(\bar{a} b^{-2}, b_{0} b^{-1}\right)$ and $\sin \phi_{S}=b u_{S}+\mathcal{O}\left(\bar{a} b^{-2}, b_{0} b^{-1}\right)$ by Equations (137) and (136) in the last line.

### 9.3. Geodesic Curvature of Photon Orbit

We study the geodesic curvature of the photon orbit on the equatorial plane in the stationary and axisymmetric spacetime by using the generalized optical metric. It generally becomes [42]:

$$
\begin{equation*}
\kappa_{g}=-\sqrt{\frac{1}{\gamma \gamma^{\theta \theta}}} \beta_{\phi, r} . \tag{140}
\end{equation*}
$$

In the Teo wormhole, this expression is rearranged as:

$$
\begin{equation*}
\kappa_{g}=-\frac{2 \bar{a}}{r^{3}}+\frac{\bar{a} b_{0}}{r^{4}}+\frac{\bar{a} b_{0}{ }^{2}}{4 r^{5}}+\frac{\bar{a} b_{0}{ }^{3}}{8 r^{6}}+\mathcal{O}\left(\frac{\bar{a}^{3}}{r^{7}} \frac{\bar{a}^{3} b_{0}}{r^{8}}\right) . \tag{141}
\end{equation*}
$$

We compute the path integral of the geodesic curvature of the photon orbit. The detailed calculations and result are:

$$
\begin{align*}
\int_{S}^{R} \kappa_{g} d \ell & =\int_{R}^{S} \frac{2 \bar{a}}{r^{3}} d \ell+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
& =\int_{\pi / 2-\phi_{R}}^{\pi / 2-\phi_{S}} \frac{2 \bar{a} \cos \vartheta}{b^{2}} d \vartheta+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
& =\frac{2 \bar{a}}{b^{2}}\left[\sin \left(\frac{\pi}{2}-\phi_{S}\right)-\sin \left(\frac{\pi}{2}-\phi_{R}\right)\right]+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
& =\frac{2 \bar{a}}{b^{2}}\left(\sqrt{1-b^{2} u_{S}^{2}}+\sqrt{1-b^{2} u_{R}^{2}}\right)+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right), \tag{142}
\end{align*}
$$

for the retrograde orbit of the photon. In the last line, we used $\sin \phi_{R}=b u_{R}+\mathcal{O}\left(\bar{a} b^{-2}, b_{0} b^{-1}\right)$ and $\sin \phi_{S}=b u_{S}+\mathcal{O}\left(\bar{a} b^{-2}, b_{0} b^{-1}\right)$ from Equation (135). The above result becomes $4 \bar{a} / b^{2}$, as $r_{R} \rightarrow \infty$ and $r_{S} \rightarrow \infty$. The sign of the right-hand side in Equation (142) is opposite if the photon is in prograde motion.

## 9.4. $\phi_{R S}$ Part

The rotating Teo wormhole is an asymptotically flat spacetime, as seen from Equation (128). Therefore, the integral of the geodesic curvature of the circular arc segment with an infinite radius can be expressed simply as $\phi_{R S}$. By using Equations (136) and (137), $\phi_{R S}$ is obtained as:

$$
\begin{align*}
\phi_{R S}= & \phi_{R}-\phi_{S} \\
= & \pi-\arcsin \left(b u_{R}\right)-\arcsin \left(b u_{S}\right)+\frac{b_{0} \sqrt{1-b^{2} u_{R}^{2}}}{2 b}+\frac{b_{0} \sqrt{1-b^{2} u_{S}{ }^{2}}}{2 b} \\
& -\frac{2 \bar{a}}{b^{2} \sqrt{1-b^{2} u_{R}^{2}}}-\frac{2 \bar{a}}{b^{2} \sqrt{1-b^{2} u_{S}^{2}}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{143}
\end{align*}
$$

9.5. $\Psi$ Parts

For the rotating Teo wormhole in Equation (128), Equation (85) is computed as:

$$
\begin{equation*}
\sin \Psi_{R}=b u_{R}+2 \bar{a} u_{R}^{2}-4 \bar{a}^{2} b u_{R}^{5} \tag{144}
\end{equation*}
$$

and Equation (86) becomes:

$$
\begin{equation*}
\sin \left(\pi-\Psi_{S}\right)=b u_{S}+2 \bar{a} u_{S}{ }^{2}-4 \bar{a}^{2} b u_{S}{ }^{5} \tag{145}
\end{equation*}
$$

where the slow-rotation approximation is not needed.
Therefore, we obtain $\Psi_{R}$ and $\Psi_{S}$ as:

$$
\begin{align*}
\Psi_{R} & =\arcsin \left(b u_{R}\right)+\frac{2 \bar{a} u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}}+\frac{2 \bar{a}^{2} b u_{R}^{5}\left(2 b^{2} u_{R}^{2}-1\right)}{\left(b^{2} u_{R}{ }^{2}-1\right)^{3 / 2}}+\mathcal{O}\left(\bar{a}^{3} / b^{6}\right),  \tag{146}\\
\pi-\Psi_{S} & =\arcsin \left(b u_{S}\right)+\frac{2 \bar{a} u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}+\frac{2 \bar{a}^{2} b u_{S}^{5}\left(2 b^{2} u_{S}^{2}-1\right)}{\left(b^{2} u_{S}{ }^{2}-1\right)^{3 / 2}}+\mathcal{O}\left(\bar{a}^{3} / b^{6}\right), \tag{147}
\end{align*}
$$

where we used the slow-rotation approximation.

### 9.6. Deflection Angle of Light

We combine Equations (139) and (142) to obtain the deflection angle of light in the prograde orbit as:

$$
\begin{align*}
\alpha_{\text {prog }}= & \frac{b_{0}}{2 b}\left(\sqrt{1-b^{2} u_{R}{ }^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)-\frac{2 \bar{a}}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}{ }^{2}}\right) \\
& +\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{148}
\end{align*}
$$

The deflection angle of the retrograde light is:

$$
\begin{align*}
\alpha_{\text {retro }}= & \frac{b_{0}}{2 b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\frac{2 \bar{a}}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& +\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{149}
\end{align*}
$$

Next, by using Equations (143), (146), and (147), we obtain the deflection angle of the prograde light as:

$$
\begin{align*}
\alpha_{\text {prog }}= & \pi-\arcsin \left(b u_{R}\right)-\arcsin \left(b u_{S}\right)+\frac{b_{0} \sqrt{1-b^{2} u_{R}^{2}}}{2 b}+\frac{b_{0} \sqrt{1-b^{2} u_{S}{ }^{2}}}{2 b} \\
& -\frac{2 \bar{a}}{b^{2} \sqrt{1-b^{2} u_{R}^{2}}}-\frac{2 \bar{a}}{b^{2} \sqrt{1-b^{2} u_{S}^{2}}}+\arcsin \left(b u_{R}\right)+\frac{2 \bar{a} u_{R}^{2}}{\sqrt{1-b^{2} u_{R}^{2}}} \\
& -\pi+\arcsin \left(b u_{S}\right)+\frac{2 \bar{a} u_{S}^{2}}{\sqrt{1-b^{2} u_{S}^{2}}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) \\
= & \frac{b_{0}}{2 b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S^{2}}}\right)-\frac{2 \bar{a}}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& +\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{150}
\end{align*}
$$

The deflection angle of light in the retrograde orbit is:

$$
\begin{align*}
\alpha_{\text {retro }}= & \frac{b_{0}}{2 b}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right)+\frac{2 \bar{a}}{b^{2}}\left(\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right) \\
& +\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{151}
\end{align*}
$$

The deflection of light in the prograde (retrograde) orbit is weaker (stronger) when increasing the angular momentum of the Teo wormhole. The reason is as follows. The local inertial frame in which the light travels at the light speed $c$ in general relativity moves faster (slower). Hence, the time-of-flight of light becomes shorter (longer). On light propagation, a similar explanation is done by using the dragging of the inertial frame also by Laguna and Wolsczan [78]. They discussed the Shapiro time delay. The expression of the deflection angle of light by a rotating Teo wormhole is similar to that by Kerr black hole. This implies that it is hard to distinguish a Kerr black hole from a rotating Teo wormhole by the gravitational lens observations.

In Equations (150) and (151), the source and receiver can be located at finite distances from the wormhole. In the limit as $r_{R} \rightarrow \infty$ and $r_{S} \rightarrow \infty$, Equations (148) and (149) become:

$$
\begin{align*}
& \alpha_{\text {prog }} \rightarrow \frac{b_{0}}{b}-\frac{4 \bar{a}}{b^{2}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right), \\
& \alpha_{\text {retro }} \rightarrow \frac{b_{0}}{b}+\frac{4 \bar{a}}{b^{2}}+\mathcal{O}\left(\frac{b_{0}^{2}}{b^{2}}, \frac{\bar{a} b_{0}}{b^{3}}\right) . \tag{152}
\end{align*}
$$

They are in complete agreement with Equations (39) and (56) in Jusufi and Övgün [77], where they restrict themselves within the asymptotic source and receiver ( $r_{R} \rightarrow \infty$ and $r_{S} \rightarrow \infty$ ).

### 9.7. Finite-Distance Corrections in the Teo Wormhole Spacetime

To be precise, we define the finite-distance correction to the deflection angle of light as the difference between the asymptotic deflection angle $\alpha_{\infty}$ and the deflection angle for the finite distance case. It is denoted as $\delta \alpha$.

We consider the following situation. An observer on the Earth sees the light deflected by the solar mass. The source of light is located in a practically asymptotic region. In other words, we choose $b_{0}=M_{\odot}, \bar{a}=J_{\odot}, r_{R} \sim 1.5 \times 10^{8} \mathrm{~km}, r_{S} \sim \infty$. See Figure 14 for the finite-distance correction due to the impact parameter $b$. In Figure 14, the green curve means the difference between the asymptotic bending angle and the deflection angle with finite-distance corrections, the blue curve denotes the asymptotic
deflection angle, and the orange curve is the deflection angle with finite-distance corrections by the rotating Teo wormhole. The deflection angle is decreased by the finite-distance correction. If the impact parameter $b$ increases, the finite-distance correction also increases.

See also Figure 15 for numerical calculations of the finite-distance correction due to the impact parameter $b$. In Figure 15, the blue curve is the deflection angle with finite-distance correction by a Kerr black hole and the red curve is the deflection angle with finite-correction by a rotating Teo wormhole. The deflection of light is stronger in a Kerr black hole case for the chosen values.


Figure 14. $\alpha$ in the Teo wormhole: The blue curve is the asymptotic deflection angle by the rotating Teo wormhole. The orange curve is the deflection angle with finite-distance corrections by the rotating Teo wormhole. The blue curve shows the difference between the asymptotic deflection angle and the deflection angle with finite-distance corrections by the rotating Teo wormhole.


Figure 15. $\alpha$ for prograde motion of light: The horizontal axis is the impact parameter of photon orbit. The vertical axis means the deflection angle of light. The blue curve means the deflection angle with finite-distance corrections by the Kerr black hole. The red curve corresponds to that by the rotating Teo wormhole. For the purpose of this comparison, the mass of a Kerr black hole $M$ and the throat radius of a rotating Teo wormhole $b_{0}$ are chosen as $M=b_{0}=M_{\odot}$. The spin angular momentum of a Kerr black hole and that of a rotating Teo wormhole are chosen as the same as that the Sun for simplicity.

## 10. Summary

In this paper, we provided a brief review of a series of works on the deflection angle of light for a light source and receiver in a non-asymptotic region. [38,39,42,43]. The validity and usefulness of the new formulation come from the GB theorem in differential geometry. First, we discussed how to define the gravitational deflection angle of light in a static, spherically symmetric, and asymptotically flat spacetime, for which we assume the finite-distance source and receiver. We examined whether our definition is invariant geometrically by using the GB theorem. By using our definition, we carefully computed finite-distance corrections to the light deflection in Schwarzschild spacetime. We considered both the cases of weak deflection and the strong one. Next, we extended the definition to stationary and axisymmetric spacetimes. This extension allows us to compute finite-distance corrections for Kerr black holes and rotating Teo wormholes. We verified that these results are consistent with previous works in the infinite-distance limit. We mentioned also the finite-distance corrections to the light deflection by Sagittarius A*. It is left as future work to apply the present formulation to other interesting spacetime models and also to extend it to a more general spacetime structure.
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## Appendix A. Detailed Calculations at $O\left(M^{2} / b^{2}\right)$ and $O\left(a^{2} / b^{2}\right)$ in Kerr Spacetime

First, we investigate the Gaussian curvature $K$ of the equatorial plane in the Kerr spacetime. Here, we assume the weak-field and slow-rotation approximations. Up to the second order, $K$ is expanded as:

$$
\begin{align*}
K & =\frac{R_{r \phi r \phi}}{\gamma} \\
& =-\frac{2 M}{r^{3}}+\frac{3 M^{2}}{r^{4}}+O\left(\frac{a^{2} M}{r^{5}}\right), \tag{A1}
\end{align*}
$$

where $\gamma$ denotes $\operatorname{det}\left(\gamma_{i j}\right)$. There are no $a^{2}$ terms in $K$. More interestingly, only the $a^{2} M$ term at the third-order level exists in $K$. By noting that $K$ begins with $O(M)$, what we need for the second-order calculations is only the linear-order term in the area element on the equatorial plane. This is obtained as:

$$
\begin{align*}
d S & \equiv \sqrt{\gamma} d r d \phi \\
& =\left[r+3 M+O\left(\frac{M^{2}}{r}\right)\right] d r d \phi \tag{A2}
\end{align*}
$$

where terms at $O(a)$ and at $O\left(a^{2}\right)$ do not exist in $d S$. This is because all terms including the spin parameter cancel out in $\gamma$ for $\theta=\pi / 2$ and $\gamma$ thus depends only on $M$, as shown by direct calculations.

By using Equations (A1) and (A2), the surface integration of the Gaussian curvature is performed as:

$$
\begin{align*}
-\iint K d S= & \int_{\infty}^{r_{O E}} d r \int_{\phi_{S}}^{\phi_{R}} d \phi\left(-\frac{2 M}{r^{3}}+\frac{3 M^{2}}{r^{4}}\right)(r+3 M)+O\left(\frac{M^{3}}{b^{3}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
= & \int_{0}^{\frac{1}{b} \sin \phi+\frac{M}{b^{2}}\left(1+\cos ^{2} \phi\right)} d u \int_{\phi S}^{\phi_{R}} d \phi\left(2 M+3 u M^{2}\right)+O\left(\frac{M^{3}}{b^{3}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
= & \int_{\phi_{S}}^{\phi_{R}}\left[\frac{2 M}{b} \sin \phi+\frac{M^{2}}{2 b^{2}}\left(7+\cos ^{2} \phi\right)\right] d \phi+O\left(\frac{M^{3}}{b^{3}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
= & \frac{2 M}{b}[\cos \phi]_{\phi_{R}}^{\phi_{S}}+\frac{M^{2}}{2 b^{2}}\left[\frac{30 \phi+\sin (2 \phi)}{4}\right]_{\phi_{S}}^{\phi_{R}}+O\left(\frac{M^{3}}{b^{3}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) \\
= & \frac{2 M}{b}\left[\sqrt{1-b^{2} u_{S}^{2}}+\sqrt{1-b^{2} u_{R}^{2}}\right] \\
& +\frac{15 M^{2}}{4 b^{2}}\left[\pi-\arcsin \left(b u_{S}\right)-\arcsin \left(b u_{R}\right)\right] \\
& +\frac{M^{2}}{4 b^{2}}\left[\frac{b u_{S}\left(15-7 b^{2} u_{S}^{2}\right)}{\sqrt{1-b^{2} u_{S}^{2}}}+\frac{b u_{R}\left(15-7 b^{2} u_{R}^{2}\right)}{\sqrt{1-b^{2} u_{R}^{2}}}\right]+O\left(\frac{M^{3}}{b^{3}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right), \tag{A3}
\end{align*}
$$

where we use, in the second line, an iterative solution for the orbit equation of Equation (77) in the Kerr spacetime.

Next, we study the geodesic curvature. On the equatorial plane, we find:

$$
\begin{align*}
\kappa_{g} & =-\frac{1}{\sqrt{\frac{\Sigma^{2}}{\Delta(\Sigma-2 M r)}\left(r^{2}+a^{2}+\frac{2 a^{2} M r \sin ^{2} \theta}{\Sigma}\right) \frac{\Sigma \sin ^{2} \theta}{(\Sigma-2 M r)}}} \beta_{\phi, r} \\
& =-\frac{2 a M}{r^{3}}+O\left(\frac{a M^{2}}{r^{3}}\right) . \tag{A4}
\end{align*}
$$

Note that $a^{2}$ terms do not exist. Therefore, we obtain:

$$
\begin{align*}
\int_{\mathcal{c}_{p}} \kappa_{g} d \ell & =-\int_{S}^{R} d \ell\left[\frac{2 a M}{r^{2}}+O\left(\frac{a M^{2}}{r^{3}}\right)\right] \\
& =-\frac{2 a M}{b^{2}} \int_{\phi S}^{\phi_{R}} \cos \vartheta d \vartheta+O\left(\frac{a M^{2}}{b^{3}}\right) \\
& =\frac{2 a M}{b^{2}}\left[\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right]+O\left(\frac{a M^{2}}{b^{3}}\right) \tag{A5}
\end{align*}
$$

where we use $\sin \phi_{S}=\sqrt{r_{S}^{2}-b^{2}} / r_{S}+O\left(M / r_{S}\right)$ and $\sin \phi_{R}=-\sqrt{r_{R}^{2}-b^{2}} / r_{R}+O\left(M / r_{R}\right)$.

By combining Equations (A3) and (A5), we obtain:

$$
\begin{align*}
\alpha \equiv & -\iint_{R}^{\infty} \square_{S}^{\infty} K d S-\int_{R}^{S} \kappa_{g} d \ell \\
= & \frac{2 M}{b}\left[\sqrt{1-b^{2} u_{S}^{2}}+\sqrt{1-b^{2} u_{R}^{2}}\right] \\
& +\frac{15 M^{2}}{4 b^{2}}\left[\pi-\arcsin \left(b u_{S}\right)-\arcsin \left(b u_{R}\right)\right] \\
& +\frac{M^{2}}{4 b^{2}}\left[\frac{b u_{S}\left(15-7 b^{2} u_{S}^{2}\right)}{\sqrt{1-b^{2} u_{S}^{2}}}+\frac{b u_{R}\left(15-7 b^{2} u_{R}^{2}\right)}{\sqrt{1-b^{2} u_{R}^{2}}}\right] \\
& -\frac{2 a M}{b^{2}}\left[\sqrt{1-b^{2} u_{R}^{2}}+\sqrt{1-b^{2} u_{S}^{2}}\right]+O\left(\frac{M^{3}}{b^{3}}, \frac{a M^{2}}{b^{3}}, \frac{a^{2} M}{b^{3}}\right) . \tag{A6}
\end{align*}
$$

Note that $a^{2}$ terms and $a^{3}$ ones do not appear in $\alpha$ for the finite distance situation as well as in the infinite distance limit. If we assume the infinite distance limit $u_{R}, u_{S} \rightarrow 0$, Equation (A6) becomes:

$$
\begin{equation*}
\alpha \rightarrow \frac{4 M}{b}+\frac{15 \pi M^{2}}{4 b^{2}}-\frac{4 a M}{b^{2}} . \tag{A7}
\end{equation*}
$$

This agrees with the known results, especially on the numerical coefficients at the order of $M^{2}$ and $a M$.
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#### Abstract

In this research, we used the Gibbons-Werner method (Gauss-Bonnet theorem) on the optical geometry of a black hole and wormhole, extending the calculation of weak gravitational lensing within the Maxwell's fish eye-like profile and dark-matter medium. The angle is seen as a partially topological effect, and the Gibbons-Werner method can be used on any asymptotically flat Riemannian optical geometry of compact objects in a dark-matter medium.
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## 1. Introduction

Black holes are an essential component of our universe, and one of the most important discoveries in astrophysics is that, when stars die, they can collapse to become extremely small objects. Black holes provide an important opportunity for probing and testing the fundamental laws of the universe. For example, gravitational waves from black holes and neutron star mergers have been recently detected [1]. Black holes may also hint at the nature of quantum gravity at small scales that change the area law of entropy. Quantum gravity is far from understood, though theoretically it has seen tremendous progress, and, in a few years, the Event Horizon Telescope may provide some more information about it [2-5].

In 1854, Maxwell presented the solution to a mathematical problem related to the passage of rays through a sphere of variable refractive index, and he noted that the potential existence of a medium of this kind would possess exceptional optical properties [6]. This is similar to the reflection of the crystalline lens in fish. This optical tool is Maxwell's fish eye (MFE), the condition in which all light rays form circular trajectories. It was a remarkable accomplishment to visualize that a lens whose refractive index increases toward a point could form perfect images [7].

Luneburg discovered that the ray propagation of MFE is equivalent to ray propagation on a homogeneous sphere with a unit radius and a unit refractive index within geometrical optics [8]. This showed that the imaging of variants that have been applied to microwave devices and the fish-eye lens in photography form an extremely wide-angled image, almost hemispherical in coverage. In 2009, Leonhardt showed that MFE is also good for waves, and it enables the production of super-resolution imaging with perfect lensing, which requires negative refractive-index materials. This began a debate and offered a rich area of research to explore [9-11]. It was shown that perfect imaging in a homogeneous three-dimensional region is also possible [12]. MFE happens when all light rays
arising from any point within converge at its conjugate, which means that power released from a source can only be fully absorbed at its image point, resulting in perfect imaging. There has been a rapid increase in the importance of perfect imaging in theoretical and experimental optics [13-15].

Fermat's principle says that light rays always follow extremal optical paths, with path length being measured by refractive index $n$. The formula for MFE indicates the interesting possibility that rays generate a perfect image in a black hole. The refractive index depends only on distance $r$ from the origin $[13,14]$. In this paper, we try to understand the effect of an MFE-like profile on the deflection angle. For simplicity, we used the uniform MFE-like profile, which is different from a nonuniform MFE profile.

Gravitational lensing is a useful tool of astronomy and astrophysics [16], in which light rays from distant stars and galaxies are deflected by a planet, a black hole, or dark matter $[17,18]$. The detection of dark-matter filaments [19] using weak deflection is a very relevant topic because it can help in understanding the large-scale structure of the universe [20]. To build a sky map (the refractive index of the entire visible universe), there is ongoing research on the observation of the effect of cosmological weak deflection on temperature fluctuations in the cosmic microwave background (CMB) [21]. From a theoretical point of view, new methods have been proposed to calculate deflection angle. One of them is the Gauss-Bonnet theorem (GBT), which was first proposed by Gibbons and Werner using optical geometry [22-24]. The deflection angle is seen as a partially topological effect that can be calculated by integrating the Gaussian curvature of the optical metric outward from the light ray by using the following equation: [22,23]

$$
\begin{equation*}
\hat{\alpha}=-\iint_{D_{\infty}} K d A . \tag{1}
\end{equation*}
$$

Since Gibbons and Werner's paper on weak deflection angles by GBT provided a unique perspective, this method has been applied in various cases [25-47].

Dark matter makes up to $27 \%$ of the total mass-energy of the universe [48]. We can only detect dark matter from its gravitational interactions, and we only know that dark matter is nonbaryonic, nonrelativistic (or cold), and it has weak nongravitational interactions. There are many dark-matter candidates, such as weakly interacting massive particles (WIMPs), super-WIMPs, axions, and sterile neutrinos [49]. It has been proposed that dark matter is a composite, such as the dark-atom model, which we investigate here using the deflection of light through it. Dark matter, although suppressed, generally has electromagnetic interactions [50], such that the medium of dark matter should have some optical properties that a traveling photon can sense because of the frequency-dependent refractive index. The refractive index regulates the speed at which a wave is propagated via a medium. The particles of dark matter do not get electrically charged, but they can couple to other particles that have a virtual electromagnetic charge, and can also couple to photons [51-54]. To find the amplitude of dark-matter annihilation into two photons, we must first calculate the scattering amplitude. One can obtain the index of the refractive of light, where the real part is related to the speed of propagation.

To investigate weak deflection through dark matter, we consider the propagation effects for the case that particles of dark matter (warm thermal relics or axionlike particles) have low mass whose number density is larger than ordinary matter. Put simply, dark matter interacts with photons (if only through quantum fluctuations), resulting in a refractive index. The relationship between refractive index and the forward Compton amplitude at relatively low photon energies [50] ( $\left.\mathcal{M}_{\mathrm{fwd}} \sim-\varepsilon^{2} e^{2}\right)$ is

$$
\begin{equation*}
n=1+\frac{\rho}{4 m_{d m}^{2} \omega^{2}} \mathcal{M}_{\mathrm{fwd}} \tag{2}
\end{equation*}
$$

where $\omega$ is the measured photon frequency, and $\rho=1.1 \times 10^{-6} \mathrm{GeV} / \mathrm{cm}^{3}$ is the present-day dark-matter density [50]. Neglecting spin, the amplitude is a real and even function of $\omega$ (for photon energies below the inelastic threshold); additionally, the coefficients of the $O\left(\omega^{2 n}\right)$ terms are positive
and spin-dependent interactions can lead to odd powers in the expansion about $\omega$. Their presence could give information on the spin of dark matter. Hence, the refractive index becomes [50]:

$$
\begin{equation*}
n=1+\frac{\rho}{4 m_{d m}^{2}}\left[\frac{A}{\omega^{2}}+B+C \omega^{2}+\mathcal{O}\left(\omega^{4}\right)\right] \tag{3}
\end{equation*}
$$

To do so, we suppose that photons can be deflected through dark matter due to dispersive effects. We used the index of refractive $n(\omega)$ that is manipulated by the scattering amplitude of the light and dark matter in the forward [50].

Gravitational lensing in plasma has been studied in various cases [45,46,55-57]. For the first time, Bisnovatyi-Kogan and Latimer showed that, due to the dispersive properties of plasma, even in homogeneous plasma, gravitational deflection differs from a vacuum deflection angle [56,57]. Moreover, it was shown that the deflection angle is increased due to the presence of plasma [55]. Afterward, Crisnejo and Gallo calculated weak lensing in a plasma medium using the GBT [45].

The main motivation of this research is to shed light on the unexpected features of spacetimes in regards to an MFE-like profile, and to derive the deflection angle of black holes using the Gauss-Bonnet theorem in weak limits for a dark-matter medium. We suppose that the refractive index of the medium is spatially nonuniform but it is uniform at large distances. We also investigated the effect of various parameters on the refractive index of the medium, which has not been covered in previous studies.

## 2. Effect of Medium on Deflection Angle of Schwarzschild Black Hole Using Gauss-Bonnet Theorem

In this section, we first describe the black-hole solution in a static and spherically symmetric spacetime. Then, we apply the MFE-like profile within the GBT to calculate the weak deflection angle.

The Schwarzschild black-hole spacetime reads

$$
\begin{equation*}
d s^{2}=-f(r) d t^{2}+g(r) d r^{2}+r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \varphi^{2}\right), \tag{4}
\end{equation*}
$$

with metric functions

$$
\begin{equation*}
f(r)=g(r)^{-1}=1-\frac{2 M}{r} \tag{5}
\end{equation*}
$$

Analysis of the geodesics equation, the ray equation, is calculated by

$$
\begin{equation*}
\varphi=\int \frac{b \sqrt{g(r)} \mathrm{dr}}{r^{2} \sqrt{\frac{1}{f(r)}-\frac{b^{2}}{r^{2}}}} \tag{6}
\end{equation*}
$$

where $b$ is the impact parameter of the unperturbed photon.
Our universe is homogeneous and isotropic on large scales. Now, we consider isotropic coordinates that are nonsingular at the horizon and time direction is a Killing vector. Moreover, time slices become Euclidean with a conformal factor, and one can calculate refractive index $n$ of light rays around the black hole. Another important feature of isotropic coordinates is that they satisfy Landau's condition of coordinate clock synchronization:

$$
\begin{equation*}
\frac{\partial}{\partial x_{j}}\left(-\frac{g_{0 i}}{g_{00}}\right)=\frac{\partial}{\partial x_{i}}\left(-\frac{g_{0 j}}{g_{00}}\right)(i, j=1,2,3) \tag{7}
\end{equation*}
$$

Using transformation

$$
\begin{equation*}
r=\rho\left(1+\frac{M}{2 \rho}\right)^{2} \tag{8}
\end{equation*}
$$

the Schwarzschild black hole is rewritten in isotropic coordinates (where $\rho$ is an isotropic radial coordinate) [45]

$$
\begin{equation*}
d s^{2}=-F(\rho) d t^{2}+G(\rho)\left(d \rho^{2}+\rho^{2} d \Omega^{2}\right) \tag{9}
\end{equation*}
$$

with

$$
\begin{equation*}
F(\rho)=\left(\frac{\rho-\frac{M}{2}}{\rho+\frac{M}{2}}\right)^{2}, \text { and } G(\rho)=\left(\frac{\rho+\frac{M}{2}}{\rho}\right)^{4} \tag{10}
\end{equation*}
$$

The metric becomes nonsingular at horizon $r=2 M$. It can also be written in Fermat form of the metric:

$$
\begin{equation*}
d s^{2}=F(\rho)\left[-d t^{2}+n(\rho)^{2}\left(d \rho^{2}+\rho^{2} d \Omega^{2}\right)\right], \tag{11}
\end{equation*}
$$

with index of refractive $n(\rho)=\frac{c}{v(\rho)}$. For the Schwarzschild black-hole medium, the refractive index reads

$$
\begin{equation*}
n=\frac{\left(1+\frac{M}{2 \rho}\right)^{3}}{\left(1-\frac{M}{2 \rho}\right)} \tag{12}
\end{equation*}
$$

and it can be approximated for large $\rho \gg M$

$$
\begin{equation*}
n \approx 1+\frac{2 M}{\rho} \tag{13}
\end{equation*}
$$

Now, the ray equation becomes

$$
\begin{equation*}
\varphi=\int \frac{b d \rho}{\rho^{2} \sqrt{n^{2}-\frac{b^{2}}{\rho^{2}}}} . \tag{14}
\end{equation*}
$$

To discuss the deflection angle and extract information of the MFE-like profile, the GBT was used instead of the null geodesics method. The GBT is calculated using the negative Gauss curvature of the optical metric.

### 2.1. Case 1

Let us start from the constant case for medium $n_{m}$ as refractive index:

$$
\begin{equation*}
n_{m}=n_{0} \tag{15}
\end{equation*}
$$

where $n_{0}$ is a constant refractive index of the medium; here, we consider the GBT to obtain the deflection angle in a medium in weak field limits.

Let us write the optical Schwarzschild spacetime in an equatorial plane [45]:

$$
\begin{equation*}
d \sigma^{2}=\frac{n_{m}^{2}}{f(\rho)}\left[g(\rho) d \rho^{2}+\rho^{2} d \varphi^{2}\right] \tag{16}
\end{equation*}
$$

Then, we calculate the Gaussian optical curvature:

$$
\begin{equation*}
K=-2 \frac{M}{n_{0}^{2} \rho^{3}}+3 \frac{M^{2}}{n_{0}^{2} \rho^{4}}+O\left(M^{3}\right) \tag{17}
\end{equation*}
$$

which is negative everywhere that gives a universal property of black-hole metrics [23].
It reduces to this form at a linear order of $M$ :

$$
\begin{equation*}
K \approx-2 \frac{M}{n_{0}^{2} \rho^{3}} \tag{18}
\end{equation*}
$$

This result is used to evaluate the deflection angle using a nonsingular domain outside the light ray $\left(D_{\rho}\right.$, with boundary $\left.\partial D_{\rho}=\gamma \cup C_{\rho}\right)$ [22]:

$$
\begin{equation*}
\iint_{D_{\rho}} K d S+\oint_{\partial D_{\rho}} \kappa d t+\sum_{i} \theta_{i}=2 \pi \chi\left(D_{\rho}\right), \tag{19}
\end{equation*}
$$

where $\kappa$ stands for the geodesic curvature, and $K$ is the Gaussian optical curvature, with exterior angles $\theta_{i}=\left(\theta_{O}, \theta_{S}\right)$ and Euler characteristic number $\chi\left(D_{\rho}\right)=1$. At weak limits, $(\rho \rightarrow \infty), \theta_{O}+\theta_{S} \rightarrow \pi$. Then, the GBT reduces to

$$
\begin{equation*}
\iint_{D_{\rho}} K d S+\oint_{C_{\rho}} \kappa d t \stackrel{\rho \rightarrow \infty}{=} \iint_{D_{\infty}} K d S+\int_{0}^{\pi+\hat{\alpha}} d \varphi=\pi \tag{20}
\end{equation*}
$$

For geodesics $\gamma$, geodesic curvature vanishes $\kappa(\gamma)=0$, and we have

$$
\begin{equation*}
\kappa\left(C_{\rho}\right)=\left|\nabla_{\dot{C}_{\rho}} \dot{C}_{\rho}\right|, \tag{21}
\end{equation*}
$$

with $C_{\rho}=\rho=$ constant. The GBT becomes

$$
\begin{equation*}
\left.\lim _{\rho \rightarrow \infty} \int_{0}^{\pi+\hat{\alpha}}\left[\kappa \frac{d \sigma}{d \varphi}\right]\right|_{C_{\rho}} d \varphi=\pi-\lim _{\rho \rightarrow \infty} \iint_{D_{\rho}} K d S \tag{22}
\end{equation*}
$$

and one can calculate

$$
\begin{equation*}
\left.\frac{d \sigma}{d \varphi}\right|_{C_{\rho}}=n_{m}\left(\frac{\rho^{3}}{\rho-2 M}\right)^{1 / 2} \tag{23}
\end{equation*}
$$

where, for very large radial distance,

$$
\begin{equation*}
\kappa\left(C_{\rho}\right) d t=d \varphi \tag{24}
\end{equation*}
$$

Therefore, as expected, for this number density profile and physical metric (which imply that the optical metric is asymptotically Euclidean), we corroborate that

$$
\begin{equation*}
\left.\lim _{\rho \rightarrow \infty} \kappa \frac{d \sigma}{d \varphi}\right|_{C_{\rho}}=1 \tag{25}
\end{equation*}
$$

At a linear order in $M$, it follows to use Equation (22) in limit $\rho \rightarrow \infty$, and taking geodesic curve $\gamma$, approximated by its flat Euclidean version parametrized as $\rho=b / \sin \varphi$, with $b$ representing the impact parameter in the physical spacetime that

$$
\begin{equation*}
\hat{\alpha}=-\lim _{\rho \rightarrow \infty} \int_{0}^{\pi} \int_{\frac{b}{\sin \varphi}}^{\rho} K d S . \tag{26}
\end{equation*}
$$

After nontrivial calculation, we calculate that the deflection angle of the Schwarzschild black hole in medium for the leading order terms is

$$
\begin{equation*}
\hat{\alpha}=4 \frac{M}{n_{0} b}, \tag{27}
\end{equation*}
$$

which agrees with the well-known results in the limit at which its presence is negligible ( $n_{0}=1$ ); this expression reduces to known vacuum formula $\hat{\alpha}=4 \frac{M}{b}$., so that GBT exhibits a partially topological effect. This method can be used in any asymptotically flat Riemannian optical metrics.

### 2.2. Case 2

Now, we apply the different model of the MFE-like medium [10]

$$
\begin{equation*}
n=\frac{z_{0}}{1+z^{2}} \tag{28}
\end{equation*}
$$

where $z_{0}$ and $z$ are a constant.
The Gaussian curvature of the optical metric approximating in leading orders is negative everywhere and found as:

$$
\begin{equation*}
K=-2 \frac{\left(z^{2}+1\right)^{2} M}{z_{0}^{2} \rho^{3}}+O\left(M^{3}\right) \tag{29}
\end{equation*}
$$

Then, using the same method, we calculate the deflection angle as follows:

$$
\begin{equation*}
\hat{\alpha} \simeq 4 \frac{M z^{2}}{z_{0} b}+4 \frac{M}{z_{0} b} . \tag{30}
\end{equation*}
$$

At $z=0$ and $z_{0}=1$, it reduces to the exact Schwarzschild case.

### 2.3. Case 3

The refractive index for the dark-matter medium [50]

$$
\begin{equation*}
n(\omega)=1+\beta A_{0}+A_{2} \omega^{2} \tag{31}
\end{equation*}
$$

where $\beta=\frac{\rho_{0}}{4 m^{2} \omega^{2}}$ and $\rho_{0}$ are the mass density of the scattered dark-matter particles, and $A_{0}=-2 \varepsilon^{2} e^{2}$ and $A_{2 j} \geq 0$.

The terms in $\mathcal{O}\left(\omega^{2}\right)$ and higher are related to the polarizability of the dark-matter candidate. Note that the order of $\omega^{-2}$ is due to the charged dark-matter candidate and $\omega^{2}$ for a neutral dark-matter candidate. Moreover, there may be a linear term in $\omega$ when parity and charge-parity asymmetries are present.

The Gaussian curvature is obtained as:

$$
\begin{equation*}
K \approx-2 \frac{M}{\left(A_{2} \omega^{2}+\beta A_{0}+1\right)^{2} \rho^{3}}+O\left(M^{3}\right) \tag{32}
\end{equation*}
$$

The deflection angle is found as follows:

$$
\begin{equation*}
\hat{\alpha}=4 \frac{M}{\left(A_{2} \omega^{2}+1\right) b}-4 \frac{M A_{0}}{\left(A_{2} \omega^{2}+1\right)^{2} b} \beta+O\left(\beta^{2}\right) \tag{33}
\end{equation*}
$$

The effect of dark matter can be seen by comparison with the above deflection angle by the Schwarzschild black hole. Hence, dark matter gives a small deflection angle compared to the standard case.

## 3. Effect of Medium on Deflection Angle of Schwarzschild-Like Wormhole Using Gauss-Bonnet Theorem

In this section, we consider the static Schwarzschild-like wormhole solution [58] with metric

$$
\begin{equation*}
d s^{2}=-\left(1-2 M / r+\lambda^{2}\right) d t^{2}+\frac{d r^{2}}{1-2 M / r}+r^{2} d \Omega_{(2)}^{2} \tag{34}
\end{equation*}
$$

which reduces to the black-hole metric in Equation (4) at $\lambda=0$. Using the transformation of $t \rightarrow t / \sqrt{1+\lambda^{2}}$ and $M \rightarrow M\left(1+\lambda^{2}\right)$, the metric functions of the Schwarzschild-like wormhole spacetime become:

$$
\begin{equation*}
f(r)=1-\frac{2 M}{r}, \quad g(r)^{-1}=1-\frac{2 M\left(1+\lambda^{2}\right)}{r} \tag{35}
\end{equation*}
$$

### 3.1. Case 1

We first use the constant profile as refractive $n_{m}=n_{0}$ to calculate the deflection angle in the medium in weak field limits. Using the same procedure, we obtain the optical metric, and calculate the Gaussian optical curvature for the Schwarzschild-like wormhole at a linear order of M as follows:

$$
\begin{equation*}
K \approx-\frac{\left(\lambda^{2}+2\right) M}{\rho^{3} n_{0}^{2}}+O\left(M^{3}\right) \tag{36}
\end{equation*}
$$

and after similar calculations, the corresponding deflection angle in the leading order terms is

$$
\begin{equation*}
\hat{\alpha}=2 \frac{M \lambda^{2}}{n_{0} b}+4 \frac{M}{n_{0} b^{\prime}} \tag{37}
\end{equation*}
$$

which agrees with the well-known results in the limit in which the medium is negligible $\left(n_{0}=1\right)$ [42].

### 3.2. Case 2

To see the effect of the MFE-like medium, we use [10]

$$
\begin{equation*}
n=\frac{z_{0}}{1+z^{2}} \tag{38}
\end{equation*}
$$

where $z_{0}$ and $z$ are a constant. The Gaussian curvature of the optical metric approximating in leading orders is negative everywhere and found as:

$$
\begin{equation*}
K \approx-\frac{\left(z^{2}+1\right)^{2}\left(\lambda^{2}+2\right) M}{\rho^{3} z_{0}^{2}} \tag{39}
\end{equation*}
$$

Using the GBT, the deflection angle is calculated as follows:

$$
\begin{equation*}
\hat{\alpha} \simeq 2 \frac{M \lambda^{2} z^{2}}{z_{0} b}+2 \frac{M \lambda^{2}}{z_{0} b}+4 \frac{M z^{2}}{z_{0} b}+4 \frac{M}{z_{0} b} . \tag{40}
\end{equation*}
$$

At $z=0$ and $z_{0}=1$, it reduces to the previous result [42].

### 3.3. Case 3

Finally, we use the refractive index for dark matter given in Equation (31) to calculate the deflection angle of a wormhole in a medium. The Gaussian curvature is obtained as:

$$
\begin{equation*}
K \approx-\frac{\left(\lambda^{2}+2\right) M}{\rho^{3}\left(A_{2} \omega^{2}+A_{0} \beta+1\right)^{2}} \tag{41}
\end{equation*}
$$

The deflection angle is found as follows:

$$
\begin{equation*}
\hat{\alpha}=2 \frac{M \lambda^{2}}{\left(A_{2} \omega^{2}+A_{0} \beta+1\right) b}+4 \frac{M}{\left(A_{2} \omega^{2}+A_{0} \beta+1\right) b} \tag{42}
\end{equation*}
$$

We find that the deflected photon through dark matter around the Schwarzschild-like wormhole has a large deflection angle compared to the standard case.

## 4. Conclusions

We calculated the deflection angle of black holes and wormholes in a dark-matter medium using the GBT. This was achieved by constructing optical metrics. In summary, we investigated that GBT is a partially topological effect. We demonstrated this by using three different cases. In the first case, we used the constant profile as a refractive index. Then, by constructing the optical geometry and using the GBT, we obtained the deflection angle in the weak field limit. The deflection angle of
the Schwarzschild black hole was correctly calculated in a medium that has a constant $n_{0}$ refractive index. In the second case, we used the MFE-like model (but uniform in large distances), repeated the calculation, and showed that it produces a similar effect.

In Section 2, we repeated our method on the Schwarzschild-like wormhole to see the effect of the dark-matter medium when light is propagated through it. Note that we supposed that the refractive index is spatially nonuniform as long as it is uniform at large distances. In the first case, we again used the constant refractive index, we considered the MFE-like profile, and, finally, the medium for the dark matter was taken to find the deflection angle in the weak field limit. We concluded that the deflection angle by a black hole decreases in a medium of dark matter, as seen in Equation (33). On the other hand, deflection angle by a wormhole increases, as seen in Equation (42).

These results suggest that weak deflection within a dark-matter medium or MFE-like model (perfect imaging), can be calculated using the Gibbons and Werner method, which gives us hints to understanding the nature of dark matter.
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#### Abstract

In this paper, we revisit the rotating global monopole metric and extend the metric to a rotating dyonic global monopole in the presence of a perfect fluid. We then show that the surface topology at the event horizon, related to the metric computed, is a 2-sphere using the Gauss-Bonnet theorem. By choosing $\omega=-1 / 3,0,1 / 3$ we investigate the effect of dark matter, dust and radiation on the silhouette of a black hole. The presence of the global monopole parameter $\gamma$ and the perfect fluid parameters $v$ also deform the shape of a black hole's shadow, which has been depicted through graphical illustrations. Finally, we analyse the energy emission rate of a rotating dyonic global monopole surrounded by perfect fluid with respect to parameters.
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## 1. Introduction

Black holes are fascinating objects predicted to exist by Einstein's theory of general relativity. Recent astrophysical observation shows that such objects may exist at the center of almost every galaxy [1,2]. By studying the light-like geodesics around black holes it is shown that photons can be absorbed by the black hole or can escape from black holes [3]. That is to say a boundary is defined between these two categories of light-like geodesics, giving rise to a dark region known as the shadow. Very recently, a project known as the Event Horizon Telescope (EHT) Collaboration announced the first image concerning the detection of an event horizon of a supermassive black hole at the center of a giant elliptical galaxy, M87 [4,5]. That being said, the black hole shadow has recently become a hot topic among researchers for the simple fact it is best to evaluate the soon-expected observational data. Historically, Synge was the first to propose the apparent shape of a spherically symmetric black hole [6]. After that Luminet [7] discussed the appearance of a Schwarzschild black hole, the shadow of a Kerr black hole was studied by Bardeen [8], the shadow of Kerr-Newman black holes [9], naked singularities with deformation parameters [10], Kerr-Nut spacetimes [11], while shadows of black holes in Chern-Simons modified gravity, Randall-Sundrum braneworlds, and Kaluza-Klein rotating black holes have been studied in References [12-14], and many other interesting studies concerning the effect of dark matter and cosmological constant on the shadow images [15-22], Kerr-like wormholes as well as traversable wormholes and many other interesting studies [23-31]. Some authors have also tried to test theories of gravity by using the observations obtained from the shadow of Sgr A* [32-35]. Note that the new general approach for shadow calculation for axially symmetric black holes was
developed in Reference [36], while the intrinsic curvature and topology of shadows in Kerr spacetime was developed in References [37,38].

Global monopoles are topological defects which may have been produced during the phase transitions in the early universe. In fact, global monopoles are just one type of topological defects. Other types of topological objects are expected to exist including domain walls and cosmic strings (e.g., [39]). More precisely, a global monopole is a heavy object characterized by spherically symmetry and divergent mass. Such objects, which may have been formed during the phase transition of a system composed of a self-coupling triplet of scalar fields $\phi^{a}$ which undergoes a spontaneous breaking of global $O(3)$, gauge symmetry down to $U(1)$. The gravitational field of a static global monopole was found by Barriola and Vilenkin for the first time and are expected to be stable against spherical as well as polar perturbations [40]. According to their model, global monopoles are configurations whose energy density decreases with the distance $r^{-2}$ and whose spacetimes exhibit a solid angle deficit given by $\Delta=8 \pi^{2} \gamma^{2}$, where $\gamma$ is the scale of gauge-symmetry breaking. The rotating metric of a global monopole was investigated by Filho and Bezerra [41] Gravitational lensing by rotating global monopoles has been investigated in Reference [42] and more recently in Reference [43]. Among other things, global monopoles are expected to rotate and to carry magnetic charges.

In this paper, we aim to study the impact of the rotating global monopole black hole surrounded by perfect fluid on the black hole shadow. In Section 2, we consider the gravitational field of a static dyonic black hole (SDBH) with a global monopole surrounded by perfect fluid. In Section 3, by applying a complex coordinate transformation known as the Newman-Janis method [44] we find the spacetimes of a rotating dyonic black hole (RDBH) with a global monopole surrounded by perfect fluid. In Section 4, we consider the null geodesics using Hamilton-Jacobi equation. In Section 5, we study the impact of dark matter, dust and radiation on the shape of global monopole shadow. In Section 6, we study the energy emission rate. Finally in Section 7, we comment on our results.

## 2. An SDBH with a Global Monopole in Perfect Fluid

The action, $S^{(E M)}$, for Einstein Maxwell gravity along with actions $S^{(D)}$ and $\mathcal{S}$ respectively defining presence of a global monopole and matter distribution, can be altogether written as:

$$
\begin{equation*}
S=S^{(E M)}+S^{(D)}+\mathcal{S} \tag{1}
\end{equation*}
$$

The Einstein-Maxwell action $S^{(E M)}$ is given by:

$$
\begin{equation*}
S^{(E M)}=\int \sqrt{-g} d^{4} x\left(\frac{\mathcal{R}}{2 \kappa}-\frac{1}{4} F_{\mu v} F^{\mu v}\right) \tag{2}
\end{equation*}
$$

where $\kappa=8 \pi$. The quantities $g, \mathcal{R}$ and $F_{\mu \nu}$ are, respectively, the determinant of the metric $g_{\mu v}$ associated to the gravitational field, the scalar invariant and the electromagnetic tensor. Also $\mu$, $v=0,1,2,3$.

The corresponding Einstein field equations read:

$$
\begin{equation*}
\mathcal{R}_{\mu v}-\frac{1}{2} g_{\mu v} \mathcal{R}=8 \pi T_{\mu v} \tag{3}
\end{equation*}
$$

While the corresponding Maxwell equations are:

$$
\begin{equation*}
\nabla_{\mu} F^{\mu v}=0 \tag{4}
\end{equation*}
$$

Here $T_{\mu \nu}$ is the total stress energy tensor which we discuss later in this section. Since we are considering a dyonic black hole, which means that it is comprised of both electric charge $Q_{E}$ and magnetic charge $Q_{M}$, the electromagnetic potential has two non zero terms, that is, [45,46]:

$$
\begin{equation*}
\mathbf{A}=\frac{Q_{E}}{r} d t-Q_{M} \cos \theta d \varphi . \tag{5}
\end{equation*}
$$

The only non-vanishing components of the electromagnetic tensor:

$$
\begin{equation*}
F_{t r}=-F_{r t}=\frac{Q_{E}}{r^{2}}, \quad F_{\theta \varphi}=-F_{\varphi \theta}=Q_{M} \sin \theta \tag{6}
\end{equation*}
$$

Now the action $S^{(D)}$ corresponds to the matter having a defect- a global monopole which is a heavy object formed in the phase transition of a system composed by a self-coupling scalar triplet field $\Phi^{\mathbf{s}}$, where $s$ runs from 1 to 3 . Thus the action in presence of a matter field $\Phi^{\mathbf{s}}$ coupled to gravity that characterizes a global monopole [40]:

$$
\begin{equation*}
S^{(D)}=\int \sqrt{-g} d^{4} x\left(\frac{1}{2} g^{\mu v} \partial_{\mu} \Phi^{\mathbf{s}} \partial_{\nu} \Phi^{\mathbf{s}}-\frac{\lambda}{4}\left(\Phi^{2}-\gamma^{2}\right)^{2}\right) \tag{7}
\end{equation*}
$$

where $\Phi^{2}=\Phi^{\mathrm{s}} \Phi^{\mathrm{s}}$, while $\lambda$ is the self-interaction term and $\gamma$ is the scale of a gauge-symmetry breaking. The monopole can be described through the field configuration $\Phi^{\mathbf{s}}=\frac{\gamma h(r) x^{\mathbf{s}}}{|\mathbf{x}|}$, in which $x^{\boldsymbol{s}}=\{r \sin \theta \cos \varphi, r \sin \theta \sin \varphi, r \cos \theta\}$, such that $|\mathbf{x}|=r^{2}$, and $h(r)$ is a function of radial coordinate $r$.

The field equations for the scalar field $\Phi^{\mathbf{s}}$ reduces to a single equation for $h(r)$ given as:

$$
\begin{equation*}
f(r) h^{\prime \prime}(r)+\left[\frac{2 f(r)}{r}+\frac{1}{2 f(r)}\left(f^{2}(r)\right)^{\prime}\right] h^{\prime}(r)-\frac{2 h(r)}{r^{2}}-\lambda \gamma^{2} h(r)\left(h^{2}(r)-1\right)=0 \tag{8}
\end{equation*}
$$

With these equations in mind, and without loss of generality we can choose a spherically symmetric metric written as follows:

$$
\begin{equation*}
d s^{2}=-f(r) d t^{2}+\frac{d r^{2}}{f(r)}+r^{2} d \theta^{2}+r^{2} \sin ^{2} \theta d \varphi^{2} \tag{9}
\end{equation*}
$$

In our case the total stress-energy momentum reads:

$$
\begin{equation*}
T_{\mu \nu}=T_{\mu \nu}^{(E M)}+T_{\mu \nu}^{(D)}+\mathcal{T}_{\mu \nu} \tag{10}
\end{equation*}
$$

in which:

$$
\begin{gather*}
T_{\mu \nu}^{(E M)}=\frac{1}{4 \pi}\left(F_{\mu \sigma} F_{v}{ }^{\sigma}-\frac{1}{4} g_{\mu \nu} F_{\rho \sigma} F^{\rho \sigma}\right),  \tag{11}\\
T_{\mu \nu}^{(D)}=\partial_{\mu} \phi^{a} \partial_{\nu} \phi^{a}-\frac{1}{2} g_{\mu \nu} g^{\rho \sigma} \partial_{\rho} \phi^{a} \partial_{\sigma} \phi^{a}-\frac{g_{\mu v} \lambda}{4}\left(\phi^{2}-\gamma^{2}\right)^{2}, \tag{12}
\end{gather*}
$$

and $\mathcal{T}_{\mu \nu}$ is the energy-momentum tensor of the surrounding matter. The energy momentum-tensor of the surrounding fluid has the following components [47]:

$$
\begin{equation*}
\mathcal{T}^{t}{ }_{t}=\mathcal{T}^{r}{ }_{r}=-\rho, \tag{13}
\end{equation*}
$$

and:

$$
\begin{equation*}
\mathcal{T}^{\theta}{ }_{\theta}=\mathcal{T}^{\varphi}{ }_{\varphi}=\frac{1}{2}(1+3 \omega) \rho . \tag{14}
\end{equation*}
$$

Outside the core $h \rightarrow 1$ and the energy-momentum tensor of the monopole has the following components [40]:

$$
\begin{gather*}
T^{(D)_{t}^{t}}=T^{(D)}{ }_{r}^{r}=-\gamma^{2}\left[\frac{h^{2}}{r^{2}}+f(r) \frac{\left(h^{\prime}\right)^{2}}{2}+\frac{\lambda \gamma^{2}}{4}\left(h^{2}-1\right)^{2}\right] \rightarrow-\frac{\gamma^{2}}{r^{2}},  \tag{15}\\
T^{(D)}{ }_{\theta}^{\theta}=T^{(D)^{\varphi}}=-\gamma^{2}\left[f(r) \frac{\left(h^{\prime}(r)\right)^{2}}{2}+\frac{\lambda \gamma^{2}}{4}\left(h^{2}(r)-1\right)^{2}\right] \rightarrow 0 . \tag{16}
\end{gather*}
$$

The surrounding matter, whose action is denoted by $\mathcal{S}$ in Equation (1), can generally be a dust, radiation, quintessence, cosmological constant, phantom field or even any combination of them. Thus, the Einstein's field equations yield:

$$
\begin{align*}
& \frac{r f^{\prime}(r)+f(r)-1}{r^{2}}+\frac{8 \pi \gamma^{2}}{r^{2}}+\frac{Q_{E}^{2}}{r^{4}}+\frac{Q_{M}^{2}}{r^{4}}+8 \pi \rho=0  \tag{17}\\
& \frac{r f^{\prime \prime}(r)+2 f^{\prime}(r)}{2 r}-\frac{Q_{E}^{2}}{r^{4}}-\frac{Q_{M}^{2}}{r^{4}}-4 \pi \rho(3 \omega+1)=0 \tag{18}
\end{align*}
$$

Now by solving the set of differential equations (18) and (19) one obtains the following general solution for the metric:

$$
\begin{equation*}
f(r)=1-8 \pi \gamma^{2}-\frac{2 M}{r}+\frac{Q_{E}^{2}}{r^{2}}+\frac{Q_{M}^{2}}{r^{2}}-\frac{v}{r^{1+3 \omega}} \tag{19}
\end{equation*}
$$

with the energy density in the form:

$$
\begin{equation*}
\rho=-\frac{3 \omega v}{8 \pi r^{3(1+\omega)}} . \tag{20}
\end{equation*}
$$

Note that, $v$ is the perfect fluid parameter. From the weak energy condition it follows the positivity of the energy density of the surrounding field, $\rho \geq 0$, which should satisfy the following constraint $\omega v \leq 0$.

## 3. An RDBH with a Global Monopole in Perfect Fluid

We now extend the study of static global monopole solution and obtain its rotating counterpart. For this we apply Newman-Janis formalism to the metric (9) along with (19). As a first step to this formalism, we transform Boyer-Lindquist (BL) coordinates ( $t, r, \theta, \phi$ ) to Eddington-Finkelstein (EF) coordinates $(u, r, \theta, \phi)$. This can be achieved by using the coordinate transformation:

$$
\begin{equation*}
d t=d u+\frac{d r}{1-8 \pi \gamma^{2}-\frac{2 M}{r}+\frac{Q_{E}^{2}}{r^{2}}+\frac{Q_{M}^{2}}{r^{2}}-\frac{v}{r^{3 \omega+1}}} \tag{21}
\end{equation*}
$$

which yields line element in the form:

$$
\begin{equation*}
d s^{2}=-\left(1-8 \pi \gamma^{2}-\frac{2 M}{r}+\frac{Q_{E}^{2}}{r^{2}}+\frac{Q_{M}^{2}}{r^{2}}-\frac{v}{r^{3 \omega+1}}\right) d u^{2}-2 d u d r+r^{2} d \Omega^{2} \tag{22}
\end{equation*}
$$

where $d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}$. It is worth noting that, compared to the previous work in Reference [41], we shall use the metric form (9) along with $f(r)$ given by Equation (19) to obtain a simple metric for the rotating black hole with a global monopole. This metric can be decomposed in terms of null tetrads as:

$$
\begin{equation*}
g^{\mu v}=-l^{\mu} n^{v}-l^{v} n^{\mu}+m^{\mu} \bar{m}^{v}+m^{v} \bar{m}^{\mu}, \tag{23}
\end{equation*}
$$

where the null vectors are defined as:

$$
\begin{align*}
l^{\mu} & =\delta_{r}^{\mu}  \tag{24}\\
n^{\mu} & =\delta_{u}^{\mu}-\frac{1}{2}\left(1-8 \pi \gamma^{2}-\frac{2 M}{r}+\frac{Q_{E}^{2}}{r^{2}}+\frac{Q_{M}^{2}}{r^{2}}-\frac{v}{r^{3 \omega+1}}\right) \delta_{r}^{\mu}  \tag{25}\\
m^{\mu} & =\frac{1}{\sqrt{2} r}\left(\delta_{\theta}^{\mu}+\frac{i}{\sin \theta} \delta_{\phi}^{\mu}\right)  \tag{26}\\
\bar{m}^{\mu} & =\frac{1}{\sqrt{2} r}\left(\delta_{\theta}^{\mu}-\frac{i}{\sin \theta} \delta_{\phi}^{\mu}\right) . \tag{27}
\end{align*}
$$

It is obvious from the notation that $\bar{m}^{\mu}$ is a complex conjugate of $m^{\mu}$. These vectors further satisfy the conditions for normalization, orthogonality and isotropy as:

$$
\begin{array}{r}
l^{\mu} l_{\mu}=n^{\mu} n_{\mu}=m^{\mu} m_{\mu}=\bar{m}^{\mu} \bar{m}_{\mu}=0 \\
l^{\mu} m_{\mu}=l^{\mu} \bar{m}_{\mu}=n^{\mu} m_{\mu}=n^{\mu} \bar{m}_{\mu}=0, \\
-l^{\mu} n_{\mu}=m^{\mu} \bar{m}_{\mu}=1 . \tag{30}
\end{array}
$$

Following the Newman-Janis prescription we write:

$$
x^{\prime \mu}=x^{\mu}+i a\left(\delta_{r}^{u}-\delta_{u}^{u}\right) \cos \theta \rightarrow\left\{\begin{array}{l}
u^{\prime}=u-i a \cos \theta  \tag{31}\\
r^{\prime}=r+i a \cos \theta \\
\theta^{\prime}=\theta \\
\phi^{\prime}=\phi
\end{array}\right.
$$

in which $a$ stands for the rotation parameter. Next, let the null tetrad vectors $Z^{a}=\left(l^{a}, n^{a}, m^{a}, \bar{m}^{a}\right)$ undergo a transformation given by $Z^{\mu}=\left(\partial x^{\mu} / \partial x^{\prime \nu}\right) Z^{\prime \nu}$, following:

$$
\begin{align*}
l^{\prime \mu} & =\delta_{r}^{\mu}  \tag{32}\\
n^{\prime \mu} & =\delta_{u}^{u}-\frac{1}{2} \mathcal{F} \delta_{r}^{\mu}  \tag{33}\\
m^{\prime \mu} & =\frac{1}{\sqrt{2 \Sigma}}\left[\left(\delta_{u}^{\mu}-\delta_{r}^{\mu}\right) i a \sin \theta+\delta_{\theta}^{\mu}+\frac{i}{\sin \theta} \delta_{\phi}^{\mu}\right],  \tag{34}\\
\bar{m}^{\prime \mu} & =\frac{1}{\sqrt{2 \Sigma}}\left[\left(\delta_{u}^{\mu}-\delta_{r}^{\mu}\right) i a \sin \theta+\delta_{\theta}^{\mu}+\frac{i}{\sin \theta} \delta_{\phi}^{\mu}\right], \tag{35}
\end{align*}
$$

where we replaced $f(r)$ to $\mathcal{F}(r, a, \theta)$ and $h(r)=r^{2}$ to $\Sigma(r, a, \theta)$. With the help of the above equations the contravariant components of new metric are computed as:

$$
\begin{align*}
g^{u u} & =\frac{a^{2} \sin ^{2} \theta}{\Sigma}, g^{u \phi}=\frac{a}{\Sigma}, g^{u r}=1-\frac{a^{2} \sin ^{2} \theta}{\Sigma} \\
g^{r r} & =\mathcal{F}+\frac{a^{2} \sin ^{2} \theta}{\Sigma}, g^{r \phi}=-\frac{a}{\Sigma}, g^{\theta \theta}=\frac{1}{\Sigma} \\
g^{\phi \phi} & =\frac{1}{\Sigma \sin ^{2} \theta} \tag{36}
\end{align*}
$$

The new metric is found as follows:

$$
\begin{align*}
d s^{2} & =-\mathcal{F} d u^{2}-2 d u d r+2 a \sin ^{2} \theta(\mathcal{F}-1) d u d \phi+2 a \sin ^{2} d r d \phi+\Sigma d \theta^{2} \\
& +\sin ^{2} \theta\left[\Sigma+a^{2}(2-\mathcal{F}) \sin ^{2} \theta\right] d \phi^{2} . \tag{37}
\end{align*}
$$

Using the method without a complexification introduced in Reference [48] we revert the EF coordinates back to BL coordinates by using the following transformation:

$$
\begin{equation*}
d u=d t+\lambda(r) d r, \quad d \phi=d \varphi+\chi(r) d r \tag{38}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda(r)=\frac{-a^{2}-k(r)}{f(r) h(r)+a^{2}}, \quad \chi(r)=\frac{-a}{f(r) h(r)+a^{2}}, \quad k(r)=h(r)=r^{2}, \tag{39}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathcal{F}=\frac{f(r) h(r)+a^{2} \cos ^{2} \theta}{\left(k(r)+a^{2} \cos ^{2} \theta\right)^{2}} \Sigma \tag{40}
\end{equation*}
$$

Hence the rotating black hole solution in Boyer-Lindquist coordinates turns out to be [49]:

$$
\begin{aligned}
d s^{2} & =-\frac{f(r) h(r)+a^{2} \cos ^{2} \theta}{\left(k(r)+a^{2} \cos ^{2} \theta\right)^{2}} \Sigma d t^{2}+2 a \sin ^{2} \theta \frac{f(r) h(r)-k(r)}{\left(k(r)+a^{2} \cos ^{2} \theta\right)^{2}} \Sigma d t d \varphi+\frac{\Sigma}{f(r) h(r)+a^{2}} d r^{2}+\Sigma d \theta^{2} \\
& +\Sigma \sin ^{2} \theta\left[1+a^{2} \sin ^{2} \theta \frac{2 k(r)-f(r) h(r)+a^{2} \cos ^{2} \theta}{\left(k(r)+a^{2} \cos ^{2} \theta\right)^{2}}\right] d \varphi^{2} .
\end{aligned}
$$

Following Reference [48] using the condition $k(r)=h(r)=r^{2}$ one can find $\Sigma=r^{2}+a^{2} \cos ^{2} \theta$. Finally the metric can also be written as:

$$
\begin{align*}
d s^{2} & =-\left(1-\frac{r^{2}(1-f(r))}{\Sigma}\right) d t^{2}-2 a \sin ^{2} \theta\left(\frac{r^{2}(1-f(r))}{\Sigma}\right) d t d \varphi+\frac{\Sigma}{\Delta} d r^{2}+\Sigma d \theta^{2} \\
& +\sin ^{2} \theta\left[\frac{\left(r^{2}+a^{2}\right)^{2}-a^{2} \Delta \sin ^{2} \theta}{\Sigma}\right] d \varphi^{2} \tag{41}
\end{align*}
$$

where in order to simplify the notation we introduce the following quantities:

$$
\begin{equation*}
\Delta=r^{2} f(r)+a^{2}=r^{2}+a^{2}-2 M r-8 \pi r^{2} \gamma^{2}+Q_{E}^{2}+Q_{M}^{2}-\frac{v}{r^{3 \omega-1}} \tag{42}
\end{equation*}
$$

where $f(r)$ is given by Equation (19). In this work, we consider three different cases of $\omega=-1 / 3$ dark matter dominant, 0 (dust dominant) and $1 / 3$ (radiation dominant). For spin $a=0$, perfect fluid parameter $v=0$ and no charges, the above metric reduces to Schwarzschild black hole with global monopole [50]. It would certainly be interesting to generalize our solution by including the cosmological constant as well. As a particular example, we point out the Kerr-Newman-NUT black hole which is a subclass of the Plebanski-Demianski class [51], but our solution it seems not to be the case. The shadows of Kerr-Newman-NUT black holes with cosmological constant has been investigated by Grenzebach et al. [52]. The electromagnetic field of a black hole is defined by its vector potential. As already mentioned, in case of a static black hole the vector potential is given by Equation (5). For the rotating case, the Newman-Janis method can also be applied on Equation (5) using a gauge transformation such that $g_{r r}=0$ and $A_{r}=0$. For the detailed procedure the authors refer the readers to Reference [46]. The vector potential computed through Newman-Janis formalism for a rotating dyonic black hole is given by [46]:

$$
\begin{equation*}
\mathbf{A}=\left(\frac{r Q_{E}-a Q_{M} \cos \theta}{\Sigma}\right) d t+\left(-\frac{r a}{\Sigma} Q_{E} \sin ^{2} \theta+\frac{r^{2}+a^{2}}{\Sigma} Q_{M} \cos \theta\right) d \varphi . \tag{43}
\end{equation*}
$$

It has been shown in Reference [48] that metric similar to (41) satisfies the Einstein field equations. For the Einstein tensor $G_{\mu \nu}$ and energy-momentum tensor $T_{\mu v}$, the Einstein field equations are given by $G_{\mu \nu}=R_{\mu \nu}-1 / 2 g_{\mu \nu} \mathcal{R}=8 \pi T_{\mu \nu}$. For simplicity, let $f(r)=1-2 F(r) / r^{2}$, where $F(r)=4 \pi \gamma^{2} r^{2}+$ $M r-\left(Q_{E}^{2}+Q_{M}^{2}\right) / 2+v r^{1-3 \omega} / 2$, then the nonvanishing components of $G_{\mu v}$ are:

$$
\begin{align*}
G_{t t} & =\frac{2}{\Sigma^{3}}\left(2 F(r)-\left(\left(r^{2}+a^{2}\right)+a^{2} \sin ^{2} \theta\right)\right)\left(F(r)-r F^{\prime}(r)\right)-\frac{a^{2} \sin ^{2} \theta}{\Sigma^{2}} F^{\prime \prime}(r), \\
G_{r r} & =\frac{2}{\Sigma \Delta}\left(F(r)-r F^{\prime}(r)\right), \\
G_{\theta \theta} & =\frac{-2}{\Sigma}\left(F(r)-r F^{\prime}(r)\right)-F^{\prime \prime}(r),  \tag{44}\\
G_{t \varphi} & =\frac{4 a \sin ^{2} \theta}{\Sigma^{3}}\left(\left(r^{2}+a^{2}\right)-F(r)\right)\left(F(r)-r F^{\prime}(r)\right)+\frac{a}{\Sigma^{2}}\left(r^{2}+a^{2}\right) \sin ^{2} \theta F^{\prime \prime}(r), \\
G_{\varphi \varphi} & =\frac{\sin ^{2} \theta}{\Sigma^{3}}\left(4 a^{2} \sin ^{2} \theta F(r)-\left(r^{2}+a^{2}\right)\left(2\left(r^{2}+a^{2}\right)+a^{2} \sin ^{2} \theta\right)\right)\left(F(r)-r F^{\prime}(r)\right)-\frac{\left(r^{2}+a^{2}\right) \sin ^{2} \theta}{\Sigma^{2}} F^{\prime \prime}(r) .
\end{align*}
$$

In terms of the orthogonal basis, for the metric (41):

$$
\begin{align*}
e_{t}^{\mu} & =\frac{1}{\sqrt{\Sigma \Delta}}\left(r^{2}+a^{2}, 0,0, a\right), \quad e_{r}^{\mu}=\frac{1}{\sqrt{\Sigma}}(0,1,0,0)  \tag{45}\\
e_{\theta}^{\mu} & =\frac{1}{\sqrt{\Sigma}}(0,0,1,0), \quad e_{\varphi}^{\mu}=\frac{1}{\sqrt{\Sigma \Delta}}\left(a \sin ^{2} \theta, 0,0,1\right)
\end{align*}
$$

and the Einstein tensor $G_{\mu v}$, the energy momentum tensor is expressed as:

$$
\begin{array}{ll}
p_{t}=\frac{1}{8 \pi} e_{t}^{\mu} e_{t}^{v} G_{\mu v}, & p_{r}=\frac{1}{8 \pi} e_{r}^{\mu} e_{r}^{v} G_{\mu v} \\
p_{\theta}=\frac{1}{8 \pi} e_{\theta}^{\mu} e_{\theta}^{v} G_{\mu v}, & p_{\varphi}=\frac{1}{8 \pi} e_{\varphi}^{\mu} e_{\varphi}^{v} G_{\mu v} \tag{46}
\end{array}
$$

Equations (41)-(46) gives the components for energy momentum tensor as:

$$
\begin{align*}
& p_{t}=\frac{1}{8 \pi \Sigma^{2}}\left(8 \pi \gamma^{2} r^{2}-3 v \omega r^{1-3 \omega}+\left(Q_{E}^{2}+Q_{M}^{2}\right)\right)=-p_{r}  \tag{47}\\
& p_{\theta}=-p_{r}-\frac{1}{8 \pi \Sigma}\left(8 \pi \gamma^{2}-\frac{3 v \omega(1-3 \omega)}{2 r^{1+3 \omega}}\right)=p_{\varphi} .
\end{align*}
$$

Analogous to a Kerr black hole, a ring singularity resides inside the black hole defined by metric (41). This can be demonstrated by computing the points at which the Kretschmann scalar $\mathcal{K}_{s}=R_{\mu \nu \sigma \rho} R^{\mu \nu \sigma \rho}$ turns to infinity. For the metric (41), the Kretschmann scalar has the value:

$$
\begin{equation*}
\mathcal{K}_{s}=\frac{Z\left(r, a, \theta, Q_{E}, Q_{M}, \omega, v, \gamma\right)}{r^{2(1+3 \omega)}\left(r^{2}+a^{2} \cos ^{2} \theta\right)^{2}} . \tag{48}
\end{equation*}
$$

where $Z\left(r, a, \theta, Q_{E}, Q_{M}, \omega, v, \gamma\right)$ is a tedious function. From the above expression, we observe that for $\omega=-1 / 3,0,1 / 3$ the poles lie $r^{2}+a \cos ^{2} \theta=0$ or when $r=0$ and $\theta=\pi / 2$. This leads us to the interpretation that a test particle moving in an equatorial plane $\theta=\pi / 2$ will hit the singularity at $r=0$.

### 3.1. Surface Topology

It is interesting to determine the surface topology of the global monopole spacetime at the event horizon. At a fixed moment in time $t$, and a constant $r=r_{+}$, the metric (41) reduces to:

$$
\begin{equation*}
d s^{2}=\Sigma\left(r_{+}, \theta\right) d \theta^{2}+\left(2 M r_{+}+8 \pi r_{+}^{2} \gamma^{2}-Q_{E}^{2}-Q_{M}^{2}+\frac{v}{r_{+}^{3 \omega-1}}\right)^{2} \frac{\sin ^{2} \theta}{\Sigma\left(r_{+}, \theta\right)} d \varphi^{2} \tag{49}
\end{equation*}
$$

The above metric has the following determinant:

$$
\begin{equation*}
\operatorname{det} g^{(2)}=\left(2 M r_{+}+8 \pi r_{+}^{2} \gamma^{2}-Q_{E}^{2}-Q_{M}^{2}+\frac{v}{r_{+}^{3 \omega-1}}\right)^{2} \sin ^{2} \theta \tag{50}
\end{equation*}
$$

Theorem 1. Let $\mathcal{M}$ be a compact orientable surface with metric $g^{(2)}$, and let $K$ be the Gaussian curvature with respect to $g^{(2)}$ on $\mathcal{M}$. Then, the Gauss-Bonnet theorem states that:

$$
\begin{equation*}
\iint_{\mathcal{M}} K d A=2 \pi \chi(\mathcal{M}) \tag{51}
\end{equation*}
$$

Note that $d A$ is the surface line element of the 2-dimensional surface and $\chi(\mathcal{M})$ is the Euler characteristic number. It is convenient to sometimes express the above theorem in terms of the Ricci scalar, in particular for the 2-dimensional surface there is a simple relation between the Gaussian curvature and Ricci scalar given by:

$$
\begin{equation*}
K=\frac{\mathcal{R}}{2} . \tag{52}
\end{equation*}
$$

Yielding the following from:

$$
\begin{equation*}
\frac{1}{4 \pi} \iint_{\mathcal{M}} \mathcal{R} d A=\chi(\mathcal{M}) \tag{53}
\end{equation*}
$$

A straightforward calculation using the metric (49) yields the following result for the Ricci scalar:

$$
\begin{equation*}
\mathcal{R}=\frac{2\left(r_{+}^{2}+a^{2}\right)\left(r_{+}^{2}-3 a^{2} \cos ^{2} \theta\right)}{\left(r_{+}^{2}+a^{2} \cos ^{2} \theta\right)^{3}} \tag{54}
\end{equation*}
$$

From the GBT we find:

$$
\begin{equation*}
\chi(\mathcal{M})=\frac{1}{4 \pi} \int_{0}^{2 \pi} \int_{0}^{\pi}\left[\frac{2\left(r_{+}^{2}+a^{2}\right)\left(r_{+}^{2}-3 a^{2} \cos ^{2} \theta\right)}{\left(r_{+}^{2}+a^{2} \cos ^{2} \theta\right)^{3}}\right] \sqrt{\operatorname{det} g^{(2)}} d \theta d \varphi \tag{55}
\end{equation*}
$$

Finally, solving the integral we find:

$$
\begin{equation*}
\chi(\mathcal{M})=2 \tag{56}
\end{equation*}
$$

Hence the surface topology is a 2-sphere at the event horizon, since we know that $\chi(\mathcal{M})_{\text {sphere }}=2$.

### 3.2. Shape of Ergoregion

Let us now proceed to study the shape of the ergoregion of an RDBH with a global monopole. In particular we shall be interested to plot the shape of the ergoregion in the $x z$-plane. Recall that the horizons of the RDG can be found by solving $\Delta=0$ :

$$
\begin{equation*}
r^{2}+a^{2}-2 M r-8 \pi r^{2} \gamma^{2}+Q_{E}^{2}+Q_{M}^{2}-\frac{v}{r^{3 \omega-1}}=0 \tag{57}
\end{equation*}
$$

on the other hand, the limit surfaces or inner and outer ergosurface is given by $g_{t t}=0$, i.e.,

$$
\begin{equation*}
r^{2}+a^{2} \cos ^{2} \theta-2 M r-8 \pi r^{2} \gamma^{2}+Q_{E}^{2}+Q_{M}^{2}-\frac{v}{r^{3 \omega-1}}=0 . \tag{58}
\end{equation*}
$$

There is an interesting process which relies on the presence of an ergoregion, namely from such a rotating black hole energy can be extracted, and is known as the Penrose process. In Figure 1 we plot the shape of ergoregion for different values of $a, \omega, \gamma$, and $v$. One can observe that the event horizon and static limit surface meet at the poles while the region between them is the ergoregion
which supports negative energy orbits. Furthermore, the shape of ergoregion depends on the spin $a$, however due to the small values of $v$ we observe small changes related to the value of $\omega$.


Figure 1. Plots showing the shape of ergoregion in $x z$-plane for different values of $a, \omega$, and $v$. We have chosen $Q_{E}=Q_{M}=0.1$ in all plots. The blue and the red lines correspond to horizons and static limit surfaces, respectively. The outer red line corresponds to the static limit surface, whereas the two blue lines correspond to the two horizons. Due to the small values of $v$ and a arbitrary value of $a$ we observe almost indistinguishable plots for the shape of the ergoregion.

## 4. Null Geodesics

Our main objective is to study the shadow cast by the black hole defined by metric (41). To do so, we first need to analyze the geodesics structure of photons moving around the compact gravitational source. This will enable us to detect the unstable photon orbits which in turn defines the boundary of the shadow.

To observe the null geodesics around the RDGM present in perfect fluid, we consider the Hamilton-Jacobi method. The Hamilton-Jacobi equation is given by:

$$
\begin{equation*}
\partial_{\tau} \mathcal{J}=-\mathcal{H} . \tag{59}
\end{equation*}
$$

In the above equation:
On Left Side $\mathcal{J}$ is the Jacobi action, defined as the function of affine parameter $\tau$ and coordinates $x^{\mu}$ i.e., $\mathcal{J}=\mathcal{J}\left(\tau, x^{\mu}\right)$.

On Right Side $\mathcal{H}$ is the Hamiltonian of test particle's motion and is equivalent to $g^{\mu v} \partial_{\mu} \mathcal{J} \partial_{\nu} \mathcal{J}$.
In the spacetime under consideration, along the photon geodesics the energy $E$ and momentum $L$, defined respectively by Killing fields $\xi_{t}=\partial_{t}$ and $\xi_{\phi}=\partial_{\phi}$, are conserved. The mass $m=0$ of the photon is also constant. Using these constants of motion we can thus separate the Jacobi function as:

$$
\begin{equation*}
\mathcal{J}=\frac{1}{2} m^{2} \tau-E t+L \phi+\mathcal{J}_{r}(r)+\mathcal{J}_{\theta}(\theta) \tag{60}
\end{equation*}
$$

where the functions $\mathcal{J}_{r}(r)$ and $\mathcal{J}_{\theta}(\theta)$ respectively depends on coordinates $r$ and $\theta$.
Combining Equations (59) and (60) yields a set of equations, which describes the dynamics of a test particle around the rotating black hole in perfect fluid matter, as:

$$
\begin{align*}
& \Sigma \frac{d t}{d \tau}=\frac{r^{2}+a^{2}}{\Delta}\left[E\left(r^{2}+a^{2}\right)-a L\right]-a\left(a E \sin ^{2} \theta-L\right)  \tag{61}\\
& \Sigma \frac{d r}{d \tau}=\sqrt{\mathcal{R}(r)}  \tag{62}\\
& \Sigma \frac{d \theta}{d \tau}=\sqrt{\Theta(\theta)}  \tag{63}\\
& \Sigma \frac{d \varphi}{d \tau}=\frac{a}{\Delta}\left[E\left(r^{2}+a^{2}\right)-a L\right]-\left(a E-\frac{L}{\sin ^{2} \theta}\right) \tag{64}
\end{align*}
$$

where $\mathcal{R}(r)$ and $\Theta(\theta)$ read as:

$$
\begin{align*}
& \mathcal{R}(r)=\left[E\left(r^{2}+a^{2}\right)-a L\right]^{2}-\Delta\left[m^{2} r^{2}+(a E-L)^{2}+\mathcal{K}\right]  \tag{65}\\
& \Theta(\theta)=\mathcal{K}-\left(\frac{L^{2}}{\sin ^{2} \theta}-a^{2} E^{2}\right) \cos ^{2} \theta \tag{66}
\end{align*}
$$

with $\mathcal{K}$ the Carter constant.

## 5. Circular Orbits

Now we consider a gravitational source placed between a light emitting source and an observer at infinity. The photons emitted from the light source will form two kinds of trajectories-the ones which eventually fall into the black hole and the ones which scatter away from it. The region separating these trajectories contains unstable circular orbits. These unstable circular orbits form a dark region in sky thus forming the contour of the shadow. In this section we intend to discuss the presence of unstable circular orbits around the black hole under consideration. For this we consider photon as a test particle and hence take $m=0$. We can express the radial geodesic equation in terms of effective potential $V_{\text {eff }}$ of photon's radial motion as:

$$
\Sigma^{2}\left(\frac{d r}{d \tau}\right)^{2}+V_{\mathrm{eff}}=0
$$

For our convenience we introduce two independent parameters $\xi$ and $\eta$ [53] as:

$$
\begin{equation*}
\xi=L / E, \quad \eta=\mathcal{K} / E^{2} \tag{67}
\end{equation*}
$$

The effective potential in terms of these two parameters is then expressed as:

$$
\begin{equation*}
V_{\mathrm{eff}}=\Delta\left((a-\xi)^{2}+\eta\right)-\left(r^{2}+a^{2}-a \xi\right)^{2} \tag{68}
\end{equation*}
$$

where we have replaced $V_{\text {eff }} / E^{2}$ by $V_{\text {eff }}$. Figure 2 shows the variation in effective potential associated with the radial motion of photons. From the figure we observe that in all three cases the value of effective potential decreases with increase in parameter $\gamma$. Now the circular photon orbits exists when at some constant $r=r_{c}$ the conditions:

$$
\begin{equation*}
V_{\mathrm{eff}}(r)=0, \quad \frac{d V_{\mathrm{eff}}(r)}{d r}=0 \tag{69}
\end{equation*}
$$

are satisfied. We then use Equation (68) in Equation (69) and thus obtain:

$$
\begin{align*}
& {\left[\eta+(\xi-a)^{2}\right] \Delta-\left(r^{2}+a^{2}-a \xi\right)^{2}=0}  \tag{70}\\
& 4\left(r^{2}+a^{2}-a \xi\right)-\left[\eta+(\xi-a)^{2}\right] \mathcal{A}(r)=0 \tag{71}
\end{align*}
$$

where:

$$
\begin{equation*}
\mathcal{A}(r)=1-8 \pi \gamma^{2}-\frac{M}{r}+\left(\frac{3 \omega-1}{2}\right) \frac{v}{r^{1+3 \omega}} . \tag{72}
\end{equation*}
$$



Figure 2. The effective potential of photon moving in equatorial plane, with respect to its radial motion: $\omega=1 / 3$ for radiation, $\omega=0$ for dust and $\omega=-1 / 3$ for dark matter.

Combining Equations (70) and (71) results in:

$$
\begin{align*}
& a \xi=r^{2}+a^{2}-\frac{2 \Delta}{\mathcal{A}(r)}  \tag{73}\\
& \eta=\frac{4 \Delta}{\mathcal{A}(r)^{2}}-\frac{1}{a^{2}}\left(r^{2}-\frac{\Delta}{\mathcal{A}(r)^{2}}\right)^{2} \tag{74}
\end{align*}
$$

It is worth mentioning here that impact parameters, $\xi$ and $\eta$, will be affected not just by radial coordinate $r$, spin parameter $a$ and mass of black hole $M$ but also by electric charge $Q_{E}$, magnetic charge $Q_{M}$, monopole parameter $\gamma$ and perfect fluid parameter $v$. The unstable circular orbits are located at local maxima of the potential curves, that is, when $V_{\text {eff }}^{\prime \prime}<0$ or:

$$
\begin{equation*}
\left(\Delta^{\prime 2}+2 \Delta \Delta^{\prime \prime}\right) r+2 \Delta \Delta^{\prime}>0 \tag{75}
\end{equation*}
$$

## 6. Silhoutte of Black Holes

In this section, we extend our calculations to observe shadow of RDGM surrounded by perfect fluid. To gain the optical image we specify the observer at position $\left(r_{0}, \theta_{0}\right)$, where $r_{o}=r \rightarrow \infty$ and $\theta_{o}$ is the angular coordinate at infinity, on observer's sky. The new coordinates, also widely known as celestial coordinates, $\alpha$ and $\beta$, are then introduced. These coordinates are selected such that $\alpha$ and $\beta$ correspond to the apparent perpendicular distance of the image from axis of symmetry and its projection on the equatorial plane, respectively.

Due to the presence of global monopole, we have asymptotically non flat solutions due to the global nontrivial topology. Now we obtain the proper celestial coordinates for the asymptotically non-flat solution by adopting [10]:

$$
\begin{align*}
\alpha & =\lim _{r \rightarrow \infty}-r \frac{p^{(\phi)}}{p^{(t)}}  \tag{76}\\
\beta & =\lim _{r \rightarrow \infty} r \frac{p^{(\theta)}}{p^{(t)}} \tag{77}
\end{align*}
$$

where $\left(p^{(t)}, p^{(r)}, p^{(\theta)}, p^{(\phi)}\right)$ are the tetrad components of the photon momentum with respect to locally nonrotating reference frame. So basically one can define the observer's sky as the usual cases in which the observer bases $e_{(v)}^{\mu}$ can be expanded as a form in the coordinate bases. In the limit $r \rightarrow \infty$ can relate the above coordinates to parameters $\xi$ and $\eta$, which then yield:

$$
\begin{align*}
& \alpha=-\sqrt{1-8 \pi \gamma^{2}} \frac{\xi}{\sin \theta}  \tag{78}\\
& \beta= \pm \sqrt{1-8 \pi \gamma^{2}} \sqrt{\eta+a^{2} \cos ^{2} \theta-\xi^{2} \cot ^{2} \theta} \tag{79}
\end{align*}
$$

for the case $\omega=0$ and $\omega=1 / 3$. And similarly:

$$
\begin{align*}
\alpha & =-\sqrt{1-8 \pi \gamma^{2}-v} \frac{\xi}{\sin \theta}  \tag{80}\\
\beta & = \pm \sqrt{1-8 \pi \gamma^{2}-v} \sqrt{\eta+a^{2} \cos ^{2} \theta-\xi^{2} \cot ^{2} \theta} \tag{81}
\end{align*}
$$

for the case of quintessence, that is, $\omega=-1 / 3$. We observe that in the dark matter case there is a similar contribution term compared to the global monopole. In the limit $\gamma \rightarrow 0$ and $v \rightarrow 0$ we obtain the usual relations for celestial coordinates for the asymptotically flat solution. We expect that the parameters involved in RDGM in the presence of a perfect fluid will affect the shape of its shadow. This can be clearly confirmed through Equation (81) as it depends not only on spin parameter $a$ and angular coordinate $\theta_{o}$ but also on $\gamma, \omega$ and perfect fluid parameter $v$. Later, we will justify our results also through graphical interpretations.

As our observer is placed in the equatorial plane $(\theta=\pi / 2), \alpha$ and $\beta$ reduce to:

$$
\begin{align*}
& \alpha=-\sqrt{1-8 \pi \gamma^{2}} \xi  \tag{82}\\
& \beta= \pm \sqrt{1-8 \pi \gamma^{2}} \sqrt{\eta} \tag{83}
\end{align*}
$$

for the case $\omega=0$ and $\omega=1 / 3$. And

$$
\begin{align*}
& \alpha=-\sqrt{1-8 \pi \gamma^{2}-v} \xi  \tag{84}\\
& \beta= \pm \sqrt{1-8 \pi \gamma^{2}-v} \sqrt{\eta} \tag{85}
\end{align*}
$$

for the case $\omega=-1 / 3$. Figures 3 and 4 show deformation in the shapes of the shadow with respect to monopole parameter $\gamma$ and perfect fluid parameter $v$, respectively. It is a well known observation now that the rotational effect in a black hole distorts its shape. That being said, we notice in Figure 3 that for small spin parameter, $a$, the shadow of the black hole maintains a circular shape along with the increase in its size with the inclination of $\gamma$. As for larger spin values, the shadow is clearly distorted and matches with its Kerr counterpart in perfect fluid [19] for $\gamma=0$. Figure 4 shows the effect of parameter $v$ on the rotating dyonic black hole with a global monopole present in perfect fluid. It is noticed in Figure 4 that as perfect fluid parameter, $v$, increases the size of the shadow also increases. A distortion is noticed in shape of the shadow when the spin parameter $a$ is increased. Also, in the case of dark matter and dust, there is a significant change in the size of the shadow with respect to $v$.

On the other hand, in the case of radiation we do not observe any significant effect of perfect fluid parameter $v$, in fact the effect is negligibly small.

In [10], the authors introduce two observables, radius $R_{s}$ and distortion $\delta_{s}$, to analyze the size and form of the shadow. The first observable $R_{s}$ is the approximate radius of the shadow. It is defined by considering a reference circle passing through three points on the boundary of the shadow, such that $\left(\alpha_{\mathrm{tp}}, \beta_{\mathrm{tp}}\right)$ is the top most point on the shadow, $\left(\alpha_{\mathrm{bm}}, \beta_{\mathrm{bm}}\right)$ is the bottom most point on the shadow and $\left(\alpha_{r}, 0\right)$ is the point corresponding to unstable circular orbit seen by an observer on reference frame. Thus:

$$
\begin{equation*}
R_{s}=\frac{\left(\alpha_{\mathrm{tp}}-\alpha_{r}\right)^{2}+\beta_{\mathrm{tp}}^{2}}{2\left|\alpha_{\mathrm{tp}}-\alpha_{r}\right|} \tag{86}
\end{equation*}
$$



Figure 3. Variation in shape of a rotating dyonic global monopole surrounded by a perfect fluid. Magnetic and electric charges are kept constant such that $Q_{E}=10^{-2}=Q_{M}$. In each graph the Kerr case, that is, $\gamma=0$ and $v=0$, is represented by a solid line, $\gamma=0.05$ by dotdashed and $\gamma=0.08$ by dashed lines. For dark matter $(\omega=-1 / 3)$ and dust $(\omega=0)$ case $v=0.01$, whereas $v=-0.01$ in the case of radiation $(\omega=1 / 3)$.


Figure 4. Variation in the shape of a rotating dyonic black hole with global monopole surrounded by a perfect fluid, for different values of perfect fluid parameter $v$. Magnetic and electric charges along with the global monopole parameter are kept constant such that $Q_{E}=10^{-2}=Q_{M}$ and $\gamma=0.08$. For dark matter and dust case $v=0$ (Solid), 0.05 (DotDashed) and 0.1 (Dashed). In the case of radiation $v=0$ (Solid), -0.01 (DotDashed) and -0.05 (Dashed).

The second observable $\delta_{s}$ is the distortion parameter. Let $D_{C S}$ be the difference between the contour of shadow and the reference circle. Then for the point ( $\left.\tilde{\alpha}_{p}, 0\right)$ lying on the reference circle and the point $\left(\alpha_{p}, 0\right)$ lying on the contour of the shadow, $D_{C S}=\left|\tilde{\alpha}_{p}-\alpha_{p}\right|$. Thus:

$$
\delta_{s}=\frac{\tilde{\alpha}_{p}-\alpha_{p}}{R_{s}}
$$

For our case, we consider the points $\left(\tilde{\alpha}_{p}, 0\right)$ and $\left(\alpha_{p}, 0\right)$ to be on the equatorial plane, opposite to the point $\left(\alpha_{r}, 0\right)$. The variations in these observables with respect to monopole parameter $\gamma$ are graphically presented in Figure 5. The dependence of $R_{s}$ on parameter $\gamma$ is such that as $\gamma$ increases the radius $R_{s}$ also increases. Thus the size of the shadow increases with increase in monopole parameter $\gamma$. Whereas the distortion $\delta_{s}$ decreases monotonically with an increase in $\gamma$. This tells us that with respect to circumference of reference circle, the shadow of the rotating black hole is significantly distorted for $\gamma \in[0,0.1]$ but for $\gamma>0$ it may not show any distortion and thus we may obtain a perfect circle.


Figure 5. The quantities $R_{s}$ and $\delta_{s}$ with respect to parameter $\gamma$.
As we have considered our observer to be at infinity so in this case the area of the black hole shadow will be approximately equal to high energy absorption cross section as discussed in Reference [18]. For a spherically symmetric black hole the absorption cross section oscillates around $\Pi_{i l m}$, a limiting constant value. For a black hole shadow with radius $R_{s}$, we adopt the value of $\Pi_{i l m}$ as calculated by [18]:

$$
\Pi_{i l m} \approx \pi R_{s}^{2}
$$

The energy emission rate of the black hole is thus defined by:

$$
\frac{d^{2} E(\sigma)}{d \sigma d t}=2 \pi^{2} \frac{\Pi_{i l m}}{e^{\sigma / T}-1} \sigma^{3}
$$

where $\sigma$ is the frequency of the photon and $T$ represents the temperature of the black hole at outer horizon, that is, $r_{+}$, given by:

$$
\begin{aligned}
T\left(r_{+}\right) & =\lim _{r \rightarrow r_{+}} \frac{\partial_{r} \sqrt{g_{t t}}}{2 \pi \sqrt{g_{r r}}} \\
& =\left(2 a^{2}(f(r)-1)+r\left(r^{2}+a^{2}\right) f^{\prime}(r)\right) \frac{r}{4 \pi\left(r^{2}+a^{2}\right)^{2}}
\end{aligned}
$$

For all three cases, radiation, dust and dark matter, the energy emission rate is graphically presented in Figure 6 where we notice that the energy emission rate decreases with an increase in parameter $\gamma$. A slight shift to the lower frequency is also observed while $\gamma$ increases. The spin parameter $a$ also effects the shape of the energy emission rate as an abrupt decrease in energy emission rate is noticed for higher spin value.

Recent studies have pointed out a connection between the topology of the shadow shape by introducing a new quantity such as the local curvature radius of the shadow. In our paper, we have applied the Gauss-Bonnet theorem to the horizon surface area to prove that the topology is a 2 sphere. It will be interesting to see if one can find the shadow radius by means of Gauss-Bonnet theorem applied directly to metric by using a relation between the horizon radius and the photon sphere. We are planning to work on such a project in the near future.


Figure 6. The figure shows the energy emission rate when $a=0.46$ (upper panel) and $a=0.92$ (lower panel).

## 7. Conclusions

In this paper, we have used the complex transformations pointed out by Newman and Janis to obtain an RDGM solution in the presence of a perfect fluid matter. Using the Gauss-Bonnet theorem we have shown that the surface topology of an RDGM is indeed a 2-sphere. Furthermore by choosing $\omega=-1 / 3,0,1 / 3$ we have explored the impact of dark matter, dust, radiation, as well as the global monopole parameter $\gamma$, and perfect fluid parameters $v$, on the silhouette of a black hole. We have found that a rotating dyonic black hole with a global monopole retains a circular shape for small spin parameter. Whereas for high spin like $a=0.98 M$ the shadow of RDGM is distorted. Also as monopole parameter $\gamma$ increases, a slight shift towards the right is also noticed in the shape of the shadow of the black hole under consideration. The two observables, $R_{s}$ and $\delta_{s}$, are also discussed. Finally, we analyze the energy emission rate of a rotating dyonic global monopole surrounded by perfect fluid with respect to parameters.
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#### Abstract

Hypothetical ultralight bosonic fields will spontaneously form macroscopic bosonic halos around Kerr black holes, via superradiance, transferring part of the mass and angular momentum of the black hole into the halo. Such a process, however, is only efficient if resonant-when the Compton wavelength of the field approximately matches the gravitational scale of the black hole. For a complex-valued field, the process can form a stationary, bosonic field black hole equilibrium state-a black hole with synchronised hair. For sufficiently massive black holes, such as the one at the centre of the M87 supergiant elliptic galaxy, the hairy black hole can be robust against its own superradiant instabilities, within a Hubble time. Studying the shadows of such scalar hairy black holes, we constrain the amount of hair which is compatible with the Event Horizon Telescope (EHT) observations of the M87 supermassive black hole, assuming the hair is a condensate of ultralight scalar particles of mass $\mu \sim 10^{-20} \mathrm{eV}$, as to be dynamically viable. We show the EHT observations set a weak constraint, in the sense that typical hairy black holes that could develop their hair dynamically, are compatible with the observations, when taking into account the EHT error bars and the black hole mass/distance uncertainty.


Keywords: ultralight particles; black hole shadow; event horizon telescope

## 1. Introduction

The hypothesis that all astrophysical black holes (BHs) when near equilibrium are well described by the Kerr metric [1]-the Kerr hypothesis-yields a remarkable scenario. It means that throughout the whole mass spectrum, ranging from solar mass BHs, with $M \sim M_{\odot}$, all the way until the most supermassive black holes known, with $M \sim 10^{10} M_{\odot}$, the immense population of astrophysical BHs correspond to the very same object, with only two macroscopic degrees of freedom. One of these is the mass, which merely rescales the BH, leaving a single degree of freedom with impact on the BH phenomenology-the spin. The Kerr hypothesis, therefore, encodes an economical natural order: The landscape of gravitational atoms (BHs) that compose the dark Universe is made up of a single species, varying only in size (by, at least, ten orders of magnitude!) and spin, but otherwise indistinguishable. Such uniformity is a trademark of the microscopic world, where all elementary particles of a given species are indistinguishable, but not of the macroscopic world, where variety is ubiquitous.

Despite the current lack of tension between observations and the Kerr hypothesis, there are reasons to consider the latter but a fair approximation, within current precision, rather than a fundamental
truth. Both fundamental problems-such as a quantum version of the laws of gravity, and how it impacts on the physics of horizons and classical singularities-and the phenomenological problem of accounting for the elusive dark matter and dark energy, suggest our current understanding of gravity is incomplete. It may therefore be that the Kerr hypothesis is strictly false for astrophysical BHs at all scales. But an alternative possibility is that the Kerr hypothesis is violated at a higher degree at some narrow interval of scales only, wherein new physics exists, remaining an excellent approximation outside this interval.

A concrete realisation of the latter possibility is provided by scenarios of hypothetical ultralight bosonic particles that could constitute part of the dark matter population [2-4]. Inspired by the QCD axion [5], and with theoretical support in string theory [6], these scenarios suggest that a landscape of such particles, negligibly interacting with standard model constituents, might exist, leaving their gravitational interactions as the only possible smoking gun for their identification. Amongst these, an exciting possibility, is their interaction with BHs, which, could single out a scale (or a range of scales) wherein BHs deviate from the Kerr paradigm.

Spinning BHs (in particular Kerr BHs) are energy and angular momentum reservoirs that can be classically mined. A very well suited tool for such mining is an ultralight bosonic field. Then, through the phenomenon of superradiance $[7,8]$ an appropriate small seed of such field (provided, say, as a quantum fluctuation) will grow into a macroscopic condensate of bosonic particles-a Bose-Einstein condensate-storing a non-negligible fraction of the original BH mass and angular momentum. When the energy/angular momentum transfer from the BH to the bosonic halo saturates, the corresponding BH-halo state may or may not be stationary. If the bosonic field is real, the BH-halo system emits gravitational radiation and slowly decays back to a Kerr BH [9]. But if the bosonic field is complex, the BH-halo system is stationary, which is, in fact, a hairy BH-dubbed BHs with synchronised hair [10].

BHs with synchronised hair are not absolutely stable. They are themselves prone to their own superradiant instabilities [11-13]. However, the timescale of these instabilities is larger than the one of the initial Kerr superradiant instability that formed the hair, and, in the right mass range it becomes cosmologically large. A suggestive possibility is then the following. A Kerr BH develops ultralight bosonic hair in an astrophysical time scale; the hairy BH is then effectively stable, since it is superradiantly unstable only in a cosmological timescale. This turns out to be a realisable scenario for supermassive BHs, such as the one recently observed by the Event Horizon Telescope (EHT) collaboration [14-16] at the centre of the supergiant elliptic galaxy M87, henceforth referred to as the M87 BH.

The scenario in this paper is therefore that the M87 BH is hairy, due to an appropriate ultralight scalar field. Appropriate means its mass is in the right range to make the superradiant instability of the original Kerr BH grow in a sufficiently small fraction of the Hubble time, yielding a hairy BH that is stable in a cosmological time scale. Since the shadows of a Kerr and a hairy BH with the same total mass and angular momentum differ [17], and since the EHT observation is compatible with the M87 BH being of Kerr type, we shall then inquire how much the EHT observations constrain the hair. As we shall see, for the most interesting mass ranges, as to make the hairy BH dynamically viable, the EHT constraint is weak, and it is essentially compatible with a hairy BH that could have dynamically formed from superradiance and it is in a long lived, albeit not absolutely stable, state.

This paper is organised as follows. In Section 2 we discuss the physical scenario under which a BH with synchronised scalar hair could form from superradiance and be effectively stable within a cosmological timescale. In Section 3 we describe the part of the domain of existence of hairy BHs that is dynamically viable, according to the criteria in Section 2 and that we shall study in the remaining of the paper. In Section 4 we consider the Kerr BH shadow and we obtain an approximate expression for the shadow areal radius, valid for arbitrary observation angle and dimensionless spin value. In Section 5 we analyse the shadows of the hairy BHs in the relevant domain and obtain an approximate expression for the areal shadow radius, in terms of that of a comparable Kerr BH, i.e.,
with the same mass, and a parameter measuring the hairiness of the BH. In Section 6 the expression obtained in Section 5 is applied to the case of the M87 supermassive BH. Then, considering the EHT observational errors, together with the errors in the mass estimate, we constrain the hairiness compatible with the observations. Brief final remarks are given in Section 7. Unless otherwise stated, natural units $c=1=G=h$ are used.

## 2. The Hair Formation and Hair Instability Timescales

The timescale of BH superradiance is extremely sensitive to the occurrence, or not, of a resonance between the gravitational scale of the BH and the Compton wavelength of the ultralight particles. Consider a massive, complex, scalar field, $\Phi$, described by the Klein-Gordon equation, $\square \Phi=\mu^{2} \Phi$, with mass $\mu$, on the background of a Kerr BH with mass $M$. Maximal efficiency occurs for $M \mu \simeq 0.4$ [18] and for a spin close to extremality; for the M87 BH, for which we take $M_{M 87} \sim 6 \times 10^{9} M_{\odot}{ }^{1}$ this resonant scalar field mass is:

$$
\begin{equation*}
\mu_{\mathrm{r}}=\frac{0.4}{M_{\mathrm{M} 87}} \simeq 4 \times 10^{-20} \mathrm{eV} \tag{1}
\end{equation*}
$$

At maximal efficiency, the e-folding time of the superradiant instability's leading mode is [18]:

$$
\begin{equation*}
\Delta t \sim 10^{7} \tau_{L C} \tag{2}
\end{equation*}
$$

where $\tau_{L C}$ is the light crossing time of the BH . For the M87 BH, $\Delta t \sim 10^{4}$ years. We call this the hair formation timescale. This means that if an ultralight boson of mass $\mu_{\mathrm{r}}$ exists, the M87 BH would develop scalar hair in an astrophysically short time scale.

If the resonance $\mu=\mu_{\mathrm{r}}$ is missed, however, this timescale grows extremely fast: as $(M \mu)^{-8}$ [23] for the leading mode and $M \mu \ll 1$; or as $10^{7} e^{3.7 M \mu}$ for $M \mu \gg 1$ [9,24]. In other words, if $M \mu$ misses the resonant sweet spot by one order of magnitude, either above or below, the timescale of the leading mode of the superradiant instability of Kerr becomes considerably larger than the Hubble time, and the Kerr BH does not become hairy. On the lower end, the hair formation timescale becomes larger than one tenth of the Hubble time for $M \mu<0.05$ [13], for the M87 BH mass. Thus, a conservative bound on the formation timescale is to take $M \mu>0.1$, when the formation timescale becomes around a thousandth of the Hubble time.

Supermassive BHs in matter rich environments, such as galactic centres, are expected to grow in time. Thus, a supermassive BH with $\sim 10^{9} M_{\odot}$, such as the one at the centre of M87, will have evolved, due to accretion and mergers, from one (or many) BHs with mass several orders of magnitude lower, see e.g., [25]. Only when the BH grows to the size that resonates with $\sim \mu_{\mathrm{r}}$ does the superradiant energy/angular momentum extraction becomes efficient producing a sufficiently non-Kerr BH. At all other scales BHs remain Kerr-like.

Once the hairy BH forms, one must consider its leading superradiant instability. The leading instability has an e-folding time, dubbed hair instability timescale, larger than the Hubble time if $M \mu \lesssim 0.25$ [13]. Thus, a Kerr BH with mass $M=M_{M 87}$ becomes hairy in an astrophysical timescale and the hair is stable in a cosmological timescale if (conservatively rounding off 0.25 to 0.3 ):

$$
\begin{equation*}
\mu M_{\mathrm{M} 87} \in[0.1,0.3] \Rightarrow \mu \in[1,3] \times 10^{-20} \mathrm{eV} \tag{3}
\end{equation*}
$$

We remark that there is a dependence on the BH dimensionless spin parameter $a$ in determining the resonant scalar field mass $\mu_{\mathrm{r}}$, although the instability is considerably more sensitive to $M \mu$ than $a$. If the spin is not near extremal, this changes the ideal value of $M \mu$ given in Equation (1), which could

[^1]push down slightly, but not significantly, the lower end value of the interesting mass range given in Equation (3) (see also discussion in Section 7).

How much energy can be extracted from the Kerr BH region into the hair? Fully non-linear numerical evolutions of the superradiant instability of a Kerr BH triggered by a complex vector field were performed in [26], leading to the formation of that BH with synchronised (vector) hair [27], first discussed in [28]. These simulations showed that the maximal energy extracted was $\sim 0.09 \mathrm{M}$ of the original BH with mass $M$. The largest energy extraction, moreover, occurred for the lowest values of $M \mu(M \mu=0.25$, for the simulations in [26]), for which the superradiant growth was slower. The trend moreover suggests that the $9 \%$ may be close to the maximal possible value, in the vector case. The corresponding value in the scalar case is unknown. Since the process is slower in the scalar case, it is conceivable that larger energy extractions are possible-see [29]. But, in any case, thermodynamic sets a limit of $29 \%$ to the rotational energy that can be extracted from a Kerr BH.

## 3. The Selected Part of the Domain of Existence

The full domain of existence of BHs with synchronised scalar hair was obtained in [10,30]. These are stationary and axisymmetric solutions of the Einstein-(massive, complex)Klein-Gordon system. The shadows of these BHs have been explored in [17,31,32]. However, a detailed study of the shadow properties in the region of dynamical interest unveiled in the previous section remains to be done. The goal of the reminder of this paper is to perform such study and relating it to the EHT observations.

The part of the domain of existence describing the astrophysically viable solutions, in relation to the M87 BH, as described in the last section, corresponds to values of $M \mu$ in accordance with Equation (3). For $M \mu \lesssim 0.1$, obtaining numerically the hairy BH solutions becomes challenging, due to the different scales involved in the problem. So, we shall perform our analysis of the shadows in a section of the domain of existence for $0.2 \leqslant M \mu \leqslant 0.5$, which allowed us to obtain interpolations with more data. The main conclusions are not substantially affected by this choice of sample. As we shall see, the obtained trend is already informative.

In Figure 1 we exhibit the configurations analysed to obtain the behaviour of the shadows of the hairy BHs in the dynamically viable region.


Figure 1. The section of the domain of existence of hairy black holes (BHs) to be analysed. We have chosen sequences of representative solutions with constant $M \mu$-black dots. Their shadow properties are analysed and the corresponding trends interpolated for the whole region. The dashed-dotted line separates solutions with more (to the right) and less (to the left) than $29 \%$ of the spacetime energy in the scalar hair.

They are displayed in the configuration space $\left(\Omega_{H} / \mu, M \mu\right)$, with $\Omega_{H}$ and $\mu$ being, respectively, the BH horizon angular velocity and the boson mass. The synchronisation condition ${ }^{2}$ means that $\omega=\Omega_{H}$ for this family of solutions, where $\omega$ is the frequency of the complex scalar field, that oscillates harmonically (but with a time independent energy momentum tensor). The Kerr limit, in which the hair vanishes, is provided by the dotted blue line; the rotating boson star limit, in which the horizon vanishes, is provided by the solid red line.

As an alternative to the $\left\{\Omega_{H} / \mu, M \mu\right\}$ labelling of this section of the domain of existence of the hairy BHs, each solution can also be labelled by the pair $\{p, M \mu\}$, where [33]:

$$
\begin{equation*}
p \equiv 1-\frac{M_{H}}{M} \tag{4}
\end{equation*}
$$

$M_{H}$ is the horizon energy (measured by a Komar integral) and $M$ the ADM energy. Thus, $p$ measures the fraction of the spacetime energy in the hair. This parameter satisfies $0 \leqslant p \leqslant 1 ; p=0(p=1)$ corresponds to the Kerr (boson star) limit, displayed as the dotted blue (solid red) lines in Figure 1. In the figure, a dotted-dashed black line denotes the $p=0.29$ threshold, above which the hairy BHs cannot form from the superradiant instability of Kerr. Nevertheless, configurations with $p>0.29$ are also equally valid equilibrium solutions to the Einstein-Klein-Gordon field equations. Although at the moment this is unclear, these configurations could perhaps form by alternative channels other than the superradiant instability. For the analysis being performed, considering configurations with $p>0.29$ increases the sample size for the shadow interpolations in Section 5.

## 4. The Kerr BH Shadow

The calculation of the BH shadow for a Schwarzschild and Kerr BH was introduced by Synge [34] and Bardeen [35] respectively. A pioneering computation in an astrophysical environment was done by Luminet [36,37] and its measurability was first assessed in [38]-see [39] for a review and [40] for a working setup to compute shadows via ray tracing.

Given an observational setup, the observer can measure the BH shadow image ${ }^{3}$ area $\mathcal{A}$. We define the shadow areal radius as:

$$
\begin{equation*}
S \equiv \sqrt{\frac{\mathcal{A}}{\pi}} \tag{5}
\end{equation*}
$$

which is well defined even for non-circular shadow shapes. In what follows, the shadow radius ${ }^{4} S$ will be compared between hairy and Kerr BHs. The latter is known analytically in particular cases, as we shall now review for our subsequent application.

### 4.1. Two Cases for Which the Kerr Shadow Areal Radius Is Exactly Computable

For an observer at infinity, the Kerr shadow edge is known analytically for all spin values $a=J / M$ [39], where $J$ is the total angular momentum of the spacetime and the existence of a horizon requires $0 \leqslant a^{2} \leqslant M^{2}$. From this analytic knowledge of the shadow edge, however, it might not always be possible to compute $\mathcal{A}$ exactly, and hence the Kerr shadow areal radius, denoted $S_{\text {Kerr }}\left(a, \theta_{0}\right)$, which generically depends on $a$ and the polar angle of the observer $\theta_{0}$. But in two special cases this is possible.

The first case is when the observer is on the rotation axis, i.e., when $\theta_{0}=\{0, \pi\}$. Then, the Kerr shadow edge is circular due to axial-symmetry. In this case the shadow radius $S_{\mathrm{Kerr}}(a$, axis) is fully determined by a zero angular momentum spherical photon orbit with a Boyer-Linquist radial

[^2]coordinate $r$. For this special case $\mathcal{A}$ can be obtained exactly and so can the shadow areal radius. Using the results in [42], the latter is obtained to be, as a function of $a$ :
\[

$$
\begin{equation*}
S_{\mathrm{Kerr}}(a, \mathrm{axis})=\sqrt{\chi+a^{2}} \tag{6}
\end{equation*}
$$

\]

where:

$$
\chi=r^{2}\left(\frac{3 r^{2}+a^{2}}{r^{2}-a^{2}}\right), \quad \frac{r}{M}=1+2 \sqrt{1-\frac{a^{2}}{3}} \cos \left(\frac{1}{3} \arccos \left[\frac{1-a^{2}}{\sqrt{\left(1-\frac{a^{2}}{3}\right)^{3}}}\right]\right)
$$

Observe that for $a=0$, then $r=3 M, \chi=27 M^{2}$ and $S_{\text {Kerr }}(0$, axis $)=\sqrt{27} M$, which are the familiar Schwarzschild light ring coordinate, the corresponding impact parameter (squared) and shadow areal radius.

The second case is for an extremal Kerr BH (i.e., $|a|=M$ ), viewed from the equatorial plane, i.e., with $\theta_{0}=\pi / 2$. Then, the shadow edge is not circular. However, the shadow shape $y(x)$ in Cartesian-like coordinates ( $x, y$ ) simplifies into [39] (in units of $M$ ):

$$
y(x)= \pm \sqrt{11+2 x-x^{2}+8 \sqrt{2+x}}, \quad x \in[-2,7]
$$

in which case, the area $\mathcal{A}$ can be explicitly computed:

$$
\mathcal{A}=\int_{-2}^{7} 2 y(x) d x=(15 \sqrt{3}+16 \pi) M^{2}
$$

which leads to a shadow radius:

$$
\begin{equation*}
S_{\mathrm{Kerr}}\left( \pm M, \frac{\pi}{2}\right)=\sqrt{16+\frac{15 \sqrt{3}}{\pi}} M \tag{7}
\end{equation*}
$$

### 4.2. An Approximation for the Areal Radius of the Kerr Shadow

We were not able to find an exact expression for the Kerr shadow areal radius in the generic case. We have verified, however, that as seen by an observer at infinity, $S_{\text {Kerr }}\left(a, \theta_{0}\right)$ can be estimated (within an error $\lesssim 0.8 \%$ ) as: ${ }^{5}$

$$
\begin{equation*}
S_{\mathrm{Kerr}}\left(a, \theta_{0}\right) \simeq S_{\mathrm{Kerr}}(a, \text { axis })+\frac{2|a| \theta_{0}}{\pi M}\left[S_{\text {Kerr }}\left(M, \frac{\pi}{2}\right)-S_{\text {Kerr }}(M, \text { axis })\right] \tag{8}
\end{equation*}
$$

where $S_{\text {Kerr }}(M$,axis $)=(2+2 \sqrt{2}) M$. This approximation will be used in the following.
To make contact with the Kerr limit in the domain of existence displayed in Figure 1, we observe that from the points along the blue dotted line therein, the Kerr spin $|a|$ can be obtained from $M \mu$ using:

$$
a=\frac{M^{2} \Omega_{H}}{M^{2} \Omega_{H}^{2}+1 / 4}, \quad M \Omega_{H} \simeq b_{1}+b_{2} M \mu+b_{3} M^{2} \mu^{2}
$$

where the first expression is exact for Kerr BHs, and the second is a good approximate relation along the Kerr existence (blue) line in Figure 1, with parameters:

$$
\begin{equation*}
\left(b_{1}, b_{2}, b_{3}\right)=(-0.00926172,1.08238,-0.209874) \tag{9}
\end{equation*}
$$

[^3]Thus, for the Kerr BHs in Figure 1, the shadow areal radius becomes a function of $M \mu$ and $\theta_{0}$, $S_{\mathrm{Kerr}}\left(a(M \mu), \theta_{o}\right)$.

## 5. Hairy BHs Shadow in the Considered Domain of Existence

Since the shadows of the hairy BHs were obtained through a numerical ray tracing procedure [40], they correspond to an observer at finite, rather than infinite, distance from the BH . The observer is placed at a finite perimetral distance $\mathcal{R}=\sqrt{\delta_{\varphi \varphi}}\left(r_{0}, \pi / 2\right)$, where $\partial / \partial \varphi$ is the Killing vector field associated to axial-symmetry. The quantity $\mathcal{R}$ is defined for each radial coordinate $r_{0}$. For two observers $\left\{\mathcal{O}_{1}, \mathcal{O}_{2}\right\}$, respectively with $\left\{\mathcal{R}_{1}, \mathcal{R}_{2}\right\} \gg M$ and corresponding shadow radii $\left\{S_{1}, S_{2}\right\}$, a simple extrapolation can provide a good approximation for the shadow radius $S_{\infty}$ at infinity:

$$
S_{\infty} \simeq S_{2}-\left(\frac{S_{2}-S_{1}}{1-\mathcal{R}_{2} / \mathcal{R}_{1}}\right)
$$

In our setup, we take $\mathcal{R}_{1}=100 \mathrm{M}$ and $\mathcal{R}_{2}=200 \mathrm{M}$.
Hairy BH Shadow Approximation for $\theta_{0}=17^{\circ}$
The angle between the M87 BH spin and the line of sight has been estimated to be $17^{\circ}$ from the observed jet [43]. Choosing, then, $\theta_{0}=17^{\circ}$ in order to compare with EHT's M87 observation, the shadow's areal radius at infinity of the hairy BHs, $S_{\text {hairy }}\left(p, M \mu, \theta_{0}\right)$ can be approximated within an error $\lesssim 0.8 \%$ as:

$$
\begin{equation*}
S_{\text {hairy }}\left(p, M \mu, 17^{\circ}\right) \simeq(1-p)\left(S_{\mathrm{Kerr}}\left(a(M \mu), 17^{\mathrm{o}}\right)+\beta_{1} p M^{2} \mu\right), \quad \beta_{1} \simeq 1.21455, \tag{10}
\end{equation*}
$$

The accuracy of this approximation is clear from Figure 2, where both the shadow radius of the hairy BHs and the function $S_{\text {hairy }}\left(p, M \mu, 17^{\circ}\right)$, are exhibited.


Figure 2. Areal shadow radius for hairy BHs and the analytic approximation of Equation (10). Circles correspond to data for the individual solutions in Figure 1. Each straight line is a set with constant $M \mu$ in Figure 1, given by $M \mu=0.5-i / 20$ and $i=\{0, \cdots, 6\}$ as we go from the top to the bottom straight line. The function exhibited in the $y$-axis is $S_{\text {hairy }}\left(p, M u, 17^{\circ}\right) / M-i / 2$, as to more clearly distinguish the different lines, where $i$ is a function of $M \mu$ via $i=10 \times(1-2 M \mu)$.

The analysis of the hairy BHs data, leading to Equation (10), shows that the shadow's areal radius relative deviation $\delta S$, between hairy and Kerr BHs , depends very weakly on $\mathrm{M} \mu$. It is therefore accurately parameterized by a function of $p$ only:

$$
\begin{equation*}
\delta S(p) \equiv 1-\frac{S_{\text {hairy }}\left(p, M u, 17^{\circ}\right)}{S_{\text {Kerr }}\left(a(M \mu), 17^{\circ}\right)} \simeq p+p(p-1) A, \quad \text { with } \quad A \simeq 0.111159 \tag{11}
\end{equation*}
$$

This approximation is represented in Figure 3 as a solid line, together with the corresponding data (red circles), showing a very good agreement.


Figure 3. Deviation $\delta S$ between the hairy BHs shadow areal radius and that of Kerr BHs , as function of $p$, for $\theta_{o}=17^{\circ}$. The fit function $p+A p(p-1)$ with $A \simeq 0.111159$ captures the main features of $\delta S$.

A rough conclusion from this analysis is that a Kerr deviation no larger than $\sim 10 \%$ is compatible with a $p \lesssim 11 \%$ (dotted line in Figure 3). Indeed, the EHT measurement of the M87 BH shadow has an error bar of around $10 \%$ as discussed in the next section where a more precise statistical analysis is performed. To make contact with the observations, we note that for a dimensionless areal radius $S / M$, the corresponding angular radius in the sky is:

$$
\begin{equation*}
\vartheta=(S / M) \frac{M}{\mathcal{R}} . \tag{12}
\end{equation*}
$$

This relates theory with observation. Using it we will now restrict the values of $p$ of a hairy BH that may be compatible with the EHT M87 BH observation data.

## 6. Application to the M87 BH Shadow

The EHT observation measures the emission ring diameter to be $42 \pm 3 \mu$ as [14]. As discussed in [16], this emission ring diameter is not simply assumed to be the edge of the shadow. Calibration between the emission ring diameter and the photon ring (determining the edge of the shadow) based on GRMHD simulations leads to a $10 \%$ offset between the two. Although this offset is estimated from Kerr, it is conceivable that a similar effect arises for hairy BHs in the region of interest of Figure 1, which are still very much Kerr-like. Thus, we assume the M87 BH shadow diameter is $10 \%$ smaller than the EHT's observed emission ring, leading to an observed angular size of the shadow (corresponding to the areal radius) of:

$$
\begin{equation*}
\vartheta_{o}=(18.9 \pm 1.5) \mu \mathrm{as} . \tag{13}
\end{equation*}
$$

The error bars in Equation (13) already provide some margin to accommodate a non-Kerr BH with the same mass. But a proper analysis must, in addition, take into account the error in the mass measurement, which must be an independent measurement from the EHT observations. As discussed
in [16], both the independent measurements of the M87 BH mass, by Gebhardt et al. [19] based on star dynamics, and Walsh et al. [20] based on gas motion, actually directly measure the ratio $\lambda=M / L$, rather than $M$, where $L$ is the luminosity distance, that we identify with $\mathcal{R}$. The mass in these works is then obtained assuming $L=17.9 \mathrm{Mpc}$, since the relative error for the distance is smaller. Taking their reported values for M and inferring the associated ratios for that distance, one has:

Gebhardt et al. (star motion): $\quad M=(6.6 \pm 0.4) \times 10^{9} M_{\odot}, \quad \lambda=0.369 \pm 0.022\left(\frac{10^{9} M_{\odot}}{\mathrm{Mpc}}\right)$,

$$
\text { Walsh et al. (gas motion): } \quad M=3.5_{-0.7}^{+0.9} \times 10^{9} M_{\odot}, \quad \lambda=0.196_{-0.04}^{+0.05}\left(\frac{10^{9} M_{\odot}}{\mathrm{Mpc}}\right)
$$

Choosing either of these data sets, we can now analyse the domain in the $(p, \lambda)$ plane that provides an angular shadow size; using Equations (10) and (12) yields:

$$
\begin{equation*}
\vartheta=\lambda \frac{S_{\text {hairy }}\left(p, M \mu, 17^{\circ}\right)}{M} \simeq \lambda(1-p)\left(\frac{S_{\mathrm{Kerr}}\left(a(M \mu), 17^{\circ}\right)}{M}+\beta_{1} p M \mu\right) \tag{14}
\end{equation*}
$$

consistent with the EHT shadow, within a certain number of standard deviations. This analysis is performed in Figure 4.


Figure 4. $(p, \lambda=M / L)$ domain providing values of $\vartheta=\lambda S_{\text {hairy }}\left(p, M u, 17^{\circ}\right) / M$ consistent with the Event Horizon Telescope (EHT) observation. (Left panel) within one and two standard deviations for the star motion data. (Right panel): within three standard deviations for the gas data. Small numbers indicate value of $M \mu$.

The left panel considers the star motion data. The shaded regions encode values of $(p, \lambda)$ consistent with the EHT shadow observation, within one and two standard deviations, for the limiting values of $M \mu$ in the sample of solutions analysed. We conclude that within one standard deviation, $0<p<0.12$, and within two standard deviations $0<p<0.24$, for $M \mu=0.2$. Slightly more restrictive values hold for $M \mu=0.5$. The right panel considers the gas data. In this case, values in the $(p, \lambda)$ domain exhibited can only agree with the EHT observation within 3 standard deviations of the observation error.

Considering the star dynamics data within one standard deviation, a hairy BH with $p \lesssim 0.12$ is compatible with the EHT observations. The trend with $M \mu$ in Figure 4 indicates, moreover, that for even lower values of $M \mu$-recall Equation (3)—the accommodated $p$ is even slightly larger. Taking the simulations with a vector field discussed in Section 2 as an estimate of how much energy could be
extracted dynamically into the hair, the tentative conclusion (with the caveat that the precise maximum amount of energy extractable dynamically is unknown in the scalar case) is that dynamically viable hairy BHs are compatible with the EHT observations, given the error bars.

The gas data, on the other hand, disfavours the hairy BHs, which is manifest in the mostly empty right panel of Figure 4, but it is also at some tension with the Kerr model, from the EHT observations. Within two standard deviations the data is incompatible with the model.

## 7. Final Remarks

With the advent of the first observation of a BH shadow by the EHT collaboration [14-16], a new direct window has now been opened into the strong gravity regime surrounding BHs. Together with the recent breakthroughs in gravitational wave astrophysics [44,45], and the precision upgrades that are expected to follow, the shadow observation opens the tantalizing possibility of testing existing BH models with direct observations.

In this paper, we have considered the possibility that the M87 supermassive BH has ultralight synchronised hair. We have made the case that some of these hairy BH could be dynamically viable as a model of such a supermassive BH. Moreover, we have shown that the current EHT data, when taken together with the most favoured independent measurement of the mass of the M87 BH is compatible with the estimated range for dynamically viable hair. Thus such a hairy BH could be mistaken by a Kerr BH within all current measurements. See [43,46-50] for other constraints on ultralight dark matter from EHT data and, e.g., [51-54] for the impact of these data on other scenarios for M87.

Our analysis contains assumptions and some possible caveats, including:

- In Equation (1) we considered the resonant mass corresponding to the most efficient superradiant scenario, which in particular assumes a near extremal Kerr BH. If the spin is not near extremal (i.e., ideal to make superradiance as efficient as possible) this changes the ideal value of $M \mu$ given in Equation (1) in the text and, most importantly, it reduces the efficiency of the process and increases the timescale-see Figure 6 of [18]. As the dimensionless spin of the Kerr BH varies from 0.5 to 0.999 , the timescale at maximal efficiency can vary by almost four orders of magnitude. This still allows the formation of scalar hair in less than $1 \%$ of a Hubble time in the M87 case: for maximal efficiency the time scale was $10^{4}$ years for the M87 mass. This variation in the most efficient $M \mu$ could push down slightly, but not significantly, the lower end value of the interesting mass range given in Equation (3).
- Although we have considered that the most interesting mass interval in the context of our analysis is given by Equation (3), the analysis of hairy BH solutions was performed in a different mass range, cf. Figure 1. This was justified in Section 3 and we believe the main conclusions are not substantially affected by this choice of sample.
- Our work assumes the scalar hair around M87 is truly stationary, described by a minimally coupled massive, complex scalar field and forms from superradiance. If other mechanisms can form hairier BHs, or for other sorts of BHs with scalar hair (even if only approximately stationary), our conclusions do not apply, as, for example, in the scenario discussed in [47,55].
- In this paper we have used a single number (the shadow aerial radius) to set constraints. Other shadow measures could also be introduced (e.g., shadow deviation from a circle). However, due to the precision of the EHT measurement, such quantities would be too poorly constrained, at the moment. Such an analysis will be certainly interesting when more precise observations become possible.
- We have assumed that the M87 BH spin makes an angle of $17^{\circ}$ with the line of sight, as suggested from the jet [43] and also assumed by the EHT analysis.
- We have assumed that there is an offset of about $10 \%$ between the size of the photon ring and the emission ring observed by the EHT. For Kerr this is justified by numerical GRMHD simulations-see also [56,57] for a discussion on this point. Since the hairy BHs in the region of interest are not very hairy, it is conceivable this offset is of a similar order.
- The gas data [20] was included in our discussion for completeness, as it was in the EHT paper VI [16]. However, this data is under tension even with the Kerr hypothesis, as discussed in detail in [16]. If the gas observations were to hold, they would have major implications concerning the Kerr paradigm. The conclusion that could be extracted here from this data is not different from the EHT paper: it is in tension with the models that were considered (including Kerr).

It would be very interesting to repeat the current analysis for the case of BHs with ultralight synchronised vector hair or scalar hair with self-interactions.
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[^0]:    1 https://www.wolfram.com/mathematica/

[^1]:    1 For the considerations in this section this approximate value suffices. More accurate values will be considered in Section 6 . This value is suggested from stellar dynamics [19] and favoured by the EHT observations [14]. A value half of this is suggested by gas dynamics [20]. The spin of the M87 BH is largely unknown, with different claims in the literature, see e.g., [21,22].

[^2]:    2 The synchronization condition is an equilibrium requirement on the existence of these hairy BH solutions (i.e., within the valid domain in Figure 1), and it is not directly used in the rest of the analysis.
    ${ }^{3}$ The shadow in the image domain is rescaled with respect to its angular size $\vartheta$ by a factor $\mathcal{R}$, see Equation (12).
    4 Other possible measures for the shadow size can be found in the literature, e.g., see [41].

[^3]:    5 This error was determined through a direct comparison of the approximate formula with the corresponding Kerr values. Recall that the Kerr shadow edge is known analytically and determining the shadow areal radius amounts to solving, numerically, the area integral. Thus the Kerr shadow areal radius, albeit obtained numerically, is computed with a precision considerably better than $0.8 \%$.

