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Preface to ”Socio-Environmental Vulnerability

Assessment for Sustainable Management”

In the face of the global challenges encountered by human civilization in the 21st century, 
it is necessary to develop new study areas in the context of social and environmental systems. 
The ongoing parallel processes of urbanization, the aging of society, population growth, 
and increasing consumption interplay with threats caused by climate change, extreme weather 
events, and the depletion of resources. As climate-related hazards impact both human and 
environmental elements, there is a need to explore, analyze, and understand the vulnerability 
of socio-environmental systems. Therefore, adaptation to climate change as well as sustainable 
development require a knowledge-based approach and intelligent solutions for the integrated 
assessment of the state of the environment and society. The new complex approach incorporates 
studies on environmental impact assessment, human impact assessment, and adaptation to 
climate change; energy poverty and climate justice; the aging of society, environmental threats, 
and sustainability risk assessment; resilience assessment and mapping, supported by geospatial and 
artificial intelligence tools. The common framework should be attractive for a wide spectrum of 
specialists in the domains of environmental engineering, urban planning, geography, public policy, 
and other disciplines and cross-disciplinary fields.

Szymon Szewrański, Jan K. Kazak

Editors
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Research on complex socio-environmental systems (also known as socio-ecological systems) has a
long tradition in scientific considerations. Their theoretical basis was defined already in the 1970s [1].
In the following decades, the concept of a holistic consideration of complex interactions between social,
economic, and environmental systems became permanently embedded in the paradigm of sustainable
development. In the 21st century, in the face of global challenges faced by human civilization, it was
necessary to develop new study areas in the context of research on social and environmental systems.
Such concepts as resilience, integrated assessment of ecosystem services, socio-ecological system
frameworks, coupled human and natural systems, and vulnerability frameworks appeared [2].

The conceptual framework that considers the vulnerability of complex human–environment
systems proposed by Turner et al. (2003) is a rapidly developing research perspective [3]. In the context
of the latest research, it has become crucial to seek answers to the question of who or what is most
vulnerable to global environmental changes and where this vulnerability is the most crucial in terms
of the geo-spatial point of view. Research conducted all over the world indicates that vulnerability
to change is not a simple function of exposure to hazards, but also depends on the sensitivity and
resilience of complex systems at a particular place and time [4].

Ongoing parallel processes of urbanization, aging of society, population growth, and increasing
consumption interplay with threats caused by climate change, extreme weather events, and depletion
of resources. As climate-related hazards impact both human and environmental elements, there is a
need to explore, analyze, and understand the vulnerability of socio-environmental systems. Therefore,
adaptation to climate change as well as sustainable development required a knowledge-based approach
and intelligent solutions for integrated assessment of the state of the environment and society. With the
purpose of illustrating the dynamics of research on the vulnerability of socio-environmental systems,
we have conducted a query of the term “socio-environmental vulnerability” in the Web of Science
and Scopus databases. Since 2006, we have observed a gradual increase in interest in the problem of
socio-environmental vulnerability. In recent years, on average, six to eight works indexed in databases
have appeared annually (Figure 1). Finally, we identified 53 articles in Web of Science and 57 in the
Scopus database.

According to the classification of research areas in Web of Science, the largest number of works
had been assigned to Environmental Sciences (and Studies) (30%), Geography (25%) and Public,
Environmental, and Occupational Health (19%). A total of 11% of the papers were in the field of
Green and Sustainable Science and Technology and 8% in Education Research. Some articles (4%)
had been tagged as Biodiversity Conservation, Economics, Law, Social Sciences, Interdisciplinary,
and Urban Studies. Regarding the Scopus classification, Social Sciences covered 58% of the papers.
In Environmental Science, it was 47%, while in Medicine, it was about 25%. Some papers had been
assigned to Agricultural and Biological Sciences (14%), Earth and Planetary Sciences, or Energy (11%).
In the field of Business, Management, and Accounting, there were 9% of the publications. Decision

Sustainability 2020, 12, 7906; doi:10.3390/su12197906 www.mdpi.com/journal/sustainability1
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Sciences covered 5%, and Arts and Humanities covered 4%. Among all records, 5% were recognized
as Engineering.

 

Figure 1. The annual and the running total numbers of scientific publications tagged literally with
“socio-environmental vulnerability” in Web of Science and Scopus databases.

The interdisciplinary research conducted in this domain addresses such issues as evaluation
of the quality of life in urban and suburban environments [5,6], issues related to public health
protection [7,8], environmental injustice [9], engineering and infrastructure safety [10–12], energy
security [13], income and environmental risk [14,15], hydrological and climate change risks [16–18],
and mapping techniques [19–22]. All of them had been incorporated into socio-environmental
vulnerability assessments, which present a broad perspective of this domain.

This Special Issue also explores cross-disciplinary approaches, methodologies, and applications of
socio-environmental vulnerability assessments that can be incorporated into sustainable management.
The volume collects 20 different points of view, which cover environmental protection and development,
urban planning, geography, public policymaking, participation processes, and other cross-disciplinary
fields (Figure 2).

Figure 2. Word cloud generated from 20 publications collected in the Special Issue on
“Socio-Environmental Vulnerability Assessment for Sustainable Management” in Sustainability.
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The articles collected in this volume come from all over the world and seek answers to
multidimensional questions.

• What is the current state of the world’s environmental and social systems in local, regional, and
national terms [23–25]?

• How can the resilience of environmental and social systems to changing climate or hydrological
threats be assessed? Multidimensional and multi-factorial issues require new approaches and
analytical tools. Hierarchical methods, clustering, and ranks have been successfully tested by the
authors whose work is included in this volume [26–29].

• How does one implement sustainable development in practice? How can the principles of social
participation and partnership support modernization processes [30,31]? Is it possible to formulate
a progressive environmental and development policy [32]?

• What is the future of social–environmental systems? How will demographic change, particularly in
an aging society, affect social and environmental resilience [33]? How should we supply ourselves
with energy [34–36]? How should we shape our transport systems [37]? How can technical
infrastructure and spatial management support the development of tourism in environmentally
valuable areas [38]? Can we leverage our efforts by applying nature-based solutions [39,40]?
How can open data and artificial intelligence support us [41,42]?

These and other questions will be answered in this Special Issue. We hope that dissemination of
this broad spectrum to the scientific community will be helpful and may possibly open new horizons
for future research.

Acknowledgments: The work has been created as a result of scientific activity conducted within the Leading
Research Group: Sustainable Cities and Regions at the Wrocław University of Environmental and Life Sciences.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: The concept of sustainable development (SD) is aimed at ensuring public well-being for
the present and future generations. Hundreds of methods have been proposed for assessing and
comparing the sustainable development of countries and analyzing their contribution to the future
of the world. When applied to resource-based economies (RBEs), assessment tools do not take into
account the value and impact of mineral resources on SD indicators. The purpose of the study is to
reveal the limitations of applying some tools by taking into consideration the specific features of RBEs.
Research methods include a correlation analysis between gross national income (GNI) per capita
and aggregated indices (the Sustainable Society Index (SSI), the Human Development Index (HDI),
and the Environmental Performance Index (EPI)), a comparative analysis of these indices and mining
companies’ performance indicators. Object Eurasian RBEs were selected, but Norway was analyzed
separately from the sample. The results of the study show that correlations between GNI per capita
and SD indicators are heterogeneous. There is no statistically significant correlation between GNI
per capita and SSI, a strong correlation with HDI, and a weak correlation with EPI. The EPI and SSI
structures do not reflect the specific features of RBEs.

Keywords: sustainable development; assessment; indicators; resource-based economy; mineral resources

1. Introduction

Currently, the global community considers laying the groundwork for ensuring universal human
well-being based on the principles of sustainability to be one of the highest priorities. Despite the fact
that a lot of studies have been conducted over a long time [1–6], the concept of sustainable development
(SD) has not yet been shaped into a scientific theory. SD is perceived as a fundamental principle or
model for managing economic systems at macro, meso, and micro levels, as public administration
ideology, or a new philosophy at the corporate level.

In this regard, the problem arises of sustainability assessment in terms of economic, environmental,
and social indicators at the macro level (that of individual countries). An objective way of solving
this problem is to carry out quantitative assessment based on a set of indicators or a combination of
indicators in an integrated form. There are some well-known indicators which are used at the macro
level to monitor economic, environmental, and social parameters, to develop strategies and programs
for economic and social development, to identify indicators signaling problem areas, and to compare
countries using different parameters.

The relevance of measuring sustainability in resource-based economies (RBEs) stems from the fact
that their number and share in global GDP is growing. For example, at the end of the 20th century,
58 countries accounted for 18% of global GDP, whereas in 2011, 81 countries accounted for 26% of the
global economy [7]. RBEs are characterized by: a) a high share of income from mining operations in

Sustainability 2020, 12, 5582; doi:10.3390/su12145582 www.mdpi.com/journal/sustainability7
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their GDP and export structure, b) being largely dependent on tax revenues from the mining sector,
c) the depletion of mineral resources, d) huge amounts of waste accumulated in the mining sector,
e) significant anthropogenic impacts on the environment, and f) massive investments in environmental
protection measures. These characteristics give rise to the following research questions:

Is there a correlation between the economic indicator (The gross national income (GNI) per capita)
and a number of integrated sustainability indicators for RBEs?

What is the impact of the Russian mining industry on the natural and social environment?
How are the specific features of RBEs (such as the depletion of resources, huge amounts of mining

waste, anthropogenic impact, and environmental costs) reflected in the most popular sustainability
assessment methods?

The concept of sustainable development is still debatable and has dozens of definitions, which
makes it impossible to develop a single conceptual framework that could be used in further research [6].
Many researchers and institutions are trying to expand the famous definition given by the Brundtland
Commission by adding to it the specifics of either particular countries or activities [8]. For example,
the two definitions given by the Brundtland Commission are as follows: the Sustainable Society
Foundation (SSF) has extended the definition of Brundtland with a third sentence, as follows:
“A sustainable society is a society that (a) meets the needs of the present generation; (b) does not
compromise the ability of future generations to meet their own needs; and (c) in which each human
being has the opportunity to develop itself in freedom within a well-balanced society and in harmony
with its surroundings”.[9]. As the components of sustainable development are complex, interconnected,
interdependent, ambiguous, and difficult to assess, sustainable development can be called a global goal
that is difficult to reach and the progress towards which is very slow. In 2002, [10] it was concluded
that global economic, environmental, and social problems had not been solved. This was the beginning
of a new wave of interest in this topic demonstrated by both developed and developing countries.

So far, three main approaches to building a theory of sustainable development have been developed:
the ecosystem approach, the anthropocentric approach, and the triune approach. An analysis of these
approaches has shown that while none of them is universally recognized, the triune approach is
becoming predominant in SD research. This is a result of the activities of international organizations
that are involved in monitoring and forecasting change in both the global economy and countries with
different levels of economic development.

In its modern interpretation, the ecosystem approach is a viewpoint which is based on the priority
of the environmental component and argues that sustainable development at both global and national
levels means that the economy, population, and people’s needs should grow within the resource and
environmental limits of the planet or an individual country. This approach is based on the principles
of environmental economics and the concept of strong sustainability [1,11–13].

An alternative to the ecosystem concept is the anthropocentric approach, which implies that
economic growth is fostered by the development of human capital and technological advances, which
weaken the impact of limited natural resources on the economy. This concept is based on the principles
of neoclassical economics and the concept of weak sustainability. The main idea is that economic
growth is independent of its impact on the environment [14]. Research and development (R&D)
become an integral part of sustainable development strategies [15].

The concept of weak sustainability is based on the requirements specified by people as to the
quality of the environment in order to satisfy their needs. However, this approach does not challenge
the need for the coordinated development of the economy and environment, the rational use of
resources and natural resource restoration, biodiversity conservation, and environmental safety [16].
At the same time, there is a point of view which states that there is no such thing as weak stability,
since the current economic system can be characterized as unstable and weak stability will not result in
any form of sustainable future [4]. The main arguments against the concept of weak sustainability are
that innovative solutions are not always available [17], and that the use of environmentally friendly
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technologies often requires much more energy and resources if the whole production process is
analyzed [4].

The anthropocentric approach to sustainable development laid the foundation for the concept of a
green economy, which also has global and national (sectoral, territorial) components. On a global scale,
UNEP experts define a green economy as being economic activities that improve human well-being and
promote social justice while significantly reducing environmental risks and preventing environmental
degradation [18]. On a national scale, the concept of a green economy is mainly applicable to developed
European countries that are rich in innovations, investment, and human resources but lack natural
resources, especially mineral ones, which they have to import.

In resource-based countries (those rich in natural resources but lacking innovations), including
Russia, the concept of a green economy and its derivatives (green energy, green mining) are also
considered to be components of sustainable development. However, they are mainly regarded as
tools for improving economic performance and upgrading production facilities in terms of their
environmental characteristics. As the primary industries of the Russian economy, including the mining
industry, lag behind in upgrading their facilities and making them greener [19], mineral resources can
be greatly underestimated. Moreover, there is a danger that environmentally unfriendly facilities will
be moved to countries with a high mineral resource potential.

One of the main directions in the development of green economy ideas is the concept of a circular
economy, which states that it is of bigger priority to rearrange material flows than improve production
facilities [20]. Considering the fact that this concept rests on the ideas of resource cycles and industrial
metabolism, we believe that it can be considered to be a compromise between the concepts of strong
and weak sustainability. The economic transformation of the “take, make, waste” principle into the
“take, make, reuse” principle corresponds to weak sustainability. Compliance with the principles of
resource efficiency and zero waste corresponds to strong sustainability [21].

SD relying on circular economy ideas has in its foundation the following five principles (5 Rs):

- reducing energy and resource consumption,
- replacing non-renewable resources with renewable ones,
- recovering necessary components from waste that has been recycled,
- recycling waste,
- reusing products.

From an economic point of view, recycling can increase the material value through efficient
resource processing, providing new opportunities for innovative companies, and having a positive
impact on society and the environment [22]. The circular economy implies that there is enhanced
control over the supply of natural resources which relies on renewable resources in order to protect
and enhance natural capital. It also means that it is necessary to optimize consumption processes
through reusing and recycling products. Moreover, it is aimed at identifying the sources of negative
impact from production processes on the environment and preventing negative consequences in order
to improve the efficiency of economic and environmental systems [21].

The ecosystem and anthropocentric approaches define the place and role that people and society
play in sustainable development in different ways. In the strong sustainability model, society is seen as
a source of needs that should be reasonably limited, while the weak sustainability model defines it as a
source of human resources that need to be transformed into human capital for innovative development.
The inclusion of people as a particular subject in the framework of sustainable development is
embedded in the triune approach.

In the context of this approach, there are three main goals of sustainable development:
environmental integrity, eco-efficiency, and environmental justice. The economic component of
the triune approach is based on the Hicks-Lindahl concept of the maximum income stream, which can
be produced provided that the total capital used for its production is maintained [23]. In this concept,
it is not taken into account which kind of capital (human, natural, or material) needs to be maintained
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or increased. Thus, the two previously discussed concepts of strong and weak sustainability are taken
into account.

The social component of the triune approach implies that cultural and social systems should
be preserved, with material wealth justly distributed. The social component of SD is understood
as development aimed at improving well-being, achieving greater social justice, and improving
the quality of human and social capital to make it meet the principles of reproducibility, balance,
and involvement [24].

The environmental component implies that biological systems should be preserved and their
stability over time should be maintained. It can be said that the triune approach combines the concepts
of strong and weak sustainability, complementing them with a social element (Figure 1).

Figure 1. Relationships between sustainable development concepts within the triune concept. Source:
compiled by the authors.

The triangle is a three-pronged approach with equivalent environmental, economic, and social
goals for SD.

Circles are the two main concepts of sustainable development (strong sustainability and weak
sustainability).

Rectangles are the main economic tools and principles that are characteristic of the concepts of
strong sustainability (tools and principles of environmental Economics), weak sustainability (tools and
principles of “green” economy), and the triune approach (tools and principles of circular economy).

It should be emphasized that the anthropocentric approach to SD is more characteristic of
developed countries with high levels of development and income. Such countries are characterized by
a big share of human and social capital (up to 80%), a small share of produced capital (less than 20%),
and a very small share of natural capital (up to 5%), (Figure 2).

Figure 2. Capital structure by different levels of economic development [25].
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The ecosystem approach based on the principles of natural resource restoration and environmental
damage mitigation can be seen in resource-based countries. It should be noted that these countries are very
different in terms of their levels of economic and institutional development. So far, no clear differentiation
criteria have been developed that take into account the country’s industry specialization which determines
its place in the global economy and the specific conditions for its sustainable development.

Certain conflicts between the ecosystem and anthropocentric approaches have been identified in
terms of how important natural resources, including mineral ones, are considered to be for countries’
social and economic development. This is due to the fact that the role that mineral resources play at a
macroeconomic level varies a lot. In some developed countries, the share of the mining industry in the
country’s GDP can amount to 10% (for example, in Sweden), whereas in resource-based countries, it can
exceed 50% [26]. Resource-based countries have different quantities of mineral reserves. They vary in
how developed their mining and mineral processing industries are and how big their impact on the
environment is. Also, they differ in terms of multiplicative effects witnessed in related industries. As a
result, they differ in their economic, environmental, and social indicators and are at different levels of
sustainable development.

Among resource-based countries, the leading ones are developing countries with economic
development levels that are both above the average and low. Most of them are former colonies and
former Soviet countries, including Russia. In the case of these countries, which traditionally specialize
in producing mineral and energy resources, a sustainability assessment is impossible without taking
into account the specific impact of the natural resources sector on social and economic development
and how this impact can be measured. However, as the issue of how to define sustainable development
has not yet been solved, no framework for measuring it at the macro level has been created.

Studies by S. Kuznets in assessing national product and income as indicators of change marked
the start of using macroeconomic indicators in assessing countries’ levels of economic development.
In the 1970s, the first attempts were made to switch from national product and national income to more
complex indicators which would make it possible to take into account the influence of non-market
forces on economic development at the macro level. It should be noted that S. Kuznets himself drew
attention to the fact that it is possible to expand the range of assessment tools to include those that can
take into account non-market activities and emphasized that assessments depend on the social values
of time and place, the nature of family, industrial, and governmental organization, and the problems
to which the figures are designed to apply [27]. Thus, in his approach, S. Kuznets emphasized the
connection between social well-being and stakeholders’ interests.

Sustainability measurement tools include about 500 indices. It should be noted that they hardly
take into account the specialization of the economy or company. However, resource-based countries
have several features which determine how a sustainable development concept will be designed
and implemented:

- the exploitation of natural resources and the associated depletion of non-renewable mineral resources;
- the accumulation of mining waste and the human impact which reduces the efficiency of

ecosystem services;
- the need to bear additional environmental costs (including both investment and operational costs).

In their studies, a number of authors have analyzed the most common and relevant indices [28–36].
However, there have been few attempts to systematize them. There is no single classification of
indicators, and neither is there a universal method for assessing sustainability in an objective way.
Such a situation, on the one hand, makes it more difficult to choose assessment methods and indicators.
On the other hand, it indicates that these methods are constantly being improved (some indicators
and indices become replaced with others, the number of assessment indicators is changing, and more
countries are being included) but, unfortunately, not in keeping with real-life social, economic,
and environmental processes.
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All the assessment methods that have been developed so far can be classified on the basis of
several characteristics:

- How the method is developed: systems of indices and indicators; aggregated indicators.
- What parameters are assessed: environmental; economic; social; social and environmental;

environmental and economic.
- How information is accumulated: through open-access international databases (secondary);

through the SNA and using statistical data (secondary); polls (secondary).
- How different indicators are combined: using ranking systems; using weighting factors.
- What methods are used: calculation; expert-based evaluation.
- What countries are covered: all countries; OECD countries; countries by continents; countries

grouped by other parameters.
- What issues are covered [37]: environmental rankings; rankings reflecting how individual countries

impact the environment on a global scale; rankings including both environmental and economic
parameters; social development rankings; rankings based on sustainable development indicators;
rankings reflecting progress in the green economy; ratings reflecting the quality of life and including
the environmental component; other rankings including the environmental component.

- According to Hezri and Dovers [38] (p. 87), the main approaches to developing sustainability
indicators are as follows: (1) extended national accounts, (2) bio-physical accounts, (3) weighted
indices, (4) eco-efficiency and dematerialization approaches, and (5) indicator sets.

Among the systems of indicators (indices), the most common are World Development
Indicators [39], the OECD system of indicators [40], and the system of indicators by the UN Commission
on Sustainable Development (UN CSD). Their advantage is that they are focused on the SDGs. However,
they rely on a lot of input data and cannot be used to compare individual countries. This is why it is
difficult to apply them to sustainability assessment in real life.

The most common aggregated SD indicators include the Adjusted Net Savings (ANS) [41],
the Genuine Progress Indicator (GPI), the Ecological Footprint, the Environmental Performance Index
(EPI), the Legatum Prosperity Index, the Human Development Index (HDI), the Living Planet Index
(LPI), the Sustainable Society Index (SSI), and others.

Sustainability assessment indicators should meet the following requirements:
Indicators should not be in conflict with the requirements of the SDGs and the indicator system

developed by the UN CSD.
They should be universal to be applied at different levels (that of individual countries, industries,

or companies) and they should adequately reflect the situation and processes.
Indicators should be obtained or calculated using relevant and reliable sources of information

(statistical ones) that are publicly available.
Indicators should take into account the economic, environmental, and social aspects of SD and

how they are interconnected.

2. Materials and Methods

The statistical correlation between the key economic indicator that characterizes the level of
economic development of a country (GNI per capita) and indices that characterize the three aspects of
SD was revealed as follows.

2.1. The Object of the Study

As an object of the study, Commonwealth of Independent States (CIS) resource-based countries
were selected. The main criteria for studying RBEs were proposed by the IMF, the Natural Resource
Governance Institute (NRGI) [42], and several researchers. Studies devoted to resource-based countries
arose due to the fact that there was an ambiguous attitude to natural resources as, on the one hand,
an essential asset for improving the economy and fostering economic growth, and, on the other hand,
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an asset resulting in the so-called resource curse [43,44]. In 2005, the latter concept was discussed
by the UN and it was shown that an important role in this issue is played by institutions and how
developed they are. Australia, Canada, and Scandinavian countries were used as examples. This was
when a resource-based economy was given its definition which states that in such an economy, natural
resources account for more than 10% of the country’s GDP and 40% of exports. The IMF suggests that
as a benchmark, the share of natural resources in total exports should be at least 25% [45]. An important
characteristic of RBEs is that they are highly sensitive to external changes due to the volatility of prices
for different types of raw materials [46]. In this study, two criteria (GDP and export shares) were
selected as the main ones [47].

As objects, we select countries that correspond to two conditions at the same time:
(1) CIS countries with transition economies:
Source: https://www.imf.org/external/np/exr/ib/2000/110300.htm.
(2) countries with economies that can be characterized as resource-based.
Thus, the object of the study is the following six countries: Russia, Kazakhstan, Kyrgyzstan,

Uzbekistan, Turkmenistan, and Azerbaijan.

2.2. Selection of Assessment Indicators

Among the indices that characterize SD at the macro level, SSI, HDI, and EPI were selected.
The choice was made using Kostanza’s classification by the method of measuring progress in SD [29]
using each group of indicators.

As an integral indicator covering economic, social, and environmental aspects, the Sustainable
Society Index (SSI), which has been calculated by the Sustainable Society Foundation (SSF) since
2006 once every two years, was selected. This index connects economic performance with social
and environmental well-being. It has scores ranging from zero (minimum SD) to ten (maximum SD)
and takes into account 21 indicators in three areas: human well-being, environmental well-being,
and economic well-being [48]. The methodology for calculating the index varies depending on the set of
indicators and their relative shares [49]. The Sustainable Society Index (SSI) aims to be a comprehensive
and quantitative method to measure and monitor the health of coupled human-environmental systems
at a national level worldwide. The SSI framework departs from a purely protectionist approach that
would aim to maintain natural systems with minimal human impact [9].

As a social indicator, the Human Development Index (HDI) was selected, which is used to compare
standards of living in different countries.

HDI is calculated as follows [50]:

HDI =
3√

LEI·EI·II (1)

where LEI is the life expectancy index, EI is the education index, and II is the income index.
The index has a 30-year-long history; since 1990, HDI indicators for different countries have

been published annually in the Human Development Reports by the United Nations Development
Programme (UNDP).

As an environmental indicator, the Environmental Performance Index (EPI) was selected, which
is used as a tool for quantitative assessment and comparative analysis to analyze the environmental
situation and whether countries’ environmental policies are effective. The purpose of the index is to
reduce environmental impact and, as a result, the negative impact on human health, and to foster the
vitality of environmental systems and the sustainable management of natural resources.

The EPI system ranks countries based on their performance in several categories, which are
combined into two groups: ecosystem vitality and environmental health [51]. EPI rankings are
published every two years and are calculated using the methodology developed by the Yale Center for
Environmental Law and Policy together with a group of independent international experts. According
to the developers, the higher the score, the more the country cares about the environment.
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Based on the 2018 methodology, the index measures the country’s performance using 24 indicators
across 10 issue categories, which reflect various environmental aspects including those of ecosystem
vitality [52]. They include protecting biodiversity, climate, and public health, the scope of economic
activity and its impact on the environment, as well as the effectiveness of environmental policies [51].
The calculation method, the number of indicators, and the number of countries vary in different years.
For example, the number of indicators was 22 in 2012, 19 in 2014, and 24 in 2018. The weighting factors
for different groups and categories can also change. Following the adoption of the Global SDGs in
2015, the EPI indicators have been aligned with the goals.

The indicators described above were selected due to several reasons [51]:

- the most important factor for health is clean air. A study conducted in 2016 by the Institute for
Health, Metrics and Evaluation showed that 2/3 of all diseases and deaths are connected with
air quality;

- the quantity and quality of biomass (both in the sea and on land) are of great importance, which
corresponds to the SDGs;

- many countries have improved air quality by reducing CO2, NO, methane, and black carbon
emissions, which is in line with the 2015 Paris Climate Agreement;

- over 20 years of research, experience has been accumulated which shows that when developing
indices, two opposite patterns should be taken into account: environmental health, which
improves with economic growth and development, and ecosystem vitality, which worsens with
industrialization and the expansion of economic activity.

In view of this, countries with a growing and developing resource-based economy which depends
on the mining industry can obviously rank very low.

2.3. Relevance Score

An analysis of the correlation between the selected assessment indices and GNI per capita in RBEs
was performed. The per capita indicator was selected due to the need to ensure that income indicators
for different RBEs can be compared. For the purpose of comparability, GDP values were adjusted and
presented as normalized values. Normalization was performed for the entire set of countries in the
sample. Then, we get a range of values from 0 to 1 on normalized GDP scales. The indexes characterize
the country’s place in the global rankings and estimate normalized scoring. The method of regression
and correlation analysis makes it possible to test the hypothesis of the study which states that there
should be a rather strong correlation between GNI per capita, human development, environmental
indicators, and social sustainability since the country’s income provides financial support for social
and environmental programs. If this correlation is positive, there is no evidence of a “resource curse” in
the macroeconomic sense, mineral resources in RBEs have a positive impact on the development of the
economy, the environment, and society. If this correlation is negative, then according to the institutional
interpretation of the “resource curse” [53], RBEs have an undeveloped institutional environment.

The method of morphological analysis was used to analyze the SD indices (SSI, HDI, EPI,
Adjusted net savings (ANS), and GPI) and reveal how their structures reflect the specific features
of resource-based countries. The initial data were obtained from official reports by the UN and the
WB [54–59].

Using Russia as an example, changes in the indicators showing waste accumulation, investment
and operational costs associated with environmental protection, and investment patterns in the mining
sector were analyzed.

3. Results

The initial data were obtained from official reports by the UN and the WB (Table 1).
To find correct correlations between the indices and GNI per capita values, the latter were

normalized and the indices were found.
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Table 1. Gross national income (GNI) per capita in Commonwealth of Independent States (CIS)
resource-based economies (RBEs), USD (thousands).

Country 2010 2011 2012 2013 2014 2015 2016 2017 2018

Kyrgyzstan 0.78 0.87 0.83 0.9 0.99 1.21 1.25 1.17 1.1
Uzbekistan 0.91 1.1 1.28 1.51 1.72 1.88 2.09 2.16 2.22

Turkmenistan 2.84 3.42 3.79 4.8 5.41 6.88 8.02 7.38 6.67
Azerbaijan 3.83 4.84 5.33 5.29 6.22 7.35 7.6 6.56 4.76
Kazakhstan 6.16 6.92 7.58 8.26 9.78 11.55 11.85 11.39 8.81

Russia 9.66 9.34 9.9 10.65 12.7 13.85 13.22 11.72 9.72

Normalization was performed for all the six countries in the sample for each year.
The model for calculating GNI indices has the following form (IGNI):

IGNI =
(GNIf −GNImin)

(GNImax −GNImin)
(2)

where GNIf, GNImin, GNImax are factual, minimum, and maximum values of GNI per capita (thousand
$/person).

The results of calculating GNI per capita are shown in Table 2.

Table 2. Normalized GNI per capita in CIS RBEs.

Country 2010 2011 2012 2013 2014 2015 2016 2017 2018

Kyrgyzstan 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Uzbekistan 0.015 0.027 0.050 0.063 0.062 0.053 0.070 0.094 0.130

Turkmenistan 0.232 0.301 0.326 0.400 0.377 0.449 0.566 0.589 0.646
Azerbaijan 0.343 0.469 0.496 0.450 0.447 0.486 0.530 0.511 0.425
Kazakhstan 0.606 0.714 0.744 0.755 0.751 0.818 0.886 0.969 0.894

Russia 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000

HDI and SSI in CIS RBEs are shown in Tables 3 and 4.

Table 3. HDI in CIS RBEs.

Country 2010 2011 2012 2013 2014 2015 2016 2017 2018

Azerbaijan 0.732 0.731 0.736 0.741 0.746 0.749 0.749 0.752 0.754
Kazakhstan 0.764 0.772 0.782 0.791 0.798 0.809 0.808 0.813 0.817
Kyrgyzstan 0.636 0.639 0.649 0.658 0.663 0.666 0.669 0.671 0.674

Russia 0.78 0.789 0.797 0.803 0.807 0.813 0.817 0.822 0.824
Turkmenistan 0.673 0.68 0.686 0.691 0.696 0.701 0.706 0.708 0.71

Uzbekistan 0.665 0.672 0.681 0.688 0.693 0.696 0.701 0.707 0.71
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The average SSI values were calculated as the arithmetic mean due to the absence of this value in
the initial data (Table 5).

Table 5. Average SSI in RBEs.

Country
Average SSI Values

2010 2012 2014 2016

Azerbaijan 5.78 6.03 6.03 5.63
Kazakhstan 4.58 4.80 4.87 5.20
Kyrgyzstan 5.00 5.57 5.07 4.70

Russia 4.78 4.80 4.83 4.97
Turkmenistan 3.92 3.97 4.17 4.13

Uzbekistan 5.04 5.10 5.07 5.23

EPI in CIS RBEs are shown in Table 6.

Table 6. EPI in CIS RBEs.

Country
EPI Average SSI

2010 2012 2014 2016 2010 2012 2014 2016

Azerbaijan 59.1 43.11 55.47 83.78 5.78 6.03 6.03 5.63
Kazakhstan 57.3 32.94 51.07 73.29 4.58 4.80 4.87 5.20
Kyrgyzstan 59.7 46.33 40.63 73.13 5.00 5.57 5.07 4.70

Russia 61.2 45.43 53.45 83.52 4.78 4.80 4.83 4.97
Turkmenistan 38.4 31.75 – 70.24 3.92 3.97 4.17 4.13

Uzbekistan 42.3 32.24 43.23 63.67 5.04 5.10 5.07 5.23

Figures 3–5 show the correlations between 1) GNI per capita and HDI, 2) GNI per capita and SSI,
and 3) GNI per capita and EPI.

The sample of RBEs is characterized by a strong correlation between GNI per capita and HDI,
which is almost linear. This may be due to the fact that GNI per capita is included in the HDI calculation
model. It is very possible that for these countries the contribution of GNI per capita to the HDI model
is more important than that of other components (such as the education index and the life expectancy
index). This is why a lower GNI value correlates with a lower HDI value.

Figure 3. The correlation between GNI and HDI in CIS RBEs.
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Figure 4. The correlation between GNI and SSI in CIS RBEs.

Figure 5. The correlation between GNI and EPI in CIS RBEs.

The results of finding the strength of the correlation between GNI per capita and SSI and that
between GNI per capita and the SSI components are heterogeneous. For the group of countries,
there is almost no correlation with SSI. SSI includes 21 indicators that can change their values in
different directions, which leads to a complete lack of any correlation. It should be noted that SSI
values for previous years are recalculated as the methodology changes, which ensures that the results
are comparable.

The values of the correlation ratios between GNI per capita and EPI show a high variability with
a low degree of correlation. EPI is based on 24 indicators characterizing completely different aspects of
environmental health and ecosystem vitality. Such a number of indicators and the fact that changes are
frequently made to the methodology result in a rather weak correlation.

Based on the statistical data for Russia, an analysis of the environmental impact of the mining
sector was carried out, which showed that it strongly influences all elements of the natural environment
including the atmosphere, biosphere, hydrosphere, and lithosphere. In terms of impact complexity,
this sector ranks first among all other sectors of the economy. However, individual elements of the
environment are impacted in different ways. According to the report titled Basic Environmental
Protection Indicators which was issued in 2019 by the Russian Federal State Statistics Service
(Rosstat) [60], the mining sector accounted for 10.8% of the total amount of greenhouse gas emissions
(whereas the share of the energy sector was 78.8%). The volume of effluent did not exceed 6% of the
total amount. At the same time, the mining sector is a leader in air pollutant emissions (with a share of
more than 28%) and the generation of waste. A bar chart reflecting the situation with waste generation
in Russia is shown in Figure 6.
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Figure 6. Waste generation in Russia, mln tons (compiled by the authors according to Rosstat data on
environmental issues [60]).

More than 90% of waste generated in Russia is accounted for by the mining sector, of which about
70% is waste associated with the extraction of fuel and energy resources. More than half of the waste
produced in the mining sector is recycled (Figure 7), and the rest goes to spoil tips or tailings dams,
which can act as secondary sources of pollution.

Figure 7. Waste recycling in the Russian Federation, mln tons (compiled by the authors according to
Rosstat data on environmental issues [60]).

The complex nature of the environmental impact results in a high share of investment and
operational costs associated with environmental protection in the mining sector. In 2017, out of the
total amount of investment in environmental protection, which was 154.0 billion rubles, the mining
sector accounted for more than 30%. In 2018, this share slightly decreased and amounted to 23.1% of
157.6 billion rubles [60]. Over the last 8 to 10 years, there has been an increase in both investment and
operating costs associated with environmental protection in Russia (Figures 8–11).

Compared to 2012, there has been a 33% growth in operational costs associated with environmental
protection. The main items are effluent disposal and treatment, waste management, air quality
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protection, and climate change prevention. Over a ten-year period, the amount of investment in fixed
assets associated with environmental protection almost doubled, and the main expenses were aimed at
protecting the atmosphere and water resources. The share of investment in fixed assets in the GDP of
the Russian Federation in 2017 and 2018 was 0.16% and 0.15%, respectively, and the share of operational
costs in GDP did not exceed 0.3%, which is clearly not enough if we compare it with that demonstrated
by developed countries. For example, the share of environmental control costs is approximately 1.47%
of GDP in the United States, 1.5% of GDP in Germany, and 1.25% of GDP in Japan [61].

More than 50% of investment was aimed at protecting the atmosphere; a little more than 20%
of investment was allocated for protecting water resources; a little more than 10% of investment
was invested in waste management; less than 10% of investment was invested in land conservation.
We believe that this can be explained by the fact that Russian legislation concerning mineral resource
production considers mining waste to be a potential source of raw materials, and the activities associated
with its use are qualified as activities related to the use of mineral resources.

Figure 8. Operational costs associated with environmental protection in Russia, mln RUB (compiled by
the authors according to Rosstat data on environmental issues [60]).

Figure 9. Investments in fixed assets associated with environmental protection, mln RUB (compiled by
the authors according to Rosstat data on environmental issues [60]).
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Figure 10. The structure of investment costs associated with environmental protection in the Russian
mining sector in 2018 (compiled by the authors according to Rosstat data on environmental issues [60]).

Figure 11. The structure of operational costs associated with environmental protection in the Russian
mining sector in 2018 (compiled by the authors according to Rosstat data on environmental issues [60]).

4. Discussion

Results obtained by other researchers [30] who tested correlations between the SSI components
for 151 countries over the years 2006, 2008, 2010, and 2012 prove a strong positive correlation between
the three indices and a strong negative correlation between the human well-being index and the
environmental well-being index.

An analysis of the SSI and EPI structures showed that they contain some indicators reflecting
such aspects as agriculture, biodiversity, climate, water resources and air quality, energy use, water,
and energy conservation. Issue-specific indicators reflect negative impact on the environment by
categories: heavy metals, air quality and pollution, climate, and energy [61–63] In issue-specific
indicators, greenhouse gases are separately analyzed as a negative factor affecting the climate. Russia,
Kazakhstan, and Turkmenistan have been characterized by low scores over a long time [64,65] Russia
takes 4th place in the world [66] after the USA, China, and India) in terms of greenhouse gas emissions,
most of which are accounted for by the fuel and energy sector. Within the Eurasian Economic Union
(EAEU), Russia and Kazakhstan account for 97% of all pollutant emissions [48].

EPI and SSI do not contain indicators reflecting the situation with mineral resources as a component
of natural capital or indicators for depletion assessment. Only the methodologies for calculating
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adjusted net savings (ANS) and the Genuine Progress Indicator (GPI) reflect the cost of mineral resource
depletion. However, they do not take into account any indicators characterizing the impact of the
natural resources sector in a resource-based country on ecosystems.

None of the indices discussed above reflect the amount of mining waste and its impact on
the environment. It is possible that this impact (from both primary and secondary sources of
pollution) is included in the indicators reflecting air and water quality but it is not considered as an
individual component.

RBEs make the biggest contribution to environmental impact, as a result of which environmental
costs are increasing. This has an impact on social well-being, but environmental costs (both investment
and operational ones) are not reflected in SD indicators. This means that conclusions cannot be made
about the contribution of the mining sector to either pollution or environmental protection.

As has been shown, there is no single universally accepted theoretical and methodological
approach to the analysis and assessment of sustainable development. All the indicators which have
been developed have their drawbacks.

First, when using systems of issue-specific indicators, the problem arises of selecting indicators
that adequately reflect the processes of social, economic, and environmental development, and can
be used for their quantitative assessment. Using quantitative indicators based on the SNA can be
problematic due to the fact that there are differences between countries’ statistical systems and they
may present not enough data. Some of the indicators proposed by the UN CSD are mainly focused
on assessing the social component of SD, which does not make it possible to analyze the correlation
between economic development, its sources, and results in the social and environmental spheres.

Second, when using aggregated indices for comparing or ranking countries, the problem arises
of how they or their indicators can be compared. With the development of calculation methods,
the number of indicators and the calculation models are changing, which makes it almost impossible
to use such indices to reveal trends.

Third, developing qualitative indicators (either issue-specific or aggregated ones) is associated
with the use of information that can only be obtained through surveys, which reduces the reliability of
the results. Qualitative indicators make it possible to evaluate many social factors, but at the same time,
the risk of subjectivity increases (for example, when choosing and substantiating weighting factors that
characterize the contribution of various indicators to the total result and can vary). Another problem is
how qualitative indicators can be transformed into quantitative ones (for example, in the case of GPI).

Fourth, none of the methods discussed takes into account the specific features of RBEs and their
impact on SD, and neither do they take into account the national characteristics of natural resource
consumption or the country’s place in the international division of labor. RBEs are characterized by the
depletion of mineral resources, the accumulation of mining waste, human impact on the environment,
and significant investments in environmental protection. This puts resource-based countries at a
disadvantage in comparison with countries importing natural capital.

Fifth, aggregated indicators cannot serve as objective criteria for assessing SD in RBEs since they
poorly reflect their specific features, including the accumulation of mining waste and human impact
on the environment. Also, they do not reflect the value of mineral resources for the economy and the
social development of present and future generations, and neither do they cover an aspect such as
resource depletion.

Sixth, of all the considered methods for assessing SD, only ANS and GPI contain information on
the depletion of mineral resources.

5. Conclusions

It has been found that there is no statistically significant correlation between GNI per capita
and SSI for the group of countries discussed. Also, there is a moderate negative correlation between
GNI per capita and environmental sustainability, a fairly strong positive correlation with economic
sustainability, and a weak correlation with social sustainability. The sample is characterized by a strong
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correlation between GNI per capita and HDI, which is almost linear. The values of the correlation ratios
between GNI per capita and EPI show a high variability with a low degree of correlation. EPI is based
on 24 indicators characterizing completely different aspects of environmental health and ecosystem
vitality. Such a number of indicators and the fact that changes are frequently made to the methodology
result in a rather weak correlation.

An analysis of the SSI and EPI structures showed that they contain some indicators reflecting such
aspects as agriculture, biodiversity, climate, water resources and air quality, energy use, water, and
energy conservation. Issue-specific indicators reflect negative impact on the environment by categories:
heavy metals, air quality and pollution, climate, and energy. In issue-specific indicators, greenhouse
gases are separately analyzed as a negative factor affecting the climate.

EPI and SSI do not contain indicators reflecting the situation with mineral resources as a component
of natural capital or indicators for depletion assessment. Only the methodologies for calculating
adjusted net savings (ANS) and the Genuine Progress Indicator (GPI) reflect the cost of mineral resource
depletion. However, they do not take into account any indicators characterizing the impact of the
natural resources sector in a resource-based country on ecosystems. It has been revealed that SD indices
fail to reflect the specific features of RBEs (such as resource depletion, mining waste accumulation,
human impact on the environment, and environmental costs).

None of the indices discussed reflect the complex impact of the mining sector, the amount of mining
waste and its impact on the environment, and investments in environmental protection. They only
reflect the situation in social, environmental, and economic spheres, which makes it impossible to
evaluate the contribution of the mining industry both to pollution and natural resource restoration and
means that specific studies are required to analyze these aspects.

The mining sector strongly influences all elements of the natural environment. In terms of impact
complexity, this sector ranks first among all other sectors of the economy. The mining sector is a leader
in air pollutant emissions and the generation of waste. More than 90% of waste is accounted for by the
mining sector, more than half of the waste produced in the mining sector is recycled, and the rest goes
to spoil tips or tailings dams, which can act as secondary sources of pollution.

The main environmental expenses were aimed at protecting the atmosphere and water resources.
The share of investment in the GDP of the Russian Federation was 0.15–0.16% which is clearly not
enough to compared to the level for developed countries, which is1.25–1.5% of GDP. RBEs make the
biggest contribution to environmental impact, as a result of which environmental costs are increasing.
This has an impact on social well-being.
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32. Lior, N.; Radovanović, M.; Filipović, S. Comparing sustainable development measurement based on different
priorities: Sustainable development goals, economics, and human well-being—Southeast Europe case.
Sustain. Sci. 2018, 13, 973–1000. [CrossRef]

33. Blanc, I.; Friot, D.; Margni, M.; Jolliet, O. Towards a new index for environmental sustainability based on a
DALY weighting approach. Sustain. Dev. 2008, 16, 251–260. [CrossRef]

34. Kaly, U.; Briguglio, L.; McLeod, H.; Schmall, S.; Pratt, C.; Pal, R. Environmental Vulnerability Index (EVI) To Summarise
National Environmental Vulnerability Profiles; SOPAC Technical Report 275; SOPAC: Suva, Fiji, 1999; p. 66.

35. Böhringer, C.; Jochem, P.E.P. Measuring the Immeasurable—A Survey of Sustainability Indices Discussion.
Ecol. Econ. 2007, 63, 1–8. Available online: ftp://ftp.zew.de/pub/zew-docs/dp/dp06073.pdf (accessed on 19
May 2020). [CrossRef]

36. Angelakoglou, K.; Gaidajis, G.A. Conceptual Framework to Evaluate the Environmental Sustainability
Performance of Mining Industrial Facilities. Sustainability 2020, 12, 2135. [CrossRef]

37. Alekseeva, N.N.; Arshinova, M.A.; Bancheva, A.I. Polozhenie Rossii v mezhdunarodnyh ekologicheskih
rejtingah. Ekologiya i bezopasnost’ zhiznedeyatel’nosti. Vestnik. RUDN 2018, 26, 134–152. [CrossRef]

38. Hezri, A.; Dovers, S. Sustainability indicators, policy and governance: Issues for ecological economics.
Ecol. Econ. 2006, 60, 86–99. [CrossRef]

39. World Development Indicators. Available online: https://mydata.biz/ru/catalog/databases/wdi (accessed on
19 May 2020).

40. OECD. Key Environmental Indicator. 2008. Available online: https://www.oecd.org/env/indicators-
modelling-outlooks/37551205.pdf (accessed on 19 May 2020).

41. World Bank Open Data. Available online: http://docs.cntd.ru/document/gost-r-7-0-5-2008 (accessed on 19
May 2020).

42. Natural Resource Governance Institute (NRGI). Resource Governance Index; NRGI: New York, NY, USA;
Washington, DC, USA, 2014; Available online: https://resourcegovernance.org (accessed on 19 May 2020).

43. Gylfason, T. Lessons from the Dutch disease: Causes, treatment, and cures. INSTITUTE OF ECONOMIC
STUDIESWORKING PAPERS 1987-2001. Formerly Iceland Economic Papers Series. 2001. Available online:
https://www.researchgate.net/profile/Thorvaldur_Gylfason (accessed on 19 May 2020).

44. Crivelli, E.; Gupta, S. Resource blessing, revenue curse? Domestic revenue effort in resource-rich countries.
Eur. J. Political Econ. 2014, 35. [CrossRef]

45. International Monetary Fund (IMF). Guide on Resource Revenue Transparency; IMF: Washington, DC, USA,
2007; Available online: https://www.imf.org/external/np/pp/2007/eng/101907g.pdf (accessed on 19 May 2020).

46. Ahrend, R. Sustaining growth in a resource-based economy: The main issues and the specific case of Russia.
ECE Discuss. Papers Ser. UNECE 2005, 3, 24.

47. Teksoz, U.; Kalcheva, K. Institutional Differences across Resource-Based Economies; WIDER Working Paper, No.
2016/63; The United Nations University World Institute for Development Economics Research (UNUWIDER):
Helsinki, Finland, 2016; Available online: http://dx.doi.org/10.35188/UNU-WIDER/2016/106-2 (accessed on
19 May 2020).

48. Selishcheva, T.A. Problemy ustojchivogo razvitiya ekonomiki v stranah Evrazijskogo ekonomicheskogo
soyuza. Evrazijsk. Ekon. Perspekt. Probl. Resheniya 2018, 2, 15–21.

49. Sustainable Society Foundation: The Hague, The Netherlands. 2014. Available online: http://www.ssfindex.
com/ssi2016/wp-content/uploads/pdf/SSI2014.pdf (accessed on 19 May 2020).

50. Sustaining Human Progress Reducing Vulnerabilities and Building Resilience. Human Development Report
2014; Technical Notes; The United Nations Development Programme: New York, NY, USA, 2014; p. 10.
Available online: http://hdr.undp.org/sites/default/files/hdr14_technical_notes.pdf (accessed on 19 May 2020).

51. Wendling, Z.A.; Emerson, J.W.; Esty, D.C.; Levy, M.A.; de Sherbinin, A. The Environmental Performance
Index; Yale Center for Environmental Law & Policy: New Haven, CT, USA, 2018; Available online:
https://epi.yale.edu (accessed on 19 May 2020).

52. Index, E.P. 2018 EPI Policymakers’ Summary. Global Metrics for the Environment: Ranking Country Performance
on High.-Priority Environmental Issues; Yale Center for Environmental Law & Policy; Yale University
Center for International Earth Science Information Network; Columbia University: New Haven, CT, USA,
2018; Available online: https://epi.envirocenter.yale.edu/downloads/epi2018policymakerssummaryv01.pdf
(accessed on 19 May 2020).

25



Sustainability 2020, 12, 5582

53. Robinson, J.; Torvik, R.; Verdier, T. Political foundations of the resource curse. J. Dev. Econ. 2006, 79, 447–468.
[CrossRef]

54. World Bank. The Little Green Data Book 2017.World Development Indicators; World Bank: Washington, DC,
USA, 2017; Available online: https://openknowledge.worldbank.org/handle/10986/2134/focus?filtertype=
author&filter_relational_operator=equals&filter=World+Bank (accessed on 19 May 2020).

55. World Bank. The Little Data Book on Financial Inclusion; World Bank Group: Washington, DC, USA, 2018;
Available online: https://openknowledge.worldbank.org/handle/10986/2134/focus?filtertype=author&filter_
relational_operator=equals&filter=World+Bank (accessed on 19 May 2020).

56. Human Development. United Nations Development Programme. Available online: http://hdr.undp.org/en/
data (accessed on 19 May 2020).

57. Sustainable Society Index—Your Compass to Sustainability. Available online: http://www.ssfindex.com/
data-all-countries/ (accessed on 19 May 2020).

58. Indeks Ekologicheskoj Effektivnosti. Gumanitarnyj Portal. Available online: https://gtmarket.ru/ratings/
environmental-performance-index/info (accessed on 19 May 2020).

59. Rejting Stran Mira Po Urovnyu Ustojchivosti Obshchestva. Gumanitarnyj Portal. Available online:
https://gtmarket.ru/ratings/sustainable-society-index/info (accessed on 19 May 2020).

60. Rosstat Data on Environmental Issues. Available online: https://www.gks.ru/folder/11194 (accessed on 19
May 2020).

61. Mingaleva, Z.H.A.; Deputatova, L.N.; Starkov, Y.U.V. Primenenie rejtingovogo metoda ocenki effektivnosti
gosudarstvennoj ekologicheskoj politiki: Sravnitel’nyj analiz Rossii i zarubezhnyh stran. Ars Iskusstv. Upr.
2018, 10, 419–438. [CrossRef]

62. Yurak, V.; Dushin, A.; Mochalova, L. Vs sustainable development: Scenarios for the Future. J. Min. Inst.
2020, 242, 242–247. [CrossRef]

63. Hatkov, V.; Boyarko, G. Administrative methods of import substitution management scarce types of mineral
raw materials. J. Min. Inst. 2018, 234, 683–692. [CrossRef]

64. Cherepovitsyn, A.; Ilinova, A.; Evseeva, O. Stakeholders management of carbon sequestration project in the
state – business – society system. J. Min. Inst. 2019, 240, 731–742.

65. Ulanov, V.; Ulanova, E. Influence of external factors on national energy security. J. Min. Inst. 2019, 238,
474–480. [CrossRef]

66. Statistical Review of World Energy. BP. Available online: https://www.bp.com/content/dam/bp/business-sites/
en/global/corporate/pdfs/energy-economics/statistical-review/bp-stats-review-2018-full-report.pdf (accessed
on 19 May 2020).

© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

26



sustainability

Article

A Combined Analysis of Sociological and Farm
Management Factors Affecting Household Livelihood
Vulnerability to Climate Change in Rural Burundi

Risper Nyairo *, Takashi Machimura * and Takanori Matsui

Graduate School of Engineering, Osaka University, Suita 565-0871, Japan; matsui@see.eng.osaka-u.ac.jp
* Correspondence: risper@ge.see.eng.osaka-u.ac.jp (R.N.); mach@see.eng.osaka-u.ac.jp (T.M.)

Received: 24 April 2020; Accepted: 21 May 2020; Published: 24 May 2020

Abstract: This paper analyzed the livelihood vulnerability of households in two communes using
socio-economic data, where one site is a climate analogue of the other under expected future climate
change. The analysis was undertaken in order to understand local variability in the vulnerability
of communities and how it can be addressed so as to foster progress towards rural adaptation
planning. The study identified sources of household livelihood vulnerability by exploring human
and social capitals, thus linking the human subsystem with existing biophysical vulnerability studies.
Selected relevant variables were used in Factor Analysis on Mixed Data (FAMD), where the first eight
dimensions of FAMD contributed most variability to the data. Clustering was done based on the
eight dimensions, yielding five clusters with a mix of households from the two communes. Results
showed that Cluster 3 was least vulnerable due to a greater proportion of households having adopted
farming practices that enhance food and water availability. Households in the other clusters will
need to make appropriate changes to reduce their vulnerability. Findings show that when analyzing
rural vulnerability, rather than broadly looking at spatial climatic and farm management differences,
social factors should also be investigated, as they can exert significant policy implications.

Keywords: questionnaire survey; climate analogues; Factor Analysis on Mixed Data (FAMD);
clustering; education; farm management

1. Introduction

The Inter-governmental Panel on Climate Change (IPCC) has described vulnerability to climate
change as the degree to which a system is susceptible to, and unable to cope with, adverse impacts of
climate change [1]. Vulnerability is a combination of the risks people are exposed to and their social,
economic, and cultural abilities to cope with the damages incurred [2,3]; therefore, the potential
for adaptation is one criterion that may be used to identify key vulnerability of a system [1].
Yet, studies [4,5] have mainly analyzed the biophysical factors that contribute to vulnerability,
without accounting for the role played by socio-economic dynamics. Socio-economic conditions
have, for instance, been found to profoundly affect food systems through drivers such as soil fertility,
irrigation, fertilizer use, demography, and socio-politics [6–8]. Local governments are responsible for
providing infrastructure such as water and energy, and hence can play a proactive role in climate
change adaptation. The article by [9] elaborates how the development of irrigation farming made
possible by federal and provincial governments was a major contributor to community adaptation to
climate variability in rural Saskatchewan. Such factors as wealth [10], community organization [11],
and access to technology differentiate vulnerability across societies facing similar exposure to climate
change [1,7].

On matters scale, while there may be cross-scale interactions due to the interconnectedness of
economic and climate systems, local social, cultural, and geographic features may often differ and
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differentially affect vulnerability levels [12–14]. In fact, social vulnerability has been shown to be a
partial product of both social inequalities and place inequalities [15]. IPCC findings [1] clearly illustrate
this point by noting that low-latitude less-developed areas are generally at higher risk of climate change
impacts and vulnerability due to higher sensitivity and lower adaptive capacity [1]. As [16,17] also
noted, attempts to adapt to climate change impacts differed among communities based on geographical
location, community attributes, and industrial sectors. IPCC revealed that the impacts of climate
variability and extremes are most acutely experienced at the local level. Local level assessment of
vulnerability therefore provides a better understanding of where and when to invest and who should
make the investment [13,18–21].

The IPCC report further revealed that the African continent is the most vulnerable continent
to climate change, given the expected significant reduction in food security and agricultural
productivity [1]. Food supply and water resources are some of the sectors in low-latitude areas
that are vulnerable to temperature and precipitation changes which result in droughts, decreases in
food productivity (especially cereals), and water shortage. There is a general consensus that the sources
of vulnerability in Africa are socio-economic in nature and include demography, governance, conflict,
and inadequate resources [22]. However, the persistence of drought, which may lead to land cover
change, is a potential key impact of climate change [1]. In many parts of the African continent droughts
have been experienced more frequently in the last 30 years, and in eastern and southern Africa there is
medium confidence that droughts will intensify in some seasons due to reduced precipitation and
high evapotranspiration [22]. East Africa, in particular, has experienced temperature increases since
the early 1980s. Precipitation in this region is also highly variable in both spatial and temporal terms,
but trends show a decrease between the months of March and June [22].

Similarly, Burundi, a country in East Africa, has often experienced the negative impacts of climate
variability, especially droughts and flooding. Multi-year droughts have been registered in the periods
of 1999–2005, 2007–2008, 2010–2011, and 2016–2017 [23] with dire consequences. With almost 90% of its
labor force engaged in agriculture [24], and the agricultural sector making up to 30% of the country’s
GDP [25], dependence on rain-fed crop production significantly increases the vulnerability of Burundian
communities to the negative impacts caused by vagaries of variable weather and climate. Dependence
on rain-fed agriculture is a dominant practice among several other countries [26], thus exposing them
to drought vulnerability. Apart from the dependence on rain-fed agriculture, the profile of Burundi in
terms of economic capacity (agricultural GDP), human resource, and technology is similar to a number
of other countries on the African continent. This was illustrated by [27], who ranked Burundi, Somalia,
Mali, Chad, Ethiopia, and Niger as countries with high relative vulnerability to drought, based on
these similarities.

This paper builds on earlier work by [28], to assess levels of household livelihood vulnerability
generated by social processes interacting across geographic scales in two rural communes of Bubanza
(Bubanza Province) and Bugabira (Kirundo Province) in Burundi. The objectives are to identify the
sociological drivers of household livelihood vulnerability and determine the vulnerability levels among
clusters of households in the study area. The aim is to present a human dimension to the analysis of
vulnerability of rural livelihoods, which links with existing biophysical vulnerability studies in the
two locations.

2. Study Background

2.1. Climate Analogues Approach

The spatial climate analogues approach is one technique used in aiding climate change adaptation
planning by assessing local level social vulnerability of target regions to future climate change.
The approach was proposed to overcome the challenges of Global Climate Models, crop models,
and farm system models by presenting field-based realities of the anticipated novel climates using
the current spatial variability in climates [29]. Climate analogues are regions whose present climate
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resembles the predicted climate of another region [30]. In spatial analogues, the analogue region is
expected to have climatic conditions similar to those projected for the target region, and is also expected
to have similar socio-economic and political conditions [31,32]. In essence, the analogue region is
expected to have developed systems adaptable to its climate that the target region can learn from.
The spatial climate analogues approach thus resembles contextual vulnerability assessment [32], where it
is assumed that nearer locations are more similar than distant locations. Analogue methodologies
significantly improve the identification of determinants of vulnerability.

2.2. Climate Analogue Analysis in Burundi

In a previous study in Burundi, [28] applied the spatial climate analogue approach in Bubanza
Province as the analogue location of Kirundo Province, located approximately 97 km apart. The study
showed that farming systems may remain largely similar in the two areas with households keeping
similar types of livestock and growing similar kinds of crops despite changed climatic conditions.
Slight differences could only be noted in the adoption rates of some improved farming techniques,
but these could not be attributed to the difference in climate between the regions. Similar results were
reported by [33], who found that factors other than climate were the drivers in farm characteristics.
The research by [28] provided useful insights on the expected future of the communes in Burundi
but did not account for social variability among households in the two locations, which may serve to
exacerbate or ameliorate the predicted negative impacts.

3. Materials and Methods

3.1. The Study Area

Kirundo province is the northern-most province of Burundi, bordering Rwanda. Geographically, it
consists of hills and depressions of Bugesera (88% of total territory), Northeast Bweru (7%), and Buyenzi
(5%) [34] regions with moderate to strong slopes. Since the year 1999, the annual evolution has showed
a shortening of the rainy season, but with punctually violent rains and an extended dry season.
The principal threat on the wet ecosystems is related to over-silting in lower valleys following intense
erosion on strong slopes. Kirundo has more than five lakes, including Rweru, Rwihinda, Cyohoha,
Kanzigiri, and Gacamirindi, but little access to underground water sources. The lakes Rwihinda and
Cyohoha Sud are the nearest to Bugabira commune, with Rwihinda being threatened by excessive
evapotranspiration. Bugabira commune is located at approximately 2.3◦ S and 30.0◦ E, with elevation
ranging between 1000 m and 1500 m above sea level. Rainfall is irregular and bimodal, with average
annual precipitation between 800 mm and 1200 mm [25]; the irregularity and reduction in precipitation
has already caused drying up of the shallow water sources and reduction in the agricultural production.
The mean annual temperature is 20.5 ◦C. The climate is classified as “moderate” tropical savanna; forest
cover is sparse and the area lacks permanent rivers. The ferralitic lithosols present in the area indicate
partly-weathered acidic soils of generally low fertility. More fertile organosols [28] are found in the
lower valleys. The 2008 census approximated the population of Bugabira Commune at 89,259 persons.
Bugabira is documented for over-cultivation and deforestation.

Bubanza Commune, the analogue used for this study, is in Bubanza province and is located
at approximately 3.1◦ S latitude and 29.4◦ E longitude. The commune is in the Imbo floodplain
region near Lake Tanganyika, which has an annual mean precipitation below 1200 mm and a mean
annual temperature of 24.0 ◦C. The commune experiences two main seasons; the wet season runs
from September to April, while the dry season runs from May to August. The area experiences long
periods of dryness alternating with heavy rainfall and flooding. Bubanza province is distributed in
several natural regions because of its backing to the Mumirwa mountain range. Imbo is the major
part, followed by Mumirwa and Mugamba. Elevation stretches from 770 m in the Imbo to 2600 m
in the Mugamba region. Soils are lateritic, indicating that they are highly weathered soils with high
iron content and low organic matter concentrations. The most common natural vegetation type is
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savanna. Bubanza is near Nyungwe forest and national park. In terms of hydrology, the Mpanda and
Kajeke Rivers and several smaller rivers such as Kidahwe, Nyaburiga, Kadakamwa, and Nyakabingo
pass through the commune. The map below shows the two locations (Figure 1). The 2008 census
approximated the population of Bubanza Commune at 83,678 persons. Bubanza is known for its paddy
fields in the Mitakataka Village.

Figure 1. Location of the study areas. Kirundo (Target) and Bubanza (Analogue). Source: Environmental
Systems Research Institute; National Oceanic and Atmospheric Administration (ESRI and NOAA).

3.2. Data Collection

This study utilized both quantitative and qualitative primary data of 450 households that were
collected using a semi-structured questionnaire, as described by [28], for characterizing and clustering
the households and also for assessing their vulnerability. A total of 247 households were from Kirundo,
the target area, while 203 households were from Bubanza, the analogue. More households were
sampled in the target than the analogue location following population estimates of the two locations in
order to get representative samples. The questionnaire contained questions on household size, age,
education levels, asset ownership, use of farm inputs, food access, land size, whether households
identified with community groups and water access and any other changes in resource management
and livelihood strategies. This was part of a larger dataset collected for the European Union funded
project and implemented by the Consultative Group on International Agricultural Research (CGIAR)
program on Climate Change, Agriculture and Food Security (CCAFS). The full list of questions is
available as a supplementary table (Appendix A Table A1). The surveys were conducted in April 2012 in
the target site and in May 2013 in the analogue location. Households were sampled using the stratified
random sampling technique, where they were first sub-divided into two strata according to the
administrative unit in which they were located. A number of households were then randomly selected
from each unit. Out of the initial more than 1000 questions, including the lower-level dependent ones,
this study extracted the 11 most relevant variables, both quantitative and categorical, as described in
the data analysis section.
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3.3. Data Analysis

The approach for analyzing data was influenced by the objectives and the type of information
available. Factor Analysis on Mixed Data (FAMD) [35] and Hierarchical Clustering on Principal
Components (HCPC) [36] were combined so as to assess household livelihood vulnerability. FAMD is
able to handle both qualitative and quantitative analysis, by applying Principal Component Analysis
(PCA) to the quantitative data and Multiple Correspondence Analysis (MCA) to the qualitative
data [37]. In this case, MCA was simply a pre-processing step to transform categorical variables into
continuous ones. Hierarchical clustering is used in identifying groups of similar observations in a data
set, and hence was used to differentiate household profiles.

Out of the total number of original questions obtained by the survey, 107 adaptation-specific
variables were first selected (Tables A1 and A2) based on the aspects of demography, infrastructure,
household assets, production inputs, and food security [2,38–43]. The variables were then subjected
to tests of significance using chi-square [44] and one-way analysis of variance (ANOVA) [45] tests,
resulting in only 11 variables (3 quantitative and 8 categorical) for analysis. The 11 selected variables
are shown in Table 1. On variable v2 (Lequels), representing rainwater harvesting techniques used,
the category “basin” is pools or trenches dig to collect ground water whereas “container” is to store
rainwater, and generally “basin” has more capacity. On variable v10 (Monthshung), some farmers
suffer food shortage especially in the dry season and the variable represents the severity of food
shortage. Variable v11 (Asothe) represents ownership of assets other than crops, animals, radio,
cellphone, solar lamp, bicycle, or wheelbarrow.

Table 1. Groups and variables selected from the questionnaire survey of households used in Factor
Analysis on Mixed Data (FAMD).

Variable ID Variable Description Type No. of Levels Levels (Categorical) Unit (Quantitative)

v1 HHeduc Highest education attained by household head Categorical 5 None/Informal/Primary/
Secondary/Tertiary

v2 Lequels Rainwater harvesting technique used Categorical 4 No/Basin/Container/Others
v3 Ownedland Amount of land owned Quantitative – Hectares
v4 Ownedfood Land dedicated to food Quantitative – Hectares
v5 Certseed Purchase of improved seeds Categorical 2 Yes/no
v6 Buyfert Purchase of fertilizers Categorical 2 Yes/no
v7 Buypest Purchase of pesticides Categorical 2 Yes/no
v8 Buyvtmd Purchase of veterinary medicines Categorical 2 Yes/no
v9 Crdagact Getting credit Categorical 2 Yes/no

v10 Monthshung No. of months household is hungry Quantitative – Months
v11 Asothe Ownership of other assets Categorical 2 Yes/no

To conduct FAMD, data were first imported into R statistics version 3.4.1, and using the FactoMineR
package [46], the computation was run with the number of dimensions retained being eight and
without any supplementary variables or individuals. The FAMD result was then used for clustering
households in order to characterize them, where a hierarchical clustering by Ward’s method was
employed. The Ward criterion had to be used because it is based on multidimensional variance as
well as Principal Component Analysis. The function HCPC, which is also in the FactoMineR package,
was used for clustering, where the appropriate number of clusters was decided using a dendrogram.
The HCPC function automatically conducted a chi-square test and output p-values of variables that
significantly contributed to clustering, with a threshold at 0.05. The ggplot2 [47] and ggpubr packages
were used to visualize cluster results.

4. Results

4.1. Factor Analysis on Mixed Data (FAMD) of Households

FAMD results showed that the first eight dimensions had the cumulative contribution to the
variability in the data of 67%, as shown in Table 2. Factor loadings of the dimensions to variables are
displayed in Figure 2 in pairs of every two dimensions, where axes show partial contribution to total
variability of the data.
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Table 2. Contributions of the first eight dimensions by FAMD.

Dimension Eigenvalue Percentage Contribution Cumulative Percentage Contribution

1 2.17 13.6 13.6
2 1.79 11.2 24.7
3 1.26 7.9 32.6
4 1.18 7.4 40.0
5 1.12 7.0 47.0
6 1.07 6.7 53.7
7 1.05 6.5 60.2
8 1.02 6.3 66.5

Figure 2. Factor loadings of the top eight dimensions on variable groups by Factor Analysis on Mixed
Data (FAMD), showing the variable representations by (a) dimensions 1 and 2; (b) dimensions 3 and 4
(c) dimensions 5 and 6; (d) dimensions 7 and 8.

In order to characterize the dimensions of FAMD results as indicators of household livelihood
vulnerability, significant variables and categories sensitive to the dimensions were summarized in
Table 3. In the table, a “+” means the variables were positively related with the dimension, while a “−”
means the variables were negatively related with the dimension. Dimension 1 was highly positively
related to land used for growing food (v4), the size of land owned (v3), and the purchase of fertilizers
(v6) and pesticides (v7). Dimension 2 was positively related to size of land owned (v3) and land
used for growing food (v4), but negatively related to purchase of fertilizers (v6) and pesticides (v7).
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Dimension 3 was positively related to hunger period (v10) and rainwater harvesting (v2) using basin,
but negatively related to purchase of veterinary medicines (v8) and ownership of extra assets (v11).
Dimensions 6 and 8 were both positively related to tertiary education (v1). However, while dimension
6 was negatively related to container water harvesting (v2) and secondary education (v1), dimension 8
was negatively related to no education (v1). Dimension 7 was positively related to asset ownership
(v11) and hunger period (v10), which implies that households on positive coordinates of this dimension
were hungry for a longer duration. Dimension 4 was positively related to no education and informal
education and negatively related to primary school education and other techniques of rainwater
harvesting. Dimension 5 was positively related to secondary education and credit access and negatively
related to informal education. Dimension 1 represented farmers’ action in improving agricultural
production, while dimension 2 represented land ownership. Dimensions 3 and 7 represented affluence
levels, while dimensions 6 and 8 represented higher education levels and rainwater harvesting.

Table 3. Significant variables and categorical levels significant for the first eight dimensions by Factor
Analysis on Mixed Data (FAMD). “+” and “−” denote positive and negative effects on the dimensional
scores, respectively.

Dimension Significant Variables and Levels

1 +: Ownedfood, Ownedland, Buyfert, Buypest
−:

2 +: Ownedland, Ownedfood
−: Buypest, Buyfert

3 +: Monthshung, Lequels_Basin
−: Buyvtmd, Asothe

4 +: HHeduc_Informal, HHeduc_None
−: Lequels_Other, HHeduc_Primary

5 +: HHeduc_Secondary, Crdagact
−: HHeduc_Informal

6 +: HHeduc_Tertiary
−: Lequels_Container, HHeduc_Secondary

7 +: Asothe, Monthshung
−:

8 +: HHeduc_Tertiary
−: HHeduc_None

4.2. Clustering Households Based on FAMD Dimensions

Clustering based on the first eight dimensions of FAMD yielded five clusters, each with households
from both locations, as summarized in Table 4. The number of clusters was decided upon based
on a cluster dendrogram. The total number of households in clusters 1 through 5 were 278, 50, 114,
6, and 2, respectively, with clusters 1 and 4 dominated by households from Bugabira (target) and
clusters 2 and 3 dominated by households from Bubanza (analogue).

Variables that contributed most to clustering in order of p-values were education, purchase of
pesticides, purchase of fertilizers, purchase of veterinary medicines, rainwater harvesting, purchase of
certified seeds, and access to credit. Among quantitative variables, owned land and land dedicated to
food were significant contributors to clustering.
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Table 4. Number of households classified to clusters per site.

Cluster Bugabira (Target) Bubanza (Analogue) Total

1 198 80 278
2 12 38 50
3 31 83 114
4 5 1 6
5 1 1 2

Total 247 203 450

Figure 3 shows the distribution of households’ score in dimensions with identified clusters,
while Table 5 shows the proportions of households per variable within clusters. In order of importance,
the significant dimensions for clustering were 1, 2, and 8, followed by 4 and 7. Dimensions 6, 3, and 5
were least important for clustering. Clusters 1 and 3 are almost distinguished in dimensions 1 and 2
(Figure 3a). This result shows that clusters 1 and 3 were defined by dimensions 1 and 2, which represent
size of land owned and purchase of fertilizers and pesticides. Extremely high land ownership by only
two households that belonged to cluster 5 clearly separated the cluster from other clusters, as shown by
panels a and b in Figure 3. Land ownership in cluster 1 was less than the overall average. More than
95% of cluster 1 households did not use pesticides and more than 96% did not use fertilizers, while in
cluster 3 more than 84% of households bought pesticides and about 64% used fertilizers (Table 5).

Table 5. Significant proportions of households per variable/category within clusters.

Variable Level or Unit
Percent Households or Mean within Clusters

1 2 3 4 5

v1 HHeduc

None 0 98 2 0 0
Informal 17 0 18 0 0
Primary 66 0 68 0 0

Secondary 17 2 12 0 100
Tertiary 0 0 0 100 0

v2 Lequels

No 56 36 18 50 0
Basin 9 14 25 17 50

Container 30 48 54 33 50
Other 5 2 3 0 0

v3 Ownedland Hectares 1.4 1.0 1.8 4.2 41.0

v4 Ownedfood Hectares 1.0 0.9 1.3 1.4 23.5

v5 Certseed
Yes 29 56 49 83 50
No 71 44 51 17 50

v6 Buyfert Yes 3 22 64 33 50
No 97 78 36 67 50

v7 Buypest Yes 4 30 84 17 50
No 96 70 16 83 50

v8 Buyvtmd Yes 21 22 68 83 0
No 79 78 32 17 100

v9 Crdagact Yes 19 16 39 17 50
No 81 84 61 83 50

v10 Monthshung Months 5 6 6 5 6

v11 Asothe
Yes 19 16 16 33 0
No 81 84 84 67 100
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Figure 3. Distribution of households’ score in FAMD dimensions with identified clusters, showing
cluster scores on (a) dimensions 1 and 2; (b) dimensions 3 and 4; (c) dimensions 5 and 6;
(d) dimensions 7 and 8.

The table below (Table 6) shows dimensional coordinates of cluster centroids. The centroids of
cluster 5 had very high positive values on both dimensions 1 and 2, which explains the positioning of
cluster 5 households on the factor map (Figure 3). The centroid with the highest negative value was
that of cluster 4 on dimension 3.

Table 6. Dimensional scores of household cluster centroids.

Cluster
Dimension

1 2 3 4 5 6 7 8

1 −0.68 0.48 0.02 −0.22 −0.01 −0.06 0.10 0.17
2 −0.09 −0.51 0.42 1.30 1.00 0.25 −0.91 −1.61
3 1.42 −1.17 −0.12 −0.17 −0.44 −0.17 0.27 0.10
4 1.71 0.85 −3.5 2.27 0.84 3.93 −2.80 4.07
5 10.2 10.4 4.01 0.25 −0.85 −0.07 1.83 −1.40

Dimension 8 represented households that either had no education (on the negative coordinates)
or those that had attained tertiary education (on the positive coordinates). Panels c and d of Figure 3
show cluster 4 households as having the highest positive coordinates on both dimensions 6 and 8.
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This is because all households in this cluster had attained tertiary education. Cluster 2 households had
negative coordinates on dimension 8 because almost all (98%) had no education. Cluster 2 households
also showed the highest score for dimension 5, which represents getting credit. Cluster 4 was also clearly
distinguished on the positive coordinates of dimension 6, which represent tertiary education (panel c
of Figure 3). Cluster 4 almost entirely lay on the negative coordinates of dimension 3, which represents
either purchase of veterinary medicines or asset ownership. The majority (83%) of the households
purchased veterinary medicines (Table 5). Cluster 4 was thus defined by dimensions 8, 6, and 3.

Clusters 1 and 3 largely overlapped in dimension 4 because of the almost similar proportions
of households that had attained primary school level education. The wide range of coordinates,
both positive and negative, suggests large within-cluster variability in education, with some households
attaining secondary education, while others having no education or informal education (Table 5).

The overlap of clusters in dimension 7 but with wide variation in coordinates also suggests large
within-cluster variation in the duration of hunger period and ownership of assets, with the exception
of cluster 4. Cluster 4 almost entirely lay on the negative coordinates of dimension 7 (panel d of
Figure 3), suggesting that households in this cluster either had more assets or they suffered shorter
hunger periods.

4.3. Important Crop and Livestock Species by Sites and by Target Household Clusters

The questionnaire survey contained two questions on what crop and livestock species were
important for households’ livelihood. Important crops for livelihood in the target area were wheat, teff,
finger millet, peanuts, and sweet potatoes, while in the analogue area the important crops were teff,
wheat, banana, barley and sorghum (Figure 4). Important crops in each cluster in the target area are
shown in Figure 5, where cluster 5 is excluded because it consisted of only one household. All clusters
in the target area except cluster 4 had similar patterns for wheat and teff. Cluster 3 had almost a quarter
of the households growing teff and some households growing barley, crops which were more popular
in the analogue region.

Figure 4. Important crops for livelihood in the target and analogue locations.
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Figure 5. Important crops in Bugabira (target site) per cluster.

As for animals, goats, cattle, hens, and horses were important in both sites (Figure 6). Cattle, hens,
and horses were almost of equal proportion in the analogue region. The analogue region thus had
more hens and horses compared to the target. Households in the target kept more cattle and goats.
The important animals per cluster in the target area are shown in Figure 7. Cluster 2 had only goats.
Hens and horses were almost equal in cluster 1, while cattle and goats were almost equal in cluster 3.
Cluster 4 was dominated by cattle.

Figure 6. Important animals for livelihood in the target and analogue locations.
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Figure 7. Important animals in Bugabira (the target) per cluster.

5. Discussion

Human and economic capitals are the representative dimensions of rural sustainability [48,49],
while the variables represent the factors that can either constrain or enhance the adaptive capacity
of rural households to climatic risks; hence, they form the basis for vulnerability assessment. In the
FAMD analysis of this study, the first, second, and third dimensions represented affluence and farmers’
actions to improve agricultural production (fertilizer, pesticide, veterinary medicines, and rainwater
harvesting), while the fourth to sixth and eighth dimensions mainly represented access to education.
Dimension 7 represented households without other assets. The household groups’ profiles clustered
by the FAMD dimensions reflected these two major aspects and summarized as low- and high-input
farming groups (clusters 1 and 3, respectively), and least- and most-educated groups (clusters 2 and
4, respectively). Only two households included in cluster 5 were separated from the others by their
extremely large land ownership.

The large variation within clusters in dimensions 3, 4, and 7 suggests that education is closely
linked with the duration of hunger periods and ownership of assets. This can be deduced from cluster
4, which had the highest education levels and was negatively related to both dimensions 3 and 7.
Education was also the main separator between clusters 2 and 3; given that the majority of households
in both clusters were drawn from the same (analogue) location and only had minor differences in
the use of certified seeds. It can therefore be concluded that cluster 4 is better placed education-wise
to learn new technologies [50,51] and possibly to adapt to the predicted future climate. Already,
the cluster grows finger millet (Figure 6), a hardy drought-tolerant crop that remains productive
even under low-fertility, low-input systems [52,53], and has access to certified seed and veterinary
medicine (Table 5). In addition to learning new technologies, educated populations have the capacity
to take advantage of various employment opportunities outside of agriculture, thus reducing their
vulnerability [54–56]. In their studies, [57,58] found that respondents acknowledged that getting an
education and ultimately securing a job was an adaptive measure to the multiple pressures of climatic
and socio-economic changes in the island nation of Tuvalu and in Burundi.

Although cluster 2 had only households with no education, 56% could purchase certified seed,
as opposed to only 28% in cluster 1 and 49% in cluster 3, both of which had majority households
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attaining primary-level education. Since the majority of households in clusters 2 and 3 were from
the analogue location, it would seem that there are “hidden” factors contributing to the purchase of
certified seeds in this area. Possible explanations for this are proximity to urban centers, better access
to credit (Table 5), and the types of food crops grown in this area. The results of this study revealed
that in cluster 3 the number of households accessing credit was twice that of cluster 1. Across eastern
and southern Africa, access to credit enables the adoption of new technologies, including the purchase
of drought-tolerant maize [59,60]. Maize had already been established as more commonly grown in
the analogue than the target region in the study by [28], and it is common practice for maize farmers
to use certified seed whenever accessible. Since cluster 1 was credit-constrained, the availability of
rainfall becomes critical, hence increasing its vulnerability.

On another note, despite clusters 1 and 3 having almost similar education proportions, cluster 3
had very high proportions of households harvesting rainwater. The large proportion of cluster 3
households who harvested rainwater used containers, meaning the water was for household use.
Lack of access to nearby surface water sources as well as general reduction in rain may be driving
this practice. Whereas there are several rivers, the province still suffers inadequate access to water,
with less than half of the population having access to safe drinking water. The reasons for this are
presently unknown, although some reports have linked this to armed conflicts and irregular time-space
distribution of rain [24]. This result shows that issues of water access play a role in household livelihood
vulnerability, sometimes to the exclusion of education. It also points to the need to evaluate indigenous
knowledge and innovation [61] as a source of information when undertaking vulnerability assessment.
Indeed, past research [62] reported wider acceptability of indigenous rainwater harvesting techniques
by smallholders as opposed to introduced methods.

Cluster 3 also had a high proportion of households using fertilizers, while the use of fertilizers
and pesticides among cluster 1 households was almost nonexistent, which may be attributed to the
relatively low average land area (Table 5). Similar results were reported by [63]. Ideally, decreasing
farm size should trigger intensification, but it is well-known that socio-economic conditions limit
the intensification of smallholder farms in Africa. Households with low incomes and limited land
are highly risk-averse [64]. Small land size also often means that fallowing cannot be practiced,
even when the land is exhausted. Policies that encourage sedentary lifestyles have led to increased
vulnerability of communities [65], since now community members are unable to access communal
land or migrate in search of fertile land. Migration helps in decreasing the vulnerability of people to
climate change [66,67].

The above findings point to the limitation of only using educational level as a determinant of
farm management skill. This is in agreement with [49], who cautioned against using formal education
to measure the level of skill in farm management, noting that it should be considered together with
other constraints in the natural, physical, financial, and social capitals. The study by [65] found that
it was a combination of free primary education, provision of roads, and health centers in Botswana
that led to a decrease in vulnerability. Cluster 2, for example, had the second highest proportion of
households using certified seed second only to cluster 4, despite not having any education. The cluster
also had comparatively reasonable access to credit (Table 5). Past studies show that the role of
education in aiding credit access is two-pronged; some findings show that higher education increases
the probability for credit access, while others show that education decreases demand for credit [68].
In actual sense, the importance of education in accessing credit varies depending on the source of
credit. While education may be important for accessing credit from banks and cooperatives, it is not
significant when getting money from local community groups, traders, friends, and relatives [69,70].

From the aspect of farming practice, crop and livestock species choice is one of the measures of
climate change adaptability of households in the target site. Teff and wheat were found to be the major
crops in the two regions, and this pattern was seen in the clusters as well. Wheat generally does very
well at 1200 m above sea level, while teff does well across a range of elevations and is both drought and
flood-resistant [71]. Sorghum, which was mainly in the analogue region, is an African grass and its C4
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photosynthesis pathway allows it to increase net carbon assimilation at high temperatures [72]. It is
this drought tolerance that makes sorghum and finger millet important crops in dry regions. Clusters
1 and 3 had diversified in terms of crop types, with cluster 3 already adopting crops grown in the
analogue, such as sorghum, suitable in higher temperatures. Crop diversity at the farm level can be
achieved either temporally or spatially and helps to reduce risks of fluctuations in climate [67,73].
Cluster 3 in the target site having a similar household profile to majority in the analogue site showed
the highest fraction of drought tolerant species selection (Figure 5).

Animals were important for livelihoods in both regions, which is true of African rural households,
where livestock is an important capital serving as both a source of food and income [65,74,75]. Livestock
is an especially important source of food during dry seasons, because rain-fed crop cultivation is
more sensitive to climatic shocks than livestock production [54]. Goats were found to be the majority,
and this could be because goats are browsers rather than grazers, and hence require less pastureland,
and being heat-tolerant, can survive in a range of environments. In fact, cluster 2 households in the
target only had goats, while goats and cattle were of almost equal proportions in cluster 3. It is likely
that in future, the proportion of goats will continue to increase across clusters. Clusters 1 and 3 in the
target area had diversified animals compared to clusters 2 and 4. The highest dependency by cluster 4
in the target site on cattle, the most beneficial under present climate (Figure 7), suggests the overfitting
to present condition, which may weaken the capacity of adaptation to climate change.

6. Conclusions

The evaluation of household livelihood vulnerability to climate risks such as drought is important
for targeted interventions that improve rural livelihoods and build adaptive capacity. This paper set
out to analyze the sources of household vulnerability among smallholder farmers in rural Burundi.
The study has shown that members of rural communities are not always vulnerable as a whole based
on their location, as it is often assumed, but rather that certain social factors differentiate among levels
of vulnerability even within the same location. This was clearly illustrated by cluster 3 households in
the target area, who have taken steps to improve their agricultural production and reduce livelihood
vulnerability through use of inputs, access to credit, rainwater harvesting, and formal education.
Given the findings, cluster 3 households can be said to be the least vulnerable to prevailing and
predicted climate conditions, even though more still needs to be done to cover the gap in the use of
certified seed and to encourage members to go beyond primary school level.

The findings from this study exert a number of policy implications for reducing livelihood
vulnerabilities among smallholders in the study area. Firstly, cluster 1 households will need to adopt
practices such as rainwater harvesting and use of improved seed to counter the negative effects of
predicted longer and hotter dry seasons. This could be done through designating watering sources
and directing run-off to these locations. Water is an important driver of rural economy, as it is used
for farming and watering animals. Availability of watering resources reduces distances traveled to
access it, thus allowing time for more productive activities. The projected increased rainfall in the
study areas can be tapped and used for irrigation to fill the water availability gap. Improving the
use of farm inputs such as irrigation and application of integrated fertilizer management can address
threats to natural resource-based livelihoods and improve ecosystem service provision. Irrigation,
for example, supports crop diversification, since farmers do not have to grow only the crops favored
by soil moisture content. Such sustainable intensification should be encouraged through sensitization
and awareness creation. Improved seeds that are bred to be drought-resistant and to withstand pest
attack should be subsidized and access improved through support to agro-dealers and extension
agents. In addition, strengthening the entitlements in terms of land area ownership can promote the
use of inputs for improving agricultural production. Smallholders often hold back from investing in
land because they feel insecure, especially in many African countries where resource rights are poorly
defined and almost never enforced. Interventions such as land consolidation seem to be a solution to
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the farm size challenge, although these may be difficult to apply in areas of rapid population growth
and lack of alternative off-farm income-generating activities.

Secondly, the most immediate response for cluster 2 should be to offer a mix of education and
extension services to the households, as well as cover the gap in the use of improved seed through
subsidies. The concept of model farms to demonstrate farming techniques to local farmers, which has
been done in countries like Canada and Kenya, can greatly enhance extension service provision and
overcome the difficulty of farmers to transition to sustainable practices. In addition, vocational training
may be implemented based on locally available resources in conjunction with charity organizations
to equip the household members with practical skills that do not require high levels of education.
Training can be integrated with the existing credit systems so as to enable sustainable outcomes for the
households that access them. Such training should build on existing indigenous knowledge so as to
enhance participation and strengthen local capacity.

Finally, reducing household livelihood vulnerability requires multi-faceted, integrated
approaches—combining infrastructure, education, and improved land policies to enable adaptive
capacity in rural agrarian-based communities. Household characteristics such as affluence and
educational status can be seen as buffers that reduce household livelihood vulnerability, but in addition,
governments have a part to play. Unequal development may result in certain people benefiting
more than others. Lessons can be drawn from the success of Botswana (see [65]) and other African
countries. It is the responsibility of the government through the disaster preparedness and management
department to put in place contingency plans for eventualities such as drought. Government investment
in smallholder crop insurance schemes, for example, has proved important in reducing vulnerability,
especially where farms are managed corporately. Doing this will help to achieve one of the targets of
one of the United Nations’ (UN) Sustainable Development Goals (SDG 2)—end hunger, achieve food
security and improved nutrition, and promote sustainable agriculture—in the SDG global indicator
framework, which is to double the agricultural productivity and incomes of small-scale farmers by
2030 through secure and equal access to land, inputs, knowledge, financial services, and markets.
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Appendix A

Table A1. Full questionnaire design.

Questionnaire Section Description Number of Questions Number of Variables

1 Household respondent and type 6 6
2 Demography 4 4
3 Sources of livelihood security 3 128
4 Crop, farm animals, and tree management changes 7 607
5 Food security 2 24
6 Land and water 11 42
7 Input and credit 11 32
8 Climate and weather information 1 50
9 Community groups 5 44
10 Assets 1 56
11 Constraints to production 2 18
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Table A2. Selected questions for analysis.

Section Variable Group Variable Levels or Unit

1 Age Age of household head; Age of respondent Age in years

1 Sex/Education Sex of the household head; Male/Female
Highest education attained by household head No education/Informal/

Primary/Secondary/Tertiary

2 Household size

Total household size

Number

Total household males
Total household females
Males below 5 years
Females below 5 years
Males between 5 and 15 years
Females between 5 and 15 years

6 Rainwater harvesting

Practice rainwater harvesting Yes/No
Use of harvested rainwater Irrigation/Household/

Livestock
Practice irrigation Yes/No
Type of irrigation practiced Basin/Container/Dam

10 Assets

Do you own a radio? Cellphone? Bicycle? Motorcycle? Solar panel?
Machete? Wheelbarrow? Spade? Watering cans? Oil lamp? Large
battery? Fishing net? Bank account? Cattle? Goats? Sheep? Poultry?
Other assets? Water storage tank?

Yes/No

Improved house, e.g., brick/concrete
Improved roofing
Separate animal structure

6 Land access

Size of land owned

Hectares

Land rented
Communal land
Total land access
Land owned dedicated to food
Land rented dedicated to food
Communal land dedicated to food
Land owned for industrial purpose
Land owned dedicated to grazing
Land owned dedicated to trees
Land rented dedicated to trees
Land owned for aquaculture
Degraded land

6 Water sources
Tanks for water harvesting

Yes/NoDams or water ponds
Water inlet

7 Inputs

Purchase of certified seed

Yes/No
Purchase of fertilizers
Purchase of pesticides
Purchase of veterinary medicine
Access to agricultural credit

9 Group membership Tree planting, Fish pond, Fishing, Forest product collection, Water
catchment management, Soil improvement activities, Crop
substitution, Irrigation, Savings and credit, Marketing products,
Productivity enhancement, Seed production, Vegetable production

Yes/No

Any other group

9 Support groups

Help from friends

Yes/No

From government
From politicians, MPs
From NGOs
From religious organizations/church
From local community group

9 Association membership Purpose of association you are a member of Association benefits Agriculture/Marketing/Savings and credit/
Other support Access to credit/
Shared manpower/
Common purchase of inputs/
Easier access to information/
Coordinated agricultural sales

9 Association size
Total association membership

NumberNumber of men
Number of women

5 Food source/scarcity Source of food in January, February, March, April, May, June, July,
August, September, October, November, December

Mainly from own farm/
Mainly from off-farm (purchase, aid)

Shortage of food in January, February, March, April, May, June, July,
August, September, October, November, December

Yes/No
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Abstract: Sustainable development is one of the fundamental and most important objectives of the
worldwide policy. The conducted research shows that sustainable development (SD) is increasingly
important in the consciousness of the EU countries, which can be viewed through a prism of the
undertaken projects. This paper raises the issue of clusters and their significance in the development
of a sustainable economy. The article explores trends in the European Union policy related to
sustainable development and clusters. The purpose of this study is to find an answer to the following
questions: How can clusters contribute to sustainable development and what are the key factors
that ensure this process? To achieve the goal of the article a systematic study of the literature
and reports was carried out. Moreover, the analysis of the activity of European clusters in the
context of sustainable development was performed. Next, the examples of cluster projects focused
on sustainable development were presented. It was shown that the clusters contribute a smarter
and sustainable development by succeeding in technological and scientific results, developing new
technologies for emerging industries, creating new business activities, enticing major technology
companies, and connecting local firms into world-class value systems. Furthermore, the clusters
participate actively in sustainable development as they promote knowledge creation, joint learning,
technology transfer, as well as collaboration, and sustainable innovations. Finally, clusters facilitate
the sustainable upgrading of small and medium enterprises and encourage the participation of
stakeholders in the process of sustainable development.

Keywords: cluster; sustainable development; sustainable economy; SDG implementation

1. Introduction

Recently, the possibility of spreading the idea of sustainable development (SD) through the
development of cluster initiatives was recognized [1]. Connections between clusters and sustainable
development are not so precise and the increased interest in SD vs. clusters by academics has been
observed in the last decade [2–5].

The basic factors that determine the potential of clusters to implement SD include [6,7]: the ability
to influence the strategic goals of enterprises collected in clusters by local governments, building social
trust, creating favorable conditions of social acceptance for external effects of enterprise development,
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increasing interest in innovative activities, including eco-innovation, knowledge transfer between
cluster members and business environment institutions.

One of the mentioned priorities is a global partnership, which should result in cooperative and
strong partnerships at all levels and between different governments, the private sector, civil society
and other parties [8]. To achieve cooperation at the international level and to increase innovation,
resulting in new products and technologies aiming at achieving sustainable development groups
(SDGs) (e.g., reducing water waste, decrease of environment pollution, poverty reduction, new jobs
creation, activation of local community, improving economic indicators) the paper refers to clusters
and their relation with sustainable development.

As the clusters are the most common places where one can find education, research, innovation,
environmental solutions, and sustainable technologies, the paper raises the issue of clusters and their
significance in the development of a sustainable economy as well as explores trends in the European
Union (EU) policy related to SD and clusters. As a result, this paper aims to determine the potential of
clusters in promoting sustainable development. To achieve the main goal of the paper the following
specific objectives will be realized: (i) analysis of the effects of clusters on sustainable development
according to the state of the art, (ii) analysis of the directions of EU cluster policy undertaken in
last two decades relating to sustainability—EU projects directly or indirectly related to sustainable
development, and (iii) an indication of examples of the activities performed by clusters to support
sustainable development.

2. Theoretical Framework

2.1. Cluster Concept

Since the 1990s, researchers have emphasized the importance of clusters in economic development
in different aspects [9–16]. Such structures became an important part of almost every national and
regional economy in countries all over the world [17,18]. The concept of clusters is built on traditional
theories of localization and integrates other concepts such as industrial districts, growth poles, systems
of production, regional innovation systems, or learning and creative regions. The original concept
of the territorially concentrated enterprises was established by Marshall [19] (industrial district) [20].
The concept was developed by researchers who emphasized the results of the interaction between
participants who enhance innovation capacity, increase the level of competitiveness and help to achieve
a beneficial coefficient of socio-economic development [21–25]. Historically, clusters have been found
in traditional industries such as textiles in northern Italy, steel in Pittsburgh or car manufacture in
Detroit [26]. Porter [27] merely popularized the theoretical achievements of Marshall; nevertheless,
Porter is seen as the precursor of the economic aspect of clusters. According to his definition a cluster is
a geographically concentrated, competitive, cooperative group of interrelated companies, specialized
suppliers, service providers, and finally, companies operating in related sectors and associated
institutions [27,28]. The popularity of cluster structures was also increased by organizations such as
UNIDO and OECD after their attempts to use the concept of clusters as a tool for development [29,30]
Creating networks and enterprise cooperation contributes to positive effects for entities belonging to
this network [31]. The academics highlight that clusters as networks generate benefits for enterprises
located in this structure, e.g., easier and affordable access to means of production, distribution channels,
human resources, or knowledge and innovation [32]. Benefits for companies and institutions within
a cluster comprise profit increase due to lower costs incurred by companies operating within the
network, export increase, higher innovativeness, better expansion of knowledge and technological
progress, enhanced competitive advantage, faster productivity growth related to the concentration
of the resources of innovation absorption capacity [33]. The existence of networks also ensures risk
sharing, joint analysis of ideas and initiatives, sharing costs of introducing innovations, availability and
possibility to exchange experienced and specialized employees. This confidence of partners contributes
to frequent formal and informal contacts between them and the exchange of experience.
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The role of the government in creating a cluster is very important. It is worth noting that clusters
are more willingly created when there is financial and institutional support from the government.
The most popular kinds of support include such incentives as:

(1) Creation of the offices or the employment of the specialists–advisers financed by the authorities
in establishing and running clusters,

(2) Subsidies for establishing the cluster and the costs of its management (especially in the initial
period of operation),

(3) Facilitating the application for public funds for research and development (in the form of
additional points for the mere fact of being a cluster), which gives an advantage compared to
non-cluster enterprises,

(4) Promotion and information activities financed by public authorities to increase the intensity of
cluster creation.

2.2. Sustainable Development Concept

The concept of sustainable development (SD) is a concept of development directed towards
achieving a balance between social aspects, economic activities, and the environment. The term SD is
widely discussed in present political and environmental discourses [34]. Currently, most countries in
the world face many sustainability challenges from youth unemployment to the aging population,
climate change, pollution, sustainable energy, international migration, and rural area depopulation. The
concept of sustainability [35] is not new and has both enthusiasts and opponents, and it is deliberated
in various aspects [36,37]. SD is one of the most critical challenges and priorities of the modern world.
It is also observed as a strategic trend in global environment protection policy and socio-economic
development [38]. Challenges of the present day and willingness to strive for sustainable development
result in the creation of programs and projects supporting research and implementation of solutions
that take into account economic, environmental and social aspects, and which may be motivators for
other market participants (the examples are RUBIZMO [39] and EuroSea [40] projects implemented
under the Horizon 2020 program).

SD is more and more often identified in the pro-ecological context [41]. However, it should be
remembered that the area of the environment is not the only pillar of this concept. The other two
pillars—society and economy—are equally important. The three pillars of SD are fundamental and
occur across all sectors of the economy [42]. It should be highlighted that SD recommends that the
needs of the future can be met depending on how well social (equity, participation, empowerment,
social mobility, and cultural preservation), economic (services, household needs, industrial growth,
agriculture growth, and efficient use of labor), and environmental (biodiversity, natural resources,
carrying capacity, ecosystem integrity, and clean air and water) objectives or needs are balanced.
Very often needs are incompatible; for instance, industrial growth may conflict with the protection
of natural resources [43]. Besides, sustainable development can be seen as equalizing opportunities
between regions with high development potential (usually large urban agglomerations) and areas
with lower development potential (e.g., rural areas, less industrialized regions, etc.) [44]. Moreover,
SD is understood as growth based on education, research, and innovation, digital society as well as
growth based on a more competitive low-carbon economy. SD makes/involves efficient and sustainable
use of resources, protection of the environment (by reducing emissions and preventing biodiversity
loss), capitalization on Europe’s leadership in developing new green technologies and production
methods, as well as the introduction of efficient smart electricity grids [45,46]. From the EU point of
view, sustainability should be considered by companies as attractive business opportunities which
result in profits [47]. Increased resource efficiency, circular economy solutions, and participation in
green markets represent essential opportunities for European small and medium enterprises (SMEs)
and their improvement in productivity and boosting their competitiveness.

SD is characterized by various dimensions and results in complex interactions. To follow the
changes referring to sustainability in particular areas SD indicators were developed and applied.
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They refer to the main areas of SD—social, economic, and environmental [48]—and are based on
selected indicators from the global indicator framework and reflect the SD goals (SDGs) [49]. SDGs
are presented in the United Nations 2030 Agenda for Sustainable Development: no poverty; zero hunger;
good health and well-being; quality education; gender equality; clean water and sanitation; affordable
and clean energy; decent work and economic growth; industry, innovation, and infrastructure; reduced
inequalities; sustainable cities and communities; responsible consumption and production; climate
action; life underwater, life on land; peace, justice, and strong institutions; and finally, partnership for
the goals [8].

3. Material and Methods

To elaborate on the necessary information about clusters in the context of SD, the authors conducted
desk research. The identification of the papers concerning SD and the cluster concept was performed.
This part of desk research was devoted to establishing the theoretical framework of the EU cluster policy
directions and to broadening the knowledge related to the dependence between clusters and SD. The
desk research was supported by Google Scholar, Emerald, EBSCO databases and websites dedicated
to clusters and SD concepts. The analysis allowed the authors to systematize the knowledge and
definitions related to the examined phenomenon. To research SD in the cluster’s context it was decided
to perform Boolean keyword and subject term searches in EBSCO, Emerald, and Google Scholar
databases using search phrases reflecting the phenomena and Boolean search operators such as AND
and NEAR, with the phrases: sustainable development, environmental development. The searching
was realized on 10–12 July 2019.

Moreover, the research was also conducted based on the authors’ expert knowledge resulting
from research and analyses of reports, case studies, and the following interactive maps of the EU
e-platforms dedicated to clusters: European Cluster Collaboration Platform, Excellence Cluster for
Regional Improvement Website, Green and Cluster Excellence Programme Website. The platforms
were analyzed to check the directions of the EU’s activities in the context of SD, to provide knowledge
on actions and types of activities resulting in the improvement of sustainable development and to
enable the assessment of activities carried out in the context of clusters vs. SD.

To complete the research and to achieve the goal of the paper, examples of the activities performed
by clusters to support sustainable development were selected. Moreover, all cluster partnerships were
analyzed that were realized under the European Strategic Cluster Partnerships for Smart Specialization
Investments (ESCP-S3) and European Strategic Cluster Partnerships for Going International (ESCP-4i).
Then, using the method of deduction and inference, a list of cluster activities that contribute to
sustainable development was indicated. Finally, the analysis of the Cluster Partnership recently created
in the EU and an assessment of the activity of chosen clusters and its contribution to sustainable
development was performed.

4. Results

The desk research proved that clusters are an essential part of the contemporary economic
development of most countries and regions. Clusters are considered as engines of growth and have
become a popular policy tool for boosting economic growth and innovation.

The coexistence of clusters with sustainable development/sustainable economy and sustainability
in scholarly publications in the years 1990–2019 was checked (Table 1).

As seen from conducted research, in the last two decades a growing number of the papers referring
to the issue of clusters concerning SD was observed. Therefore, a more detailed analysis was conducted
for the years 2000–2019, as confirmed in the research included in the EBSCO, EMERALD, and Google
Scholar databases. The used operator AND allowed us to distinguish the papers related to clusters
and SD in the content. In the EBSCO database the number of results of “cluster AND sustainable
development” was significantly lower (one in 2002, 47 in 2017, and 13 in 2018–2019) than in EMERALD
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and Google Scholar. The results of the search in EMERALD and Google Scholar databases are presented
in Figures 1 and 2, respectively.

Table 1. Cluster and sustainable development—literature analysis.

Keyword Boolean Operators EBSCO Emerald Google Scholar

Cluster AND sustainable development 159 9511 847,000
Cluster NEAR sustainable development 2695 309 19,700

Cluster AND sustainable economy 9 6852 334,000
Cluster NEAR sustainable economy 1031 254 239,000

Cluster AND sustainability 182 6519 739,000
Cluster NEAR sustainability 195 241 334,000

Source: own research.
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Figure 1. Number of articles containing the search “cluster” and “SD” (2000–2019). Source: Own
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elaboration based on Google Scholar database (between 1 January 2000 and 1 December 2019).
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In the Emerald database, a constant increase in the number of analyzed papers was observed: from
69 in 2000 to 1243 in 2019, while in the Google Scholar database, the number of papers increased from
4460 in 2000 to 36,400 in 2017. In 2018 the upward trend stopped, and in 2019 there were 35,700 papers.

The issue of clusters and their significance in SD is the subject of theoretical and empirical
studies [50–52]. The research also concerns the role of clusters in regional and economic development [53,
54]. It is also recognized as an extensive solution to the existing urban planning issues, the aim of which
is providing a better quality of life. The cluster approach is also used in connection with the concept
of smart specialization to increase the efficiency and effectiveness of economic systems contributing
to sustainable development simultaneously [55]. In smart specialization, strategies of countries and
regions clusters are a fundamental component and they bring together universities, local authorities,
and businesses. For business, clusters are a platform through which they can have many benefits, i.e.,
easier access to the appropriate information, participation in research projects, better access to financing
sources, knowledge exchange, cooperation with R&D and public sector institutions [56]. Universities
and research centers take advantage of being a part of clusters as they have great opportunities to realize
projects in cooperation with the business sector. Finally, the public sector uses clusters to communicate
more efficiently with private actors/players and design cluster policies more competently [57]. Thus,
there are many benefits of being in a cluster for all entities in general.

However, also some disadvantages of clusters are indicated. For example, in a situation of
economic downturn in a given industry, with excessive concentration and scale of cluster activity,
there is a risk that a given region will be overly dependent on one industry/sector, i.e., there will be an
imbalance in the structure of the region’s economy (too high a share of one industry and too small a
share of other industries). Usually, the cluster helps in the development of the region, but the collapse
in the market, where it operates, may lead to a regional crisis. A good example is the city of Detroit in
the U.S.A. When the car industry in the U.S.A. collapsed, the city was depopulated and the industries
dependent on the automotive industry collapsed. As a result, the population’s wealth declined and
the unemployment index increased significantly, and a problem with the entire city’s budget for its
development appeared.

Nonetheless, the awareness of the European Commission of the importance of the cluster in
sustainable economic development forced them to undertake different projects indirectly related
to the improvement of the environment. As the effect of the EU activities, the European Cluster
Alliance was established, constituting a network of institutions representing central and regional
authorities and development agencies that support transnational cooperation between regions in the
field of cluster policy development. The main aim of EU actions is to intensify cluster and business
network collaboration across borders and sectoral boundaries [58]. The EU actions enable European
cluster cooperation, exchange of knowledge and experience by participation in international projects.
As the result of undertaking activities in 2014, the European Strategic Cluster Partnerships (ESCPs)
under the COSME program was established and two projects were undertaken to boost industrial
competitiveness and investment within the EU: the European Strategic Cluster Partnerships for
Smart Specialization Investments (ESCP-S3) and European Strategic Cluster Partnerships for Going
International (ESCP-4i). Moreover, the EU promoted projects for cluster excellence and new industrial
value chains (13 INNOSUP-1 projects) [59].

In 2018 the nine European Strategic Cluster Partnerships for Smart Specialization Investments was
launched and they enabled cluster cooperation in thematic areas related to regional smart specialization
strategies and increased the participation of the industry. All cluster partnerships are presented in
Table 2.

Most cluster partnerships activities (Table 2) stress the importance of the environment and
concentrate on increasing knowledge and cooperation, technology transfer, new business collaborations,
and what is the most important industrial modernization. It is expected that all planned activities
will contribute not only to increased international cooperation between companies but also to more
sustainable development in the EU.
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Table 2. European Strategic Cluster Partnerships for Smart Specialization Investments (ESCP-S3) and
its contribution to sustainable development.

Acronym Sector S3 EU Priority Areas
Expected Results on Sustainable

Development

TRACK Agricultural Inputs
and Services

Sustainable innovation,
Sustainable agriculture

Adoption of new technologies for
improving efficiency and traceability in
various vegetal-based agri-food chains,
modernization of the vegetal-based
agri-food chain.

TEX4IM Textile
Manufacturing

Manufacturing and Industry,
Textiles, wearing apparel and
leather and related products

Generation of a long-term partnership for
boosting industrial competitiveness and
investment in European textile and
clothing sector, set up a sustainable
incubator and accelerator system for the
generation of joint investment projects in
the textile and clothing sector. Joint
strategy for industrial modernization of
the telecommunication (TC) sector
of Europe.

S3martMed Biopharmaceuticals
Human health and social work
activities, Human health
activities (medical services)

Foster cooperation between European
clusters and their small and medium
enterprise (SME) members in the field of
medical technologies.

EACP-EUROSME Aerospace Vehicles
and Defence

Aeronautics and Space,
Aeronautics

Reconsideration of the present sector
conditions, stressing the importance of
the environment with new cluster
strategies that support the circular
economy across the entire aerospace
value chain and life cycle.

EACN Automotive Advanced manufacturing
systems

Industrial modernization in the
automotive industry, investing in a smart,
innovative and sustainable industry.

DIGICLUSTERS Food Processing
and Manufacturing

Information and
Communication Technologies
(ICT), Computer programming,
consultancy and related
activities

Prototyping new value chains and
emerging industries based on combined
competencies of consortium partners,
focusing on developing competitive next
generation and added-value products and
services through the innovative approach
of intra-regional and interregional
hackathons.

CYBER SECURE
LIGHT

Lighting and
Electrical

Equipment

Digital Agenda, ICT trust,
cybersecurity and network
security

Knowledge and cooperation assets
concerning the cybersecurity
implementation, strengthen with insights
on cybersecurity in smart building and
related innovation investments,
investment for pilot business
initiatives/technology transfer projects.

CONNSENSYS Food Processing
and Manufacturing

Manufacturing and Industry,
Food, beverage and tobacco
products

More interconnected, resilient and smart
agri-food system in Europe, validation
and implementation of IoT solutions
based on smart electronic systems and
embedded technology in the food
industry on a wide scale (from
multinationals to locally operating SMEs).

AI4Diag Biopharmaceuticals Manufacturing and Industry,
Biotechnology

Industrial modernization of diagnostics
companies to reinforce their international
leadership.

Source: own elaboration based on [59].

As the first example, the European Automotive Cluster Network for Joint Industrial Modernisation
(EACN) is presented [60]. Six partnerships clusters are represented: Poland, Spain, Bulgaria, France,

53



Sustainability 2020, 12, 1297

and Serbia. The partnerships resulted in the engagement of 560 enterprises and were aimed at initiating
joint R&D projects concerning the virtualization of processes, robotics and artificial intelligence,
the elasticity of production, and skills and competencies. EACN’s contributions are directed towards
areas such as efficient and sustainable manufacturing or entrepreneurs’ integration in Industry 4.0.

The next partnership [61] refers to Cyber Secure IoT Lighting and Home Automation systems for
Smart Building (CYBER SECURE LIGHT) and refers to ICT/Digitalization—Lighting and Electrical
Equipment sector. The partnership enables seven clusters from Italy, Poland, France, Spain, Hungary,
and Slovenia to engage their 1115 representatives. The most important CYBER SECURE LIGHT
partnership’s aims, from the SD point of view, are: fostering interregional business-to-business
collaboration deals for innovation and smart investments, cooperation ensuring company growth in
the smart building/IT/cyber, technology transfer projects and cooperative agreements, co-learning
and knowledge sharing, supporting the development of cluster bridges with other complementary
ecosystem actors to enlarge the CYBER SECURE LIGHT consortium and investigate new development
and cooperation opportunities [61].

To strengthen clusters, to internationalize them, to enable their transfer of knowledge, and to
make SDGs achievable for them the Cluster Excellence Programme [62] was introduced. The project
aimed also at strengthening cluster management excellence in the EU. The program was organized as
two editions and focused among other things on providing top quality services to cluster enterprises,
facilitating internationalization, developing strategic plans and action plans for the sustainable
development of clusters. As the result of the Cluster Excellence Programme 11 projects were composed
by partnerships of clusters representing various countries (the proposal has been continued). Thanks
to this project, companies gain an opportunity for knowledge and experience exchange, spreading
innovation, participation in workshops, study visits and training, etc. Moreover, partners improve and
test new management skills, and SMEs strengthen their competitiveness [62].

The next initiative of the EU contributing to knowledge transfer and skills improvement is the
Smarter Cluster Policies for southeast Europe (ClusterPoliSEE) [63]. The project aims at developing
and implementing effective smart specialization strategies for cluster development and concentrates
on eco-innovation. This project gives opportunities for sustainable business through collaborative
R&D projects leading to greater sustainability and economic diversification [64].

Moreover, to present the activity of European clusters in the context of SD, an analysis of
European clusters referring to their activities in sustainable development was conducted. As results
from the conducted research show, clusters are conscious of SD importance and pay attention to
the development in accordance with sustainability. To specify the cluster activities resulting in SD,
it is worth presenting particular examples of clusters and their undertaken initiatives to strengthen,
promote and ensure sustainable socio-economic development. Clusters are networking engines which
facilitate the interactions among their members at regional, national, trans-national, international or
sectoral level. Participation in clusters facilitates the exchange of new knowledge, liaising and offers
various opportunities for the members. But what is most important is that more and more often
clusters contribute to the development of a sustainable economy. In the EU there are clusters that
directly and indirectly foster SD. Clusters that directly influence SD operate in sectoral industries such
as sustainable energy, automotive and environmental services. Many clusters operate in the EU but
only some of them are presented in this paper. For example, TWEED cluster [65] is a sustainable energy
cluster located in Belgium. The cluster aims to set up high-quality projects in the fields of production
and exploitation of sustainable energy: renewable energy sources and the implementation of new
processes to achieve energy savings, energy efficiency or the reduction of greenhouse gas emissions,
including CO2. This cluster consists of companies and R&D institutions cooperating in the following
sectors: solar energy, wind energy, biomass, energy efficiency, smart grid, and green products and
services. The activities of TWEED include [65]:

• Networking between industrial or commercial companies and other actors of sustainable
energy sectors,
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• Developing synergies with other actors of sustainable energy sectors (including other clusters),
• Promoting cluster members locally and internationally,
• Carrying out industrial, technical, market and economic studies on the sustainable energy sector.

The Electric Vehicles Industrial Cluster [66] of Bulgaria is the next example. The cluster constitutes
a good practice example of a cluster initiative directly promoting sustainability aimed at achieving SD,
improved competitiveness of the cluster members and a sustainable and clean environment. The cluster
aims among other things at industrial investment projects for technological renewal and introduction
of innovations to reduce the energy intensity of transport schemes, implementation of models of mass
urban transport by electric buses, building sustainable educational models, etc. [66].

There are also clusters in which activity indirectly contributes to SD. For example, the Upper Rhine
Cluster for Sustainability Research (URCforSR) [67] is a cluster located in Germany that engages various
universities of applied sciences and research institutes. It aims to establish a research association
with European significance in such fields of study as [67] governance, energy, infrastructure, societal
change, transformation processes and technology, resource management, and multiculturalism and
multilingualism. Cooperation in the clusters allows the exchange and transfer of knowledge as well
as leads to interdisciplinary research on the governance of sustainable growth. Moreover, the cluster
conducts different projects for protection against pollution or to increase renewable energies [67]:

• NAVEBGO—Sustainable reduction of biocide input into the groundwater of the Upper Rhine,
• SMI: Inclusive Smart Meter—artificial intelligence to support proactive control of energy

consumption by end-users,
• SuMo-Rhine—promotion of Sustainable Mobility in the Upper Rhine Region,
• The cluster also promotes SD in its book Sustainability Governance and Hierarchy [68].

The book analyzes the concept of sustainability governance through sustainability and
environmental studies.

Another example of a cluster that can contribute indirectly to SD is the Green and Sustainable
Finance Cluster in Germany (GSFCG) [69]. It aims at developing user-oriented concepts for the
implementation of sustainable criteria in the business models of the various stakeholders operating
in the financial center. This cluster also promotes investing in private capital in accordance with
sustainability [69].

Studies have shown the increasing trend in the EU of activities referring to the importance of
clusters in the context of sustainability. The directions undertaken by the EU have a positive effect
on the awareness of companies operating in clusters by broadening their knowledge concerning
sustainable development, as well as encouraging them to sustainable activities. However, the main
idea is wider and, next to the international projects, worldwide actions are promoted concerning third
world countries.

5. Discussion

Among numerous benefits that clusters bring [70] this study focused on their influence on the
development of a sustainable economy [51]. Clusters can lead to smarter and sustainable development
by succeeding in technological and scientific results, developing new technologies for emerging
industries, enticing major technology companies, and connecting local firms with world-class value
systems [46]. The literature also provides cluster activity in the field of environment protection [71]:
technological activities (e.g., energy, biomass, water treatment, innovative solutions in reducing storage,
recovery, and recycling of rain), educational activities (e.g., training in the use of renewable energy
issues, energy efficiency, biomass, photovoltaic, wind and water turbines, geothermal energy and
biogas plants) and research activities (e.g., environmental studies). Dyrda-Muskus [71] underlines the
environmental advantages of clusters activities. However, there are more factors by which clusters can
support achievements in the area of sustainable development. Interesting research is presented by

55



Sustainability 2020, 12, 1297

Borkowska-Niszczota [72], i.e., classification and analysis of factors stimulating the impact of a tourist
cluster on SD. Some research referring to SD concerns SMEs belonging to clusters and their further
development, as well as their corporate social responsibility (CSR) [31,52].

Moreover, the research related to the investigated issue is presented by Bankova and
Slavova-Georgieva [73] on a Bulgarian example. The research was based on the indicators (ecological
sustainability index, social progress index, and state of cluster development). The possibilities of
clusters in contributing to sustainable development were checked in the context of cluster development
and CSR of enterprises belonging to clusters [73].

The EU policymakers, aware of the role of clusters in sustainable development, decided to make
an effort to assist the growth of clusters. Cluster policies are widely encouraged by international
authorities, such as the European Union and OECD, and have grown worldwide both at regional and
national levels [74,75]. The policy actions used by policymakers comprise direct and indirect financial
support, start-up support, aid for administration, networks, and cooperation, and general assistance for
cluster activities [74]. The models of cluster policy in particular countries vary significantly. Generally,
this policy is based on activities focused on the creation of an environment favorable for cluster
development, such as ensuring appropriate financial instruments and improvement of coordination
channels, as well as supporting science-business cooperation [76].

However, these activity costs are financed from public funds, i.e., taxes from the whole society and
other state or regional revenues, which means that there may be a shortage of funds or the reduction of
other social or development-oriented activities. Moreover, supporting clusters from public funds gives
them an advantage over other enterprises also wanting/expecting to develop, but not being a part of
cluster networks. So, there is a doubt about the equal treatment of all entities operating in a given
sector/region. Another question is connected with the cost-benefit analysis, i.e., whether society has
measurably more benefits from creating clusters than publicly funded expenditures.

Nevertheless, the EU underlines the trend of internationalization of clusters in accordance with
Agenda 2030 development goals and global partnerships. As a result of changes taking place in the
modern world and economy, a new stage in the development of clusters is promoted—the stage of
foreign expansion and international cooperation. Several activities aimed at accelerating the process
of increasing innovation and competitiveness of the European economy are realized in particular
countries and regions in the EU.

Connections between clusters and sustainable development are not so precise and the increased
interest in SD vs. clusters by academics is observed in the last decade. The links between business
and SD refer to different types of innovations (sustainable innovation or eco-innovation) that have a
reduced negative impact on the environment [77].

6. Conclusions

As a result of the undertaken actions in 2016–2017, about 150 cluster organizations across 23
European countries were involved. They developed and implemented joint strategies to support the
internationalization of enterprises. Moreover, collaboration projects were implemented among EU
clusters, as well as clusters and international organizations from outside the EU. Thanks to international
cooperation and exchange of knowledge and experience, more and more clusters are aware of how
they can influence the SD.

The selected examples of the clusters’ contributions to sustainable development were presented.
It is worth noting that clusters are the places where sustainability can be achieved. As evidenced from
the research, clusters create synergies between businesses and universities, and research and reinforce
links between them using existing strengths and opportunities. Clusters ensure the continuous
development of new technologies resulting, first of all, from the possibility of cooperation among
different entities and involvement in research of scientific units [78]. Clusters constitute an integral part
of the innovative environment and play a significant function by providing a fast flow of information
and effective acquisition of knowledge in the process of absorption of innovation. Functioning in a
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network allows the use of highly specialized knowledge that is not available directly on the market.
The development of high-tech sectors is one of the possible methods of strengthening the competitive
position. Clusters are characterized by highly innovative entities and institutions, mainly due to the
specific conditions of the high technology sector and the created environment. By participating in EU
projects clusters meet SDGs [79,80], increasing their influence on the internal and external market.

Thus, the clusters can foster SD in various direct or indirect manners (promoting activities and
education). The analysis carried out allowed the authors to formulate the following conclusions and
recommendations:

• Clusters can play an important role in supporting the SD process,
• The last decade provided a lot of research on clusters and some of it refers to SD,
• The cluster policy in the EU contributes to strengthening the position of clusters in achieving SD,
• There are many initiatives in the EU aimed at cluster activity enhancement, and consequently

at SD.

However, there are some challenges associated with clusters. For example, cluster companies
gain a competitive advantage over other companies outside of clusters, which weakens the other
companies and may lead to their collapse or industry change. This may contribute to an increase
in the concentration of production, income, and resources in a particular place (cluster). Excessive
concentration of capital and resources in an ever-smaller group of people and entities may lead to
negative stratification of income and social inequalities due to the wealth, and this is contrary to the
assumptions of sustainable development. There is also a risk that some clusters are created only to
collect grants, and then their activity ends (the question that arises here is how many clusters are
formed due to the desire to network activities, and how many to collect grants). Besides, not all
clusters contribute to sustainable development (i.e., heavy industrial clusters) and it is a challenge for
governments and management of clusters to encourage them to undertake sustainable activities.

It seems that future cluster policy should support particularly the development of those clusters
that contribute to SD and energy efficiency through pro-ecological solutions, ensuring the effects
on SD. It is important to elaborate on a cluster development strategy focused on SD by including a
document/agreement for the entire structure, involving all members and referring to the principles
of SD. Only in this way will SD become an objective of every particular company or organization in
the cluster. The performed analysis indicated that there is a research gap in the field of the constant
measurement of clusters in the context of SD.
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agreed to the published version of the manuscript.

Funding: The project is co-financed by the Ministry of Science and Higher Education in Poland under the
program Regional Initiative of Excellence 2019–2022, project number 015/RID/2018/19, total funding amount 10
721 040,00 PLN.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

SD sustainable development
SDG sustainable development group
CSR corporate social responsibility
SMEs small and medium enterprises
EU European Union
TC Telecommunication

57



Sustainability 2020, 12, 1297

References
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Abstract: Land use change, especially that due to farmland abandonment in the mountains of Nepal,
is being seen as a major factor contributing to increasing eco-environmental risk, undesirable changes
in the socio-cultural landscape, biodiversity loss, and reduced capacity of the ecosystem to provide
key services. This study aims to: i) evaluate eco-environmental risk for one of the high mountain
river basins, the Dordi river basin in Nepal, that has a growing potential of farmland abandonment;
and ii) develop a risk-based land use planning framework for mitigating the impact of risk and for
enhancing sustainable management practices in mountain regions. We employed a multi-criteria
analytic hierarchy process (AHP) to assign risk weightage to geophysical and socio-demographic
factors, and performed spatial superposition analysis in the model builder of a geographic information
system (GIS) to produce an eco-environmental risk map, which was subjected to a reliability check
against existing eco-environmental conditions by ground truthing and using statistical models.
The result shows that 22.36% of the basin area has a high level of risk. The very high, extreme high,
moderate, and low zones accounted 17.38%, 7.93%, 28.49%, and 23.81%, respectively. A high level of
eco-environmental risk occurs mostly in the north and northwest, but appears in patches in the south
as well, whereas the level of moderate risk is concentrated in the southern parts of the river basin.
All the land use types, notably, forest, grassland, shrub land, and cultivated farmland, are currently
under stress, which generally increases with elevation towards the north but is also concentrated
along the road network and river buffer zones where human interference with nature is the maximum.
The risk map and the framework are expected to provide information and a scientific evidence-base
for formulating and reasonable development strategies and guidelines for consensus-based utilization
and protection of eco-environmental resources in the river basin. As an awareness raising tool, it also
can activate social processes enabling communities to design for and mitigate the consequences of
hazardous events. Moreover, this risk assessment allows an important link in understanding regional
eco-environmental risk situation, land use, natural resources, and environmental management.
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1. Introduction

The Nepal mountains are characterized by a richly diverse ecological and socio-cultural landscape,
and have been shaped by traditional land use activities [1–3]. The land management systems in
practice have developed over the years in accordance with the prevailing environmental factors,
including topography, climate, relief, soil, and proximity to roads and settlements [4]. In particular,
cultivated farmland is located in the most fertile gentle slopes at a lower elevation, whereas forest
and grassland are scattered, mostly occupying the steep slopes that are relatively farther from the
villages. Thus, a balance between people, settlement, farmland, forest, and grassland was achieved
in the traditional land use practice. This practice contributed to the ecological and environmental
diversity in the mountains and to the socio-cultural values of the landscape. However, recent farmland
abandonment has triggered the process of land degradation as well as deterioration of mountain
ecosystem services [5–8]. The resulting patterns have also led to the problems of soil erosion and
siltation of rivers and reservoirs, which in turn have increased the frequency and severity of landslides,
debris flow, rock falls, and sinkhole formation [9,10]. Therefore, in order to manage the ever-increasing
risk and to promote sustainable mountain development and eco-environmental protection, proper
eco-environmental risk-based land use planning is essential [11].

Eco-environmental risk is the likelihood of harmful consequences occurring as a result of exposure
to biological, physical, chemical, and social stressors [12]. The risk can exert harmful or fatal effects
on humans and the natural environment [13]. Thus, eco-environmental risk assessment (ERA) is
performed to identify, analyze, and evaluate risk to the environment, ecosystem services, living
organisms, and human beings [14]. It has been applied in many fields including environmental
sciences and health sciences. In particular, in 1987, the eco-environmental risk assessment (ERA)
emerged as a way to assess the likelihood of adverse effects to ecosystems rather than only to human
health [15]. Since then, ERA has been applied to evaluate eco-environmental risks to ecosystems and
thus identify opportunities for regulating sustainable land use [16]. Surrogate information contributing
to the distribution of risks across the mountain ecosystem such as topographic condition (elevation,
slope, and aspect), types of land use, rainfall, geology, soil, and socio-economic condition, road
distance, and settlement location are considered to develop risk assessment processes [17]. Mainly
the risk analysis consists of characterizing both the exposure and effects to the environment [18].
Such understanding and mapping are important especially for eco-environmentally fragile mountainous
regions, where the relationship between the natural and human built-up environment is crucial for
sustainable land use [19,20].

A variety of approaches and methods are available and used to evaluate and identify
eco-environmental risks [21,22]. These were designed from diverse contexts and performed at different
spatial and temporal scales [23,24]. For example, Liu et al. conducted and viewed eco-environmental
risk from the perspective of watershed management [25] and agricultural activities [26]. These were
carried out using a geographic information system (GIS), remote sensing or a combination of both,
accompanied with field evaluation [27], and sometimes coupled with other environmental models
or methods [28]. These techniques are cost-effective, easily-compared, time-efficient, and ideal for
mapping and monitoring the trends of eco-environmental degradation and spatial changes [29,30].
Among the methods, the analytical hierarchy process (AHP) remains the most common and widely used
multi-criteria decision aid (MCDA) method to date and has appeared in many research reports [31–33].
It can be used on risk assessment accounting or for overlaying for a multitude of criteria such as
soil, climate, vegetation, and their sub-criteria [34]. Subjective opinions from decision makers (DMs),
stakeholders, and experts in a given field also can be used in this method [35]. Moreover, the AHP
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method allows the integration of qualitative and quantitative factors and can solve complex risk
assessment problems where data and information are lacking or ambiguous [36]. We used this AHP
method. With this background, the present study aims to: i) evaluate eco-environmental risk for one of
the high mountain river basins in Nepal that has a growing potential for farmland abandonment; and ii)
develop a risk-based land use planning framework for mitigating the impact of risk and for enhancing
sustainable management practices in mountain regions. The study at first identifies and analyzes the
role of different natural and social factors together with other interdependent factors that influence
the eco-environmental risk processes to evaluate the level of risks. Based upon the risk assessed, we
propose a draft framework of ERA-based land use planning considering the principles of best practices
in sustainable land management. The risk-based land use planning thus prepared is expected to serve
as a tool that can help local governance to improve economic opportunities and develop land use
options that reconcile conservation and development objectives. The use of this framework thereby can
activate social processes of decision making and consensus building among stakeholders on matters
concerning the utilization and protection of local resources. The risk map also enables communities
to design for and mitigate the consequences of hazardous events. Moreover, this risk assessment
allows an important link in understanding regional eco-environmental risk situation, making land use,
natural resources, and environmental management.

2. Materials and Methods

2.1. Study Area

The assessment was carried out in the Dordi river basin that lies in the high mountainous region of
western Nepal. It is located within the coordinates of 28◦8′ N–28◦27′ N latitude, and 84◦24′ E–84◦42′ E
longitude, along the southern faces of the Himalayan range, with elevations ranging from 546 m above
mean sea level (ma.s.l.) to more than 7746 m a.s.l (see Figure 1). The basin covers a land area of
496 km2 approximately.

The region has a pleasant mountainous subtropical climate with concentrated monsoon rainfall
during the period between June and September with an average rainfall of 2600 mm per year. Chir pine
(Pinusrox burghii) and broad-leaf trees, such as Chilaune (Schimawal lichii), oak (Quercussemi carpifolia), sal
(Shorearobusta), Schima Castanopsis, and Engelhardtia are the dominant vegetation types [37]. The basin
has a long history of human habitation which has evolved the present day landscapes and land use
patterns [37]. High altitude, steep slopes, undulating terrain as well as several major rivers and streams
running north to south define the Dordi river basin which is sensitive to land use change and the
ongoing risk processes. The rivers/streams are ephemeral in character with high flows when it rains,
causing frequent flash floods. The basin was severely affected by the 2015 earthquake. Landslides,
debris flow, and rock falls frequently occur over the basin. Many cultivated farmlands and settlements,
especially those adjacent to the rivers and secondary streams face landslide hazards. Many landslides,
debris flow, and ground settlements are directly associated with the abandonment of farmland terraces
located on the hill slopes [6]. Additionally, gully formation, soil erosion, and siltation of soil on water
bodies (river water, drinking water supply, and irrigation canal) are common. Moreover, river/stream
bank cutting also poses a threat to houses and other assets along the bank of the Dordi River.

The main coping strategy of the communities is to rebuild, clean, and maintain the infrastructure
after landslides, debris flow, rock falls or soil erosion events. Communities erected at places gabion
walls for landslide or debris flow protection, but these are not entirely effective: most of the household
respondents claimed that they have been affected by the geologic and hydrologic hazards several times
every year. Due to this, some residents permanently migrated, leaving their farmlands uncultivated.
The remaining residents are very worried about these eco-environmental hazards and concerned with
the high probability of repeated landslides, debris flow, and soil erosion. While the people’s priority
is to improve education, employment, and road development, their day-to-day concerns include
mitigation of landslides, floods, and soil erosion. This kind of deterioration in the Dordi river basin

65



Sustainability 2019, 11, 6931

arrested our attention and decision to conduct a systematic eco-environmental risk sensitivity mapping
and assessment of associated risks, and to draft a risk-based land use planning framework that could
assist in the peoples’ efforts to mitigate and control the problems caused by geologic, hydrological,
and natural hazards, or those induced due to the abandonment of farmlands.

 
Figure 1. Location map of the study area.

2.2. Data Collection and Processing

The dataset used for this study includes a series of geographic information prepared from
satellite imagery, secondary data, and field observation. The dataset used includes elevation, slope,
aspect, soil, geology, rainfall, existing land use, normalized difference vegetation index (NDVI),
and distances from settlements to the nearest rivers/streams, road network, and settlement location.
A digital elevation model (DEM) at 30 m resolution, prepared using data obtained from the geospatial
data cloud (http://www.glovis.com) was used for elevation, slope, and aspect mapping. Soil type
(scale = 1:1,000,000) and geology (scale= 1:50,000) maps were derived from the soil and terrain database
for Nepal [38] and Department of Mines and Geology, Government of Nepal, respectively. Rainfall data
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were collected from the Hydrology and Meteorology Department of Nepal. They were interpolated
by using the inverse distance weighting (IDW) method in ArcGIS 10.5 software. The positions of
rivers/streams, road networks, and settlement locations were taken from the Department of Survey,
Government of Nepal.

Land use/land cover map and NDVI were prepared from the open access Landsat 7 Enhanced
Thematic Mapper Plus (30 m resolution, LANDSAT 7 ETM SLC-off, acquisition date: 22-08-2019) images.
Two scenes of Landsat 7 ETM data (path 141, 142 and row 41) for August 2019 were downloaded
from Geospatial Data Cloud (http://www.gscloud.cn; National Basic Science Data Sharing Service
Platform, Chinese Academy of Sciences, Beijing, China). A false color image map produced by the
computer software ArcGIS Desktop 10.5, version 10.5.0.6491 (Esri®ArcMapTM 380 New York Street
Redlands, California 923738100 USA) was then analyzed for different land units. These thematic factors
were converted into raster data with 30 × 30 m resolution (WGS_1984_Universal Transverse Mercator
System, false easting = 500,000, central meridian = 84, sale factor = 0.9996 and Datum – D_WGS_1984)
in an ArcGIS 10.5 environment.

2.3. Selection of Criteria and Construction of Assessment Indicator System

We adopted eleven criteria including topographic characteristics (elevation, slope, and aspect),
soil, geology, rainfall, rivers/streams, existing land use/land cover, normalized difference vegetation
index, and socio-economic conditions such as distance to roads and settlements, which revealed the
major natural and built-up environments of the river basin. The description of all the criteria and their
sub-criteria are described in the following paragraphs.

2.3.1. Elevation

A topographic characteristic, elevation has potent influence on land use, surface runoff, as well
as development and distribution of accidental events such as landslides and debris flow [39,40].
The elevation directly reflects the terrain ruggedness. In this study, the elevation variation was
generated from the digital elevation model and classified into classes as: (i) <1000, (ii) 1000–1500,
(iii) 1500–2000, (iv) 2000–2500, and (v) >2500.

2.3.2. Slope

Slope gradient mainly controls the infiltration of groundwater into subsurface and surface flow.
In general, steeper slopes result in a faster speed of flow and are not suitable for the maintenance of
eco-environmental conditions [41]. In this study, the slope angles were generated from the digital
elevation model, and classified into five classes: flat to gentle slope (<15◦), moderate slope (15◦–25◦),
fairly moderate slope (25◦–35◦), steep slope (35◦–45◦), and very steep slope (>45◦).

2.3.3. Aspect

Topographic aspect determines the maximum slope of the terrain surface as well as the relative
amounts of sunshine and atmospheric moisture it receives [42]. In this study, the topographic aspects
were generated from the digital elevation model, and classified into classes: (i) north (N), (ii) northeast
(NE), (iii) east, (iv) southeast (SE), (v) south (S), (vi) southwest (SW), (vii) west (W), (viii) northwest
(NW), and (ix) flat.

2.3.4. Geology

Geological formation plays an important role in the production of loose materials on the slope by
weathering and slope movements such as landslide, debris flow, etc. [43]. The river basin geology is
mainly composed of easily weathered weak rocks such as shale and phyllite of Ranimatta formation that
produce loose clayey soils, moderately hard slates of Ghanapokhara formation, and granite and augen
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gneiss of Ulleri formation, that give rise to gravelly soil; whereas the hard quartzite of the Naudanda
formation produces sandy or boundary slopes not very suitable for vegetative growth [37,44].

2.3.5. Soil

Soil structures play an important role in the definition of land use and land cover, as well as in
the production on the slope of loose materials by weathering and slope movements [38,43]. The soil
types in the basin include red soil, sandy, cobbly, loamy, loamy-boulder, and loamy-skeletal, that have
been classified into: (i) chromic cambisols, (ii) eutric cambisols, (iii) eutric regosols, (iv) gelic laptosols,
(v) gleyic cambisols, and (vi) humic Cambisols [37].

2.3.6. Rainfall

Rainfall is a critical factor for constituting the natural environment as well as the energy bases of
ecosystem services (e.g., agricultural land, forests, rivers, etc.) [45]. When the energy transmission
and transformation of rainfalls are not in accordance with other environmental factors in time and
space, it will lead to ecological degradation [46]. On one hand, lack of precipitation disturbs the entire
ecosystem with strong erosion along the numerous tributaries on the other; strong rainfall induces
heavy soil erosion, giving rise to geological hazards such as landslips and mudslides. Therefore,
eco-environmental risk bears strong and positive correlations between rainfall concentrations. Here,
we used the inverse distance weighting (IDW) interpolation method to generate a rainfall map that
was classified into five classes: (i) <2613 mm/year, (ii) 2613–2614 mm/year, (iii) 2614–2615 mm/year,
(iv) 2615–2616 mm/year, and (v) >2616 mm/year.

2.3.7. Land Use/Land Cover (LULC)

Land use/land cover is one of the most important forms of eco-environmental landscape that
serves as also the source of hazardous events in mountain regions [47]. In general, the forest area
provides stability to the slope and it is widely accepted that vegetation cover has a positive influence on
slope stability [48]. Geological hazards get triggered frequently in the barren mountains and abandoned
farmlands [7]. In this study, the land use/cover was mapped into eight classes: (i) agricultural land,
(ii) forest, (iii) grass land, (iv) bare land, (v) shrub land, (vi) water body, and (vii) snow/glacier.
Agriculture land referred to land used for growing crops, even if it was cultivated every year. Forest is
referred to as any vegetated land that is dominated by trees or shrubs. Grassland is defined as any
land used to grow grasses for the purpose of grazing. Shrub land is categorized when forest does not
entirely apply.

2.3.8. Normalized Difference Vegetation Index (NDVI)

NDVI is an important in that it measures the ground vegetation condition. The vegetation cover
condition directly affects and even determines the eco-environmental conditions such as the amount
of primary biological production, ecological carrying capacity, and soil erosion [49]. The higher the
NDVI value, the healthier the vegetation; while a lower NDVI value represents less or no vegetation.
Theoretically, NDVI values range from −1 to 1. In practice, extreme negative values represent water,
values around zero represent bare soil, and values over 0.6 represent dense green vegetation. Here,
NDVI values have been divided into five classes: (−0.17)–(0.02), (−0.02)–0.10, 0.10–0.20, 0.20–0.29,
and 0.29–0.50.

2.3.9. Distance to Rivers/Streams

The hydrological system with rivers, streams, ponds, and natural springs as its components has
importance not only because it assists in draining rain water but also because it can induce landslides,
debris flow, and flooding [50]. Most of the time, the occurrence of flooding is related to the distribution
of the drainage system. Concave stream banks usually host soil fall or landslides. In this study, a map
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for distance to river and streams was prepared using the buffer distance analysis (BDA) method,
and classified into five classes: (i) close (<50 m), (ii) nearby (50–100 m), (iii) distant (100–200 m),
(iv) little distance (200–500 m), and (v) far (>500 m).

2.3.10. Distance to Road Networks

Road networks and mountain slopes are important factors that influences the geomorphic
processes affecting the surrounding eco-environment [51]. Road construction often leads to high runoff
coefficients and soil losses from mountainous slope surfaces. In this study, motorable earthen roads
were considered for network, and a distance map was prepared using the buffer distance analysis (BDA)
method. These were classified into five classes: (i) close (<50 m), (ii) nearby (50–100 m), (iii) nearby
distant (100–200 m), (iv) far (200–500), and (v) more far (>500 m).

2.3.11. Distance to Settlements

Population density, settlement distribution, and socio-economic activities acting separately or
interacting together influence the regional eco-environmental quality [52]. In particular, human
activities such as grazing, mining, and soil digging are associated with the location of settlements,
that can accelerate surface geomorphic processes indicating geomorphic hazards [53–56]. This study
considered a settlement as one that includes at least five buildings located in a cluster. Digital thematic
distances from each settlement were prepared in the form of a map using the buffer distance analysis
(BDA) interpolation method. These were classified into three classes: (i) close (<1000 m), (ii) nearby
(1000–2000 m), (iii) nearby distant (2000–3000 m), and far (>3000).

2.4. Determining Relative Importance of the Different Criteria

Each of the criteria was weighted according to its relative contribution to eco-environmental
risk and quality. A pairwise comparison matrix based on the AHP method was used to determine
the weight of each criterion (see Figure 2). A numerical value from 1 to 9 was assigned, indicating
how many times a criterion was more important or how dominant one criterion was over another
criterion. This was determined based upon a consensus of five experts (1 geologist, 2 geographers,
1 soil scientist, and 1 environmental scientist) experienced and well-versed in the relative influence
of each criterion on eco-environmental risk, land use, ecosystem health, and ecological quality [57].
Specifically, higher weights were given to higher elevations while lower elevations were assigned
lower weights for the elevation factor: steeper hill slopes received higher weightage values. Similarly,
higher weights were given to north, northwest, and northeast aspects because northern aspects are
mostly devoid of vegetation or have scant vegetation in the basin. For land use types, bare land
was given a high weight because of its high influence on geomorphic processes; grassland and scrub
were given medium weights as grasses become prone to landslides and other events, thus becoming
medium susceptible to environmental hazards (e.g., landslides, debris flow). The forest classes were
given less weight because forests hinder environmental hazards. The major rock type of the area was
rated according to their relative importance for landslides and debris flow. Accordingly, proximity to
rivers/streams, road networks, and settlements was assigned higher scores. It was assumed that the
possibility of a landslide and other geomorphological processes was more frequently near streams
because of undercutting.

After assigning values to all thematic layers, the validity of comparisons was evaluated through
the consistency ratio (CR).

Consistency ratio (CR) =
Consistency index (CI)

Random index (RI)
(1)
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where CI is the consistency index, expressed as,

Consistency index (CI) =
λmax− n

n− 1
(2)

where λmax is the largest eigenvalue and n is the number of the criteria. RI is the random consistency
index value. Table 1 shows the values for the RI of the matrix dimensions of 1–15. In general,
the acceptable value of CR depends on the size of the matrix (0.1 for matrices n ≥5). If the CR value is
equal to or less than the specified value, this indicates that the evaluation within the matrix is acceptable
and close to ideal values. However, if the CR is higher than the acceptable value, an evaluation process
is needed to be improved [60]. Here, the CR of the matrix that derived from criteria weights is 0.1,
which is equal to <0.1, indicating the judgment is consistent, and the calculated weights can be used
(Table S1).

 

Figure 2. Determining criteria weight in the analytic hierarchy process (AHP) model. NDVI: normalized
difference vegetation index; CI: consistency index.

Table 1. Random consistency index [58,59].

n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.53 1.56 1.57 1.59

2.5. Risk Calculation and Classification of Results

The eco-environmental risk was calculated by overlaying weightage value of each criterion for all
unit areas. The defined criteria of elevation, slope, aspect, geology, soil, land use/land cover, NDVI,
annual rainfall, distance from rivers/streams, roads, and settlements, were imported into different
GIS layers at first, then arranged as the input of a model builder module of ArcGIS 10.5. This model
enables running workflows containing a sequence of geo-processing tools to obtain assessment results
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efficiently. Secondly, all these criteria were incorporated using the raster calculator function in ArcGIS
employing the following linear additive model:

Eco− environmental risk index (ERI) =
n∑

j=1

W jwij (3)

where Wj is the weight value of causative criteria’s j, wij is the weight value of class i of each causative
criterion’s j, and n is the number of the causative factor.

The resulting ERI map has categories according to expert opinions as there are no general rules to
categorize such continuous data automatically [61]. In this study, the resulting ERI map is classified
into five levels, namely, low, moderate, high, very high, and extreme high risk zones according to the
methods of natural breaks classification. The definition of risk level is shown in Table 2.

Table 2. Eco-environmental risk classification in the Dordi river basin.

Risk classification
Eco-environmental

risk index(ERI)
Character description

Low risk >0.15
The eco-environmental system is stable including strong risk

resistance, fertile soil, relatively low altitude, and great
vegetation coverage.

Moderate risk 0.15–0.20
The eco-environmental system is relatively stable including
risk resistance, fertile soil, relatively low altitude, and better

vegetation coverage.

High risk 0.20–0.25
The eco-environmental system is relatively unstable

including relatively poor risk resistance, relatively barren
soil, and relatively complicated vegetation types.

Very high risk 0.25–0.30 The eco-environmental system is unstable including poor
risk resistance, barren soil, and few vegetation types.

Extreme high risk >30
The eco-environmental system is extremely unstable

including poor risk resistance, relatively high altitude, barren
soil, and sparse vegetation that are mainly hardy plants.

2.6. Development of aFramework for Land Use Planning

We developed a framework for land use planning (LUP) that provides an important scientific
basis for supporting the strategies of ecological construction, regional development, and planning of
management options. LUP integrates the conditions in the five categories of risks (extreme high, very
high, high, moderate, and low) with four categories of land use types: forest, shrub land, grassland,
agricultural farmland (see Figure 3). In this way, 20 land use types, for example forest with high risk
(FH) and agricultural land with low risk (AL), were categorized. Secondly, all these categories were
assigned into four different types of scenarios, namely, (i) restricted areas, (ii) priority control areas,
(iii) control areas, and (iv) monitored areas. For the different level of scenarios, we provide important
information to support the strategy of ecological construction and risk mitigation measures, including
land conservation, land replacement, and low impact development (LID) practices. Land conservation
measures serve to prevent human disturbances (protecting land of agricultural significance, protecting
natural capital from encroachment), and land replacement (e.g., rehabilitation and/or avoidance of
sites) serves to eliminate risk sources in eco-environmentally sensitive areas or transfer the sources to
other sites. Low impact practices include protection of the quality and quantity of natural resources
and minimization of land degradation establishing appropriate buffers between socio-economic
development activities such as road network facilities, permeable pavements, and storage tanks, which
can control risks related to surface runoff at their source through natural processes of infiltration,
detention, storage, and purification. As the last step, land-use measures were validated, or adjusted as
required, to ensure that environmental concerns were effectively addressed.
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Figure 3. A framework for guiding land use practices.

3. Results and Discussions

3.1. Spatial Distribution of Eco-Environmental Risk

The spatial distribution of eco-environmental risk levels for the Dordi river basin were calculated,
using the level of calculated risk at each grid number multiplied by the grid area. An area of 111.10 km2,
accounting for 22.36% of the total Dordi river basin, belongs to the high level of risk. Approximately
86.35 km2 (17.38%) and 39.43 km2 (7.93%) belong to very high level of risk and extreme high level of
risk, respectively. This means that nearly half (>47.67%) of the total basin area is highly risky. The low
and moderate zones accounted for 23.81% (118.29km2) and 28.49% (141.51km2), respectively (Table 3).
A high level of eco-environmental risk occurs mostly in the north and northwest, but appears in patches
in the south as well, whereas the level of moderate risk is concentrated in the southern parts of the
river basin. Areas with a lower level of risk are scattered throughout the basin. In general, the risk is
relatively light in center parts and heavy in northern parts (see Figure 4).

The eco-environmental risk level also closely correlates with altitude: high and very high levels
of risk are mostly distributed in areas with an elevation above 2500 m. The extreme level of risk is
distributed entirely above the elevation of 2500 m, whereas the moderate and light levels are mostly
distributed in the lower elevation range of 1000 and 2500 m (see Figures 5 and 6). It is interesting to
note that all land use types contain all categories of risk, albeit in different proportions. Of the total
207.2 km2 of forest, 44.17% represent low risk, 34.50% moderate risk, and 21.31% of the high risk, very
high, and extreme high risk. The high risk characteristics of these areas can be attributed both to their
importance in providing ecosystem services and to their locations at higher elevations and steep slopes
especially for the forest reserves. Shrub lands occupy12.88 km2 area, of which 77.12% is at high risk.
The grass land use type is widely distributed in the study area, but 80.42% of its area is in high risk
zones, mostly around the forest as well as in the buffer zones of the river. Additionally, one-fourth of
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the cultivated farmlands are at high risk mainly along the road network and river buffer zones. Table 4
provides the details.

Table 3. Area and proportion of eco-environmental risk in the Dordi river basin.

Risk level ERI Number of Grid Area (km2) Percentage

Low risk <0.15 112,762 118.29 23.81

Moderate risk 0.15–0.20 134,889 141.51 28.49

High risk 0.20–0.25 105,900 111.10 22.36

Very high risk 0.25–0.30 82,311 86.35 17.38

Extreme high risk >0.30 37,590 39.43 7.93

 

Figure 4. Eco-environmental risk map of Dordi river basin.

 

Figure 5. Distribution of the eco-environmental risk.

73



Sustainability 2019, 11, 6931

 

Figure 6. Distribution of eco-environmental risk in relation to altitude.

Table 4. Extent of risk on different land use type.

Land use Forest Shrub land Grassland Agriculture

Area (km2) 207.2 (46.20%) 12.88(2.88%) 61.16 (13.64%) 71.25 (15.89%)

Low (km2) 91.53 (44.17%) 0.41(3.25%) 0.18 (0.30%) 14.53(20.39%)

Medium(km2) 71.49 (34.50%) 2.52(19.62%) 11.78(19.27%) 38.33(53.80%)

High(km2) 38.29 (18.47%) 5.96(46.30%) 24.63(40.28%) 15.48(21.73%)

Very high(km2) 5.81(2.80%) 3.72(28.91%) 20.19(33.02%) 2.87(4.03%)

Extreme high (km2) 0.067 (0.03%) 0.24(1.90%) 4.35(7.11%) 0.02(0.03%)

Eco-environmental risk map especially for the high, very high, and extreme high areas requires
verification [62]. The best way to physically validate the research findings is by conducting field
observations, which is rather a difficult job logistics-wise [63]. However, this can be done on the basis of
field information and past geo-meteorological events (e.g., landslides, rock falls, debris flows, etc.) [64].
In this study, we observed that the large number of eco-environmental risks such as landslides, debris
flow, rock falls, and gully formation processes are clearly marked in the areas of abandoned farmlands
and/or in the areas of high, very high, and extreme high areas of eco-environmental risk zones.

A large number of landslides, debris flows, and rock falls were observed along the bank of
the river stream, and in areas influenced by development infrastructure constructions such as road
networks, irrigation canals, water supply and hydropower project, and on the abandoned farmlands [6].
Sometimes landslides were observed spreading out in adjacent agricultural fields. Slope land plants
in several places were severely affected by landslides, debris flows, and rock falls; sometimes these
were destroyed heavily, exacting an adverse effect on the ecological and environmental conditions
of the region. In all such locations, soil is exposed with an increasing extent of risk of soil erosion.
These hazards also affect the fertility of the soil and may cause habitat destruction for wild animals to a
large extent. Landslides were found in conditions of poor soil structure and poor vegetation resulting
in high risk to nearby villages. A very large newly triggered landslide was observed in the slope uphill
of Basnetgaun and Hiletaksar road. This slide was due to severe undercutting of the slope by the road
construction in hill slopes covered by thin grasses and some trees. Another large debris flow with
a wide debris fan was situated at the uphill slope of the settlement called Hile. Construction, poor
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vegetation, and the presence of soft weathered mudstone and sandstone were the main causes of this
slide. An old rotational slide was also observed along the bank of the river and stream (see Figure 7).
Although the entire slope is covered by moderately dense forest, the landslide scars are still visible.
This slide occurred due to river incision. We checked the risk map prepared against all these conditions
and found that the map reflected the realities on the ground. We conclude that our eco-environmental
risk map represents the ground conditions and, therefore can be used as a scientific basis to guide land
use planning in the study area.

.  

(a) (b) 

  
(c) (d) 

Figure 7. Occurrence of landslides with or without abandoned farmland in Dordi river basin; (a) A large
landslide near the settlement of Chiti; (b) debris flow near Basnetgaun; (c) landslide occurrence along
the road of Hile-Nauthar; (d) large landslides at Basnetgaun-Hile road. Source: field survey, 2018.

The eco-environmental risk map was also validated using mathematical and statistical tools
such as computation of geological hazards (e.g., landslides), density, and success rate curve [65].
In particular, the geological hazard density of each risk level, a ratio of observed landslide occurrences
in a respective risk, gives the overall quality of the eco-environmental risk map [66]. Our results of
such treatments are given in Table 5; landslide density for the extreme high risk zone is 0.0796, which
is distinctly larger than for other risk zones. The landslide densities for very high, high, moderate,
and low level of risk zones are respectively 0.0299, 0.0207, 0.0090, and 0.0033. These results show that
there is gradual decrease in landslide density from the extreme high to low risk zones and there is also
considerable separation in landslide density values between the different risk zones. A similar kind of
success rate (85.3%) was found for one of the landslide susceptibility mappings conducted along the
Dordi river basin [67]. This finding indicates that the eco-environmental risk increases with increasing
elevation, which could reflect the harsh eco-environmental conditions at higher elevations which is in
accordance with similar conclusions arrived at by other researchers in other countries such as China [17],
Ethiopia [68], and Slovenia [69]. The study clearly indicates that landslides are frequently occurring
natural hazards especially in high and very high risk areas that lead to massive destruction of life and

75



Sustainability 2019, 11, 6931

property and sometimes lead to large-scale landscape transformations. Therefore, such concurrence of
results from both methodologies allows concluding that the calculated eco-environmental risk map
and classified risk zones are found to be in good agreement with occurrences of hazardous processes.

Table 5. Observed geological hazard density in the different risk zones of the eco-environmental
risk map.

Eco-environmental risk zones
Area Hazard area Landslide density

(km2) (%) (km2) (%)

Low risk 118.29 23.81 0.40 4.11 0.0033

Moderate risk 141.51 28.49 1.28 13.17 0.0090

High risk 111.10 22.36 2.31 23.77 0.0207

Very high risk 86.35 17.38 2.59 26.64 0.0299

Extreme high risk 39.43 7.93 3.14 32.30 0.0796

3.2. Land Use Planning Framework

We implemented a land use planning framework combining the risk zones with the existing four
major land use types. This created 20 conditions that we assigned alphabetic nomenclature that appears
as a matrix in Figure 8. A logical reasoning then followed: classification with nomenclatures such as
“EFH, SEH, GEH, AEH, FVH, SVH, GVH, AVH” were considered as “restricted areas”. These zones
are extremely eco-sensitive and vulnerable to natural and human disturbances. The eco-environmental
conditions are severely polluted, and the ecosystems are crippled. In particular, risks in these areas are
considered as unacceptable and thus require corrective actions.

Figure 8. Land use planning framework combining land uses and risk level.
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The high risk zones with nomenclatures of “FH, SH, GH, AH” are assigned as “priority control
areas”. These zones are highly eco-sensitive and vulnerable to natural and human disturbances.
Therefore, development activities in these zones should be strictly restricted by the principal functional
orientation. By taking ecological and resourceful advantage, the land use in such “priority control areas”
should focus on the (i) development of ecological forestry, (ii) promotion of biodiversity, natural beauty,
and physical endowments, (iii) promotion of suitable eco-tourism development, and (iv) preservation
of cultural and natural heritages, while constructing an ecological tourism demonstration that could
serve as world class tourist destinations with green tourism products and services.

The moderate risk land areas “FM, SM, GM, AM” areas are classified as “control areas” which are
envisioned as optimized development zones in ecological planning. Development orientation of these
areas should be adjusted to alleviate the impacts of production and construction on the ecological
environment and act as a buffer for human activities. Specially in high altitudes, management should
be transformed into ecological construction as integrative water protection and the establishment of a
shelter belt for preventing land desertification and soil erosion and developing ecological agriculture.
Suggested actions in these areas include low impact development (LID) practices and conservation of
forest and farmland. LID-based land use practices such as strict control of industrial environmental
pollution, and the presence or increase of vegetation coverage, restoration of lakes from farmland,
and control of water loss and soil erosion are the chief tasks in ecological construction.

In the zones of low risk scenarios “FL, SL, GL, AL” are assigned as “monitoring” areas. Risks are
acceptable and thus socio-economic development actions are optional. The ecosystem has a lower
sensitivity degree to outside interferences, and the land resources and environment can support the
demands of exploitation and construction. Thus, all areas of human settlement development that can
be devoted to major infrastructure and utility systems can be developed. However, the important
restrictive factor, that is shortage of water resources in the river basin, should be taken into full
consideration in economic and social activities insistently, and the water-saving construction system
is in urgent need of construction. In the southern and riverbed plain area, there is a favorable
natural condition with a pleasant subtropical humid climate, fertile soil condition, and plentiful
wetland resource. The modern agricultural production system should be developed considering
timely ecological restoration to prevent destruction of landscapes and large areas of water loss and
soil erosion.

Further, the areas suggested for monitoring can be divided into two classes namely, farmlands and
built-up areas. The settlements of Tillar, Ramchokbesi, Basnetgaun, Hile, Majhgaun, Chisapani, Tiwari
danda, Karki Danda, Nauthar, and Sera are potentially the most important bases for the socio-economic
development of the whole Dordi river basin. These areas are suitable primarily for the residential
portion of the built-up environment. Thus the emphasis should be made to ensure the following
achievements: (a) integration of activities within and among settlements and efficient production and
movement of people and commodities, and (b) access of the population to housing, education, health
care, recreation, transportation and communication, sanitation, and basic utilities such as water, power,
waste disposal, and other services. However, farmlands of these prefectures are highly threatened
by abandonment. Thus, in areas where water is available for irrigation, trees, shrubs, and grass belts
should be planted as barrier fences or small plots in order to reduce the rate of desertification and
reclamation of lost lands.

In the mountainous regions of Nepal, there are mainly four types of land use, forest, shrub
land, grassland, and farmland, that contain many valuable areas of conservation, despite significant
transformations to the landscape [70]. Primarily, the vegetation barrier could break the wind velocity
preventing sands from blowing laterally up the slope land. These infrastructures form a network
of natural and semi-natural areas, such as existing forests and plantations; they enhance ecosystem
health and resilience, minimizing natural disaster risks, including lowering surface water runoffwhich
reduces the risk of flooding, connecting habitats, and mitigating mountain disaster effects; they also
contribute to biodiversity conservation in an integrated manner, improving flora and fauna, and human
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well-being. They can also protect farmlands, conserve water and soils, and provide wood for fuel.
In addition, green infrastructure offers a promising way to integrate biodiversity and ecosystem
services in the mountain landscape. However, maintaining and enhancing these areas requires a policy
objective from Nepalese governments at all levels of the governing system [71]. Therefore, this study
incorporated forests, shrubs, grasslands, and farmlands at the land use planning stage.

The current conservation areas in the greater mountain areas are in place for a range of historical
reasons, including their scenic and recreational values, their non-suitability for various land use, the
influence of lobby groups, and the tenure of the land. Since the Third Five-Year Plan (1965–1970),
the Nepalese governments have established a holistic approach to managing watershed resources
that integrate forestry, agriculture, pasture, and water management, with an objective of sustainable
management of natural resources. This approach seeks to promote interactions among multiple
stakeholders within and between the upstream and downstream locations of a watershed. However,
these experiences suggest that these ideals of watershed management do not appear to be strongly
linked with the eco-environmental risk assessment and/or developed solely for conservation values [72].
Regarding the eco-environmental risk level, we categorized these four land use types as restricted
areas, priority control areas, control areas, and monitoring areas. This can be used to assess the efficacy
of current conservation areas and to identify land that is more likely to protect areas. Comparison of
different risk scenarios and a mechanism for a constant dialogue between policymakers, practitioners,
and communities at the landscape level would help in linking the upstream and downstream ecology
to improve the livelihoods of the local people and sustainable watershed resource management.

4. Conclusions and Recommendations

This study evaluates eco-environmental risk conditions for the Dordi river basin located in the high
mountains of the Nepalese Himalayas, produces a risk map, and develops a land planning framework.
The proposed land use planning framework can help to achieve better outcomes for preventing further
eco-environmental changes and loss of biodiversity. This can be used as a scientific basis to carry
forward plans and enforce them, and/or for mobilizing public participation in land and to create a
political leverage to support the planning processes. Likewise, the maps produced by this research may
also help in facilitating improved collaboration between agencies responsible for land use planning,
environmental management, and the private sector and non-governmental organization (NGO/INGOs)
who work on various aspects of community development, serving as a common understanding of the
situation. In addition, the land use planning tools demonstrated in this study can serve land managers
and conservationists as a sophisticated analytical tool beyond simple rules of thumb. It can be used for
designing and implementing the much-needed innovative financial incentives, and for discouraging
risk-prone development. Moreover, this risk assessment allows an important link in understanding
regional eco-environmental risk situation, making land use, natural resources, and environmental
management. However, the analysis presented here does have limitations: reasonable data for the
specific task of interest are not available in Nepal. For this study, the risk distribution maps were
derived from secondary data on elevation, slope, aspect, soil, geology, land use, NDVI, rainfall, distance
to river, settlements, and roads, and using expert opinions and field visits. More detailed field-surveyed
data could yield better granularity and accuracy. Nonetheless, the results convincingly allow us to
make the following suggestions to the national and local governmental authorities to take steps for the
effective and practical application to the recovery of the local ecosystem.

- Region of strict protection: the region where eco-environmental risk is high, very high, and extreme
is identified as the region of strict protection. This area constitutes nearly half (48%) of the basin.
Considering the status of the area, all the development activities must be effectively monitored by
the local government authority, and a proper reclamation plan for ecological recovery should
be immediately put in place. Comprehensive strategy for combating hazard risks should be
implemented. Also, human activities should be reduced as much as possible and eco-restoration
activities should be initiated immediately.
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- Region of priority control: area under moderate and low risk constitutes more than half (52%) of
the total area. It is suggested for focal protection. In this region the improved implementation
of conservation measures is needed. This can be achieved by providing alternative sources of
income to local people. Active participation of the local people in eco-restoration is recommended.
Awareness of these trade-offs can underpin effective land use allocation that promotes sustainable
land management and multifunctional land system through the efficient supply of multiple
ecosystem services.
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Abstract: A municipality is a basic local government unit (LGU) in Poland. It is responsible for
the safety of its citizens, especially in circumstances of flood hazard. A municipality is a unique
social-ecological system (SES), distinguished by its ability to adapt to flood hazard. It is impossible to
specify the conditions a municipality has to reach to achieve the highest adaptability to flood hazard,
however, it is possible to assign a level of adaptability to a municipality, one that corresponds to
the position of a given municipality among the population of assessed municipalities threatened by
floods. Therefore, a tool was developed to rank municipalities by their adaptability on the assumption
that the assessment of municipal adaptability was influenced by 15 selected features. The research
was carried out using data from the period of 2010–2016 for 18 municipalities-SESs located in the
Nysa Kłodzka sub-basin. It was indicated that municipalities located in the higher course of the river
possess higher levels of adaptability. At the same time, the size of a flood stands for each municipality
position with regards to the synthetic adaptability index (SAI).

Keywords: adaptability; socio-ecological system; flood risk; municipality; Nysa Kłodzka sub-basin

1. Introduction

The increasing occurrence of hazardous natural phenomena that have severe consequences, such
as floods [1–3], is forcing the development of management tools that help minimize the adverse
consequences of such phenomena. These tools may be helpful when making decisions in conditions of
uncertainty resulting from the randomness of this hazardous phenomena [4].

Currently, the key role in the analysis of the adaptation of SESs to climate change, including the
increasing frequency of natural phenomena such as floods [5], is the assessment of resilience [1,6,7].
Therefore, the flood hazard assessment of a socio-ecological system (Figure 1) is based on the assumption
that every system is characterized by the scale of exposure of its elements to floods (as presented on
flood hazard maps, etc.,) [8] and its vulnerability to this phenomenon [6,7,9–13]. Floods as a factor
that disturbs the functioning of an SES may display diverse intensity at a given probability [2,4,14].
The exposure refers to all elements of an SES that are vulnerable to floods and located in the flood
hazard area [4,15]. The sensitivity involves the characteristics (features) of an SES’s elements exposed to
flood hazard, which make floods a cause of various losses [16,17]. Both the exposure and the sensitivity
of the elements of the system at risk of floods affect the scale of potential loss. The vulnerability is
a result of the volume of potential flood losses and its resilience influencing the reduction of these
losses [17]. In turn, a system’s resilience to flood hazard is shaped by its durability, as well as its
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capability to adapt and to transform (this happens when adverse consequences and the scale of a
cataclysm force a system to recreate its basic functions, i.e., to adapt) [18–21].

 
Figure 1. Algorithm for assessing the flood risk as a social-ecological system at risk of floods, indicating
the role of a system’s adaptability in risk reduction. Source: [19].

In Poland, the major natural hazard that may take the form of a cataclysm is a river flood [2,17,19,22].
As indicated by Pniewski and his team, the river flood hazard increases over years, and it is therefore
necessary to develop a flood risk management system [2]. Although the last severe floods in Poland
took place in 1997, 2001 and 2010, the fundamental flood protection infrastructure has not been restored
yet in many regions of Poland, despite strong efforts [17,23]. One can therefore accept the notion that
the resilience of the regions of Poland threatened by floods was not sufficient enough to accommodate
enormous amounts of flood waters, because the adverse consequences for society and particular sectors
of the economy were felt long after the flood waters subsided. This observation questions the state of
the adaptability of Polish local government units to flood hazard [17,19].

In Poland, the provisions of the so-called ‘flood directive’ (i.e., Directive 2007/60/EC) [24] have
been implemented since 2010 by the conducting of the Initial Flood Risk Assessment (IFRA), the
preparation and public distribution of Maps of Flood Hazard (MFH) and Maps of Flood Risk (MFR) [8]
and the introduction of Flood Risk Management by the Polish Parliament (FRMP) [17,24,25]. These
documents and the current ongoing work to update them indicate that the national policy on flood
risk management, understood as the sequence of decisions and actions (or lack of them) in the field of
flood protection, is systematically being formed in Poland [1,23]. The update of IFRA, MFH, MFR and
FRMP takes place in six-year planning cycles. Currently the IFRA verification and the MFH and MFR

84



Sustainability 2020, 12, 3003

update is in process in Poland. This impacts the identification of areas of new river flood hazard that
were not subject to hydraulic modelling in the first planning cycle to designate flood hazard zones [8].

The policy of flood risk management in Poland is implemented on every territorial level and
meets the prerogatives assigned to the relevant authorities on the level of state, voivodeship, county
and municipality [1,17,23], as well as water management regions [26]. Although the state and regional
policy for shaping flood risk is usually carried out within a catchment, it is the municipality, as the basic
local government unit in Poland, that is aware of flood risk level in its own territory and has to take up
appropriate actions in order to protect itself against an identified threat [12,17,27]. The municipality
is undoubtedly the subject (beneficiary) of the state and regional policy that shapes flood risk, but it
is also the creator of the local policy on flood risk in its own territory, especially by way of adaptive
actions, which are to make it immune to current and expected flood hazards. Disastrous floods cause
serious disturbances in the functioning of a municipality as a SES [1,12,17,22]. The system loses its
effectiveness and efficiency in terms of achieving its goals. Thus, the municipality-as-SES is supposed
to build adaptive capital based on its own resources and shape its capability to adapt to identified and
expected disturbances [19,27].

The aim of this article is to present a management tool which enables effective management
in municipalities, understood as socio-ecological systems (SES), by way of the process of shaping
municipalities’ adaptability to flood hazard. The process of a municipality’s adaptation to flood hazard
may be improved by comparing it to other subjects threatened with flood. Such comparisons may be
possible due to the introduction of 15 non-observable statistical features of a municipality-SES which
determine its adaptability to flood hazard [19].

The conducted analyzes allowed the research questions to be answered:
Which of the 15 selected statistical features of the municipality-SES that influenced the assessment

of adaptability:

1. distinguished the municipalities with the highest and the lowest adaptability assessment?
2. were characterized with the largest or the smallest variability?
3. adopted values distinguishing a municipality that can be a role model for other municipalities.

2. Features Which Determine the Adaptability of a Municipality-as-SES to Flood Hazard

It is necessary to highlight that the adaptation of units, such as municipalities and entire water
regions, to flood hazard was not analyzed in the FRMP developed in Poland [17]. This means that the
Polish Legislator assumed (wrongly, in the authors’ opinion) that their adaptability level to flood hazard
is the same across the entire area of the country [19]. Yet, it is hard to accept that all municipalities in
Poland have comparable resources which they can use to limit the adverse consequences caused by
floods, as well as during rebuilding the damage after a cataclysm subsides [16].

When assessing the adaptability level of Polish municipalities, it is necessary to note that:

• The municipality is a socio-ecological system (SES), because it is two interdependent systems,
a social system and an ecological system, whose functioning is conditioned by numerous
connections [17,19,28]. The aim of such an SES is social development, including the durability of
the ecological system. The implementation of this aim can be achieved by shaping the attitudes
and social needs and satisfying them, as well as by providing the opportunities to implement
ecosystem services [19,29].

• The adaptability of a municipality-as-SES threatened with floods is a (current) capability of the
system to limit the adverse consequences of floods. It results from the adaptive potential of the
system, that is the quality and quantity of the resources possessed by the system, which are
useful for conducting actions in the event of a cataclysm and after it subsides. It also results from
the adaptive capability of the system, that is its capability to activate these resources (adaptive
potential) [19,29].
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• The current adaptive capability and adaptive potential of a municipality-as-SES, and in
consequence its adaptability, can be described as the result of a set of SES’s attributes/non-observable
statistical features [19,29,30]. These features stimulate or break the process of shaping a
municipality’s capability to keep its effectiveness and efficiency in an event of disturbance
(the phenomenon of flood).

Therefore, the catalog of 15 features of an SES have been proposed, and ordered into four
categories [19,30]. On the one hand, these features (Figure 2) are a set of determinants which define the
effectiveness of the ongoing SES adaptation to floods occurring in the past and expected in the future.
These features also constitute a set of information on an SES, which are useful for assessing its current
adaptability to flood hazard. Selected statistical features of a municipality-as-SES describe its adaptive
potential (the quantity and quality of the resources) and adaptive capability (the capability to activate
these resources) [19].

Figure 2. Features affecting the adaptability of a municipality as a socio-ecological system (SES) [source:
own work].

Analysis with regard to the method of defining these authorial features has become the subject of
papers [19,30,31].

3. Materials and Methods

3.1. Research Area

The Flood Risk Management Plans (FRMPs) have identified problem areas in Poland that are
characterized by high flood risk. They require urgent intervention and are called the “hot spots”.
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One such region in Poland encompasses areas located along the course of the Nysa Kłodzka river.
The river has a length of over 182 km and is the left bank tributary of the central Oder river. It passes
through the following geographical areas: Kłodzka Valley, Sudetic Foothills and Silesian Lowland. In
the region of the Kłodzko Valley, flood risk is very high.

In the area of the conducted studies, not only were the 7 municipalities located in the
abovementioned hot spots included, but altogether 18 municipalities located in the Nysa Klodzka
catchment (from the spring in the Śnieżnik Massif down to its mouth in the valley of Lewin
Brzeski). Within the borders of these municipalities, areas of special flood hazard were identified
and Maps of Flood Risk (MRP) and Maps of Flood Hazard (MFH) were developed. The research
area included 7 rural municipalities: Kłodzko, Kamieniec Ząbkowicki, Łambinowice, Skoroszyce,
Popielów, Olszanka and Skarbmierz; 10 rural-urban municipalities: Międzylesie, Bystrzyca Kłodzka,
Bardo, Ziębice, Paczków, Otmuchów, Nysa, Niemodlin, Grodków and Lewin Brzeski, as well as one
urban municipality—Kłodzko. The abovementioned municipalities became the subject of the study.
The object of the study included the adaptability of these municipalities to flood hazard and the
territorial spacing of the municipalities’ level of adaptability to flood hazard [29,30]. The location of
the research area is presented in Figure 3. In turn, spatial distribution of the integrated level of flood
risk of this research area is presented in Figure 4.

Figure 3. Location of the research area—municipalities along the course of the Nysa Kłodzka river
[source: own work].
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Figure 4. Municipalities of the sub-basin of the Nysa Kłodzka along with the assigned level of integrated
flood risk set out in FRMP [source: own work].

It is worth underlining that most of the analyzed research area, i.e., Kłodzko Valley along with
Kłodzko city, is a beneficiary of the currently implemented project “The Oder Flood Protection Project”
within component 2: Kłodzko Valley Flood Protection. It was considered in this project that in order to
build stable and sustainable social-economic development of selected areas of the Oder basin, it is
necessary to strengthen flood protection [32,33].

The analysis of flood hazard and municipalities’ adaptability in terms of the catchment appears to
be the best solution [19,30,34]. In particular, flood protective investments implemented in Kłodzko
Valley will shape flood risk of the municipalities located in the entire area of the Nysa Kłodzka
catchment, and these municipalities will be able to plan their own adaptive actions towards flood
hazard. Such a methodological approach also has practical justification as the results of the performed
analyses and the developed research tool will support local decision-makers in setting strategic goals
for adaptation to flood hazard. It will allow them to indicate these municipalities’ features which
influence the assessment of their adaptability to flood hazard, as such assessment deviates from the
leaders’ standpoint in this field and indicates areas requiring corrective actions [30].

3.2. Methods

It was considered while conducting the studies dedicated to developing the method of a
municipality’s adaptability assessment to flood hazard in Poland [1,17,19,29,30], that the adaptability
of the municipality understood as a socio-ecological system (SES) is the result of many features of
this system. These features characterize both the resources of the social subsystem (its capability to
activate these resources in order to reduce adverse consequences of a flood) and the resources of the
ecological subsystem with the capability of reducing the adverse consequences of a flood. In total,
15 features of the municipality have been distinguished (including 12 features of the social subsystem
and 3 features of the ecological subsystem) [19,30], which form non-observable measurable statistical
features. Therefore, it became necessary to create research procedures allowing for the collection of
empirical observations which can be used to assess the municipality’s adaptability to flood hazard [29].
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In order to describe these 15 theoretical non-measurable statistical features of a municipality-as-SES,
which determine its adaptability to flood hazard, a public domain search was carried out in terms
of finding such observable variables that would comprehensively allow the diagnosis of these
features. These variables were sought in the resources of the Central Statistical Office, including the
Statistical Vademecum of the Local Government, and the Local Data Bank. Data obtained from the
Supreme Chamber of Nurses and Midwives, the Supreme Medical Chamber and County Sanitary and
Epidemiological Stations were also used. Due to these actions, data on 83 observable variables were
obtained in the first phase of empirical/quantitative data collection.

During the process of the assignment of the obtained observable variables to particular latent
statistical features, the problems of shortage or lack of such variables necessary to describe all
characteristics of the municipality-as-SES, which determine its adaptability to flood hazard, were
highlighted. Hidden statistical features, for which unsatisfactory numbers of observable variables were
collected, were: the features belonging to category K1—Human capital and social potential: D4—the
ability to respond to crises and D5—civilization capital; features from the category K2—financial
potential: D7—adequacy of the municipality’s budget structure to the hazard and D9—adequacy of the
municipality’s budget per capita and features belonging to the category of features K4—organizational
potential i.e.,: D14—the ability to organize local community and D15—the ability to organize the
external environment. In order to supplement the list of observable variables for the abovementioned
hidden statistical features (7 were defined), a questionnaire was created, adopting the thesis that
quantitative research is an effective source of obtaining data with regard to the new observable
variables which describe the characteristics of the municipality determining its adaptability to flood
hazard [29,30].

Using statistical data from all the mentioned sources, a matrix of averaged values of diagnostic
variables was created and became the base for output data for the preliminary assessment of the
municipality-as-SES’ adaptability to flood hazard. The results of this preliminary assessment of
adaptability of municipalities in the Nysa Kłodzka sub-basin are presented in this article [25].

It is necessary to emphasize that at the previous and current stage of studies [29], the authors did
not decide on the significance/importance of both non-measurable statistical features describing the
SES and the measurable observable variables forming these features, in view of their influence on the
assessment of the SES’s current adaptability to flood hazard. The same significance was assumed for
each of 15 hidden statistical features in the built-up synthetic adaptability index (SAI).

Within the conducted studies, a comparison—so-called benchmarking—was made, which took
into account 18 municipalities of the Nysa Kłodzka sub-basin. The benchmark was based on the
individual features that influence the adaptability of an SES to flood hazard. The method of developing
partial synthetic indicators of the adaptability in relation to the preliminary analyses [25] was modified
in order to make the obtained rankings play the role of a management tool. The authors wanted
to create a mechanism which could be applied in the process of the assessment of adaptability to
flood hazard in relation to particular non-measurable statistical features, which are determinants of
adaptability at the same time. The management tool is intended to be a useful form which allows
the indication that these latent statistical features (determinants) of particular municipalities-as-SES
which, in comparison to other units of local government, require improvement due to “unfavorably
standing out”.

The research method adopted by the authors is the multidimensional comparative analysis
(MCA) linear ordering method [34–37] in its classic and non-standard approach, which is based on a
synthetic variable. The MCA methods form a group of statistical methods used for studying complex
phenomena, which are directly non-measurable and which characterize identified objects subject to
analysis [38]. These objects should form a relatively homogeneous set. During the research, the objects
subject to analysis are the 18 municipalities-as-SES located in the Nysa Kłodzka sub-basin. They caught
the researchers’ attention due to one of their features, of complex nature—the adaptability to flood
hazard. The adaptability of a municipality-as-SES cannot be measured directly. Therefore, 15 authorial
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non-observable statistical features were proposed, describing the municipality-as-SES’ adaptability
to flood hazard. For this reason, the authors’ interest focused on measurable observable variables,
characterizing specific non-measurable statistical features of the municipality-as-SES. The observable
(diagnostic) variables were also treated as equivalent (Appendix A; Appendix B: Figures A1 and A2).
In this sense, the authors of this article use the terms: the feature of the municipality describing
its adaptability (non-observable statistical feature); the observable variable (measurable statistical
feature, indicator) and the category (category of the municipality’s features; category of non-observable
statistical features) which refer to the municipality as a social-ecological system threatened by flood
(Figure 5).

statistical 
variables

observable 
variables

quantitative (measurable), 
e.g. indicators of non-
observable variables 
(diagnostic variables)

qualitative 
(non-measurable)

non-observable 
variables 

(hidden, latent, 
theoretical)

e.g. features determining 
assessment of adaptability 
of municipality-as-SES to 

flood hazard, categories of 
such municipal features

Figure 5. Types of statistical variables allowing the assessment of a municipality-as-SES’ adaptability
to flood hazard [source: own work].

The preliminary comparative assessment of municipalities’ adaptability to flood hazard [29]
allowed the identification of municipalities characterized by much greater adaptability to flood hazard
than other municipalities. Thus, a general view of a municipality’s adaptability level was obtained
for the period 2010–2016. The collective classification of the considered municipalities became the
source of this knowledge. It was created on the basis of the set of indicators of specially developed
synthetic variable A the so-called SAI. In this way, a measurer was obtained, for which rising values
reflect a higher assessment of adaptability of the given municipality. To build an SAI, the diagnostic
variables (indicators) were used. The set of statistical data for the years 2010–2016 was obtained using
the abovementioned sources. This is how the set of potential diagnostic variables Xj, j = 1, . . . , 110
containing 110 elements was created, and these variables and the values of these variables were
obtained in particular years. The statistical material was preliminarily developed using the complete
review method. Then, using arithmetic average, the diagnostic variables were averaged. The structure
of the final set of the diagnostic variables was two-stage and was based on the selection of potential
indicators. The criteria of selection are mainly of a statistical character. The diagnostic variables were
researched for the variability of their observed values, as well as for the mutual linear correlation
of indexes, excluding the cases of apparent correlation. As a result of these analyses, out of 110
diagnostic variables 70 were selected and these were characterized by 14 statistical features (out of
15 subject to the analysis) of the municipalities-as-SES located in the Nysa Kłodzka sub-basin, which
determine municipalities’ adaptability to flood hazard. The ability to react to crisis situations (D4) is
the only statistical feature of the municipality-as-SES which was excluded from analyses, because it
was diagnosed by variables which absorbed homogeneous results in the population of the municipality
in the Nysa Kłodzka sub-basin.
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Next, the observable variables (diagnostic variables) were divided into stimulants and destimulants,
which results, among other things, from the specifics of the adopted research method—MCA.
The authors concluded that in the case of the problem in question, the nominants do not occur.
The subsequent stage of work was the normalization of the values of the diagnostic variables
by the method of zeroed unitarization, which has a lot of desirable features during the ongoing
research [39–43]. Performing data normalization allows the comparison of the values of variables,
including the diagnostic variables. Within the normalization and transforming destimulants into
stimulants, the diagnostic variables were brought down to a mutual form or mutual character. At the
end, the values ai of the synthetic variables were indicated as the sum of the normalized values of
the diagnostic variables. The municipality achieves a higher position in the classification as a greater
value is achieved by the synthetic measure—that is, value ai corresponding to a given municipality
(see Appendix B: Figures A1 and A2).

The partial classifications were used in order to benchmark 18 municipalities-as-SES of the Nysa
Kłodzka sub-basin with regard to individual non-measurable statistical features determining the
SES’s adaptability to flood hazard. Thus, the conducted research was based on performing partial
qualifications (obtaining partial classifications) of the municipalities in question, where the criterion
of classification was the assessment of each theoretical statistical feature affecting the adaptability
of particular municipalities to flood hazard. At the same time, the assessment of these features was
performed on the basis of a set of values of the specially created synthetic variables. In order to build
particular synthetic variables, diagnostic variables describing a given statistical feature were used,
i.e., the determinant of the municipality-as-SES affecting its adaptability.

For each of the 14 determinants Dk, where k ∈ {1, 2, 3, 5, 6, . . . , 15}, which are the non-measurable
features of the municipalities-as-SES affecting its adaptability (the adaptability determinants),
the following actions were performed:

• normalized values of the diagnostic variables characterizing Dk were added, obtaining the sum of
the form dk,i =

∑
j

zi j, where zij—normalized value j—variable for the i municipality,

• for each k, where k ∈ {1, 2, 3, 5, 6, . . . , 15}, normalization of the data dk,1, . . . , dk,18 was performed

by the method of zeroed unitarization, obtaining the data d̃k,1, . . . , d̃k,18 (see Appendix B: Figures A3
and A4).

Then, taking as a basis the partial qualifications of the studied municipalities with regard to the
non-measurable statistical features, the analyzed municipalities were classified again with regard to
the adaptability determinants. Thus, the obtained classification of the adaptability level of the studied
municipalities turned out to be slightly different from the one described in [25], because:

- the values aD,i of the statistical variable AD were determined as the sum of the normalized values

of the data d̃k,1, . . . , d̃k,18, i.e., aD,i =
∑
k

d̃k,i′ i = 1, . . . , 18;

- for each i, where i = 1, 2, . . . , 18, the normalization of the data aD,1, . . . , aD,18 was performed by

the method of zeroed unitarization, obtaining the values of the variable ÃD (Figure 6).
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Figure 6. The procedure of creating a new ranking according to their adaptability to flood hazard
[source: own work].

A general municipality classification of the studied area, with regard to the non-measurable
statistical feature determining municipalities’ adaptability to flood hazard, was created on the basis of
a set of values of the variable ÃD for each of the 14 features analyzed in the article. This classification is
built with the assumption that the determinants have equal influence on the adaptability assessment.
The higher a position a municipality achieves in the classification, the higher a value achieves the value
of the variable ÃD corresponding to it. These results are summarized in Figure 7.

It is necessary to emphasize that the obtained result in the form of the amount of measurable
observable (diagnostic) variables, which describe the non-measurable statistical features (determinants)
of a municipality-as-SES, is specific for the analyzed research area. Although the latent statistical
feature (determinant) D4 (The ability to react in hazardous situations) did not maintain its form after
the analyses of the representation as the observable (diagnostic) variables, it does not indicate that the
feature is of marginal character.

It is highly probable that while conducting the analyses for the municipalities-as-SES located in
another research area, the stake of selected variables and, in consequence, those described by these
features (determinants), would be different. The features of a municipality, presented in the article,
that determine the level of adaptability, can be applied within other areas of research, because they are
features of universal character.

Although the observable variables as well as the non-observable features (adaptability
determinants), ordered into four categories of features (determinants) of SES adaptability, may
be considered universal because they result from the adopted concept of the municipality-as-SES,
their usefulness in the description of an analyzed municipal population depends on the specifics of
the analyzed SES and the time period of the conducted research as well as the observed values of
individual statistical features.

4. Results

The collective results of the comparative analysis of the municipalities of the Nysa Kłodzka
sub-basin are presented in Table 1. With regard to this catchment, the comparison criterion was
determined by the values of the synthetic measures of 15 non-observable statistical features in relation
to the characteristics of the municipalities, determining their adaptability to flood risk. Then, in Figure 8,
a demonstrative drawing is presented which shows the spatial distribution of a given non-measurable
statistical feature. These maps are to highlight the change of value of particular positions of the

92



Sustainability 2020, 12, 3003

municipalities from the research area (features (F) 1–15; except for F4—insignificant statistical feature
in an analyzed population of municipalities).

Finally, Figure 9 shows the spatial distribution of positions taken by the municipalities in the
synthetic classification of the adaptability, based on the summary of partial classifications.

The ranking of municipalities according to the level of adaptability (synthetic adaptability index
SAI form, Figure 7) is crucial for this work because it shows that each population (of municipalities)
has its leader. It is also some kind of a clue for the rest of the municipalities as to how much their level
of adaptability differs according to the leader’s. It also suggests in which areas those municipalities
need to improve. There is no adaptability threshold. Each population has its leader, thought this is not
to say the leader is an ideal example.

 

Figure 7. The classification of the adaptability of the municipalities-as-SES in the Nysa Kłodzka
sub-basin to flood hazard, with the assumption of the homogeneous influence of non-measurable
statistical features to the synthetic index of the adaptability [source: own work].
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Figure 9. The synthetic classification of the adaptability to flood hazard in the municipalities-as-SES of
the Nysa Kłodzka sub-basin [source: own work].
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ię
bi

ce
12

17
7

17
14

8
5

14
4

10
8

18
1

11

8
Pa

cz
kó

w
11

8
6

10
8

17
7

4
12

17
3

9
15

17

9
O

tm
uc

hó
w

17
13

16
1

16
12

1
9

9
13

15
6

5
7

1
0

N
ys

a
4

4
14

13
1

11
3

17
18

11
18

13
8

5

1
1

Ła
m

bi
no

w
ic

e
15

6
2

12
6

18
8

12
5

12
12

3
14

10

1
2

Sk
or

os
zy

ce
9

15
18

18
18

14
4

11
14

15
4

17
12

12

1
3

N
ie

m
od

lin
3

2
15

15
9

9
9

15
8

6
9

8
7

16

1
4

Po
pi

el
ów

18
5

11
3

4
13

18
10

2
2

1
12

17
1

1
5

G
ro

dk
ów

10
1

17
6

5
4

2
8

6
3

13
1

16
9

1
6

O
ls

za
nk

a
5

10
4

2
11

15
15

13
7

14
5

11
3

14

1
7

Le
w

in
Br

ze
sk

i
13

9
13

14
13

16
13

16
11

1
10

14
18

6

1
8

Sk
ar

bi
m

ie
rz

2
12

10
11

17
1

12
3

3
18

6
16

13
15

96



Sustainability 2020, 12, 3003

The conducted comparative analysis of the municipalities-as-SES in the Nysa Kłodzka sub-basin
according to the features determining municipalities’ adaptability to flood hazard has allowed the
following conclusions:

• The rural-urban municipality Bystrzyca Kłodzka three times scored first place in the classification
of municipalities where the municipalities were compared according to their human capital (feature
D3), their budget per citizen (feature D9), as well as diverse forms of land development (feature
D11). Bystrzyca Kłodzka also obtained high scores in the classifications of municipalities, according
to the municipal budget structure providing financing of adaptation actions (2nd place), and in the
classification of municipalities according to cultural potential (3rd place). This municipality was
classified first in the classification of municipal adaptability, however, in the case of classifications
according to health capital and the threat of environmental contamination, its position was 16th.
Therefore, it is obvious that the leader among the municipalities in the Nysa Kłodzka sub-basin
may also use the experience of partner municipalities which are ahead of Bystrzyca Kłodzka in
many other classifications when it comes to the process of shaping adaptability to flood hazard.

• The rural municipality Skoroszyce was classified last three times in the classification of the
municipalities, where the municipalities were compared according to their civilization capital
(feature D3), the ability to organize social life, including political life (feature D5), as well as
cultural potential (feature D6). This municipality was also in far-reaching positions according
to institutional potential (17th place) and the diverse form of land development (15th place).
Skoroszyce, in the synthetic classification of adaptability to flood hazard, took the last (18th)
position among all the analyzed municipalities. However, it has to be highlighted that there were
two areas in which this municipality scored 4th place—the municipality’s ability to service its
obligations (feature D8) and the threat of environmental contamination by objects of environmental
flood risk (feature D12).

• The biggest dispersions of values for the analyzed non-measurable statistical features of the
municipalities-as-SES to flood hazard were noticed for the features: D11—diverse forms of nature
protection and D14—the ability to organize the external environment.

• The smallest dispersions of the values for the analyzed non-measurable statistical features of
the municipalities-SES to flood hazard were noticed for the features: D7—the structure of the
municipal budget and D8—the municipality’s ability to service its obligations (the municipality’s
financial condition).

• It is worth emphasizing that the smallest changes of values for the non-measurable statistical
features of the municipalities-as-SES were noticed in the areas for which the information regarding
the diagnostic variables were aggregated on the county level; this is mainly reflected by feature
D12—the threat of environmental contamination from the objects of environmental flood risk.

Figure 8 shows the classification of municipalities’ adaptability in the Nysa Kłodzka sub-basin
to flood hazard created with regard to the synthetic adaptability index (SAI). On the basis of the
conducted comparative analysis of the municipal adaptability to flood hazard (Figures 8 and 9), we
can conclude that due to frequent historical floods, the municipalities located in the upper run of the
Nysa Kłodzka river have already developed the ability to build their resilience to floods and this is
reflected by their positions in the classification of municipalities: Bystrzyca Kłodzka (1), Międzylesie
(3) and the urban municipality of Kłodzko (5).

5. Conclusions

It is necessary to highlight that the proposed research tool in the form of a synthetic adaptability
index (SAI) used to assess the municipality-as-SES’s adaptability to flood hazard is the first holistic
conception of such a type, aggregating many types of municipality-as-SES’s activity (human, capital
and social potential, financial potential, ecological potential and organizational potential). Due to the
fact that the presented studies are the first of their type in Poland, which undertake the subject of
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the assessment of the adaptability of Polish municipalities to flood hazard, they can be considered
both pioneering studies and pilot studies. The obtained results now become the basis for verifying
the content of the presented research tool in the aspect of its substantive construction (an adoption of
certain—and no other—features, selection of these features, their quantity, giving equivalent weight).
It is necessary to emphasize that in the Polish literature on the subject there have been studies regarding
selected aspects of natural hazards or floods, however, they referred to one defined component in the
field of conceptual flood risk assessment (Figure 1). These studies were performed in relation to social
vulnerability [10,12,44], susceptibility [18] or SESs’ adaptability to weather phenomena [27].

At this stage of the study, it was recognized that each of the features used to assess the adaptability
(one of 15 components building SAI) is equal, regardless of the number of indicators included in it
(observable variables). In the subsequent stage of study, it will be necessary to consider giving specific
weight to particular statistical features.

Authorial non-measurable statistical features, though covering the entire spectrum of an SES’s
functioning, may be distinctive for a specific research population in a given country. Hence, social,
economic or institutional conditions in other countries may raise barriers when trying to compare one
SES with another, and thus, create limitations in the development of a universal tool for assessing the
adaptability of different local government units which are all, however, at risk of flooding.

A similar problem may arise when building the indicators (observable variables) and using
information from the research tool in the form of a survey questionnaire. It is necessary to emphasize
that the presented non-observable statistical features were built on the basis of partial indicators
sourced from public domain data and also from surveys. Data from the survey questionnaire may not
only be subjective because of the person who fills in the required information; these data also lack
information on archive data, their fragmentation, etc., (more on the construction of the research tool in
the form of a survey questionnaire performed on the population of municipalities of the Nysa Kłodzka
sub-basin in Poland is discussed in [30]).

Authors from other countries indicate that there are many research approaches in resilience
assessment [29,45,46] (this article considers the adaptability as part of this body), and the conclusion
that comes from the analysis of this part of the literature on the subject is that it is recommended that a
combination of many of research approaches is used [47].
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Appendix A

Construction of the set of diagnostic variables was two-step and was based on the selection of
potential indicators. The criteria of choice are mainly of a statistical nature. Potential diagnostic
variables removed from the set include:

1. ones that are not very diverse, i.e., those for which the absolute value of the classic coefficient
of variation is less than 10%, as well as those of which the vast majority of realization is the
same number;
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2. ones that are too strongly correlated, i.e., with similar information potential, by eliminating one
variable from each pair of too closely related indicators; however, cases of apparent correlation
were not taken into account.

In the correlation analysis the critical value r* of Pearson’s correlation coefficient was used [29].
This value was determined with the formula:

r∗ =

√
t2

t2 + n− 2
(A1)

where:
n—number of data, in this case n = 18,
t—value of statistics read from the tables of t-Student for the level of significance α and for n− 2

degrees of ease, wherein it α = 0.05 was adopted. As a result of the calculation, we get r∗ = 0.47.
During the study, too strongly or otherwise significantly correlated variables were considered

those for which the absolute value of Pearson’s correlation coefficient are greater than 0.47.
The set of diagnostic variables were divided into stimulants and destimulants.
To compare the values of diagnostic variables, they should be normalized. In the subject literature,

a number of methods of normalization are described [29].
The authors of this article insisted on the chosen normalization to meet the most possible of the

requirements most often given to this type of methods.
These are the following postulates:

• depriving the titles in which the features are expressed;
• bringing the order of variable sizes to a state of comparability;
• the equality of the length of variability intervals of values of all normalized features (constancy of

the range) and equality of the lower and upper limits of their variability interval, in particular the
interval [0, 1];

• the ability to normalize the features of positive and negative values, or only the negative;
• the ability to normalize the features of the value that equals zero;
• not-negativeness of the value of the normalized features;
• the existence of simple formulas—within a given normalization formula—unifying the nature of

the variables.

The normalization of the value of diagnostic variables was applied with the use of reset unitarization
described with the formulas [29]:

• formula for stimulants:zij =
xij−min

i

{
xij

}
max

i

{
xij

}
−min

i

{
xij

}
• formula for destimulants: zij =

max
i

{
xij

}
−xij

max
i

{
xij

}
−min

i

{
xij

}
where:

zij—normalized value j—variable for i—municipality.
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Appendix B

Figure A1. The procedure of creating a ranking of municipalities according to their adaptability to
flood hazard [source: own work].
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Figure A2. The procedure of making the ranking of municipalities due to their adaptability to flood
hazard. [source: own work].
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Figure A3. Procedure for creating a ranking of a municipality-as-SES’s adaptability to flood hazard
according to a random non-observable statistical feature of the municipality-as-SES determining its
adaptability to flood hazard [source: own work].
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Figure A4. The procedure of creating the ranking of adaptability of a municipality-as-SES to flood
hazard in relation to a random non-measurable statistical feature of the municipality-as-SES determining
its adaptability to the flood hazard [source: own work].

References
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Abstract: Ecological vulnerability, as an important evaluation method reflecting regional ecological
status and the degree of stability, is the key content in global change and sustainable development.
Most studies mainly focus on changes of ecological vulnerability concerning the temporal trend,
but rarely take arid and semi-arid areas into consideration to explore the spatial heterogeneity of the
ecological vulnerability index (EVI) there. In this study, we selected the Ningxia Hui Autonomous
Region on the Loess Plateau of China, a typical arid and semi-arid area, as a case to investigate the
spatial heterogeneity of the EVI every five years, from 1990 to 2015. Based on remote sensing data,
meteorological data, and economic statistical data, this study first evaluated the temporal-spatial
change of ecological vulnerability in the study area by Geo-information Tupu. Further, we explored
the spatial heterogeneity of the ecological vulnerability using Getis-Ord Gi*. Results show that:
(1) the regions with high ecological vulnerability are mainly concentrated in the north of the study
area, which has high levels of economic growth, while the regions with low ecological vulnerability are
mainly distributed in the relatively poor regions in the south of the study area. (2) From 1990 to 2015,
ecological vulnerability showed an increasing trend in the study area. Additionally, there is significant
transformation between different grades of the EVI, where the area of transformation between a
slight vulnerability level and a light vulnerability level accounts for 41.56% of the transformation area.
(3) Hot-spot areas of the EVI are mainly concentrated in the north of the study area, and cold-spot areas
are mainly concentrated in the center and south of the study area. Spatial heterogeneity of ecological
vulnerability is significant in the central and southern areas but insignificant in the north of the study
area. (4) The grassland area is the main driving factor of the change in ecological vulnerability, which
is also affected by both arid and semi-arid climates and ecological projects. This study can provide
theoretical references for sustainable development to present feasible suggestions on protection
measures and management modes in arid and semi-arid areas.

Keywords: ecological vulnerability; geospatial analysis; sustainable development

1. Introduction

Ecological vulnerability, which refers to the self-recovery ability of ecosystems when they suffer
disturbances at a specific temporal scale [1], has been an important concept for reflecting the deviation
degree from the original ecological condition under the external interferences [2,3]. The assessment
of ecological vulnerability, therefore, is critical for research on ecological change [4,5]. With the rapid
development of society, however, the growth of anthropogenic activities has significantly aggravated
ecological vulnerability on a global scale [6,7]. The sustainable development of arid and semi-arid
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regions is related to assessing ecological vulnerability because arid and semi-arid areas are especially
sensitive to variable environmental changes and human influences.

The assessment of ecological vulnerability is essential for ensuring and managing eco-environmental
stability. Ecological vulnerability can be assessed by the analytic hierarchy process (AHP) [1,8,9], principal
component analysis (PCA) [10,11], fuzzy comprehensive evaluation [12], entropy weight analysis [13,14],
spatial principal component analysis (SPCA), and other techniques. Studies have shown that the
SPCA method, which is based on principal component analysis (PCA) and spatial feature extraction,
has advantages in ecological vulnerability assessment [1,15,16]. One advantage of this method is that the
SPCA not only adds spatial constraints to the traditional PCA but also considers the spatial dependence
in data sets. This method has been widely used to describe the characteristics of changes in ecological
vulnerability in arid and semi-arid areas because of its advantages in being good for map and comparison
services [17,18].

In terms of the recognition of ecosystem-humanity interactions, human activities are considered
to have a serious impact on regional ecological vulnerability [19,20]. For example, previous research
shows that population and economic growth lead to increased conditions of ecological vulnerability,
especially in close proximity to urban agglomerations [21–23]. Other studies imply that ecological
vulnerability is negatively correlated with urbanization [14]. Although these studies explain the
relationship between ecological vulnerability and human activities, some gaps in knowledge remain.
Most studies have focused on the establishment of indicator systems of ecological vulnerability [1] or
the spatial and temporal changes in ecological vulnerability [4,24] but they have paid little attention to
the spatial heterogeneity of ecological vulnerability [22]. Currently, ecological vulnerability assessment
focuses on unstable ecosystems, such as urban areas [22,25], specific habitats [26], or areas with a
poor ecological environment [19,27,28]. These ecological vulnerability analyses fail to explore the
local spatial differentiation of ecological vulnerability. Getis-Ord Gi* is a spatial statistical method,
which can describe and visualize the spatial distribution, discover local spatial correlation patterns,
identify heterogeneous units, and suggest spatial states [29,30]. Compared with the traditional method
of identifying process-related regions, Getis-Ord Gi* has shown a certain effectiveness in exploring the
spatial heterogeneity of ecological vulnerability, which lays a foundation for the study of the impact of
human interference on ecological vulnerability.

This study takes the Ningxia Hui Autonomous Region, at the intersection of the Loess Plateau,
the Mongolian Plateau, and the Qinghai-Tibet Plateau in China, as a case to examine ecological vulnerability
in arid and semi-arid regions. Over the past few decades, Ningxia has undergone rapid urbanization,
large-scale agricultural modernization, and continuous ecological conservation projects. The poor ecological
conditions and the various human influences make the study area an ideal region to study ecological
vulnerability. The objectives of this study are to: (1) analyze changes of ecological vulnerability in
Ningxia, (2) visualize the spatial-temporal transformation of ecological vulnerability in Ningxia based on
Geo-information Tupu, (3) explore the spatial heterogeneity of ecological vulnerability based on Getis-Ord
Gi*, and (4) detect the driving factors of ecological vulnerability by SPCA. This study provides references
for sustainable development in arid and semi-arid areas.

2. Materials and Methods

2.1. Study Area

The Ningxia Hui Autonomous Region (Ningxia) is located in the upper and middle reaches of
the Yellow River in the northwest of China (Figure 1). The study area is situated at 35◦14′–39◦23′ N
and 104◦17′–107◦39′ E in an arid and semi-arid region, which belongs to the temperate continental
climate. The annual average temperature is about 5–9C. The annual precipitation is 150–600 mm,
and the average annual surface evaporation is 1250 mm. The study area consists primarily of plains
covered with grassland and farmland, which have provided the main agricultural function of the study
area since the 16th century. In 2015, the study area included 5 cities and 22 counties [31].
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Figure 1. Location of the study area. (Numbers refer to counties: 1—Huinong district, 2—Dawukou district,
3—Pingluo county, 4—Helan county, 5—Jinfeng district, 6—Xixia district, 7—Xingqing district, 8—Yongning
county, 9—Lingwu, 10—Qingtongxia, 11—Litong district, 12—HongSiBao district, 13—Tongxin county,
14—Yanchi county, 15—Zhongning county, 16—Shapotou district, 17—Haiyuan county, 18—Yuanzhou
district, 19—Pengyang county, 20—Xiji county, 21—Longde county, and 22—Jingyuan county).

2.2. Data Collection

In this study, land use/land cover (LULC) data from 1990, 1995, 2000, 2005, 2010, and 2015 was
provided by the Data Center for Resources and Environmental Sciences, Chinese Academy of Sciences
(RESDC). The population density (POP) data was also from RESDC. The gross domestic product (GDP)
data came from National Earth System Science Data Sharing Infrastructure, National Science and
Technology Infrastructure of China. All spatial resolution was 1 km.

2.3. Methods

This study used the Data Management Tool module to generate cells by ArcGIS 10.4 and to perform
all calculations for internal landscape units. This study adopted the sampling grids of 1 × 1 km with a
total 66,400 cells for the six periods in this study area, which used ArcGIS 10.4, Python, and GeoDa 1.1
for further analyses.

2.3.1. Assessment of Ecological Vulnerability

Given the existing international evaluation principles and standards [1,2], the comprehensive
evaluation system of ecological vulnerability was established combining the ecological conditions of the
study area. The ecological vulnerability index is based on both natural and social factors. The natural
factors include the digital elevation model (DEM), hours of sunshine, average annual precipitation,
average annual temperature, normalized difference vegetation index (NDVI), soil erosion, and degree
of land use. Social factors include the gross domestic product (GDP), agricultural output, industrial
output, population density, and grassland area. All indicators are standardized. SPCA is employed to
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determine the weight of each factors. SPCA is used to add spatial features on the basis of PCA, and its
calculation principle is consistent with PCA [1,15,16].

PCA is a statistical analysis method that transforms multiple variables into a few principal
components (composite indicators) through dimensionality reduction [32–34]. In this study, PCA was
used to make a linear combination of 12 standardized indexes to make them become new comprehensive
indexes. The correlation coefficient matrix was solved to obtain the eigenvectors, thus obtaining
12 principal component results. The number of principal components was determined by the standard
of a cumulative contribution rate ≥ 85%. From this w got our final principal component result.
The calculation formula was as follows:

R =
ZTZ

n
(1)

|R− |Iג = 0 (2)

CCR =

∑m
j=1 ג j∑n
j=1 ג j

≥ 0.85 (3)

P = Z·W (4)

where R was the correlation coefficient matrix, Z was the standardized value of each selected index,
n was the number of indexes, λwas the eigenvalues of the R correlation coefficient matrix, I was the
identity matrix, CCR was the cumulative contribution rate, m was the number of principal components
that were determined, P was the matrix containing values of every considered principal component,
and W was m number of eigenvectors with the largest eigenvalues selected to form the dimensional
matrix. The SPCA was obtained by calculating PCA in ArcGIS 10.4. The SPCA results are shown in
Table 1.

Table 1. The results of spatial principal component analysis.

Principal Component 1990a 1995a 2000a 2005a 2010a 2015a

Eigenvalue/%

I 0.069 0.073 0.066 0.067 0.066 0.066
II 0.036 0.039 0.038 0.042 0.041 0.044
III 0.021 0.019 0.024 0.029 0.026 0.026
IV 0.015 0.013 0.015 0.016 0.016 0.017

Contribution/%

I 42.315 44.965 40.530 37.930 38.657 37.612
II 22.256 24.309 23.420 23.765 23.650 24.640
III 13.157 11.545 14.908 16.288 15.106 14.890
IV 9.453 7.748 9.526 9.006 9.108 9.543

Cumulative
contribution/%

I 42.315 44.965 40.530 37.930 38.657 37.612
II 64.571 69.274 63.950 61.694 62.306 62.252
III 77.729 80.819 78.857 77.983 77.412 77.143
IV 87.182 88.566 88.384 86.988 86.520 86.686

Based on spatial principal component analysis (SPCA), the ecological vulnerability index (EVI)
was the sum of the weighted principal components [2].

EVI =
m∑

i=1

rmPm (5)

ri =
ni∑m
i ni

(6)
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where EVI was the ecological vulnerability index, r was the contribution ratio, P is the principal
component, m was the number of principal components, r i was the contribution ratio of principal
component i, and ni was the eigenvalue of principal component i.

2.3.2. Gradient Classification of Ecological Vulnerability

In this paper, natural breaks classification (NBC) was used to classify the EVI to reflect different
degrees of ecological vulnerability. NBC is a method of analyzing the statistical distribution of attribute
space, which maximizes the difference between classes. In this study, the assessment of ecological
vulnerability was divided into five grades [4,24], namely slight vulnerability: <0.1444, light vulnerability:
0.1444–0.2480, medium vulnerability: 0.2480–3982, heavy vulnerability: 0.3982–0.6282, and extreme
vulnerability: >0.6282.

2.3.3. Geo-Information Tupu Change Analysis

Geo-information Tupu is an effective way to study the process integration of ecological vulnerability.
Based on the ArcGIS tool, EVI process change is revealed by Geo-information Tupu [35]. The specific
operational formula was [36]

T = Y1 × 10n−1 + Y2 × 10n−2 + . . .+ Yn × 10n−n (7)

where T was the Tupu unit code of the Tupu mode characteristics within the representation research
stage, Yn was the ecological vulnerability Tupu unit code of representation in a certain year, and n was
the number of the ecological vulnerability grade.

2.3.4. Cold-Hotspot Study Change Analysis

In this study, the Getis-Ord Gi* index was used to analyze the high/low spatial aggregation degree
of EVI changes, that is, the spatial distribution of cold/hot spots. The calculation formula was

Gi∗ =
∑n

j=1 wijxj −X
∑n

j=1 wij

s
√[

n
∑n

j=1 w2
i j − (

∑n
j=1 wij)

2
]
/(n− 1)

(8)

X =
1
n

n∑
j=1

xj (9)

√√√√⎛⎜⎜⎜⎜⎜⎜⎝1
n

n∑
j=1

x2
j −X

2

⎞⎟⎟⎟⎟⎟⎟⎠ (10)

where G∗i was the output statistical Z-score, xj was the EVI change of space unit j, and wij was the
spatial weight between adjacent space units i and j.

3. Results

3.1. Spatial and Temporal Characteristics of Ecological Vulnerability

The results of the ecological vulnerability index (EVI) in Ningxia were as follows:

1. EVI1990 = 0.4852A1+0.2553A2 + 0.1509A3 + 0.1084A4;
2. EVI1995 = 0.5077B1+0.2745B2 + 0.1303B3 + 0.0875B4;
3. EVI2000 = 0.4586C1+0.2650C2 + 0.1687C3 + 0.1078C4;
4. EVI2005 = 0.4360D1+0.2732D2 + 0.1872D3 + 0.1035D4;
5. EVI2010 = 0.4468F1+0.2733F2 + 0.1746F3 + 0.1053F4;
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6. EVI2015 = 0.4339P1+0.2842P2 + 0.1718P3 + 0.1101P4;

where EVIi were the ecological vulnerability index in year i; A1~A4, B1~B4, C1~C4, D1~D4, F1~F4,
and P1~P4 were the principal components in 1990, 1995, 2000, 2005, 2010, and 2015, respectively.

Figure 2 shows the area percentages of different grades of ecological vulnerability. It can be seen
that the sum of the area percentage (SSL) of slight vulnerability and light vulnerability of the whole area
was ranked as SSL2010 > SSL2005 > SSL2000 > SSL2015 > SSL1990 > SSL1995. In 2005, the whole degree of
ecological vulnerability was at the lowest level, with the area of slight vulnerability accounting for 51%
of the study area.

Figure 2. Changes of ecological vulnerability in Ningxia.

The spatial change of ecological vulnerability is shown in Figure 3. The spatial statistical model was
used for data visualization and shows the spatial and temporal variation of ecological vulnerability in
Ningxia more clearly and intuitively. The EVI showed a decreasing trend from north to south. The grade
of ecological vulnerability in the north of Ningxia (Shizuishan City and Yinchuan City) from 1990 to 2015
was mainly extreme vulnerability, and the area of extreme vulnerability initially increased but decreased
later. From 1990 to 2015, the grade of ecological vulnerability in the west of Ningxia (Zhongwei City)
mainly consisted of medium vulnerability and heavy vulnerability. The areal proportions of medium
vulnerability presented a trend of “increased-decreased-increased”, while the area of heavy vulnerability
initially increased but decreased later. The grade of ecological vulnerability in the east of Ningxia
(Wuzhong City) was light vulnerability, and the area of light vulnerability initially increased but
decreased in 2015. The grade of ecological vulnerability in the south of Ningxia (Guyuan City) mainly
consisted of slight vulnerability and light vulnerability, and the area of slight vulnerability showed
initially increased but decreased in the latter period.

3.2. Transformation of Ecological Vulnerability

Tupu is a spatial model that visualizes the transformation between different grades of ecological
vulnerability at each patch. Tupu analysis can more clearly show the dynamic change of ecological
vulnerability in Ningxia from 1990 to 2015 (Figure 4). In the past 25 years, the main changes of ecological
vulnerability in the study area were that the area of light vulnerability decreased and the area of slight
vulnerability increased. First, from 1990 to 2015, the transformation area of ecological vulnerability
level accounted for 37.95% of the study area. There were 20 types of transformation, among which
the main type was the transformation from light vulnerability to slight vulnerability, accounting for
10.37% the study area. Secondly, the area of slight vulnerability transforming into light vulnerability
accounted for 5.39% of the study area.
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Figure 3. Spatial distribution of ecological vulnerability in the study area.

Figure 4. Tupu of study area ecological vulnerability.
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There were 20 types of Tupu changes of ecological vulnerability, and the characteristics of Tupu
changes were different in six periods. The transformation areas of ecological vulnerability accounted
for 58.12%, 52.26%, 24.93%, 19.97%, 17.13%, and 38.43%, respectively, of the study area for the years
of 1990, 1995, 2000, 2005, 2010, and 2015. The main change of ecological vulnerability was from
light vulnerability to slight vulnerability, and the change was significant in the period of 1990–1995,
followed by 1995–2000. Such changes mainly occurred in the center of the study area in 1990–1995 and
in the center and south of the study area in 1995–2000. The transformation of ecological vulnerability
was less from 2005 to 2010, when the main type was transformation from slight vulnerability to light
vulnerability in the center of the study area.

3.3. Cold-Hotspot Analysis of EVI

Cold-hotspot is a spatial model used to display spatial aggregation calculated by Getis-Ord
Gi*. The calculation of the EVI of Ningxia from 1990 to 2015 based on the cold-hotspot can intuitively
see spatial aggregation of similar values. At the same time, by comparing the spatial distribution of
cold spots and hot spots in different years, we can get the differences in the spatial change of EVI on the
time scale (Figure 5). On the whole, the hot-spot areas were clustered in the north and the cold-spot
areas were distributed in the south of the study area. In terms of the temporal trend, areas of hot spots
and cold spots of the EVI all decreased from 1990 to 2005, but the trend was reversed from 2005 to
2015. This trend hints that north-south heterogeneity of the EVI was mitigated in the former period
(1990–2005), while the changes of ecological vulnerability since 2005 are noteworthy.

Figure 5. Getis-Ord Gi* scores of ecosystem vulnerability values.
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In terms of spatial patterns, planners need to pay more attention to the high ecological vulnerability
in the north and increasing ecological vulnerability in the south. In the north, the ecological conditions
in Shizuishan City and Yinchuan City were always at a disadvantage from 1990 to 2015 (hot spots
of the EVI). In the south, the cold spots of Guyuan City showed a decreasing trend, which means
an increasing ecological sensitivity. Fortunately, environmental conditions in the west and east of
the study area seemed to become better during the study period. In the west, hot spots of the EVI in
Zhongwei City decreased, implying that the ecological vulnerability weakened. In the east, Wuzhong
City was at a low level of ecological vulnerability in 2015, showing that the environmental condition
was in a good state, although it seemed to suffer from 1990 to 2010.

3.4. Driving Factors Analysis

Principal component vectors were employed to detect the driving factors of ecological vulnerability
change, as shown in Figure 6.

Figure 6. Correlation analysis diagram of principal components and factors. DEM—Digital Elevation
Model, P—Annual Average Precipitation, T—Annual Average Temperature, S—Hours of Sunshine,
NDVI—Normalized Difference Vegetation Index, SE—Soil Erosion, D—Degree of Land Use,
A—Agricultural Output, I—Industrial Output, POP—Population Density, GDP—Gross Domestic
Product, and G—Grassland Area.
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In 1990, principal components I, II, III, and IV all reflected socio-economic background factors,
while principal components I and II also reflected meteorological factors. The contribution rate of
principal component I was 42.32%. This factor was highly correlated with the grassland area, hours of
sunshine, and GDP, with the correlation coefficients of 62.87%, 41.53%, and 16.86%, respectively.
The contribution rate of principal component II was 22.26%. This factor was highly correlated with the
grassland area, degree of land use, and annual average precipitation, with the correlation coefficients
of 73.23%, 42.13%, and 33.08%, respectively. The contribution rate of principal component III was
13.16%. The correlation coefficient between this factor and the NDVI, agricultural output, and GDP
was high at 60.68%, 47.69%, and 41.14%, respectively. The contribution rate of principal component IV
was 9.45%, and the correlation coefficient between this factor and the degree of land use was higher
(82.53%). The GDP, agricultural output, and land use are commonly used indicators to describe factors
of social and economic background. Therefore, principal components I, II, III, and IV have received
a more comprehensive response in human society and economy. It can be seen that human social
and economic factors were the main driving force of ecological vulnerability in Ningxia. At the same
time, the hours of sunshine and annual average precipitation are the main indicators used to describe
meteorological factors. Principal component I and principal component II were highly correlated with
the hours of sunshine and annual average precipitation, respectively. It can be seen that meteorological
factors were external forces affecting the ecological vulnerability of Ningxia.

In 1995, principal components II, III, and IV all reflected socio-economic background factors.
The contribution rate of principal component I was 44.97%, which was mainly correlated with
the grassland area (79.42%) and hours of sunshine (29.48%). The contribution rate of principal
component II was 24.31%, which was mainly correlated with the grassland area (59.80%), agricultural
output (46.22%), and degree of land use (33.40%). The contribution rate of principal component
III was 11.55%, which was mainly correlated with the degree of land use (76.91%), NDVI (43.57%),
and agricultural output (39.83%). The contribution rate of principal component IV was 7.75%, which was
mainly correlated with the NDVI (59.75%) and agricultural output (36.47%). Agricultural output and
degree of land use are common indicators to describe factors of social and economy background.
Therefore, principal components II, III, and IV reflect that human social and economic factors are the
main driving force of ecological vulnerability. The hours of sunshine are often the meteorological factor,
so the meteorological factor was the external force that affected the ecological vulnerability of Ningxia.

In 2000, principal components I, II, III, and IV all reflected socio-economic background factors,
while principal components I and II also reflected meteorological factors. The contribution rate of
principal component I was 40.53%, which was mainly correlated with the grassland area, hours of
sunshine, and agricultural output (67.19%, 37.58%, and 34.90%, respectively). The contribution rate of
principal component II was 23.42%, which was mainly correlated with the grassland area, degree of
land use, and annual average precipitation (68.32%, 39.90%, and 36.68%, respectively). The contribution
rate of principal component III was 14.91%, which was mainly correlated with the agricultural output
and NDVI (68.26% and 60.02%, respectively). The contribution rate of principal component IV was
9.53%, which was mainly correlated with the degree of land use (86.01%).

In 2005, principal components II, II, and IV all reflected socio-economic background factors.
The contribution rate of principal component I was 37.93%, which was mainly correlated with the
grassland area and hours of sunshine (66.34% and 42.09%, respectively). The contribution rate of
principal component II was 23.77%, which was mainly correlated with the grassland area, degree of
land use, and NDVI (66.34%, 36.48%, and 35.34%, respectively). The contribution rate of principal
componen III was 16.29%, which was mainly correlated with the agricultural output and NDVI (65.65%
and 50.88%, respectively). The contribution rate of principal component IV was 9.01%, which was
mainly correlated with the degree of land use (89.27%).

In 2010, principal components II, II, and IV all reflect socio-economic background factors.
The contribution rate of principal component I was 38.66%, which was mainly correlated with the
grassland area and hours of sunshine (70.17% and 36.40%, respectively). The contribution rate of
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principal component II was 23.65%, which was mainly correlated with the grassland area, degree of
land use, and NDVI, which were 61.74%, 40.41%, and 33.48%, respectively. The contribution rate of
principal componen III was 15.11%, which was mainly correlated with the agricultural output and
NDVI (62.33% and 51.04%, respectively). The contribution rate of principal component IV was 9.11%,
which was mainly correlated with the degree of land use (87.83%).

In 2015, principal components III and IV reflected the socio-economic background factors.
The contribution rate of principal component I was 37.61%, which was mainly correlated with the
grassland area and hours of sunshine (67.27% and 42.88%, respectively). The contribution rate of
principal component II was 24.64%, which was mainly correlated with the grassland area and NDVI
(65.00% and 45.41%, respectively). The contribution rate of principal component III was 14.89%,
which was mainly correlated with the NDVI and agricultural output (53.00% and 50.47%, respectively).
The contribution rate of principal component IV was 9.54%, which was mainly correlated with degree
of land use (88.07%).

In Figure 6, in principal component I (PC1), there was a positive correlation between the EVI and
grassland area and hours of sunshine from 1990 to 2015. In principal component II (PC2), the EVI
was highly correlated with the grassland area and degree of land use from 1990 to 2015. From 2005 to
2015, the EVI was also highly relevant to the agricultural output and average annual precipitation.
In principal component III (PC3), there was a high correlation between the EVI and NDVI and
agricultural output from 1990 to 2015, as well as a high correlation with the GDP in 1990 and 2015,
degree of land use in 1995 and 2000, and industrial output, respectively, in 2005 and 2010. In principal
component IV (PC4), from 1990 to 2015, the degree of land use had more than 80% correlation with
the EVI.

We can see that principal component I, principal component II, principal component III, and principal
component IV reflect the social and economic factors’ impact on the ecological conditions. At the same
time, principal component I and principal component II reflect the influence of climatic factors, such as
the hours of sunshine and average annual precipitation, on the conditions of ecological vulnerability.

4. Discussion

4.1. Spatial-Temporal Characteristics of Ecological Vulnerability

This study visualized the temporal and spatial changes of ecological vulnerability in Ningxia by
using the Tupu and Getis-Ord Gi* spatial analysis models. Tupu clearly shows the transformation
of grades of ecological vulnerability in Ningxia. It can be seen from the Tupu analysis that the
transformation of the ecological vulnerability grade showed obvious differences in space-time. At the
same time, the Getis-Ord Gi* spatial model was used to gather similar ecological vulnerability indexes
in spatial statistics, and the results were divided into cold spots, hot spots, and not significant spots.

In the north of Ningxia, the EVI was stable from 1990 to 2015, when the main grade of ecological
vulnerability was extreme vulnerability. The north of the study area was also the hot-spot region of
the EVI during the study period. The north of Ningxia is mainly constituted of Shizuishan City and
Yinchuan City. These two cities feature high-density populations and economic development, which
explains why ecological vulnerability was at a high level.

In the west of Ningxia, the EVI was unstable in the study period, with the main grades of ecological
vulnerability medium vulnerability and heavy vulnerability. The west of the study area, which is
crossed by the Yellow River of China, constitutes Zhongwei City. The region is an important base of
grain suppliers, aquatic products, and vegetable facilities in China. The stable economic structure is
also the main factor that causes the stabilization of the EVI in Zhongwei City.

In the east of Ningxia, the EVI decreased in the former period but increased later. Based on the
analysis spatial heterogeneity, the EVI is not stable in the east of Ningxia. Wuzhong City is the main
district in the east of Ningxia. Figure 2 shows that the spatial heterogeneity of the EVI in Wuzhong
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is significant. As a node city in the New Silk Road Economic Belt of China, Wuzhong City is active
economically, which has a great impact on the local ecological conditions.

In the south of Ningxia, the EVI increased but reversed the trend later. Cold spots are mainly
distributed in the south of study area. In addition, and the EVI changed insignificant in this region.
Guyuan City in the south of Ningxia has a poor preference in economic and population density,
so ecological conditions of this region have rarely been influenced by local human activities.

From the perspective of arid and semi-arid climate zones, the ecological vulnerability in the north
of Ningxia, which belongs to an arid region, is much worse than that in central and southern Ningxia,
which belongs to a semi-arid region. At the same time, the spatial heterogeneity of the EVI in arid
regions is insignificant, while in semi-arid regions it is significant.

4.2. The Impact of Ecological Projects on Ecological Vulnerability

Grassland is one of the main driving factors of ecological vulnerability in the study area. The change
of the grassland area is influenced by the policy. It can be seen that policies can indirectly affect ecological
vulnerability. Due to the ecological characteristics of each patch being different, the implementation of
policy is different in space. The Grain for Green Program (GGP), China′s ecosystem restoration project,
aims to transform farmland, on steep hillsides or in areas of severe desertification, into forestland or
grassland in order to increase vegetation coverage and reduce water loss and soil erosion. GGP has a
great influence on ecological vulnerability. Ningxia started the GGP in 1999 and the first phase ended in
2006. Therefore, the degree of ecological vulnerability was low in 2005, when the area proportion of
slight vulnerability was 51%; after 2005, with a decrease in the intensity of the GGP, the proportion of
area with slight vulnerability decreased to 41% by 2010 and sharply decreased to 19% in 2015. It can
be seen that GGP has a great impact on the ecological vulnerability of Ningxia. The implementation
of GGP in the early stages indeed increased the grassland area in Ningxia, while the economic input
was reduced in the latter stages. Additionally, the work of grassland management and grassland
maintenance was not very good [37], so the area proportion of slight vulnerability reduced.

Another ecological project that affects grassland area is the Prohibited Grazing Policy (PGP). The PGP
is an important ecological service project launched by the Chinese government in 2003 to restore degraded
grassland in severely degraded grasslands and ecologically vulnerable areas. Many studies have found
that the implementation of the PGP plays an important role in ecological protection, and it has achieved
remarkable ecological benefits [25,38,39]. Yanchi County, located in the east of the study area, is a study
hot spot of the PGP. According to the results of this study, the ecological vulnerability of Yanchi County
in 2005 and 2010 was better than that of other years. The grade of ecological vulnerability was mainly
slight vulnerability and light vulnerability in 2005 and 2010, and the degree of ecological vulnerability
increased in 2015. The results were similar to other studies [40,41]. It can be seen that the PGP has had a
great impact on Yanchi County’s environment conditions.

4.3. Suggestions

Ningxia is located in the transition zone between the Loess Plateau and the Inner Mongolia
Plateau. The Maowusu Sandy Land is in the east and the Tengger Desert is in the west in the north
of the study area. Therefore, the ecological situation in the north of the study area is weak. It is easy
to cause desertification in the north of the study area if it is not well managed. Desertification is
highlighted in Goal 15 of the UN Sustainable Development Goals (SDGs). In this study, based on the
study results of ecological vulnerability in Ningxia, we provide reasonable suggestions for sustainable
development. The following section gives detailed suggestions on ecological vulnerability protection.

First, the SDGs emphasize the balanced development of society and ecosystems. This study
showed that the north of Ningxia, which belongs to an arid region, is mainly at extreme vulnerability
in the grades of ecological vulnerability. Meanwhile, the north of Ningxia is mainly the hot spot area
of the ENI. The Yellow River is throughout the north of Ningxia, making it have the highest level
of economic development in Ningxia. Additionally, it is the region with the fastest development
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of urbanization in Ningxia, which leads to changes of land use. Therefore, it is suggested that the
government should carry out urban planning reasonably and reduce changes of land use as far as
possible, which means the social activities of encroachment on to grassland, forest, and other natural
ecosystems should be prohibited in this region. In this way, the unreasonable occupation of the natural
ecosystem by social development can be effectively alleviated, and their coordinated development
can be guaranteed to a certain extent, so as to promote the sustainable development of society and
the ecosystem. Second, the SDGs also focus on desertification. According to the analysis results
of the driving factors of ecological vulnerability, the grassland area is the main influencing factor
of ecological vulnerability in Ningxia. Meanwhile, changes in grassland areas is closely related to
ecological projects. Therefore, it is suggested that the construction of ecological projects should be
strengthened in the future, and the management of ecological projects should have strengthened
management in the latter stages, so as to ensure long-term sustainable development. In this way,
the conditions of ecological vulnerability can be effectively protected, and environmental problems
such as desertification can be effectively slowed down in the study area, so as to promote sustainable
development. At the same time, the government should increase publicity efforts to raise public
awareness of environmental protection, and provide convenient communication platforms for the
public, such as Internet platforms, to improve public participation. Finally, according to the spatial
heterogeneity of the EVI in Ningxia, we suggest that different levels of government should strengthen
inter-regional cooperation and promote the establishment of a unified and synchronized platform for
information sharing and monitoring, which could make the ecological condition develop in a better
direction in Ningxia.

5. Conclusions

In this study, spatial distribution of ecological vulnerability of the Ningxia Hui Autonomous
Region in an arid and semi-arid region was studied by using Tupu and Getis-Ord Gi*. Tupu can be
used to understand the transformation of the grade of ecological vulnerability in Ningxia. Getis-Ord
Gi* can be used to intuitively understand the spatial aggregation state of the EVI in Ningxia. The results
of Tupu and cold-hotspot show that the ecological vulnerability of Ningxia has obvious heterogeneity
in space. The results showed that conditions of ecological vulnerability were unstable from 1990 to 2015
in the study area, with the degree of ecological vulnerability mainly decreasing from 1990 to 2005 and
increasing from 2005 to 2015. During the study period, the degree of ecological vulnerability gradually
increased from the south to the north. The hot-spot areas of the EVI were mainly concentrated in the
north of Ningxia, while the cold-spots areas of the EVI were scattered in the central and southern areas
of Ningxia. At the same time, the results showed that the grassland area was the main driving factor of
ecological vulnerability of Ningxia from 1990 to 2015. Through the discussion, it was found that the
change in the grassland area is obviously related to the implementation of ecological projects.

The spatial distribution of the EVI was shaped by interaction between human activities and
environmental factors. In this study, we found that the ecological vulnerability was greatly affected
by ecological projects in Ningxia. Therefore, the government should continue to implement relevant
ecological projects in the future and limit construction activities that could cause an increase in the EVI
in order to achieve the sustainable development goals in arid and semi-arid areas.
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Abstract: Governments and institutions across the globe are conducting vulnerability assessments
and developing adaptation plans to confront rapidly changing climatic conditions. Interrelated
priorities, including the conservation of biodiversity, ecological restoration, sustainable development,
and social justice often underlie these efforts. We collaborated with colleagues in an effort to help
guide vulnerability assessment and adaptation (VAA) generally in Southeast Asia and specifically in
the watershed of the Sirindhorn International Environmental Park (SIEP) in Phetchaburi Province,
Thailand. Reflecting upon our experiences and a review of recent VAA literature, we examine a
series of seven questions that help to frame the socio-ecological context for VAAs. We then propose
a three-dimensional framework for understanding common orientations of VAAs and how they
appear to be shifting and broadening over time, particularly in the USA. For example, key leaders
in the SIEP project emphasized social development and community-based approaches over more
ecology-centric approaches; this orientation was consistent with other examples from SE Asia. In
contrast, many efforts for US national forests have evaluated vulnerability based on projected shifts
in vegetation and have promoted adaptation options based upon ecological restoration. Illustrating
a third, highly integrated approach, many VAAs prepared by indigenous tribes in the USA have
emphasized restoring historical ecological conditions within a broader context of promoting cultural
traditions, social justice, and adaptive capacity. We conclude with lessons learned and suggestions
for advancing integrated approaches.

Keywords: vulnerability and adaptation assessment; climate change; ecological restoration; watershed
management; sustainable development; community-based assessment; indigenous peoples

1. Introduction

Entities around the globe are increasingly engaged in assessing vulnerability and developing
plans to adapt to climate change. International efforts were catalyzed at the 21st Conference of the
Parties to the United Nations Framework Convention on Climate Change (COP21) by the adoption
of an agreement for all participating countries to develop climate change adaptation plans [1]. Such
planning efforts are now connected to broader sustainability initiatives, such as the UN Decade on
Ecosystem Restoration (2021–2030), for which the United Nations General Assembly has set a goal of
massively scaling up the restoration of degraded and destroyed ecosystems to address climate change
and promote sustainable ecosystems. A first step in identifying appropriate actions and policies in the
face of climate change is often to conduct a vulnerability and adaptation assessment (VAA). In fact, this
is frequently a required step in accessing climate preparedness funds [2]. Vulnerability assessments
identify future risks induced by climate change, identify key vulnerable resources, and provide a sound
basis for designing adaptation strategies [3]. A recent trend among vulnerability assessments has been
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to expand considerations to include social, non-climatic determinants of vulnerability, such as adaptive
capacity, and to shift from simply estimating expected damages to identifying opportunities to reduce
damages [4]. Another thrust has been to recognize the concerns of local communities, particularly
underserved and highly vulnerable communities, including indigenous peoples [5]. Both COP21
and a related international agreement, the Convention on Biological Diversity, have explicitly called
for the consideration and integration of indigenous communities into their strategies [6]. Alongside
these trends there has been a shift from qualitative descriptions of vulnerability to more quantified
evaluations of risk, including the probability of occurrence of hazards, potential exposure to hazards,
and the severity of potential impacts [7].

1.1. Background

We were invited to share the perspectives and ideas used by the US Forest Service (USFS)
in developing VAAs with a team of government agencies, universities, and non-governmental
organizations (NGOs) in central Thailand that was initiating one of the first watershed-scale VAA
efforts in Southeast Asia. Over the course of three in-person visits and extensive remote collaboration,
we both contributed to the completion of the project and learned about collaborative, large-scale VAA
initiatives. In this paper, we consider the key issues and lessons that emerged from that experience in
the context of scientific literature describing the principles and approaches of successful VAA efforts.
We begin by describing the framework of the particular project in Thailand and then review guidance
from the USFS as well as literature regarding VAAs and ecological restoration. We then present seven
questions that emerged as points of tension during the project, and we reframe those issues in light of
recent literature and published examples of VAAs from national forests and tribes in the USA. Based
upon that review and our engagement in the cross-cultural project as a case study, we suggest ways to
shift toward more integrated VAAs.

1.2. SIEP Project Case Study: Watershed-Scale Climate Vulnerability Assessment and Adaptation Planning in
Thailand

The Watershed-Based Adaptation to Climate Change project was a regional collaborative initiative
financed by the National Research Council of Thailand (NRCT), Royal Thai Government, and US
Agency for International Development (USAID) with technical support from the USFS. The initiative
aimed to create a model for watershed-scale planning through a VAA for Sirindhorn International
Environment Park (SIEP) in Cha-am District, Phetchaburi Province, Thailand (hereafter, the SIEP
project) (Figure 1). The park has been developed to educate visitors about energy, natural resources,
and the environment in the coastal region of Thailand, with a special emphasis on the conservation
of mangrove habitats. It is located in one of the driest parts of Thailand, a region important for
agriculture, including lemons and pineapple, and tourism, including golf courses and hotels. The
SIEP project included the participation of research faculty from two Thai universities, park staff,
representatives of several ministries, and leadership by the Sustainable Development Foundation
(SDF), a well-established non-governmental organization in the region.
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Figure 1. The natural watershed of the Sirindhorn International Environmental Park (SIEP) (light
purple) is much smaller than the watershed of the Upper Phetchaburi River (brown stippling) that
supplies water to coastal areas, including the area around the park (gray hatching).

The project included climate downscaling work across the entire Phetchaburi River Basin (Figure 1)
as well as on-the-ground data collection in communities selected by the SDF to represent the main
economic sectors in the watershed. In the upper watershed, the SDF focused on a Karen community
that was experiencing conflict with the government regarding land rights and agricultural activities,
as are other indigenous people in mountainous forested areas [8]. In the central watershed, the SDF
identified four villages that each relied on a particular cash crop and two communities struggling with
urban expansion and water supply management. In the lower watershed, the SDF focused on three
communities suffering from floods and droughts as well as a community where many livelihoods
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depended on salt farming. Their methodology explicitly considered both climate and non-climate
factors that contribute to vulnerability [9].

2. Review of Vulnerability Literature

2.1. Guidance for VAAs in the US

USFS reports and related journal articles from the past dozen years reveal how ecological and
socio-economic issues have been addressed in VAA guidance over time. In 2008, the USFS released a
strategic framework for responding to climate change [10], which was followed by a more detailed
“roadmap” [11]. Additionally in 2008, the US government published a “preliminary review of
adaptation options for climate-sensitive ecosystems and resources”; the authors of the chapter on
national forests authored a related journal article the following year [12]. Over the next few years, the
USFS issued guidance reports for VAAs including a guidebook for developing adaptation options with
case study examples in 2010 [3], a guide to adaptation tools and resources references in 2012 [13], and a
framework with pilot assessments for watershed vulnerability in 2013 [14].

The early guidance and examples of VAAs on national forests focused heavily on the ecological
dimensions of vulnerability. Although they also mentioned ecosystem services, they often considered
socio-economic factors in terms of being added stressors or constraints. For example, Spies et al. [15]
noted how “social license”, policies, and laws might constitute barriers to adaptation. Vulnerability
was commonly evaluated in terms of biophysical values, including wildlife, forests, fisheries, and
infrastructure. For example, three pilot examples of watershed vulnerability assessments from
national forests in the Pacific Northwest evaluated only the impacts to aquatic species listed as rare or
threatened by government agencies as well as to infrastructure including roads, campgrounds, and
water diversions [14]. Most national forests in the USA are situated within inland mountain regions;
consequently, most examples of detailed vulnerability analyses from the USFS are from such areas [3].
These rural areas have relatively low human population densities and few permanently populated
areas. Early VAAs may have largely ignored the social vulnerability of local communities in order
to focus on the quantification of biophysical risks. Many of these early VAAs stand in contrast to
examples from Southeast (SE) Asia that focused on densely populated urban areas [16].

USFS guidance for VAAs has recently shifted toward a greater focus on socio-economic dimensions
of vulnerability through the lenses of ecosystem services and household adaptive capacity. In
2013, Fischer et al. [17] published an article calling for greater attention to social vulnerability in
assessments for national forests. In 2016, the USFS updated the adaptation guidance published four
years earlier to include urban forests [18]. Most recently, the USFS issued guidance for integrating
socio-economic concerns into vulnerability frameworks [19] and protocols for evaluating socio-economic
vulnerability [20].

The impact of climate change on indigenous communities has also been an emerging concern
in VAA literature pertaining to US national forests. Many of the USFS guidance documents do not
specifically draw attention to indigenous peoples, although one of the recent reports [20] mentions
some values that are particularly important to such communities, including traditional foods and
medicinal herbs. To address this gap, the USFS recently published a framework for understanding
climate impacts on indigenous peoples that highlights impacts on tribal social systems [21]. That
guidance notes that classifications such as “natural,” “cultural”, and “economic” reflect colonial
systems of thinking that impose false divisions between fundamentally interconnected systems, as
highlighted in other tribally directed research [22]. A group led by a team of indigenous people in the
North Central USA recently published an adaptation menu that responded to earlier USFS guidance
by featuring words, processes, and values that they thought would be more productive and respectful
for work involving indigenous communities [23]. American Indian tribes have been broadening the
scope of VAAs in the USA—a recent review [24] found that VAAs written by or for tribes in the
Pacific Northwest USA emphasized how climate change would impact their distinctive cultural values.
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Nearly half of the plans examined in that review specifically discussed impacts to public health, tribal
economies, and cultural well-being, including traditional knowledge and cultural practices.

2.2. An Evolving Foundational Concept: Ecological Restoration

Ecological restoration has emerged as a common framework for addressing multiple natural
resource management challenges, including the promotion of local livelihoods, sustainable
development, conservation of biodiversity, mitigation of climate change, and adaptation to disturbances
including climate change [25]. Proponents of restoration suggest that these efforts can be broadly
relevant when customized to particular landscape and social contexts [26]. For example, the mission
statement for the UN Decade of Landscape Restoration suggests that achievement of sustainable
development goals depends on addressing ecological degradation. The concept of ecological restoration
has had a wide and deep influence on conservation efforts in the United States and within the USFS in
particular. The USFS roadmap invoked a future-looking form of ecological restoration as a central pillar
to its efforts: “the agency is responding to climate change through adaptive restoration—by restoring
the functions and processes characteristic of healthy ecosystems, whether or not those systems are
within the historical range of variation” [11]. Additionally, restoration has been incorporated in the
new forest planning rule to guide the revision of land management plans across the USA.

The ecological restoration framework is not rigidly prescriptive, but instead emphasizes principles,
indicators, and best practices. Ecological restoration plans in the Pacific Northwest of the USA have
often set targets based upon conditions prior to colonization by Europeans that are characterized as the
“historical” or “natural range of variation” [27]. These restoration efforts may focus on evaluating and
restoring native species diversity as well as natural processes that reset succession, such as fires and
floods. While restoration has focused on removing artificial constraints on those natural disturbances,
adaptation efforts have often focused on building resistance and resilience to uncharacteristically
severe disturbances [12].

Linkages between ecological restoration and adaptation to climate change are common in USFS
VAA literature. For example, Peterson et al. [3] described one climate change adaptation strategy
of “forestalling change” as “intensifying management to return a site to a prior condition of that
ecosystem in the face of climate change”, which mirrors ecological restoration. Through interviews
for his dissertation research, Timberlake [28] found that national forestland managers were largely
focused on the goal of ecological restoration in pursuing climate change adaptation.

Ecological restoration appears less common, however, in VAA examples from SE Asia. For
instance, a recently published guide to VAAs in the Greater Mekong subregion [2] did not include
the terms “restore” or “restoration”. Similarly, in a comparative study of socio-ecological system
resilience in the United States and SE Asia, MacQuarrie [29] included several references to salmon and
river restoration in his case study of the Columbia River Basin (US) but only one to forest restoration
in Cambodia. An example for high mountain areas in Asia produced by the World Wildlife Fund
did propose ecosystem restoration as one solution to reduce climate vulnerability [30]. Because
there are so many diverse examples of VAAs in both regions, it is less important to demonstrate
consistent differences between them than it is to consider how particular orientations can influence
project outcomes.

3. Findings from the Review and Case Study

3.1. Important Framing Questions Considered in the SIEP Project

Through our efforts to bring ideas and frameworks from the USFS to the SIEP project, we identified
several framing questions for consideration in structuring the scope and scale of any large-scale or
watershed-scale VAA.
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3.1.1. What Is the Appropriate Management Unit?

Approaches applied to US national forests and in Southeast Asia have both emphasized the
importance of using watersheds as analysis and management units. Guidance for conducting climate
change vulnerability assessments in the USFS references a framework for assessing the watershed
vulnerability at relevant scales, typically with hydrologic units that are 4000 to 16,000 ha [14]. This
approach has been widely used in USFS lands that typically constitute headwater forests. The USFS
has examined the national vulnerability of water supplies to climate change [31]. As a simplifying
assumption, it did not consider the adaptive capacity of the water supply systems to respond to changes
in precipitation; yet, extensive reservoir and irrigation systems do allow for storage and redistribution
of water, representing adaptive capacity to manage changes in precipitation.

The SIEP project applied a “ridge to reef” approach that considered watershed areas in a similar
size range. During our project, however, we confronted a challenge in simply identifying the boundaries
of the watershed for the park because trans-basin diversions (Figure 2) had transformed the natural
“ecological” watershed (based upon topography and historical conditions) into a much larger “water
supply” watershed (Figure 1). Specifically, the park is located within the Bangtranoi watershed (64 km2)
with hydrologic connections to the neighboring Huaisai watershed (20 km2) [32]. Although the Thai
Royal Forest Department manages the forested mountain areas that have been recognized as priority
water quality management zones, concerns over water supply were pronounced and not only related
to headwater conditions. Both the agriculture and tourism sectors depend on water supplies from
outside of the study-area basin. Water distribution plans were designed to balance human needs while
leaving some minimal in-stream flows. In the project, the emphasis on consumptive use drew attention
away from the forested highlands of the interior and toward the agricultural and urbanized areas
along the coast.

Figure 2. Water conveyance structure delivering water from storage reservoirs outside the SIEP
watershed to downstream agriculture, cities, and tourism-related development. Photo by Jonathan Long.
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3.1.2. Is Downscaled Climate Data Necessary?

Because projections from global climate models are generally coarse, regional and local projects
may rely on downscaling [33] to understand how climate change is likely to affect particular watersheds
and landscapes [34]. Decisionmakers may prize this customized scientific information for gauging
the susceptibility of highly built environments to natural disturbance. For example, downscaled
climate data can play a role in predicting future flood flows and the vulnerability of bridges and other
infrastructure. However, downscaled climate data may give the impression of being more precise
and accurate that it truly is. It is not necessarily useful [35] and, in particular, it may be a distraction
when managing wildland systems, which have evolved under a wide range of natural variation and
which, therefore, may be more tolerant of climatic fluctuations than constructed systems. Additionally,
thresholds for natural systems are less likely to be known, so precise estimates of environmental change
may not be of high value.

Organizers of the SIEP project had a strong desire to create and utilize downscaled climate change
data. Previously published research by Shrestha [36] included climate projections on an approximately
22 × 22 km2 scale, to evaluate conditions across nine hydrological response units in Thailand; SIEP is
included in the Eastern Gulf unit. Their findings suggest an increase in water availability during both
the wet and dry seasons; however, they noted that the models did not perform as well in the coastal
regions as in other regions. To address such concerns, the SIEP project commissioned downscaled
climate projections at the 1 km scale.

While developing such finely downscaled climate projections can increase the reported precision
of predictions and bolster confidence among decision makers, the fine scale of the predictions may also
inflate expectations that the projections are accurate. Because there can be considerable uncertainty
associated with localized forecasts, USFS guidance on VAAs [14] urges staff on individual national
forests to proceed with VAAs even without finely downscaled climate projections. Often existing
information, such as historical information on climate change and observations in extreme years, can
be used for framing climate change in terms that are clearly understood and appreciated [37]. In fact,
the ranges and directions of projected change may be more important than specific estimates for future
temperature and runoff [14].

3.1.3. Is Ecological Restoration or Socio-Economic Development the Priority?

Many VAAs undertaken in Asia emphasize socio-economic development and immediate livelihood
needs [35]. This focus contrasts with ecologically oriented VAA examples from the USFS. Even
nature-oriented institutions such as the World Wildlife Fund have generated vulnerability assessment
reports that explicitly evaluate impacts on ecosystem services and community livelihoods [30]. In
the SIEP project, scientists and managers did highlight historical degradation including the loss of
forest cover, soil erosion and reduced infiltration, sedimentation, the loss of mangrove habitats, and
losses of important wildlife species including axis deer (Axis porcinus). Local watershed managers and
park exhibits described conditions prior to the death of King Rama VI in 1926 as being a reference,
comparable to the way the USFS often describes reference conditions prior to “Euro-American
settlement”. However, during the SIEP project, we observed that managers were focused on increasing
forest and ground cover more than on restoring historical composition and structure. For example,
activities described under forest restoration included planting vetiver grass (Chrysopogon zizanioides,
native to India) and terracing landscapes to reduce soil erosion (Figure 3). Such actions, while bearing
similarities to early soil restoration efforts on US national forests [38], are not aimed at restoring
pre-existing conditions but rather at moving the ecosystem forward toward greater productivity.
Managers may have favored such reparative actions as being more practical than attempting to recreate
historical conditions. Some VAAs have explicitly blended restoration and economic development
goals. One such VAA from the Philippines [39] concluded that an “ideal program” for reducing the
vulnerability of farmers should combine reforestation to improve denuded watershed conditions with
infrastructure enhancements to help farmers cope with floods and water shortages.
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Figure 3. Erosion control measures including rock check dams and plantings of vetiver grass. Photo by
Jonathan Long.

3.1.4. Are Roads an Ecological Liability or a Resource for Reducing Social Vulnerability?

Roads represent a significant boundary element in social and ecological systems, illustrating the
need for an integrated perspective that weighs a variety of ecological and social values. In many
US examples, VAAs have suggested closing and even obliterating roads because of concerns over
their impacts on watershed condition [40]. These are most often in watersheds where limiting human
impact is a goal. On the other hand, tribes have emphasized the need for access via roads to maintain
traditional practices [41]. In SE Asia, VAAs have also recognized the importance of roads as adaptive
capacity [42], because road access is essential for getting goods to market and for receiving services
during emergencies.

3.1.5. What Are the Costs and Benefits of Dams and Diversions?

The negative impacts of dams and diversions have been highlighted in VAAs in the USA, while
the benefits of such hydrologic infrastructure for ameliorating the impacts of floods and droughts are
recognized in watershed management plans for the Phetchaburi River in Thailand. Adaptation plans
in the USA and Europe emphasize reducing the impacts of dams and diversions, leaving “room for the
river” [43] and otherwise promoting the use of soft adaptable green bank stabilization measures rather
than streambank armoring and channelization [44] (Figure 4). VAAs for the Mekong River, where
millions of people depend on fishing for their livelihoods and diet, have similarly emphasized these
ecological principles [2]. In comparing system resilience in the USA and SE Asia, MacQuarrie [29]
concluded that the construction of large dams in the Pacific Northwest USA had reduced ecological
resilience, but that those impacts were counterbalanced by increased social resilience that stemmed
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from a focus on ecological restoration as well as on the legal and political power of tribes, fishers
(commercial and recreational), and other stakeholders. In contrast, he concluded that social systems
in SE Asia were less socially resilient, but that they had not experienced as much loss in ecological
resilience. However, ecosystems in SE Asia, like the Mekong, are also experiencing declines in large
migratory fish species (comparable to salmon and sturgeon in the Mekong, are also experiencing
declines in large migratory fish species (comparable to salmon and sturgeon in the Columbia Basin)
due to the construction of large dams [45]. Trans-boundary institutions have developed in the region
to reduce the ecological impacts of dams, representing another source of adaptive capacity [46].

 
Figure 4. Channelization on a river system in the SIEP watershed. Photo by Jonathan Long.

3.1.6. Is the Focus on Sustaining Forests or Sustaining Forest-Dependent People?

In the SIEP case study, the use of forest lands by local communities, both for subsistence agriculture
(Figure 5) and for the gathering of forest products, emerged as an important issue. Such issues also
occur on federal lands in the United States, and they are a particularly significant issue for Native
Americans [41,47]; however, neither have featured prominently in climate change vulnerability
assessments. Both national parks and national forests in the United States have a long history of driving
out and excluding indigenous peoples [48,49]. NGO staff leading the community-based assessment
for the SIEP project described the adoption across SE Asia of what they considered to be a “Western
model” of evicting local peoples from conservation lands such as national parks (see [50] for more on
that history). Similarly, a VAA for the Philippines [39] expressed concern that adaptation strategies
focusing on forest restoration and protection might not address the needs of communities, noting that
forest protection rules could adversely affect farmers without official land tenure.
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Figure 5. Crops planted within patches cleared from forests in the upper watershed by local communities.
Photo by Jonathan Long.

3.1.7. Is Fire to Be Restored or Excluded?

Tensions in applying an ecological restoration framework are particularly evident in debates over
whether human-caused burns should be part of a management regime to restore reference conditions.
In tropical parts of the USA and affiliated islands, suppression of wildfires is a predominant concern
and human-set fires are often regarded as unnatural and harmful [51]. A similar view appears to hold
in many parts of SE Asia, although some researchers and community organizations maintain that
rotational agriculture using fire to clear forest patches is a long-standing practice, going far back in
human history. The dry dipterocarp forest found in the SIEP project area has likely had a long history
of fire influence; however, the importance of fire in altering its succession to evergreen forest remains
a topic of some uncertainty [52]. In the national park at the headwaters of the SIEP project area, the
impacts of Karen people using fire to clear forests were a high concern; yet, community members
asserted that they were continuing a long-standing tradition of swidden agriculture. In the Western
USA, management of fire regimes has long been a dominant concern in watershed management and
the adaptation to climate change, but the focus has recently shifted toward restoring more frequent
and lower intensity fire that mimics cultural burning by indigenous peoples [41]. Some tribes in the
USA have also sought to restore traditional agroforestry practices, such as cultural burning, to national
forests encompassing ancestral lands [41] as part of a management plan to promote resilience to future
climate change [53,54].

3.2. General Themes in VAAs Represented by Three Axes

By considering the key questions above that emerged in our case study as well as the trends in the
reports and journal articles discussed above, we identified three major axes shaping the orientation of
VAAs (Figure 6). First is the extent of focus on the ecological versus socio-economic dimensions of
systems. Second is the level of reliance on technical “experts” versus broader community participation
as sources of information. Third is the time frame for evaluating departure from desired conditions.
The three axes in the figure are in theory independent, but as a practical matter, assessments have
tended to cluster between top-down and ecologically focused versus bottom-up and socially focused.
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Figure 6. The scope of vulnerability and adaptation assessments. The x-axis represents the
social-ecological orientation. The y-axis represents bottom-up versus top-down processes, and
the z-axis represents the temporal perspective including past, present, and future reference points.

3.2.1. Social-Ecological Considerations

The first axis describes the relative emphasis on social versus ecological issues and outcomes. Many
of the differences between VAA along this axis relate to broader tensions between social development
and conservation.

Early reports and associated articles written on VAA issues for national forests in the USA
recognized both ecological and socio-economic systems; however, they focused heavily on the ecological
aspects, such as how the distribution of dominant species or the associated plant communities may
shift. Social concerns have been incorporated into such frameworks by focusing on species that are
harvested for commercial gain or subsistence, or which are “charismatic” [55]. Social dimensions in
early VAA efforts also included the consideration of ecosystem services [10], such as impacts to water
supply and recreation [14] as well as the consideration of how to bolster internal agency adaptive
capacity and reduce external social and economic barriers to adaptation [3,56].

The language used in many VAAs indicates their predominantly ecological orientation. For
example, Timberlake and Schultz [57] noted that “In (US) Forest Service documents, the agency
frequently uses resilience in the sense of ecological resilience; it sometimes describes social-ecological
resilience but to date has rarely worked this type of resilience into planning and management activities.”
In another article, they noted that considerations of ecosystem services were often limited to qualitative
descriptions [58]. An ecological focus is often reflected in terms such as “landscape” to characterize
areas. In contrast, the perspective of tribes or other indigenous communities is often important
in viewing such areas instead as “homelands” that they depend upon to sustain their livelihoods
and identities.
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In Southeast Asia, many regional VAAs have emphasized poverty reduction and the associated
socio-economic concerns. For example, the USAID Mekong Adaptation and Resilience to Climate
Change (ARCC) project [2] considered impacts to livestock, fisheries, agriculture, natural systems,
and health and rural infrastructure. It focused its assessment on six principal crops and applied
downscaled global climate projections to evaluate impacts to livelihoods. Impacts to “natural systems”
were considered through the lenses of non-timber forest products and wild relatives of key crops. This
perspective is consistent with the idea that many forested landscapes in the Mekong Basin are used for
agroforestry. Other regional assessments have also integrated social and ecological evaluations [42].

3.2.2. Information Sources and Process

The second dimension (the y-axis in Figure 6) focuses on the sources of information used to
prepare the assessment. A “bottom-up” approach focuses on local knowledge. It may rely upon local
observations of climate trends and qualitative information, often obtained through interviews with
community members or participatory processes. A “top-down” approach depends more heavily on
detailed scientific data, published studies, downscaled climate projections, and expert opinion. For
example, experts often review literature and suggest indicators that they think are useful for measuring
vulnerability [59].

Bottom-up approaches have become a priority for many communities that have been frustrated
when government agencies develop plans first and seek buy-in from local communities second.
Communities often prefer to have priorities and plans emerge from local concerns and to gain agency
buy-in as a second step. Green et al. [60] stressed that the latter, “bottom-up”, approaches may better
develop practical activities to reduce vulnerability; they cautioned that decision makers may become
stuck in an information gathering and research phase if they prioritize having quantitative justification
for particular policy options. Eriksen et al. [61] also emphasized the need to pursue adaptation actions
that promote both social justice and environmental integrity by integrating local knowledge into
adaptation responses and by recognizing the importance of non-climate stressors [15]. Non-profit
organizations leading VAA efforts in other parts of Asia have emphasized the need to address the
non-climate dimensions of vulnerability through community engagement at local scales [35].

In the USA, individual national forests have typically completed VAAs on their own, although
one plan was developed jointly between the Olympic National Forest and Olympic National Park [40].
Early VAAs by the USFS placed considerable emphasis on the technical expertise of internal agency
staff, as well as external scientists from universities and non-profit conservation organizations. These
efforts may not be strictly characterized as “top-down”, because they were often built on information
from stakeholder workshops with participation from universities, NGOs, local governments, and other
interests. Yet, lists of participants suggest that staff and scientists with biophysical expertise often
predominated. Timberlake [28] similarly noted that the USFS has emphasized a “coproduction” model
involving scientists and managers. One of the planning guides suggested that broader community
considerations could be addressed by previewing VAAs with stakeholders who may be affected [24].
The top-down approach may also be triggered by short planning horizons; plans are often created
relatively rapidly, taking between eight months and one year to complete [14].

In contrast, VAAs in SE Asia frequently emphasize multi-agency approaches, which may take
several years to complete. For example, the Mekong ARCC project worked over several years
assessing conditions across many communities. The SIEP project involved multiple consultations with
stakeholders mostly composed of local community members. The consultations were of various sizes
and locations and took place over two years. Several recent examples of VAAs have highlighted more
participatory processes that seek to integrate top-down and bottom-up approaches [62,63].

3.2.3. Temporal References

The third axis describes the temporal orientation of the assessments, which typically compare
conditions during two different time periods. For example, restoration plans commonly compare
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present conditions to those during a past reference period. Using a past reference period can help
address the pervasive effects of colonization, which are a major concern of indigenous groups [64]. As
Helen Fillmore, a tribal member and climate change researcher recently explained, “The degradation
that they [our elders] couldn’t fathom is already our current condition" [65]. To address these concerns,
researchers have attempted to estimate historical changes in indicators that are socially and ecologically
important, such as the availability of traditionally harvested wild foods [22].

Some researchers contend that historical conditions may no longer be appropriate or realistic
in the face of changing climate [3]. In that vein, early USFS guidance suggested that VAAs be more
forward-looking by considering simulations of future climate, vegetation, and species movements [3].
Indeed, early examples of VAAs in the USA often assessed ecological vulnerability based upon such
modeled climate projections and judgments of their adaptive capacity by professional scientists. Many
of these assessments implicitly set a present-day reference by comparing current conditions to future
conditions that are projected using models of climate change.

Many socially oriented VAAs are oriented toward current conditions, rather than forecasts, to
evaluate vulnerability. As a practical matter, trends in key social indicators are often challenging to
predict. For example, fewer than half of health-oriented VAAs internationally have estimated the
future health impacts of climate change; that limitation reflects a common lack of data and analysis
regarding relationships between climate drivers and health outcomes on which to build predictive
models [66]. Other socially oriented VAAs have focused on vulnerability to widely predicted climatic
impacts, particularly for low-lying coastal regions, such as increases in temperature, increased risk of
intense storms and flooding, and sea-level rise [67–69].

Some researchers contend that while modeling to predict future conditions is valuable, it is
important to focus on present-day vulnerabilities informed by community input [35]. For example,
O’Brien et al. [70] argued for an emphasis on human security and present difficulties in coping with
external stressors, which they characterized as “context vulnerability”. They contrasted that approach
with the assessment of “outcome vulnerability” that may develop in the future. Williams et al. [71]
further emphasized this point by distinguishing between impacts that have already been “realized”
versus “potential” impacts that might occur. Some economists have suggested that focusing on current
demand for services, rather than their potential supply, is important for aligning policy with sustainable
development goals [72].

3.3. Lessons Learned for Achieving Better Integrated VAAs

Over the past dozen years, there has been a trend toward greater social-ecological integration of
VAAs in the USA. Here we present lessons learned that may reinforce this shift toward more integrated
perspectives in advancing the sustainability of coupled human-natural systems.

3.3.1. Humans are Part of Most Natural Systems

Frameworks in North America have broadened to consider the influence of humans in the
evolution of natural ecosystems. For example, the use of fire by indigenous peoples, which has
occurred for thousands of years in North America, is increasingly regarded as part of the natural
disturbance regime under which many ecosystems in the Western United States have evolved [73,74].
Accordingly, particular ecological communities, including groves of large California black oaks (Quercus
kelloggii) and Oregon white oaks (Quercus garryana), camas grounds (Camassia spp.), and rock-walled
“clam gardens” are recognized as having been produced or shaped by indigenous practices and are
now targets for ecological restoration [41,75,76]. A recent indigenous-led publication supplemented
USFS guidance on VAAs by emphasizing more holistic perspectives in adaptation planning rather
than worldviews and language that tend to separate humans from the natural world [23].
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3.3.2. The Ecological Restoration Framework Can Be Broadened to Include Social Considerations

The longstanding ecological restoration framework remains a powerful and appealing tool for
evaluating conditions and setting management directions; however, research has recommended greater
focus on social indicators and consideration of local community perceptions when evaluating baselines
for ecological restoration [77]. Furthermore, ecological restoration has the potential to contribute to
injustices if strategies do not account for social impacts. Accordingly, many planners, even some
within the restoration field, have encouraged greater attention to social objectives [78].Ecological
restoration can be more closely allied with environmental justice and indigenous concerns than has
been commonly recognized, as revealed in the ecocultural restoration movement being advanced
by many tribes [79]. This movement emphasizes the important of access to traditional foods and
medicines for community health, which aligns with calls for VAAs to evaluate the impacts of climate
change on the public health and food security of vulnerable populations [66,80].

3.3.3. Consideration of Social Adaptive Capacity, Including Governance Institutions, May Increase the
Relevance of VAAs

Socially oriented VAAs consider how communities can adapt to the future climate given institutions,
policies, property rights, and other constraints that humans are able to change [81]. Promoting adaptive
social capacity may align with many ecological restoration goals, particularly for communities that
have been impacted by declines in the productivity of ecosystems. However, that focus may also bring
a wider range of possible targets under management consideration than would be considered under
a purely ecological restoration perspective, which may become narrowly fixated on past ecological
conditions. Governance institutions, which are an important component of adaptive capacity, are
especially important for the management of harvested systems or resource allocations [82,83]. The
ecological restoration framework in the USA can also be used to align shared ecological interests of
non-governmental entities including watershed councils, prescribed fire councils, and other groups.
An increasing responsiveness of institutions to the interests of indigenous communities, with support
or pressure from federal law, has been important for promoting system resilience, especially in the
Pacific Northwest of the USA [29]. Tribes in the USA have pursued institutional relationships that
facilitate more cooperative management, such as comanagement agreements and the establishment
of special demonstration areas [41,75]. These developments have propelled important ecological
restoration efforts, such as the removal of large dams that have inhibited recovery of salmonids.

3.3.4. Community Engagement in the Development of Indicators May Increase Their Effectiveness

Evaluations of socio-ecological resilience may be greatly influenced by the selection of indicators.
Because of that, MacQuarrie [29] noted that adaptive capacity could be increased by engaging local
stakeholders in creating and studying a more complete inventory of indicators. During the SIEP
project, we discussed a variety of climate indicators or “facets” that would translate climate change
projections into locally meaningful terms, such as the duration of floods and length of rainy periods that
impact specific crops. For example, the local community wanted to create an indicator describing the
maximum number of consecutive days without rain in the growing season. This indicator contained
information critical to anticipating climate effects on particular crops and to making decisions about
what to plant in the future. While emphasizing values that are important to community stakeholders,
these facets can be built on recommended principles of scientific reliability [59]. Work with tribes in
the US has similarly emphasized biophysical metrics to quantify the usability and availability of key
forest product species, including the abundance of mature hardwood trees that produce culturally
important foods [84,85]. Assessments will be more likely to result in social change where indicators
have been developed in collaboration with local communities [86].
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3.3.5. Integrated Science and Monitoring Contribute to Effective Management in the Long Term

Monitoring efficient, ecologically important, and socially meaningful indicators can help ensure
that adaptation efforts are effective in reducing vulnerability. However, the outcome of a particular
adaptation approach may not be evident for years after it is put into practice, and long-term, retrospective
evaluations of plan implementation are rare. Most countries have not completed a cycle of adaptive
management by evaluating the sufficiency of baseline assessments and monitoring the success of
adaptation efforts [66]. An openness to experimentation may be particularly important for advancing
the adaptation science knowledge base, particularly when experiments are designed with consideration
of governance institutions and with the engagement of local communities [87]. Support for conducting
experiments may depend on alignment with social and cultural values. For example, attitudes that
regard humans as part of nature, as held by many Native Americans, have been associated with public
support for interventions to conserve Alaska yellow cedar under a warming climate, even within
protected forest areas [88].

3.3.6. Integration of Top-Down and Bottom-Up Approaches Is Necessary to Solve Complex Problems

Many recent examples of VAAs aim to integrate perspectives from professional scientists and
local communities. The value of such integration is that broader knowledge is brought to bear on
complex problems. The USAID Mekong ARCC framework [2] pursued this goal by integrating a
“community-based vulnerability assessment” with a “science-based vulnerability assessment,” to
build a community-driven adaptation plan, which was subjected to expert review. A recent VAA in
Thailand illustrated such an approach, as researchers compared community views that precipitation
was becoming more variable with projections of increased precipitation overall [62]. Another effort
in the Mekong Basin found that participatory approaches helped to bridge divides over adaptation
priorities between investments in infrastructure versus changes in land-use policies [63]. In their review
of USFS VAAs, Timberlake and Schultz [58] suggested that a greater focus on social–ecological linkages
and key ecosystem services could be achieved by involving stakeholders in participatory processes
that integrate qualitative case studies and top-down quantitative assessments. While bottom-up
approaches are important for ensuring community engagement, top-down support can help to design
and implement more rigorous experimental efforts that can be replicated and upscaled [87]. As part of
such a mixed-methods integrative approach, local qualitative inquiries can help stakeholders prioritize
quantitative investigations on broader scales [89].

4. Conclusions

Tension between top-down approaches, which are steeped in the quantitative analysis of
biophysical impacts of climate change, and bottom-up approaches, which emphasize participatory
and qualitative examination of social capacity and development opportunities, will always be present
in VAAs. However, the past decade of VAA applications in the USA has shifted from predominantly
“ecologically focused” VAAs toward more holistic ones. This trend reflects a broader recognition that
planners and managers need to move beyond problematic distinctions between “ecological” and “social”
dimensions when promoting sustainable systems. Our summary risks overgeneralizing differences
between VAA approaches applied in US national forest contexts and ones that have been commonly
applied in SE Asia. The seeming divergence likely reflects multiple factors, including the different
priorities of federal land management agencies such as the USFS, compared to non-governmental
socio-economic development institutions that have had prominent roles in VAAs in SE Asia. Moreover,
VAAs in both regions are increasingly assessing joint ecological and social impacts and identifying
opportunities to increase adaptive capacity through institutional change. Assessing vulnerability and
developing effective adaptation plans will require a skillful combination of perspectives, including
relatively standardized, quantitative measures of future risk along with more locally customized
assessments of community vulnerability and adaptive capacity.
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Abstract: The paper explores and compares the aims of the three most common legal forms
of inter-municipal cooperation in Poland (engaging rural, urban-rural and urban municipalities)
during the years 1990–2018: Mono-sectoral Special Purpose Unions, Municipal Associations and
cross-sectoral Local Action Groups. Content analysis was applied and development priorities from
the statutes and strategies were studied. The main form of territorial association evolved from,
initially, mono-functional bodies concerned mainly with local infrastructural investment and managed
solely by a group of local authorities, to a devolved type, consisting of multi-purpose associations
managed with the participation of economic and third sector representatives. This was the result
of the European Union policy of promoting territorial governance and integrated development in
functional regions, this being considered as part of the process of Europeanisation. However, these
successive forms of municipal cooperation do not appear to have replaced the pre-existing forms,
but they have introduced additional modes of governance of local resources. The findings show
that the most “integrated” and “sustainable” management of local resources is observed mainly in
cross-sectoral partnerships, like Local Action Groups, but not so often in mono-sectoral municipal
unions and associations led solely by local government and focused more on hard infrastructure and
municipal facilities. However, given the specialisation shown by each of the three types of association,
it is likely that the full range of development possibilities in the areas concerned can only be realised
if all three forms of cooperation are present. The analysis confirms the positive role of local economic
and social sector participation in shaping sustainable development. The findings also indicate the
utility of the concept of cross-sectoral territorial partnerships in post-socialist and post-authoritarian
countries lacking traditions of grassroots or participative development.

Keywords: inter-municipal cooperation; cross-sectoral partnerships; place-based and integrated
development; sustainable management; integrated planning index; Poland

1. Introduction

In recent decades, best practice in public policy and administration has been declared to be
undergoing a gravitational shift from top-down state intervention to bottom-up participation and
co-management with collaboration across agency, state and non-government organisation (third
sector) boundaries, a trend associated with the growing popularity of the territorial governance
concept [1–3]. It has been seen to support decentralisation (empowering local government) and
devolution (empowering non-governmental stakeholders in public sector decision making). This may
be seen as facilitating a “neo-endogenous” or “integrated place based” model of development, in
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contrast to a top-down, exogenous and sectoral model focusing on single issues such as transport
or agriculture and managed solely by government [4–6]. The place-based, neo-endogenous model
implies central government support for regional and local bottom-up initiatives for development and
well-being, facing one particular territory (natural or economic region, agglomeration, etc.), often
requiring cooperation between stakeholders from fragmented administrative areas [7–9]. Integrated
planning in this context is understood to involve drawing together local social, economic and ecological
issues, rather than focusing only on, for instance, technical infrastructure [10]. It is often closely related
to “sustainable” development, which involves an additional concern with long-term retention of local
natural resources [11–13]. In the countries where these processes first emerged, they were rooted in
pre-existing democratic traditions, whereas in the European post-socialist countries such principles
have largely developed since the beginning of the 21st century where they were disseminated, mainly
with the support of European Union (EU) policy and funding as a means of achieving social, economic
and environmental regeneration [14–16].

Cooperation between democratically elected local governments in the management of local
resources, know-how exchange and common interest representation has a long tradition in Europe
and takes many domestic and cross-border forms (see, for example, [17–19]). These range from simple
networks and contractual agreements to dedicated structures, which may be legal entities in their own
right, for politically-sensitive or capital-intensive tasks [20–22]. However, from the 1980s onwards,
a new, broader model of territorial governance and development based on cross-sectoral partnership
between representatives of local governments, non-governmental organisations, private firms and state
institutions began to take the place of traditional mono-sectoral or hierarchical approaches, the latter
being increasingly seen as remote from local concerns, as well as being weak on sustainability [23].

Integrated and sustainable development are frequently cited as aims of EU programs and projects
related to territorial cooperation in functional areas, not least in Poland [7,24]. However, the question
arises as to how far these fashionable slogans, proclaimed to facilitate access to European Union funds,
are actually reflected in the objectives and tasks of the territorial organisations created by these funds,
with the participation of local authorities. Is the shift from focusing on communal infrastructure to more
sustainable and integrated management of local resources, taking into consideration environmental,
business, cultural and social issues, perceptible in the priorities espoused by collaborative municipal
organisations? To answer this question we will assess the evolution of municipal cooperation objectives,
based on the Polish case and its three most common forms of territorial cooperation: Special Purpose
(municipal) Unions, Municipal Associations and “special” (cross-sectoral) association (Local Action
Groups) and their respective aims, as listed in their statutes or strategies. We seek to evaluate how the
change of policy context was taken into account in the reforms and policy changes implemented. Local
government cooperation and cross-sectoral partnerships are often considered and discussed separately
in the literature [18,25,26]. However, they are both forms of municipal cooperation, only differing in the
degree of local community participation in decision-making. In this paper we compare both kinds of
territorial inter-municipal cooperation, thereby filling what appears to be a gap in the current literature.

The following section gives a brief overview of the emergence of the place-based, integrated and
sustainable development concept, which is strongly connected to the concepts of neo-endogenous
development and territorial (collaborative) governance. Next, the legislative, institutional and economic
basis of municipal cooperation in Poland in the years 1990–2018 is analysed in terms of the main aims
of municipal unions and associations. We found that the evolution from mono-functional authority-led
to multi-purpose partnership-based co-operation did not occur gradually but was directly initiated by
administrative reforms or by EU policy and, moreover, that the three forms of cooperation typically
differ in their development priorities.

2. Conceptual Background

Regarding economic development strategies, two basic models have been identified: exo- and
endogenous development [27]. The first emphasizes top-down management using external technology,
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capital and human resources, often organised in separate, sectoral agencies under central government
control (e.g., agriculture, industry, culture). The second concept, the endogenous (or grass-roots)
approach, encourages bottom-up development factors, trusting in the sustainable use of local resources
for socio-economic development by cooperating residents [28,29].

The exogenous model of sectoral development policies was common in democratic countries
in the mid-20th century and dominated in the socialist (or “communist”) countries of Central and
Eastern Europe to such an extent that independent local and regional self-government did not exist,
in Poland for example, until these were re-introduced in 1990 [30–32]. However, in the Western liberal
democracies, in the 1980s, that model of development policy began to be perceived as ineffective
and even detrimental, leading to regional disparity, environmental damage and the degradation of
nature [33–35]. As a result, a neo-endogenous approach, based on territorial cross-sectoral cooperation
of local stakeholders (i.e., on territorial governance processes) began to gain favour [4,36]. The model of
territorial governance as a horizontal, cross-sectoral regional network has tended to be most pronounced
in the Anglo-Saxon countries and has remained popular through much of Western Europe where
traditions of co-operative governance are strong, not least because the state is sufficiently powerful to
be confident of maintaining the initiative in partnerships [26,37,38]. In developing countries the notion
of collaborative governance has been widely promoted as a means of legitimising and strengthening
the role of civil society in the management of public goods in the absence of sufficient local state
capacity or for increasing state accountability [39,40]. Collaborative territorial governance may be
seen as an instrument not only for the production of public goods and management of local, limited
resources, but also for changing the nature and logic of state-society relations in a given country [41].
It was disseminated throughout most European post-socialist countries from the early 21st century,
mainly after their accession to the European Union [42,43]. The term “endogenous development”
is considered as more or less synonymous with the “grassroots”, “bottom-up” or “participatory”
approach to management of local resources and is closely related to “sustainable development” in
policy practice [44,45].

The advantages attributed to local stakeholders’ territorial cooperation encouraged EU policy
makers to promote neo-endogenous and place-based integrated development, in which such governance
processes have an important role, and have similar features and are considered more sustainable than
the top-down exogenous approach [23,46,47]. These models seek to construct a hybrid of top-down
and bottom-up development by incorporating top-down support for bottom-up territorial governance
in functional areas [9]. According to Ray [4], neo-endogenous development has a strong emphasis
on local resources, capacities, perspectives, needs and knowledge but it also involves hierarchical
management of incentives and the replacement of the principle of “administrative territory” by a
functional principle, with inter-sectoral co-operation through regional networks and partnerships and
increased self-governing responsibilities at regional or local levels [48]. In other words, these models
assume the mobilisation of local stakeholders, their knowledge, demands and concerns by instruments
and territorial organisational forms determined by central government, for example, via financial
grants with territorial partnership creation as conditionality. The approach is seen to further the
European Union’s objectives of smart, inclusive and sustainable growth [45].

The term “place-based development” was popularised initially by the Organisation for Economic
Co-operation and Development (OECD) report [23] and the Barca report to the European Union [49]
as a means of social inclusion and participatory and fair process in development policy. It implied
territorially sensitive, multi-sectoral approaches, involving multilevel governance and co-ordination of
all relevant levels, policies and stakeholders [50,51]. The approach informed the creation of area-based
development partnerships in functional regions, managed by diverse local stakeholders, for instance
EU Local Action Groups in rural and urban areas within the framework of Community-Led Local
Development [52–54], Integrated Territorial Investment Partnerships in metropolitan areas [15,55],
“Urban Action Europe” (URBACT) Local Support Groups in cities [56] and others. Place-based
development, according to Zaucha and Świątek [7], is a long-term development strategy aimed at
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reducing persistent inefficiency (underutilisation of the full potential) and inequality (the share of
people below a given standard of well-being and/or extent of interpersonal disparities) in specific
places. It can be attained through the production of bundles of integrated, place-tailored public goods
and services, designed and implemented by eliciting and aggregating local preferences and knowledge
through participatory political institutions, and by establishing linkages with other places. It can be
promoted from outside by a system of multilevel governance in which grants, subject to conditionality
on both objectives and institutions, are transferred from higher to lower levels of government [57].
Both place-based and neo-endogenous development emphasise the need to take into simultaneous
consideration the social, economic and environmental needs of the locality, through a cooperative
network of different local and external stakeholders, an approach which is termed as “sustainable” or
“integrated” [45,55,58].

This strong emphasis on stimulating cooperation in functional regions, which often cross
administrative boundaries, means that various forms of inter-communal networks become a common
feature of place-based or neo-endogenous development initiatives. The main aims of local government
are to fulfil local residents’ needs and the sustainable well-being of their territory [59,60]. However,
if local self-governments are focused on activities inside their territory, why should they cooperate?
There are two main reasons; the need to deal with problems that go beyond the boundaries of the
territorial unit and the opportunity to obtain additional benefits resulting from group work [61–63].
Collaboration can facilitate economies of scale, the attainment of “critical mass” in specialised
activities, synergy, policy learning and better quality of municipal services [64–66]. Inter-municipal,
territorial cooperation helps cope with problems that are not contained within the local administrative
boundary [67,68]. According to Bennett [69], many administrative structures are “under-bounded”:
the functional activity space crosses over many small communal or local government boundaries
(i.e., lakes, rivers, public transport areas). Local communities’ cooperation is also very important in
sustainable management of territorially limited resources [70]. As a result, local area-based cooperation
is common, especially given that, in a purely territorial system, each community interacts much more
with neighbouring units than with those who are far away [71]. In planning practice, a territory can
be delimited by a grouping of dominant functions, not only by administrative division, creating a
functional region [10,72]. The negative effects of local self-government fragmentation into a large
number of small municipalities may encourage local authorities to pool the management of local
resources, co-operation being the only practical alternative to amalgamation as a solution for this
problem, especially if the many types of functional areas that overlap each other are taken into
account [73].

In traditional democratic governmental systems, local authorities have carried out their
responsibilities through their own sectoral cooperation, which is a common historical phenomenon
given that they are typically part of the same functional local economy [71]. The empirical data shows
that local authorities in many developing countries focus on infrastructural and economic issues [72,74].
However, the needs and ideas of local inhabitants may go beyond visible infrastructure investment.
As a result, the newer concepts of development and governance support also cross-sectoral cooperation,
gathering public as well as private stakeholders (both business and NGOs) to take into consideration
their different needs. Area-based partnership in functional regions is seen to create better mutual
understanding, added value, increased budgets and a reduction in duplication of provision [41,75].

In the context of EU policy, partnerships were expected to enable co-ordination of individual
actions and information exchange leading to more sustainable and integrated development, not only
economic growth [24,45,76]. The reality has not always conformed to this idealistic template. The wider
literature testifies to the existence of partnership governance problems: Interest group conflicts, state
domination, weak accountability, possible clientelism, exclusion of the weakest local stakeholders’
needs—especially in post-socialist countries [77–79] and Mediterranean countries [80], but, to a lesser
extent, also in the older western democracies [81]. However these constraints are not the main subject
of this paper.
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How far is the dissemination of sustainable and integrated development policies, based on
territorial cooperation in functional regions supported by external programmes, actually reflected in
the goals and priorities of inter-municipal organisations in, for example, Poland? Did the changing
development preferences of inter-municipal cooperation over the last three decades lead to observable
differences between their mono-sectoral and cross-sectoral forms?

The case of Poland, which started deep transformation in 1990 after more than 40 years of
a top-down, centralist socialist system, may be instructive for countries that are preparing or
implementing reforms after a period of centralist, populist or authoritarian rule, not only in Central and
Eastern Europe, characterised by similar historical-cultural conditions, but also further afield, wherever
top-down exogenous development policies have been applied. The results of our analysis may also
be useful for policy makers and managers of development programs in the European Union. This is
especially important because various programs and projects are already operating to disseminate
methods of territorial partnership governance or place-based development at the local and sub-regional
level in newer democracies, for example, in Georgia [82]. Our results are also an argument not to
consider mono-sectoral cooperation of local governments and cross-sectoral territorial partnerships
with the participation of a minimum of two municipalities as separate phenomena, which until now
was the norm in the literature discussing forms of inter-municipal cooperation. It also supports the
thesis that wide cooperation of local communities in the management of local resources (participative
governance) leads to more sustainable development.

3. Materials and Methods

We analysed three of the most common forms of domestic municipal cooperation in Poland:
Special Purpose Unions (SPUs), Municipal Associations (MAs) and Local Action Groups (LAGs), which
have the legal status of special associations and are a kind of cross-sectoral partnership. In the paper,
we use the name “municipality” for all three kinds of local government in Poland; rural commune,
rural-urban and urban municipality (gmina: wiejska, miejsko-wiejska and miejska). In the research,
we omitted the commercial partnerships and foundations created by municipalities to maintain
selected community services, local tourist organisations (some created without local government) and
individual agreements of municipalities (which are not registered at national level). According to
Kołsut [83], they constitute less than 18% of the instances of local self-government cooperation, so we
can focus on formal associations and unions. We also omitted associations for international cooperation
(i.e., Euroregional associations, town-twinning) and focused only on in-country co-operation. We also
did not consider Integrated Territorial Investment Partnerships in urban agglomerations, because
they have various legal forms and organisation. We analysed only organisations with first-level local
governments’ involvement, so inter-county (powiat) and inter-regional (województwo, voivodeship)
cooperation were not covered by our comparative study.

We used inductive methods of content analysis from “social artefacts” (manuscripts) used initially
in social sciences [84,85]. We analysed whether a given subject was taken into consideration in priorities
and formal tasks listed in the statutes or (if these existed and were available) the main strategies of the
analysed organisations. The subjects were categorised in terms of eight main types:

• Common spatial or strategic planning,
• Common interest representation or promotion (both tourist and investment promotion, lobbying

of higher public authorities),
• Social or human capital development (social inclusion, education and training, support for local

voluntary organisations and cultural affairs),
• Enterprise (entrepreneurship) or employment development (local product development,

local services development, enhancing employment),
• Tourism or recreation (small tourist and sport infrastructure, support for agro-tourism),
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• Social services or infrastructure (refurbishment of public buildings such as social welfare
establishments, voluntary fire brigade buildings, pavements, playgrounds, neighbourhood
schools and kindergartens, public transport services),

• Technical infrastructure or roads (water supply systems, gas and electricity networks, internet
networks, car parks and roads),

• Environmental protection or ecological infrastructure (sewage systems, sewage treatment plants,
thermo-modernization of public buildings, ecological waste management, nature conservation).

This methodology has a potential weakness in that the authors’ subjectively assign freely
formulated aims into strictly defined categories, and these might not show the real level of cooperation.
However, it is considered acceptable to study development policy preferences from strategic or
programming documents [86–88]. The LAGs concerned were each obliged to prepare a common
strategy, so this was taken into consideration in Figures 4 and 5 in the results section, even when
“common planning” was not listed among the aims. We consciously did not analyse the intensity
of cooperation (which in SPUs can be much stronger and based on infrastructure construction and
sustaining, than in MAs, focusing on small soft projects) but only the development preferences listed
in the goals and tasks. We considered only LAGs with a minimum of two municipalities (communes)
as members.

Research periods have been distinguished on the basis of the analysis of the year of establishment
of organisations that existed in 2018 (Figure 1) and the year of new development policy implementation
(reforms, joining the EU, EU programming periods, etc.). We have no comparable data about all
liquidated (unregistered before 2018) units.

Figure 1. The number of analysed organisations established in a given year (only those existing in 2018
were analysed). SPU—Special Purpose Unions; MA—Municipal Associations; LAG—Local Action
Groups. There is a visibly the growing number of establishments over some years (this is analysed in
Section 4). Source: The Authors’ own research.

Data was gathered from the registry of Special Purpose Unions run by the Polish Ministry
of Internal Affairs and Administration, valid on 30.06.2018 (downloaded in January 2019), the list
of Municipal Associations from the National Court Register (Krajowy Rejestr Sądowy, own query
October-December 2018) and from the territorial partnership strategies published obligatory by the
Local Action Groups, valid on 31.12.2011 and 31.12.2018 (downloaded in 2012 and 2019). These
registers of different forms of cooperation contain similar data on the year in which cooperation was
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established and the associations’ main aims or tasks, listed in their statutes or strategies. The last year
fully considered for all researched forms of cooperation is 2017; however, most of the data are valid also
for 2018 (for instance, there were no changes in the development priorities of studied organisations).

Additionally, we devised a simple integrated planning index (IPI, Tables 1 and 2 in Section 4)
showing the average percentage of organisations choosing a given subject (the index is lowest when all
organisations list only one subject, and highest where all organisations take into consideration all subjects
in goals or tasks). The high IPI is considered as a feature of integrated and sustainable development.

4. Results

Local self-government, based on the rural commune, rural-urban and urban municipality (called
gmina) in Poland was established according to the Local Government Act of 8 March 1990 and
by subsequent legislation. A crucial role in installing both democracy and local cooperation was
played also by the Law on Associations. This enabled both individuals and legal entities, including
territorial self-government, to organize formal associations to deal with issues that concerned them.
This widespread type of collaborative organisation may be termed municipal associations (MAs,
stowarzyszenie gmin). The first MAs were initially the country-wide ones such as The Union of
Polish Metropolitan Towns (1990), The Association of Polish Cities (1991), The Association of Rural
Gminas of the Republic of Poland (1993) and others. Territorial associations of municipalities typically
appeared later. The law did not permit them to provide basic communal services, so they focused on
representation of common interests and on human capital building (Figure 2), typically education and
trainings for clerks. There were only a little over a dozen MAs created across Poland before 1998.

Figure 2. The percentage share of analysed organisations including a given subject in their priorities,
by organisations created in the years 1990–1998: SPU—Special Purpose Unions; MA—Municipal
Associations. The degree of specialisation in these forms of cooperation is evident. The Authors’
own research.

Polish law also allowed individual municipalities to form Special Purpose Unions (celowy związek
międzygminny). The SPUs can provide communal services on participants’ territory (e.g., sewage
treatment, public transportation, water supply) and have been the most numerous bodies of local
territorial collaboration from the outset. During the years 1990–1998, between 13 and 47 SPUs were
established annually to deal with public utilities, focusing on investment in hard technical and
ecological infrastructure (Figure 2) like gas, water and sewage supply, waste dumping sites and
roads, and some of them were even deregistered after investment completion. There were almost no
cross-sectoral territorial partnerships involving non-state partners at that time. The literature gives
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only one example of a rural bottom-up, area-based partnership in four municipalities in south-east
Poland [89].

From 1990 to the end of 1998, the only form of self-government was the municipal (gmina) level.
The 49 voivodeships (województwa) were central government regional administration. On 1 January
1999, however, a three-tier system of government administration was introduced. The upper levels
of self-government, named powiat (county, district), and województwo (voivodeship, region) were
created [31,90]. These soon began to engage in various forms of cooperation.

After the reform, at the local level, the SPUs remained the main form of municipal territorial
cooperation (from 5 to 23 SPUs were established yearly, 1999–2003), but the role of Municipal
Associations (MAs) increased. At the end of 2004, according to researched sources, there were 247 SPUs
and about 46 multi-purpose MAs. According to our data, in 2001 about 90% of inter-municipal
networks were of a local (micro-regional) character, working most commonly on functional areas lower
than the region, most frequently with several municipality members.

Most SPUs existing at that time had been created during the first half of the 1990s, while the
MAs were established most frequently in the years 2000–2003. The SPUs have usually remained
mono-functional, focusing on one or two targets (Figure 3), while MAs had three aims on average.
According to our data, about 30% of MAs in 2001 had some development strategy. We can consider
them as a little more related to the concept of integrated development, preferring realisation of
long-term common targets in several domains. The main aims were similar as in the former analysed
period, however, the SPUs reduced pressure on road construction and technical infrastructure, while
MAs more often considered tourist development as one of the priorities for action.

Figure 3. The percentage share of analysed organisations including a given subject in their priorities,
by organisations created in years 1999–2004. SPU—Special Purpose Unions; MA—Municipal
Associations. There were no formal LAGs in that period. The Authors’ own research.

There were no formal LAGs in that period, however. A total of nearly 15–20 territorial partnership
networks were established across the country, but only a few of these had legal status or formal structures
such as a dedicated secretariat, so we cannot analyse their priorities from statutes or formal documents.
Whilst the legal basis for municipal associations was straightforward, cross-sectoral partnership-based
forms of cooperation faced a more difficult legal environment. The main problem was the absence
of any legal framework of cooperation within which self-governments, voluntary organisations and
business could participate on an equal basis, and there was often a lack of public government interest
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in co-operating with non-state actors in practice, especially if this meant transferring competences
involving the management of public funds or having NGOs participating in decision making [91,92].
The Law on Associations allowed the creation of civil associations (in which only individual persons
are full members) and, separately, municipal associations (in which only municipalities are members).

Poland’s accession to the European Union on 1 May 2004 had major repercussions in terms
of partnership creation. The EU programmes supported the creation of area-based, cross-sectoral
rural development partnerships called LEADER Local Action Groups (LEADER is an acronym in
French—Liaison entre actions de développement de l’économie rurale—meaning Links between actions for
the development of the rural economy) and public municipal investment [93–95]. Initially, LAGs in
Poland had to be a formal association, foundation or union of associations, on a compact territory
inhabited by 10,000–100,000 persons, with a decision-making body in which the public sector could
have no more than a 50 per cent share (LEADER + Pilot Programme [96]). In 2007, consequent to
European Union demands and financial support, a new law enabled the creation of special associations
with both individuals and different legal types of organisation as possible members in rural areas
inhabited by 10,000-150,000 persons. This led to a total of 336 LAGs being registered across the country
to participate in the EU Rural Development Programme 2007–2013 (initially 338 LAGs were created,
but two did not eventually join the UE programme), which became the main form of co-operation with
municipal engagement in rural areas; the most popular across the country. Most of them (324 LAGs)
took the form of inter-municipal cooperation, with participation from 2 to 23 local governments in a
cohesive functional region. They were obliged to create local development strategies. According to
our study, LAGs in 2011 were focused on social or human capital, social infrastructure and services,
entrepreneurship or employment and tourism or recreation (Figure 4). In comparison, SPUs established
in this period focused continuously on environment protection and ecological infrastructure, while
MAs focused on common interest representation and promotion. Comparing preferred goals of
analysed forms of inter-municipal co-operation, we can see their specialisation in some issues.

Figure 4. The percentage share of analysed organisations including a given subject in their priorities in
units created in the years 2005–2013: SPU—Special Purpose Unions; MA—Municipal Associations;
LAG—Local Actions Groups (data for 324 inter-municipal LAGs from 2011). The Authors’ own research.

At the beginning of the EU 2014–2020 programming period, new rules and policies appeared.
Collaboration in urban functional areas started to be a significant beneficiary of EU Integrated Territorial
Investments (ITI) funding policy, pushing local governments to create unions or to sign agreements
in 16 areas of voivodeships (regional) capitals (for detail see [15,55]). The main aim was to improve
the quality of life in metropolitan functional regions consisting of urban and rural municipalities and
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impacted by urban sprawl [97–99]. The ITI Partnerships have various legal forms, most commonly
municipal association and inter-municipal agreements, so they were not analysed separately in
our research (a comparative study requires the separation of the forms studied). They focus on
the development of public transport (including cycling paths), educational programmes for local
inhabitants and thermo-modernisation of public buildings. They did not have strong cross-sectoral
features, compared to LAGs.

In the case of LAGs, the central government new rules demanded cross-sectoral cooperation in
a minimum of two municipalities (except urban LAGs) with 30,000–150,000 inhabitants (for more
detailed rules see [53]). As a result, about 30 small LAGs had to be dissolved, and their member
municipalities created new ones or joined larger neighbouring organisations. Less than 10 new SPUs
and six MAs were created in the years 2014–2018.

In the middle of 2018, there were, in Poland, 322 LAGs (279 rural development, 35 piscatorial/fishing
and eight urban in one municipality), 251 SPUs (243 inter-municipal and eight municipal-county) and
nearly 92 MAs, so the cross-sectoral partnership remained the most common form of co-operation
with municipal engagement.

Compared to the SPUs and MAs, the EU rules on inclusion of participants from business and
the community sector in LAGs led to an increased emphasis on support for local business, social
and human capital and social infrastructure (Figure 5, data from all organisations existing in 2018).
However, the figure shows the extent of specialisation; SPUs deal mainly with technical and ecological
infrastructure, whereas LAGs focus on social issues, local business, tourism and recreation. The LAGs
are also more multi-purpose in character, because typically five to six types of aims were considered to
be important for local integrated sustainable management, hence the integrated planning index (IPI)
being higher for LAGs than for SPUs or MAs, even without a common “spatial or strategic planning”
category, which is most commonly not stated in priorities but is obligatory for LAGs (Table 1).

Figure 5. The percentage share of analysed organisations counting given subject in their priorities, by all
analysed organisations existing in 2018: SPU—Special Purpose Unions; MA—Municipal Associations;
LAG—Community-Led Local Development Local Actions Groups (data for 314 inter-municipal LAGs
from 2018). The Authors’ own research.
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Table 1. The integrated planning index (IPI) in three main forms of associations engaging local
municipalities in Poland (2018). SPU—Special Purpose Unions; MA—Municipal Associations;
LAG—Local Action Groups.

SPU 1 MA 2 LAG 3 Comments

27.7 35.4 71.9 With “spatial or strategic planning” category
30.3 37.6 59.6 Without “spatial or strategic planning” category

Source: Aims or main tasks listed in: (1) register of municipal SPUs and municipal-county SPUs (N = 321); (2) in
statutes of MAs (N = 92); (3) in inter-municipal LAGs strategies (N = 314). The Authors’ own research (2018).

Table 2. The integrated planning index (IPI) in organisations established in given research periods
in three main forms of cooperation engaging local municipalities in Poland. SPU—Special Purpose
Unions; MA—Municipal associations; LAG—Local Action Groups.

Period SPU MA LAG Mean—All Forms

1990–1998 28.7 37.5 No LAGs 33.1
1999–2004 27.8 37.8 No LAGs 32.8
2005–2013 25.3 36.2 49.7* 37.1
2014–2018 17.5 32.1 71.9** 40.5

*data for 324 inter-municipal LAGs existing in 2011; **data for 314 inter-municipal LAGs existing in 2018. Source:
The Authors’ own research (2019).

Analysis of IPI in the years 1990–2018 (Table 2) shows that the mean index increased from 33.1 to
40.5. The SPUs remain specialised in technical and ecological infrastructure (and it tends to increase,
because IPI decreased from 28.7 to 17.5) and the MAs in common interest representation, tourist
promotion and social and human capital development (with the most stable IPI; however, it decreased
from 37.8 to 32.1). The LAGs take into consideration a much wider scope of works (IPI 71,9 in 2018),
with special attention to business and social issues. Most likely, the LAGs took over part of the activities
in the field of social issues and small business, and SPUs focused even more on large infrastructure
investments, waste and transport management, which cannot be implemented by LAGs. The analysed
data shows that the LAGs preferences are the closest to the concept of integrated and sustainable
development, however, only simultaneous use of the analysed three forms of cooperation ensures that
all analysed categories are covered by actions (visible on Figure 5).

5. Discussion

Our analyses have shown that mono-sectoral forms of inter-municipal cooperation in Poland
differ from cross-sectoral, participative ones in terms of their local development priorities. The thesis
was confirmed that participative territorial governance leads to a more balanced development, which
takes account of various local social needs, without focusing only on infrastructure investments. This is
partly the result of the requirements of the programs that control the creation of partnerships, but partly
it can also be a bottom-up process, in line with Ostrom’s theories [70]. However, since there are
no similar comparative studies from other countries, it is difficult for us to assess whether this is a
typical worldwide or a characteristic phenomenon mainly for Poland. Inter-Municipal Cooperation
(IMC) analyses available in the literature suggest that former Eastern Bloc countries may have similar
experiences, while countries with long democratic traditions and continually existing local government
may slightly differ in the priorities of similar forms of territorial cooperation of local municipalities [18].

In this paper, the three main phases in the evolution of territorial cooperation in Poland have
been identified, which can be categorised in terms of Bennett’s stages of partnership cooperation
development [61]:

• In the first phase after communism, the fragmentation of local self-governments created networks
that were focused on fulfilling immediate physiological needs in underdeveloped areas (water and
gas supply, waste management, etc.) and, accordingly, it was primarily sectoral, Special Purpose

153



Sustainability 2019, 11, 5890

Unions that were created (Bennet’s “early network”). The priorities were related to the main
municipal functions. The extension of market relations made municipalities group together for
economies of scale in management of resources, especially where natural environmental areas and
economic links crossed local administrative boundaries. There were some features of bottom-up
territorial development, however, the voluntary and business sectors were not included widely in
the process of strategic planning and decision making. The government, even when decentralised,
did not want to lose power. In that period, local government tended to regard Non-Governmental
Organisations (NGOs) as rivals and a potential threat to their own influence and, at best, as not to
be trusted collaborators [100]. This is perhaps not surprising as NGOs and local governments
have often been on opposing sides in spatial planning conflicts [101,102]. Democratisation after
1990 gave local communities in Poland new freedoms and responsibilities, but modes of behaviour
associated with the socialist system did not disappear and tended to co-exist alongside the new
organisation of the state, as noted by Regulska [103] and Grosse [92]. Nonetheless, voluntary
organisations did develop strong relationships with local authorities so that by the end of the
1990s local authorities had emerged as the most common supporter of NGOs [100]. However,
support did not mean wide engagement in the management of municipal resources.

• When, through national administrative reform measures, new levels of self-governance were
created in 1999—the districts (powiat) and regional councils (województwo)—local municipalities
were mobilized to establish the regional and local associations to enhance their capacity to lobby
regional and central government. The new bodies engaged more with business, tourism and
social and human capital than had their predecessors. However, they remained mono-sectoral,
municipal organisations with a relatively narrow list of aims and can be considered also as
examples of Bennet’s “early network”.

• The last phase began after accession to the European Union, with minor changes at the beginning
of EU programming periods. The creation of new forms of territorial cooperation with local
municipality engagement were clearly stipulated by the EU policies and funds (Bennett’s phase
of “developing trust” between collaborators, with external agency support). The new forms
were created mainly at the beginning of the support programmes, which provided a powerful
incentive for their organisation. Such arrangements had scarcely been established prior to
funding being available, so cannot be considered as a genuine national self-organisation process,
but rather as policy transfer of the concept of place-based development. It can be considered
also as “Europeanisation”; in this case, a conscious process of territorial development policy
transfer to post-socialist countries led by European Union policymakers [43,104]. Funds and
programmes originating in Western Europe played a significant role in mobilising local stakeholders
to create partnerships and provide technical assistance, funding and investment possibilities.
This process was common across all new EU member post-socialist states in Central and Eastern
Europe [78,105,106].

This evolution of cooperation can be considered as a “learning process” of the partnership formed
management of local resources as stated by Bennett [61]. He compares different levels of effectiveness
of partnerships (on the vertical axis) with the time it takes to develop effective working relationships
(on the horizontal axis). After the initial stage of isolation, the following stage is development of
expertise and experience (early networks for specific projects, in our case SPUs and MAs). Often in
later stages, a broad range of agents interested in the development of the local economy may be linked
together in effective commitment. At that stage, an external force such as a development agency or
other institution (e.g., an external support programme; in our case, EU programmes) may play a central
role, mobilising for cooperation, organising resources, providing technical consulting, etc. This can be
referred to as the stage of trust development. A facilitator in the form of a neutral third party or a most
active participant who serves as the initiator of the collaboration is critical in the formation and success
of co-operative efforts [71].
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We can deal with the most advanced stage of territorial partnership development (Bennet’s
“mature” stage) when it will be capable of functioning even without external financial support, based
on local resources. However, it is difficult to say how many LAGs would survive after the end
of support. In Pawłowska’s survey, between 518 members from 26 LAGs in the Sub-Carpathian
region in Poland, only 32% of respondents were sure that the LAGs can survive after closing EU
financial support [107]. Such studies, assessing the extent to which Europeanisation processes are
persistent, may be carried out after Britain’s exit from the European Union. However, we must take
into consideration that public-private partnerships for local development had a longer tradition in
Anglo-Saxon countries, like the United Kingdom, than EU LEADER type programmes supporting
rural development partnerships [26].

In many of the LAG strategies analysed, especially in 2011, the objectives were formulated as the
names of the main budget lines of the support program. This suggests that the authors of the strategy
first adapted to the program requirements to obtain funds more easily than to real local needs, which
were then “tailored” to the requirements of the support program. According to some authors, this is
a deliberate operation in place-based and neo-endogenous development concepts [7,48]. It assumes
“steering” local initiatives with a “reward” in the form of financial resources, which can be largely
associated with the theory of rational choice [108]. There are no restrictions or orders to act, as in
authoritarian systems, but funds are obtained only for actions designated by central authorities in the
support program procedures. Therefore, it cannot be considered as a classic grass-roots development,
where local resources are used by residents completely according to their needs and priorities [29].
The mass establishment of LAGs in all EU countries partly confirms the effectiveness of such motivation
of local elites for territorial cooperation [52].

In the current partnership model in Poland and other post-socialist countries, local authorities
have consistently played an important role, although sometimes with features of tokenism [109–111].
However, in the management of common resources, there was a significant increase in the formal
involvement of business and the voluntary sector. For local post-socialist communities, this stage can
be considered as the learning process of new models of the integrated development and territorial
governance [61,112]. However, also in developed countries, partnership relations are considered as a
positive “adaptive co-management” based on self-learning social networks [113]. In this stage, the role
of cultural and social issues increased in territorial strategies, with a significant movement towards the
sustainable development idea [45].

The research findings show increased attention to social and local small business affairs in the
new form of cross-sectoral collaboration, whereas the initial sectoral, inter-municipal cooperation had
been focused mainly on technical infrastructure and public utilities and had been weakly integrated
and was low on sustainability. These findings are similar to those of LAGs studies in EU post-socialist
member states [12,114]. The mono-sectoral inter-municipal cooperation in this region are most often
focused on the development and modernization of infrastructure necessary for directly carrying
out their tasks, for instance in the Czech Republic, Slovenia and Romania [62,72,115]. However,
according to Potkański [74], such an approach is short-sighted because, despite improving the
quality of infrastructure and the momentary satisfaction of voters, it does not ensure long-term
economic development, creating jobs or income sources for the local population. The LAGs helped
to change the ordering of local priorities, paying greater attention to the role of social and human
capital and small local business in local development. Partnership governance used in sustainable and
integrated (place-based or neo-endogenous) development promotes the understanding that community
development encompasses more than economic development. Wealth and technical infrastructure
is an important element of quality of life, but it is only one element, and community development
requires that quality of life issues are also addressed [24,45,116]. Bringing different social groups
to a consensus is unlikely to be accomplished through a narrowly economic focus or infrastructure
investments, as in SPUs.
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As technical infrastructural issues became less urgent, after a dozen years of investment, issues
such as social and human capital building, socio-cultural infrastructure and small business have
become a major focus for area-based cross-sectoral cooperation. The LAGs have pursued a wider range
of aims per organisation, so they claim with justification to have a more comprehensive (integrated
or sustainable) approach than have mono-functional SPUs and MAs. Such observations are in line
with Ostrom’s concepts [70]. She found that for any group to manage common resources (e.g.,
aquifers, judicial systems, pastures) for optimal sustainable production there should be established
cooperation relations with a small set of design principles, addressing how to cope with free-riding,
solving commitment problems, arranging for the supply of new institutions and monitoring individual
compliance with that set of rules. Ostrom found that a group can successfully manage local resources
when they have defined their territory clearly, the rules of use of collective goods are well matched
to local needs and conditions and when most individuals affected by these rules can participate in
modifying the rules, which are respected by external authorities. The group should have a common
system of cooperation for monitoring members’ behaviour (and the community members themselves
should undertake this monitoring, using a graduated system of sanctions for users who break the
rules) and the community members should have access to low-cost conflict resolution mechanisms.
LAGs, although their features have been partly imposed by the requirements of the support program,
partly confirm this approach. Despite the problems noted regarding power relations and participation
of non-public entities, they clearly enable meeting a greater range of local communities’ needs and
are characterised by more balanced and integrated local development planning than in the case of
mono-sectoral cooperation of public authorities. However, it is probably more typical for post-socialist
new EU member states, because in the established democracies, IMC deals with social and cultural
issues to a greater extent [117–119]. For example, in Switzerland, municipal cooperation focused in the
1990s on school issues and health care, followed by sewage system and waste disposal [20]. However,
the differences could be results of formal competences and public administration organisation, not only
of local government.

These analyses also indicate that in Poland changes in methods of co-management of local
resources have not been of a gradual and evolutionary character, as in many countries with long
local democratic traditions [120,121], but rather have a “stepping” character. Each phase of territorial
co-operation in Poland involving municipalities was initiated by radical legislative changes (creation of
self-government in 1990, administrative reform implemented in 1999, and joining the European Union
in 2004), which created the impulse towards other forms of co-operation development. This shows
a degree of inertia in administration systems, such that only a strong external impulse can initiate
significant changes. Hence, the entry of post-socialist countries into the European Union was for them
a very important factor that accelerated their transformation. Despite the inclination of some populist
governments of these countries to limit democratic principles [122], or to take control on cross-sectoral
partnerships [111], it is possible that some of the positive changes will take root in time sufficiently
to survive possible future reductions in financial support for participatory forms of inter-municipal
cooperation [123].

6. Conclusions

In this paper, we analysed the evolution of development priorities in three main forms of domestic
municipal cooperation in Poland: mono-sectoral Special Purpose Unions and Municipal Association,
and in cross-sectoral Local Action Groups, which are also common in other European countries.
The main findings can be summarised in six groups:

• First, the process of area-based partnership creation in post-socialist EU member states was a
conscious process of place-based or neo-endogenous development policy transfer, considered as
an element of the process of Europeanisation. The rapid development of territorial partnerships is
self-evidently the result of special EU financial support policy (supporting the theory of rational
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choice [108]) and it is therefore difficult to predict the long-term durability of the sponsored
organisations if this support is reduced or terminated;

• Second, the evolution of inter-municipal cooperation in transitional post-socialist Poland has more
of a step character than the longer-term evolution associated with countries with longer experience
of democratic local self-government. The main stages were initiated by radical legislative changes
(creation of self-government in 1990, administrative reform implemented in 1999, and joining the
European Union in 2004 with its consequences in terms of changed policies in their programming
periods);

• Third, the territorial cross-sectoral partnerships are most frequently forms of inter-municipal
cooperation that have more sustainable and integrated features of development planning than
mono-sectoral forms led solely by government, and are taking more account of social and small
business issues;

• Fourth, the three forms of cooperation present some features of specialisation—SPUs focus most
commonly on “hard” infrastructure and waste management; MAs on “soft” actions like common
municipal representation and promotion and public administration development; LAGs on social
and human capital building, small business development, tourism and recreation;

• Finally, the new forms of cooperation do not replace the old ones, but can and do exist
simultaneously. However, the greater potential of area-based cross-sectoral partnerships (such as
LAGs) has become increasingly evident.

According to the literature, cross-sectoral territorial partnerships can be effective in the
implementation of integrated strategies for sustainable management of local resources in developing
countries [124–126]. Even if scholars observe problems of power-relations in bottom-up
governance [111,127], this learning process of cross-sectoral collaboration in functional areas could be
important for more participative and sustainable planning in countries with weak democratic traditions.
In addition, we recommend that we should not limit the overviews of inter-municipal cooperation to the
mono-sectoral cooperation of local authorities, but also take into account inter-municipal, cross-sectoral
partnerships, in which local authorities make decisions together with representatives of the social and
economic sector.
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Wydawnictwo Naukowe Scholar: Warszawa, Poland, 2016.

26. Local Partnerships for Rural Development. The European Experience; Moseley, M.J. (Ed.) CABI Publishing:
Wallingford Oxon, UK, 2003.

27. Lowe, P.; Murdoch, J.; Ward, N. Beyond endogenous and exogenous models: Networks in rural development.
In Beyond Modernisation: The Impact of Endogenous Rural Development; van der Ploeg, J.D., van Dijk, G., Eds.;
Van Gorcum: Assen, The Netherlands, 1995; pp. 87–105.

28. Slee, B. Theoretical aspects of the study of endogenous development. In Born From within: Practice and
Perspectives of Endogenous Rural Development; van der Ploeg, J.D., Long, A., Eds.; Van Gorcum: Assen, The
Netherlands, 1994; pp. 184–194.

29. Willis, K. Theories and Practices of Development; Routledge: Oxon, NY, USA, 2005.
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Ed.; Institute of Rural and Agricultural Development, Polish Academy of Sciences: Warszawa, Poland, 2005;
pp. 235–247.

95. Kachniarz, M.; Szewranski, S.; Kazak, J. The Use of European Funds in Polish and Czech Municipalities. A
Study of the Lower Silesia Voivodship and Hradec Kralove Region. IOP Conf. Ser. Mater. Sci. Eng. 2019, 471,
1–8. [CrossRef]
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Abstract: This paper discusses the status quo of tourism and policy development regarding the
Jiuqu Stream in China from different stakeholder perspectives. By combining field investigations,
questionnaires, and statistical examinations of collected data, 812 samples were analyzed using
multivariate analysis. The results indicate that increased visibility, employment opportunities,
and real estate values in the scenic areas along the river will attract residents to return for future
development, while public safety and conservation policies, featured architecture and tourism signage
planning, increased cost of living, and waste and pollution will cause disincentives. Visitors will be
attracted by the natural and ecological features, transportation planning, unique local culture, and
events. Recreational facilities and architectural planning, merchandise lacking characteristics, tourist
consumer expenditure, smoke and pollution from motor vehicles, and how it feels to interact with
residents will influence the desire to visit the place. Development of an area should consider the
different needs of every stakeholder in terms of recreational facilities, local infrastructure, expenditure
and income, public safety and health, waste disposal, ecology and environmental conservation,
tourism, and the quality of life.

Keywords: Jiuqu stream; tourism impact; impact perception; stakeholders

1. Introduction

The Jiuqu Stream is located among peaks and valleys on Mount Wuyi in the Fujian Province,
China, and it is 60 km long. The crisscrossing surrounding peaks and boulders shaped the stream into
the nine bends from which its name is derived (Jiuqu means “nine bends” in Chinese), as shown in
Figure 1. Rich in natural resources, history, and culture, the Jiuqu Stream is a World Heritage site [1].
In addition to the booming local tea industry, enterprises are encouraged to invest in setting up hotels.
Taking advantage of the Jiuqu River’s water resources, bamboo rafting experiences can be set up from
Seongchon Township to explore the surrounding natural ecological resources. In addition, tourism can
be promoted by combining the ancient features of Taoist monuments, such as the Wuyi Temple, with
the art and cultural performances (Impression Dahongpao). According to 2018 statistics, the stream
attracted 15,146,900 tourists and created approximately 43.5 billion USD in business opportunities [2],
demonstrating the enthusiastic development of local tourism.

Sustainability 2020, 12, 5262; doi:10.3390/su12135262 www.mdpi.com/journal/sustainability165
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Figure 1. Location and characteristics of the Jiuqu Stream in China.

Decision-making affects the direction and efficacy of tourism development [3]. Local development
can promote economic improvement that increases living standards for residents and the health of the
surrounding environment, but it can have negative outcomes [4]. These changes can be explored from
economic, social, and environmental perspectives [5].

Exploring changes from the economic perspective involves examining cost of living, industrial
construction, and village development [6] to understand concerns regarding employment, wages,
consumerism, construction, industries, facilities, prices, premiums, health, culture and creativity,
recreation, community feedback, and strategy coordination [6–8].

Social investigations involve tourism facilities, community development, living atmosphere,
and cultural public safety [6] to understand community recognition, service and activity quality,
political participation, tourism organizational planning, cultural and architectural traits, public safety
enforcement, community facilities, and public interactions [9–13].

The environmental perspective involves tourism and recreational facilities and natural ecology to
understand concerns of public transportation, parking and recreational areas, tourists’ environmental
literacy, waste volume, forest lands and ecological habitats, automotive exhaust, water supply,
and air quality.

Decision-making—in terms of the economy, society, and environment—can be investigated jointly
by using policy announcements, public sentiment, economic development, online marketing, medical
facilities, industry distribution, public safety, maintenance of historical sites, community assistance
and development, tourism resource chains, public facility management, environmental campaigns,
industrial traits, ecological conservation, environmental education, personnel training, travel planning,
development monitoring, and traffic management [6,14].

After activities conclude [4,15,16], the resulting changes from impacts and effects can be collected
from resident and tourist experiences [6–14]. Residents’ perspectives offer insight into changes in
the area [6–10], whereas tourists’ perspectives can reveal shortcomings in development [11–13];
simultaneous investigations of both residents’ and tourists’ perspectives can generate detailed
understanding of shortcomings [6,12–14]. These investigations can help decision-makers resolve
challenges and achieve balanced sustainable development. Therefore, the researchers collected and
analyzed the perceptions of residents and tourists on development near Jiuqu Stream and identified
shortcomings in the developmental status quo.

The Earth’s ecological environment provides an abundance of natural resources, sufficient to fulfill
the needs of all life on the planet [13]. To meet their needs for survival, human beings exploit natural
resources to varying degrees in order to acquire them [17]. Although the goals and expectations are
different for different individuals, for human beings, acquiring natural, ecological, social, humanistic,
and economic resources to improve individual living standards is a universal goal [18]. This is also the
case with tourism behavior and development.

The phenomenon of tourism is a result of the development of human technology and civilization,
which has increased the efficiency of work and transportation, generating leisure time. The local
tourism resources are used as an appeal to attract tourists to visit and spend money in the hope of
gaining relaxation and satisfying their psychological needs [7,17,19–23]. The residents expect tourism
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development to stimulate local economic development, increase job opportunities, and improve the
quality of life [4,24–26]. With tourism development as the main axis, they both interact with each other
in the same region, in different positions, at different times, in different spaces, and with different
resources, expecting to improve the psychological needs and status of individuals [27,28]. Although
differences in needs and perceptions exist between the two stances [17,27], there have been many
research reports on the effectiveness of tourism development from the perspective of residents [21–23].
However, there are quite a few researchers who investigate the defects of development through
tourists [26,27]. However, not many researchers have explored the issue from the perspectives of
both residents and tourists, and there is also a lack of studies on the development of river or stream
tourism. Therefore, the investigators believe that sequentially understanding the feelings of residents
and tourists towards the current situation of the development area and then analyzing the differences
between them in terms of the local development, in order to obtain common or different viewpoints,
can help to obtain more appropriate improvement suggestions [13,28]. Suggestions are then proposed
based on this study’s findings to provide a reference for relevant agencies and to improve the sustainable
development goals for Jiuqu Stream.

In order to properly address this study, the following research questions have been raised:

Research Objective 1: What impact do residents feel on the current economic, social, and
environmental development?
Research Objective 2: What impact do tourists feel on the current economic, social, and
environmental development?
Research Objective 3: What impact did the two groups have on the current economic, social, and
environmental development?

2. Methods and Instruments

2.1. Study Framework and Hypotheses

This study aimed to understand and compare the perceptions of residents and tourists on tourism
strategies and developmental effects on Jiuqu Stream. Future developmental trends and suggestions
for Jiuqu Stream are also proposed.

The perceptions of residents, tourists, and both groups on tourism and strategic development for
Jiuqu Stream were collected. Resident and tourist opinions were obtained from the data to address
developmental challenges and enable facilities to meet residents’ and tourists’ expectations. This study
was developed [16] using questionnaire tools referenced from relevant literature [3–15], case studies,
the researchers’ experiences, common understandings between residents and tourists [6,22,24,26,27],
multiple research methods, data collection [29], and data comparison and testing by performing
induction, organization, and analysis [30]. Collecting accurate and reasonable information can enable
the revision of strategic and development planning for the Jiuqu Stream. Figure 2 presents the research
framework based on the study goal and theoretical review.

 

Figure 2. Study framework.
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On the basis of this research framework, this study developed the following three hypotheses:
(1) Residents have a Tourism and Policy Development Status of consistent awareness; (2) tourists have
a Policy Development Status of consistent awareness; (3) different stakeholders have the same correct
understanding of the status of cognitive tourism development.

2.2. Study Procedure and Instruments

The research used mixed research methods. The survey outline was formulated by referring to
research theory and literature [1–16]. Adopted the concepts of existing theories, explained the research
results, and sought the opinions of experts and scholars. We compiled a questionnaire on the current
situation of tourism development, which is divided into 40 questions: Economy (15), society (15),
and environment (10), as shown in Table 1.

Table 1. Initial questionnaire issue preparation.

Residents Tourists

Economic

Cost of living
Increase job opportunities Multiple job opportunities
Increase income Consumption increase
Increase the cost of living Increase consumption costs

Industry construction

Increase sightseeing facilities Increase sightseeing facilities
Increased tourism industry Increased tourism industry
Combination of industrial
characteristics

Sufficient industrial specialty
commodities

Increased leisure opportunities Increased leisure opportunities
Have preferential measures Have preferential measures

Village development

Increased public construction Adequate public construction
Enterprise feedback Industry Promotion
Land and price increases Rent and price increases
Medical and health improvement Adequate medical and health level
Government communication platform Sufficient tourism complaint platform

Tourism and conservation policy Adequate tourism and conservation
policies

Development of creative products Diversified creative products
Increase job opportunities Multiple job opportunities

Social

Company building

Increase visibility Increased visibility
Increase service quality Service quality improvement
Increase activity quality Event quality improvement
Increase community development and
willingness to participate

Popular community development and
willingness to participate

Tourism indicators increase Adequate tourism index
Increase the choice of tourist facilities Multiple choices of tourist facilities
Youth’s willingness to return home Youth return to employment increases

Life

Educational vocational training
opportunities

Diversified educational vocational
training opportunities

Monuments and cultural preservation Monuments and cultural preservation
Community environment
commercialization

Community environment
commercialization

Tourist friendly Travellers’ friendly spending attitude
Good interaction between tourists and
residents

Good interaction between tourists and
residents

Cultural security
Increase the security staff Adequate police staff
Increase willingness to purchase Increase in willingness to travel again
Increase visibility Increased visibility

Environmental

Tourist rest facilities

Water pollution Water pollution
River pollution River pollution
Vegetation change Vegetation is scarce
Biological habitat change Biomass changes
Steam locomotive, oil, and smoke
pollution Steam locomotive pollution

Noise and garbage pollution Increased noise and garbage
Alien species threat Increased alien species

Natural ecosystems

Tourist transportation Convenient transportation
Parking space Ample parking
Tourism environment destruction The tourist environment is damaged
Water pollution Water pollution
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The questionnaire was designed using a five-point Likert’s scale, with 1 representing “strongly
disagree” and 5 representing “strongly agree”. Fifty questionnaires were distributed for pre-testing.
When Kaiser-Meyer-Olkin (KMO)> 0.06 and the p-value in the Bartlett test is less than 0.01 (p < 0.01),
this indicates that the scale is suitable for continued factor analysis [31]. Then, the coefficient α is
greater than 0.60. Tests show that the questionnaire has good reliability [32].

Economy (15) had a KMO > 0.627, with a Bartlett approximate χ2 value of 274.688, a degree of
freedom (df) of 120, and a significance of 0.000 (p < 0.001), and was therefore suitable for factor analysis.
The explainable variations of the scale were 10.339%, 3.418%, and 3.223%, and the total explainable
variation was 16.98%. After factor analysis and considering the understanding of the actual current
situation of economic development, all were retained. Three aspects were named: Cost of living (3),
industrial construction (5), and village development (7). They contained a total of 15 questions, and
the three scales were 0.603, 0.601, and 0.600, respectively.

Society (15) had a KMO > 0. 688, with a Bartlett approximate χ2 value of 413.731, a df of 105,
and a significance of 0.000 (p < 0.001) and was therefore suitable for factor analysis. The explainable
variations of the scale were 15.559%, 4.050%, and 3.65%, and the total explainable variation was 23.259%.
After factor analysis and considering the intention of understanding the actual current situation of
economic development, all were retained. Three aspects were named: Community building (6), living
atmosphere (5), and cultural public safety (4). They contained a total of 15 questions, and the three
scales were 0.644, 0.656, and 0.707, respectively.

Environment (110) had a KMO > 0. 914, with a Bartlett approximate χ2 value of 1280.57, a df of
55, and significance of 0.000 (p < 0.001), and was therefore suitable for factor analysis. The explainable
variations of the scale were 47.496% and 7.834%, and the total explainable variation was 55.331%.
After factor analysis, all were retained. Two aspects were named: Tourism and recreational facilities
(4) and natural ecology (6). They contained a total of 10 questions, and the scales were 0.859 and 0.855.

Based on the results of the above analysis, it can be seen that the questions in the tourism and policy
development awareness questionnaire designed by this study are all reliable. Afterwards, we analyzed
the survey’s reliability with statistical verification and analyzed the results with descriptive analyses
and t-tests, as shown in Table 2.

Table 2. Constructs involved in the questionnaire on perceptions of the impact of residents and tourism
on the Jiuqu Stream.

Construct Subfacet
Issues of Perceptions about the Impact of

Tourism
Cronbach’s α

Economic

Cost of living Employment opportunities, income, expenditures 0.60−0.62

Industrial construction
Tourism facilities, tourism industries, Commodities

combining local characteristics and products,
leisure opportunities, tourism premiums

0.60−0.61

Village development

Facility maintenance, development feedback,
real-estate prices, medical care, community

communications, political participation, cultural
and creative products

0.59−0.63

Social

Community building

Recognition, quality of services and activities,
community engagement, sufficient signage, travel

and recreational alternatives, organizational
capacity

0.63−0.66

Living atmosphere Young people returning, job-training opportunities,
cultural preservation, architecture, tourist attitudes 0.63−0.71

Cultural public safety Public interaction, public safety enforcement,
Re-tourism intentions or land purchase 0.58−0.65

Environmental

Tourism and recreational
facilities

Waste disposal, transportation, parking and
recreational areas, environmental damage by

tourists
0.85−0.89

Natural ecology
Water resources, lakes, flora, biological habitats,

automotive exhaust, noise pollution, external
ecological threats

0.85−0.86
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Next, interviews were used to supplement the sample information. With the consent of the
respondents, six participants were interviewed, including local tourism practitioners, residents,
and scholars with travel experience with regard to the Jiugqu River using the semi-structured design
and open interviews to obtain their opinions on the analysis results presented in the survey, as shown
in Table 3.

Table 3. Background and interview topics.

Gender
Length of

Stay/Seniority
Occupation Gender

Length of
Stay/Seniority

Occupation

male 30 Residents male 12 prof
female 28 Residents male 6 prof
male 25 Residents female 15 tourist guide

interview topics Description

1. What do you think is the impact of the tourism development of the Jiuquxi Scenic Area on the local
economic development? Please explain the reasons in detail.

2. How do you think the tourism development of the Jiuquxi Scenic affects the local social and cultural
development? Please elaborate.

3. What do you think is the impact of the tourism development of the Jiuquxi Scenic Area on the
development of the local natural environment? Please explain the reasons in detail.

4. What do you think is the impact of tourism development in the Jiuquxi Scenic Area on local tourism
policies? Please explain in detail why.

After the participants verified the accuracy of the recorded content, the researchers integrated the
information of the questionnaire, analyzed the results, and completed the research paper through the
processes of induction, organization, and analysis [10,29]. Finally, a multivariate validation analysis
method was adopted to combine the information obtained from different research subjects, theories,
and methods to validate multiple data from multiple perspectives and to compare the results of
different studies [29,30] in order to acquire accurate knowledge and implications. Ultimately, we hope
to explore the current state of the Jiuqu River’s tourism development from the perspectives of both
residents and visitors, and to offer suggestions for improvement based on the views of both.

2.3. Study Scope and Limitations

Jiuqu Stream is located between the peaks and valleys of Wuyi Mountain, Fujian Province, China,
and is 60 kilometers long. The criss-crossing peaks and boulders shape the river into nine bends; the
surrounding natural ecology is diverse, the mountain landscape is diverse, and it has become the main
tourist area for major tourists. The surrounding Xing-cun Town and Gong-guan Village are the closest
towns to the Jiuquxi Scenic Area. The area also takes Jiuqu Stream and surrounding tourist attractions
as tourist destinations to improve local development.

The study sample was collected from October 2019 and completed in February 2020. Initially,
questionnaires were collected on site. Due to cost, manpower, and material considerations, as well
as restricted working hours of residents and visitors’ willingness to be interviewed, the survey was
conducted using random sampling. Interviews were conducted right after seeking the consent of the
participants. However, due to the outbreak of COVID-19, the sampling was changed to an online
questionnaire platform, and since it was not easy to confirm the respondents, snowball sampling was
used instead. Summing up the above explanations, it is unlikely that more comprehensive information
can be obtained due to the limitations of the sample background. If this results in any discrepancy in
the study, it will be taken into consideration for the further study.
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3. Analysis of Results

3.1. Descriptive Characteristics of the Sample

Based on the analysis of the 812 samples, the Jiuqu Stream is considered a well-known tourist area
with rich natural ecology and numerous historic sites. The area is popular for light tourist activities
(42.4%) and among women (57.6%). Average consumer expenditure per visit was 420–700 USD (36.5%).
Most tourists (68%) arranged two trips to visit local scenery per year (35.5%), as shown in Table 4.

Table 4. Descriptive characteristics of the participants.

Identity

Identity Percentage Age Percentage

Residents 32% Under 20 5.4%
Tourists 68% 21–30 33.5%
Gender Percentage 31–40 17.2%

Male 42.4% 41–50 13.3%
Female 57.6% 51–60 11.3%

Over 61 19.2%

Spending on Trips and Number of Tours

Annual trips Percentage Travel Consumption (USD) Percentage

1 19.2% 140  8.9%
2 35.5% 140–420 30.5%
3 27.1% 420–700 36.5%
4 14.8% 700–1120 11.8%
5 3.4% 1120–1700 9.9%

1700 2.2%

Tourist purpose

Tourism 42.4% Administrative affairs 9.9%

Shopping
consumption 14.8% Fire safety 3.0%

Work 13.8% Academic research 2.5%
Leisure and sport 13.8%

3.2. Perceptions of Economic Strategies and Developmental Efficacy

Respondents responded based on the content of the questionnaire. Statistical verification analysis
was used. A score of 1 indicates strong disagreement, and a score of 5 indicates a strong agreement.
Because residents, tourists, and other stakeholders had inconsistent perceptions of economic strategies
and development efficacy, Hypothesis 1 did not hold, as shown in Table 5.

Table 5. Residents’ and tourists’ perceptions of current economic development.

Facets Highest M Lowest M

Residents
Price of people Job opportunity 4.26 Cost of expenditure 3.86

Industry construction Tourism industry 4.06 Sightseeing discount 3.96
Village development Land price 4.40 Protection policy 3.96

Tourist

Price of people Income 3.94 Cost 3.88
Industry construction Leisure opportunities 3.78 Building 3.71
Village development Health and medical facilities 3.84 Feedback measures 3.63

The government uses the natural environment, cultural monuments, and agricultural products to
develop tourism and corresponding industries that enhance real-estate value and create employment
and business opportunities. However, tourist facilities and resources are primarily targeted towards
tourists; residents are few and scattered, and transportation in mountainous areas is inconvenient.
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Residents lacked access to transportation, resource pipelines, or tourism premiums, and protection
policies could not be implemented. As a result, residents perceived improvements in employment
opportunities, the tourism industry, and real-estate prices, but they believed that efficacy in expenditures
and costs, tourism premiums, and protection policies were lacking.

Rich natural resources as well as rafting and performance activities expand travel options.
In addition, improvements to medical care also increase tourists’ willingness to visit a destination.
However, remote locations, insufficient tourist facilities, and crude town facilities affect tourists’
willingness to consume. Therefore, tourists perceived improvements in income, medical care, and
leisure opportunities, but they felt that efficacy in expenditures, costs, and development feedback
were lacking.

As a result, stakeholder perceptions of employment opportunities, salary income, tourist facilities,
real-estate prices, and medical services differed, causing divergences (p < 0.001), as shown in Table 6.

Table 6. Recognition of economic development status by persons with different rights.

Issue
Resident Passenger

T p-Value
M SD M SD

Price of people
Job 4.26 0.565 3.91 0.369 5.075 0.000 *

Income 4.16 0.650 3.94 0.367 2.967 0.000 *
Cost 3.86 0.535 3.88 0.443 −0.294 0.082

Industry construction

Building 3.98 0.553 3.71 0.561 3.012 0.002 *
Business 4.06 0.620 3.72 0.531 3.778 0.371

Spot color combination 4.04 0.699 3.75 0.544 3.090 0.467
Fallow machine 4.00 0.535 3.78 0.490 2.723 0.050

Grace 3.96 0.638 3.75 0.541 2.258 0.602

Village development

Installation protection 4.02 0.589 3.75 0.541 2.977 0.108
Circulation 3.98 0.685 3.63 0.549 3.701 0.484

Land and kitchen 4.40 0.639 3.83 0.535 6.221 0.002 *
Hygiene 4.26 0.694 3.84 0.488 4.689 0.000 *

Mizonori cooperation 4.16 0.584 3.77 0.506 4.533 0.649
Policy 4.08 0.601 3.69 0.579 4.137 0.041

Protective measures 3.96 0.638 3.77 0.519 2.105 0.986
Creative products 4.14 0.606 3.75 0.517 4.416 0.772

* = p < 0.001.

Tourist and medical facilities were sufficient to meet tourist needs and increase their willingness
to consume. These facilities indirectly provided employment opportunities to area residents. However,
jobs in the tourism industry have long work hours and low pay, and residents live far from these
workplaces, thereby increasing their cost of living. Figure 3 demonstrates the perceptions of social
strategies and developmental efficacy.

Figure 3. Perceptions of economic strategies and developmental efficacy. *: p < 0.01 (Residents:
Tourists); attractive, repulsive force.
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3.3. Perceptions of Social Strategies and Developmental Efficacy

Respondents responded based on the content of the questionnaire. Statistical verification analysis
was used. A score of 1 indicates strong disagreement, and a score of 5 indicates strong agreement.

Because residents, tourists, and other stakeholders had inconsistent perceptions of social strategies
and developmental efficacy, Hypothesis 2 did not hold, as shown in Table 7.

Table 7. Residents’ and tourists’ perceptions of social development.

Figure Highest M Lowest M

Residents

Company building Popularity 4.28 Indicator satisfaction 3.94
Life Cultural preservation 4.48 Building style 1.96

Cultural security Replay 4.16 Public security management 3.82

Tourist

Company building Activity quality 3.86 Community involvement 3.66

Life Vocational training
opportunities 3.90 Building style 2.70

Cultural security Public interaction 3.75 Re-travel 2.51

Government relocation of residents can protect the environment by preserving culture, creating
business opportunities by attracting tourists, and increasing residents’ willingness to invest. However,
the preservation of monuments and public safety is jeopardized in large and remote scenic areas,
which have insufficient signage, buildings, and marketing traits and small and scattered residential
populations, leading to shortages in staffing to maintain the scenic area. As a result, residents perceived
increased recognition, cultural preservation, and willingness to revisit and acquire property, but they
felt that efficacy in architecture, signages, and public safety enforcement were lacking.

The government’s integration of local cultures and industries attracted corporate investments
and created high-quality tourist environments. However, the small and scattered residential
population caused staffing shortages for maintaining the large scenic area, and government control
of decision-making has caused low public involvement in policy. As a result, tourists perceived
increases activity quality, job-training opportunities, and public interaction, but they felt that efficacy
in architecture, community participation, and willingness to revisit and acquire property were lacking.

As a result, stakeholders perceived signages and public safety planning, job-training opportunities,
architecture, and revisiting and property acquisitions differently, leading to divergences (p < 0.001),
as shown in Table 8.

Table 8. Recognition of social development status by different stakeholders.

Issue
Resident Passenger

t p-Value
M SD M SD

Company building

Popularity 4.28 0.536 3.79 0.509 5.826 0.237
Service quality 4.00 0.535 3.77 0.493 2.788 0.024
Activity quality 4.00 0.639 3.86 0.505 1.632 0.434

Community
involvement 3.98 0.622 3.66 0.552 3.445 0.033

Adequate indicators 3.94 0.818 3.82 0.488 1.220 0.000 *
Recreational choices 4.04 0.570 3.73 0.529 3.582 0.053

Increased
organization 4.18 0.629 3.76 0.500 4.844 0.130

Life

Youth return home 4.42 0.538 3.82 0.527 6.911 0.027
Vocational training

opportunities 4.42 0.538 3.90 0.455 6.669 0.000 *

Cultural preservation 4.48 0.544 3.80 0.574 7.321 0.185
Building style 1.96 0.402 2.70 0.918 −0.516 0.000 *

Tourist attitude 3.94 0.424 3.86 0.501 0.981 0.055

Cultural security

Public interaction 3.88 0.480 3.75 0.507 1.655 0.020
Public security
management 3.82 0.482 3.37 0.523 5.433 0.002 *

Re-travel 4.16 0.738 2.51 0.954 11.182 0.006 *

*: p < 0.01.
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Abundant natural resources and historic buildings primarily attract tourists and create business
opportunities. However, signage and facilities were for shuttle services and tourist centers because
tourists are unfamiliar with the geography of the scenic area, thereby increasing the risk to visitor
safety because of the area’s size. Figure 4 demonstrates the perceptions of social strategies and
developmental efficacy.

Figure 4. Perceptions of social strategies and developmental efficacy. *: p < 0.01; residents; tourists;
attractive, repulsive forces.

3.4. Perceptions of Environmental Strategies and Developmental Efficacy

Respondents responded based on the content of the questionnaire. Statistical verification analysis
was used. A score of 1 indicates strong disagreement, and a score of 5 indicates strong agreement.

Residents, tourists, and different stakeholders had inconsistent perceptions of environmental
strategies and developmental efficacy; therefore, Hypothesis 3 did not hold, as shown in Table 9.

Table 9. Residents’ and tourists’ perceptions of the current situation of environmental development.

Facets Highest M Lowest M

Residents
Tourist rest facilities Tourist transportation 4.36 Garbage placement 1.88
Natural ecosystems Steam locomotive fume 2.30 Alien species threat 1.94

Tourists
Tourist rest facilities Tourist transportation 3.75 Garbage placement 2.46
Natural ecosystems Steam locomotive fume 2.60 Biological habitat 2.34

Comprehensive bus services in the scenic area help residents commute. However, large numbers
of tourists rapidly increase automotive transportation and human-made waste, and the small local
population has insufficient cleaning personnel, thereby increasing the amount of waste in the scenic
area. As a result, residents perceived adequate ecological and tourist transportation planning, but they
felt apprehension regarding waste disposal and automotive exhaust problems.

Comprehensive ecological management and transportation planning can protect the environment
and reduce transportation time, thereby increasing willingness to travel. However, because of the
scenic area’s large size, transportation time increased, and the few residents and staff cannot easily
maintain facilities and the environment or manage waste. As a result, tourists perceived comprehensive
ecological protections and tourism transportation planning as well as problems of waste disposal and
automotive exhaust.

As a result, different stakeholders had divergent views on waste disposal, water sources, lakes,
flora, biological habitats, noise pollution, and external ecological threats (p < 0.001), as shown in
Table 10.
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Table 10. Recognition of environmental development status by different stakeholders.

Issue
Resident Tourist

t p-Value
M SD M SD

Tourist rest
facilities

Water source 2.28 0.536 2.53 0.866 1.917 0.000 *
River 2.06 0.240 2.42 0.809 3.141 0.000 *

vegetation 2.00 0.202 2.37 0.784 3.260 0.000 *
Biological habitat 1.96 0.198 2.34 0.736 3.602 0.000 *
Steam locomotive

fumes 2.30 0.678 2.60 0.781 2.443 0.021

Noise pollution 2.00 0.350 2.52 0.795 4.502 0.000 *
Alien species threat 1.94 0.373 2.57 0.923 4.685 0.000 *

Natural
ecosystems

Garbage placement 1.88 0.521 2.46 0.770 5.001 0.000 *
Tourist

transportation 4.36 0.631 3.75 0.553 6.513 0.037

Parking space 3.80 0.700 3.54 0.550 2.746 0.190
Tourist

environmental
destruction

3.40 1.030 3.15 1.018 1.501 0.672

*: p < 0.01.

The local area is mountainous and has dense forests, clear water, and a beautiful natural
environment. However, the large increase in tourists and vehicles coupled with tourists’ boisterousness
and environmental illiteracy have caused environmental destruction. Figure 5 demonstrates the
perceptions of environmental strategies and developmental efficacy.

Figure 5. Perceptions of environmental strategies and developmental efficacy. *: p < 0.01; residents;
tourists; attractive, repulsive forces.

4. Conclusions and Recommendations

4.1. Conclusions

Every stakeholder has different demands in terms of recreational facilities, local infrastructure,
expenditure and income, public safety and health, waste disposal, and ecological and environmental
conservation, as well as tourism and the quality of life. Residents’ willingness to return to their
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hometowns for development depends on the visibility, employment opportunities, and the growth of
real estate. Public safety and protection policies, insurance expenses, construction, inadequate signage,
increased cost of living, and waste and pollution are the deterrents to residents returning for future
development. Tourists are attracted by the natural and ecological features, well-planned transportation,
and unique local culture and events, but are usually deterred by poor recreational facilities and
architectural planning, merchandise lacking characteristics, high tourist consumer expenditure, smoke
and pollution from motor vehicles, and unpleasant encounters with locals.

4.2. Recommendations

1. Community development and local facilities should be improved while valuing public sentiment
in mutually beneficial situations for the government and residents.

2. Environmental sanitation requires improvement by defining construction and cultural traits and
resolving waste and pollution problems.

3. Tourism management, marketing, and service quality require improvement, and travel itineraries
should be developed to enhance residents’ employment skills; travel safety should be enhanced,
and signage, waste, and noise pollution problems should be addressed. Water sources, lakes, and
flora environments should be maintained to increase residents’ and tourists’ willingness to invest
and travel in the area.

4. The development of ecotourism in other regions and countries warrants study from
different perspectives.

5. Political, social, and industrial developments warrant investigation from different perspectives to
collect comprehensive research data.
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Abstract: The political environment of a tourism destination is the most important element in
planning, implementing, and controlling sustainable tourism development. The political environment
refers to the coordination and cooperation among many participants to formulate and apply tourism
policies. In our study the term political environment refers to political power, leadership, structures,
mechanisms, and strategies, or policies for the implementation of sustainable tourism development.
The main purpose of this article is to, through the example of Aksu-Jabagly natural heritage site in
Kazakhstan, study how the negative political environment (NPE) of a tourism destination inhibits the
implementation of sustainable tourism development in Kazakhstan. This study draws on in-depth
interviews with local residents who are considered as one of the key stakeholders in the tourism
industry. In our research, we conducted a questionnaire survey of 222 representative households
from the neighboring village of Aksu-Jabagly, a natural world heritage site. Results show that
because of negative political environments, the residents highly perceive the negative economic and
environmental impacts of tourism development. Although the residents highly evaluated tourism’s
positive sociocultural impacts, its relevance to other indicators was relatively weak. The residents
are dissatisfied with tourism development, and their participation level in tourism was low. The
results also reveal that highly perceived negative economic and negative environmental impacts of
tourism are the main cause of residents’ dissatisfaction with tourism development and residents’ lack
of participation in tourism.

Keywords: political environment; sustainable tourism; impact; world heritage; Aksu-Jabagly nature
reserve; Kazakhstan

1. Introduction

Political environment is the government actions which affect the operations of a company or
business. These actions may be on the local, regional, national, or international levels. Business owners
and managers pay close attention to the political environment to gauge how government actions will
affect their company. Regarding the World Economic Forum’s travel and tourism competitiveness
index, it seems that some new models are emerging [1]. The “enabling policy environment for tourism”
indicator shows that countries with more favorable environmental conditions are more likely to develop
management plans for each World Heritage site (either existing or out of date), and it is more likely
that there is no plan or claim prepared by those states with unfavorable political environments [2]. The
statement of the political environment has scarcely been recognized in previous studies [3,4], therefore,
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it is not widely used in tourism research. The political environment (an older expression) overlaps
with an emerging understanding of destination governance (a newer expression) [5,6]. Some authors
have extended the concept of a political environment to further development of the three pillars of
environmental sustainability, which has continued to generate more debates [4,7–9]. Dialogs on the
management of tourist destinations have collected some elements of our perception of the political
environment with a focus on how tourist destinations guide and govern the planning, implementation,
and monitoring processes of tourism development [5,6]. Mihalič et al. (2016) elaborated on the issue by
emphasizing the significance of the influence of the political environment and destination governance
on sustainable tourism development. They addressed issues limited to understanding the importance
of the political environment to sustainable tourism’s implementation. Mihalič et al. (2016) argued
that the political environment does not indicate political parties or systems (although both may be
related to tourism development), but indicates political power, leadership, structure, mechanisms, and
strategies, or policies as critical to the implementation of sustainable tourism development. In relation
to the agreement with the three sustainable development environments (economic, environmental and
sociocultural), the concept of the political environment has not been recognized with such force, and
its designation as a missing element has not yet been achieved unanimously in the field of sustainable
development [10].

The development of sustainable tourism destinations has attracted great attention from researchers
over the years, especially the positive and negative tourism’s influences on resources and destination
communities [11]. Tourism can have a positive and negative impact on the community, but the
development of tourism can also depend on how the locals of the destination feel about these effects [10].
As described by the social exchange theory, destination residents show their support for tourism
development based on their satisfaction with the sustainable livedoid in the communities [12,13].
Destination resources are generally understood as economic, sociocultural, and environmental, which
is similar to the so-called three-pillar sustainable tourism principle [14]. Apart from tourism’s positive
and negative impacts on the destination community, residents’ perceptions of these impacts can affect
sustainable tourism development. Tourism should properly consider its current and future economic,
social, and environmental impacts to meet the needs of tourists, industry, environment, and the
host community.

In the above context, it is understood that the destination resources are economic, sociocultural,
and natural (or environmental, in a narrow sense), which is consistent with the concept the so-called
three pillars of sustainable tourism [15]. However, researchers should distinguish the practical
implementations of three pillars of sustainability in tourism [10]. Though it is difficult to perform
sustainable tourism in practice [16], Mihalič et al. (2016) argue that this problem can be minimized if
the concept of three pillars of sustainability is extended to include some “pushing forces” to ensure
the effective implementation of sustainability in business and tourism destinations. Many authors
have discussed other requirements for implementing sustainability, such as political support, power,
critical mass, consensus, environmental education, awareness, and ethics [4,9]. Ritchie and Crouch
(2003) showed that the debate on sustainable tourism must be extended with political sustainability.
Lately, some of these “forces” have been debated under the theme of destination governance, which
is interested in how tourism destinations guide and manage the implementation (and planning and
control) process of sustainable tourism development [5].

However, many previous studies have shown that there is little interest in studying sustainable
tourism development in terms of residents’ attitudes towards tourism and the political aspects of
tourism governance [17]. This article discusses this issue and contributes to understanding the
constricting role of the negative political environment in implementing sustainable tourism.
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1.1. Conceptual Model and Hypotheses

1.1.1. Residents’ Perception of Tourism Impacts

Sustainability is often understood as the three-pillar concepts of economic, natural, and
sociocultural environments. involves providing opportunities to promote economic growth, protect
the location, and improve the quality of life of residents while increasing future opportunities through
the development of tourism and the quality of the environment [18]. However, not all environments
are subject to the same research and practical concerns [10]. Many previous studies focused only on
economic or environmental pillars, which may not fully reflect community concerns [19–21]. In this
case, the three pillars of sustainability concepts provide a well-structured framework for studying the
positive and negative tourism’s economic, environmental and sociocultural impacts.

1.1.2. Residents’ Satisfaction with Tourism

In the past, when studying the satisfaction of residents, scholars divided the perception of tourism
impact into two factors, such as positive tourism impact perception and negative tourism impact
perception [22–24], or divided it into three factors like cost-awareness, material benefit perception, and
spiritual benefit perception [25], and then the relationship between tourism impact and satisfaction could
be comprehended. In the context of applying social exchange theory to residents’ attitudes towards
tourism, most studies involve the impacts of tourism and support for tourism, while some studies also
include satisfaction with the quality of life in the tourist destinations or tourism development. Recent
tourism studies indicate that tourism impacts the quality of life [26–28]. Moreover, previous studies on
the impact of tourism on residents’ well-being simulated the overall satisfaction of individuals with
life, which stems from satisfaction with several areas of life [10]. Satisfaction with community, material,
emotional, health, and safety are sources of general satisfaction with life [29].

1.1.3. Residents’ Participation in Tourism at World Heritage Sites (WHS).

The variety of residents’ perceptions of tourism development influences the level of residents’
support and participation in tourism development [30]. Numerous studies have proven the importance
of community involvement in heritage conservation and tourism development [31–34]. Local residents’
involvement in WHS management can resolve conflicts between the economic and development
benefits of the community and the need to preserve WHS destinations as valuable resources and can help
clarify the concept of heritage among residents [33,35]. Several studies on heritage management have
confirmed the importance of community participation in sustainable conservation programs [32,36].
Local residents’ involvement in heritage management contributes to improving their quality of life,
economic development of the local region, and sustainability of conservation programs [31,32,35].

Thus, with Aksu-Jabagly state nature reserve and the adjacent Jabagly village as a study area, this
research examines the indirect impacts of the negative political environment of a tourism destination
on local residents’ lack of participation in tourism development through assessing the perceptions of
the neighboring community from tourism in their hometown. Additionally, a number of determinants
(residents’ dissatisfaction with tourism and tourism’s negative economic, negative environmental
and positive sociocultural impacts) that influence this relationship should also be checked. The
model proposed in this study assumes the relationship between the aforementioned indicators. Our
structural model takes into consideration the indirect impacts of negative political environment on
residents’ lack of participation in tourism, which have been studied in the context of sustainable
tourism development by very few scholars so far. Therefore, we incorporated both observations in our
proposed model of the relationship between the three tourism pillars and residents’ dissatisfaction
with tourism development. Simultaneously, the following seven hypotheses (Figure 1) were developed
and tested in the current study:
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Figure 1. Theoretical model, direct paths.

Hypothesis 1. The negative political environment has a direct positive effect on negative economic impacts of
tourism;

Hypothesis 2. The negative political environment has a direct positive effect on negative environmental impacts
of tourism;

Hypothesis 3. The negative political environment has a direct negative effect on positive sociocultural impacts
of tourism;

Hypothesis 4. The negative economic impacts of tourism have a direct positive effect on residents’ dissatisfaction
with tourism development;

Hypothesis 5. The negative environmental impacts of tourism have a direct positive effect on residents’
dissatisfaction with tourism development;

Hypothesis 6. The positive sociocultural impacts of tourism have a direct negative effect on residents’
dissatisfaction with tourism development;

Hypothesis 7. Residents’ dissatisfaction with tourism development has a direct positive effect on residents’ not
participation in tourism development;

1.2. Aksu-Jabagly Natural World Heritage Site and Jabagly Village

Aksu-Jabagly Reserve is Kazakhstan’s second natural world heritage site and it offers a stunningly
diverse landscape from semi-deserts to snow-capped peaks. The Aksu-Jabagly, which was listed on
UNESCO under the criteria of (vii) and (x) on 17 July 2016, is a unique wilderness experience where
marmots, ibex, lynx, wolves, bears, argalis, and deer live [37]. The Aksu-Jabagly State Nature Reserve
was established in 1926 and it is located in the north-west of Talas Alatau and the south of Karatau in
the West Tien Shan. It is home to 48% of regional bird species, 72.5% of vertebrates, 221 out of 254 fungi
species, 63 out of 80 moss species, 15 out of 64 vegetation types, and 114 out of 180 plant formations
found in the West Tien Shan. Approximately 2500 insect species have been recorded in the reserve [38].
The wild tulips, the unique natural apples, and the snow leopards (which roam the high mountains
of this area) in the Aksu-Jabagly reserve spread its name all over the world [39]. Aksu-Jabagly State
Nature Reserve consists of three zones, it lies in Tulkibas district of Turkistan region and Jualy district
of Jambyl region of the Republic of Qazaqstan. The main part of the nature reserve (N42 16 34, E70
40 27) has 131,704 ha property zone and 25,800 ha buffer zone. The other two zones are Karabastau
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paleontological area (N42 56 24, E69 54 54) and Aulie paleontological area (N42 54 18, E70 00 00) with
only property zones, 100 and 130 ha, respectively [37]. The Aksu-Jabagly Biosphere Reserve is located
in four districts of two oblasts in the most densely populated region of Kazakhstan (Figure 2), with a
total population of about three million people. Approximately 150,000 people live in the transition area
of the reserve. The main economic activities are agriculture, plant growing, and cattle breeding. In the
last 10 years, ecological tourism has become highly popular in the reserve, mainly due to ornithological
and botanical foreign tourism, and local recreational tourism [38].

 
Figure 2. Aksu-Jabagly Natural World Heritage site and Jabagly village.

Jabagly village is an administrative unit of Tulkibas district. It includes the settlement of Jabagly,
Abaiyl, and Russian Railway 115. The total population of the Jabagly village is 3048 people, including
2401 people of Jabagly settlement, 545 people of Abaiyl settlement, and 102 people of settlement
Russian Railway 115. The center of the village is Jabagly settlement. And Jabagly settlement is 17 km
southeast to the Turar Ryskulov town (former Vannovka), the administrative center of Tulkibas district.
Jabagly settlement has a public transport connection with Turar Ryskulov town and Shymkent city
(passport of Jabagly village, 2019). Lying adjacent to the West Tien Shan Mountains, Jabagly settlement
is the gateway to Aksu-Jabagly State Natural Reserve (Figure 2). The main economic activities are
agriculture, plant growing, and cattle breeding. The 59 km area of Tulkibas is located along Western
Europe-Western China (WE-WC) Highway, and it provides convenience to travel to Jabagly village by
car for visitors [39].
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1.3. Tourism Development at Aksu-Jabagly Heritage Site

For a long time, tourism has been seen as an important means of achieving protection outcomes
and as a potential source of negative impact. Decades of academic research and practical experience
have indicated that the relationship between tourism and protected areas is complex. Part of the
reason is that the economic priorities of tourism often conflict with each other, and the protection
priorities of protected area stakeholders are also important [40]. Particularly, protection objectives may
be compromised by the negative effects of visitors and commercial activities [41]. However, since the
establishment of the earliest national parks, tourism and recreation have often become the main drivers
of land protection [42]. Ecotourism, sustainable tourism, or “conscience tourism” is a less intrusive,
more eco-friendly way to experience the world’s unique natural and cultural treasures. Today, tourism
faces more challenges than ever to protect and promote cultural heritage and the environment, while
helping to reduce poverty by creating jobs around the world [2]. The implementation of the world
heritage structure, especially in rural areas, has achieved a global impact because it has become a
venue characterized by a global vision and traditional rural elements. Moreover, construction always
increases local and regional development possibilities since conservation measures tend to stimulate
tourism [43]. Natural World Heritage Sites (WHS) are widely recognized as the world’s most important
protected areas. Therefore, in order to develop tourism at a world heritage site it is necessary to
consider its characteristics, for example, when developing tourism in ecologically sensitive protected
areas the best strategy is to organize tourism activities at the buffer zone of the protected areas. In
this respect, our research area, Aksu-Jabagly biodiversity conservation site, can be one of the best
examples because, in accordance with the “Specially Protected Natural Territories” law of the Republic
of Kazakhstan, areas that are not included in especially valuable ecological systems are allowed to
organize ecological excursions under the control of authorities, as well as excursion paths and routes
for regular tourism created by the licensed tourism sectors [38].

Without doubt, the most important indicator which shows the tourism development status of
one tourist destination is the number of visitors and tourism revenue volume. Tulkibas district mayor
Nurbol Turashbekov (2017) said “In 2016 more than 12 thousand tourists had visited Tulkibas district
to see Aksu-Jabagly nature reserve and other places of interests, including 7% foreigners”. Apparently,
the aforementioned numbers are very small considering its high potential for tourism development.
Below, we analyze some statistics which indicate domestic and foreign visitors to Aksu-Jabagly state
nature reserve in the last 10 years.

We can easily see from Figure 3 that the number of total visitors and domestic tourists was higher
in 2011 with 2890 and 2104 people, respectively. Additionally, in 2015, there were fewer visitors to
the Aksu-Jabagly nature reserve, the total number of tourists decreased to 1471 people. The total
and the domestic number of travelers has been increasing slowly in the last three years. As far as
foreign visitors are concerned, there has been a fluctuation in the number. The year when there were
fewer foreign tourists was 2013 with 666 people, while more foreign tourists visited the nature reserve
than other times in 2017, the number reached 1098. It can be concluded from the above analysis that
although there is a higher potential for planning tourism activities in Jabagly village, for instance,
the quality of accommodation and convenience of accessibility are higher and even in line with
international standards, the development of tourism in Aksu-Jabagly is still in the primary stage or
even undeveloped. Therefore, we suppose one of the main factors which impede the development
of tourism in our research area is the lack of favorable political environment for sustainable tourism
development. Thus, the main content of this research is the impact of the negative political environment
on implementing sustainable tourism development.
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Figure 3. The number of tourists to Aksu-Jabagly heritage site from 2009 to 2018. Source of statistics:
Tourism Department of Aksu-Jabagly State Nature Reserve Office.

2. Materials and Methods

2.1. Data Collection and Methodology

Data collection occurred over a 20-day period from 2 March to 22 March 2019. To develop our
measurement instrument, we first created a list of sustainable tourism development indicators based
on the literature review. Our list of questionnaires included over 30 indicators that were used in the
subsequent survey. The self-administered questionnaire was distributed to Jabagly village’s residents.
To obtain more accurate opinions and perceptions, we conducted our survey by issuing the prepared
questionnaire to each occupied household (328 households in total). Residents were asked to complete
the questionnaire and return it to the municipality or the central school in the village (if they have a
child who goes to high school there). Overall, 229 questionnaires were returned, and among them, 222
were qualified.

In order to develop our measurement tools, we first created a list of sustainable tourism
development indicators based on a literature review. The list initially includes more than 100
indicators. These indicators were evaluated by relevant experts in the tourism fields. The expert group
consists of scholars and local tourism industry representatives. Those experts reduced the initial list of
indicators to 30, which were used for follow-up investigations.

The questionnaire for all relevant respondents was designed with three major sections. Section one
was designed by ticking “

√
” on the corresponding option to acquire basic information about their gender,

age, ethnic and the education level. Section two was designed with some multiple-choice questions
indicating annual household income, current engaging industry, the number of tourism-engaged
people in their family, and tourism income rate in their annual household income to understand local
residents’ economic situation and participation level in tourism generally. Section three evaluates
respondents’ perceptions of statements regarding negative political environment at the Aksu-Jabagly
tourism destination, three pillars of sustainable tourism (including the negative economic, negative
environmental, and positive sociocultural impacts of tourism), residents’ dissatisfaction with tourism
and residents’ participation in tourism development. All indicators were designed as statements in
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section three to encourage respondents to rate on five-point Likert scale questions with 1 (completely
disagree), 2 (disagree), 3 (neutral), 4 (agree) and 5 (completely agree).

The collected data were analyzed with principal component analysis (PCA) to reduce the number
of variables in the model. When we removed the problematic items, we deleted some indicators, which
have bigger or smaller variances of errors, in Amos output. The correlation matrix was then checked
to reveal any possibly problematic variables. After this data-reduction procedure, only 18 (out of 30)
indicators were used in further analysis (see Table 1). Thus, a six-factor model was then inputted
into the confirmatory factor analysis (CFA) and, finally, structural equation modeling was used to
establish the connections between the factors. Before the factor analysis, Cronbach’s Alpha and KMO
test were needed. When we tested When reliabilities between measurements, the Cronbach’s Alpha
coefficient of all measurement dimensions was checked and the “KMO test” was done. As shown
in Table 1, in order to examine the standard intrinsic fitness level of the model, composite reliability
of the latent variables and the average variance extracted value were calculated with the formula of

CR =
(
∑

L)2

(
∑

L)2+(
∑

e)
, AVE =

∑
L2

n , (e = 1 − L2 and L is completely standardized loading). Using IBM

SPSS Amos 25.0 software, we conducted the confirmatory factor analysis (CFA). When we checked
the overall model fit, the following equation model’s fitness indices, such as CMIN/DF, NFI, TLI, CFI,
RMSEA, PNFI, and PCFI, were checked. Finally, we tested the hypothesized relationships between the
constructs, p value (indicating statistically significance) and critical ratio (CR) as substitute to t value
and β (significant influence) were used.

Table 1. Descriptive statistics and measurement model results (n = 222).

Constructs and Indicators: CR=
(
∑

L)2

(
∑

L)2
+(

∑
e)

,

AVE=
∑

L2

n , (e = 1 − L2)

Mean St. dev.

Responses in % Model Results

Agree
Rate * %

Neutral
Rate %

Disagree
Rate ** %

CSL
(L)

C R AVE

Negative political environment 3.470 L 0.984 0.939

PE_1 Tourism development is less supported
by relative organizations. 3.37 1.226 62.2 6.8 31.0 0.963

PE_2 The local area has fewer benefits from
tourism development. 3.41 1.183 63.1 7.6 29.3 0.991

PE_3 Local residents are rarely informed
about tourism development there. 3.58 1.192 68.9 6.3 24.8 0.963

PE_4 Tourism businesses are monopolized by
a few politically powerful people. 3.52 1.172 67.1 5.4 27.5 0.958

Negative economic impacts of tourism 3.393 0.927 0.811

EI_1 Tourism has increased the gap between
the rich and poor in this village. 3.39 1.163 62.1 9.5 28.4 0.908

EI_2 Local prices and the necessary cost of
living for residents has increased. 3.38 1.162 61.7 9.0 29.3 0.977

EI_5 Most of the local money is earned by
outsiders. 3.41 1.173 63.1 8.1 28.8 0.808

Negative environmental impacts 3.375 0.829 0.708

EI_3 A large influx of tourists has a great
impact on the normal life of the flora and
fauna.

3.38 1.181 65.4 7.2 27.4 0.860

NEI_4 Development of tourism contributes to
pollution (throw rubbish and make noise, etc.). 3.37 1.255 63.5 6.3 30.2 0.823

Positive sociocultural impacts of tourism 3.527 0.979 0.940

ScI_2 Tourism provides an incentive for the
preservation of local culture in Jabagly village. 3.59 1.096 72.1 5.8 22.1 0.965

ScI_3 Tourism grows the cultural exchanges
between tourists and residents. 3.48 1.062 63.1 13.5 23.4 0.966

ScI_4 1 Infrastructure of this region has
improved due to tourism development. 3.51 1.001 67.6 11.7 20.7 0.978

Residents’ dissatisfaction with tourism 3.275 0.986 0.960

Sat_2 I am dissatisfied with local’s
employment in the tourism industry here. 3.53 1.228 66.2 9.9 23.9 0.961

Sat_3 I am dissatisfied with residents’
involvement and influence in the planning
and development of tourism in the
Aksu-Jabagly heritage site.

3.39 1.143 61.2 11.7 27.1 0.990

Sat_4 I am dissatisfied with the tourism
generated benefits for ecological protection
and regional development.

3.64 1.104 73.4 7.2 19.4 0.988
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Table 1. Cont.

Constructs and Indicators: CR=
(
∑

L)2

(
∑

L)2
+(

∑
e)

,

AVE=
∑

L2

n , (e = 1 − L2)

Mean St. dev.

Responses in % Model Results

Agree
Rate * %

Neutral
Rate %

Disagree
Rate ** %

CSL
(L)

C R AVE

Residents’ not participation in tourism 3.450 0.952 0.870

Par_1 I do not participate in decision making
about tourism development. 3.69 1.268 68.9 11.3 19.8 0.892

Par_2 I do not participate in planning works of
tourism development. 3.58 1.297 66.2 5.4 28.4 0.991

Par_4 I do not participate in the ecological
protection works of this tourism destination. 3.08 1.037 31.1 45.0 23.9 0.912

Notes: * Agreement rate: Completely agree + agree, and ** Disagreement rate: Completely disagree + disagree.

2.2. Sample Characteristics

Table 2 shows that the majority of respondents were male (66.67%), and most of them were
Kazakhs (91.89%), while Russian and other ethnicities were only 4.50% and 3.60%, respectively. The
highest proportion of respondents were aged 35–54 (51.80%), followed by 18–34 years old, accounting
for 36.94% and the lowest proportion of respondents were the elder group, aged above 55 (11.26%).
The proportion of people who have attended school or college (considered as middle-level education)
was the largest (86.49%) and only 13.51% were those who have received higher education (including
university or above). Table 2 also shows that nearly half of the respondents (50.45%) have an annual
household income of 500,000–1 million KZ Tenge, followed by a family annual income of 1–1.5 million
KZ Tenge, accounting for 34.68%. The populations with annual household income of below 500,000 and
higher than 1.5 million KZ Tenge were the lowest and approximately the same proportion with 7.66%
and 7.21%, respectively. As far as their current engaging industries are concerned, there were more
residents (41.44%) engaged in animal husbandry, followed by farming (20.72%) and other industries
(18.47%), the proportion of people engaged in business and tourism was the lowest and accounted for
10.81% and 8.56%, respectively, indicating that animal husbandry is the main industry and tourism is
the least developed industry of community residents. Concerning the tourism income rate in household
income, the population whose tourism income accounts for 0% of the annual household income was
91.44%, and other three tourism income ranges (of 1%–20%, 21%–60%, and 61%–100%) were 6.31%,
1.80%, and 0.45%, respectively. From the above statistical analysis, we can easily conclude that although
they live adjacent to one of the most famous tourism destinations in Kazakhstan, residents of Jabagly
village had a weak involvement in and they have nearly no tourism income (Table 2).

Table 2. Details of resident sample responses (n = 222).

Characteristics Frequency Percentage

Gender:
Male 148 66.67
Female 74 33.33

Age (years):
Young (18–34) 82 36.94
Middle age (35–54) 115 51.8
Elder (≥55) 25 11.26

Ethnicity:
Kazakh 204 91.9
Russian 10 4.5
Other 8 3.6
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Table 2. Cont.

Characteristics Frequency Percentage

Education:
Middle (school or college) 192 86.49
High (university or above) 30 13.51

Annual household income: (KZ Tenge, 1$ = 375 tenge)
Below 500,000 17 7.66
500,000–1 million 112 50.45
1–1.5 million 77 34.68
1.5 million and above 16 7.21

Current engaging industry:
Tourism 19 8.56
Animal husbandry 92 41.44
Farming 46 20.72
Business 24 10.81
Other industry 41 18.47

Tourism income rate in your annual household income:
0% 203 91.44
1%–20% 14 6.31
21%–60% 4 1.8
61%–100% 1 0.45

3. Results

3.1. Reliability and Validity Test

When testing reliability, Cronbach’s Alpha is needed. Reliability analysis is used to evaluate the
stability or reliability of the questionnaire. It examines the degree of consistency of the results obtained
by repeated measurements of the same thing using questionnaires [44]. It is generally believed that
when the reliability coefficient value reaches 0.8–0.9, the reliability of the scale is very good. When the
reliability coefficient reaches 0.7–0.8, the scale has considerable reliability. Using the reliability analysis
function in SPSS, the reliability test of the measurement items in the questionnaire scale was carried
out, as a result, the Cronbach’s Alpha coefficient of all measurement dimensions is greater than 0.8. It
indicates that the reliability of all the scales is very good, and the scales have considerable reliability,
and the reliability test is passed.

Validity refers to the degree of effectiveness of the measurement. It refers to the extent to which the
measurement tool or means can accurately measure the things that need to be measured. The validity
of the questionnaire is tested from two aspects: Content validity and structural validity. Content
validity is mainly investigated by logic analysis. The structural validity of the questionnaire is usually
measured by factor analysis [45]. Before the factor analysis, the KMO test is needed. When the KMO
value is greater than 0.9, the effect is best, 0.7 or more is acceptable, and 0.5 or less is not suitable for
factor analysis [44]. Using the factor analysis function in SPSS, the validity of all measurement items
above were tested. The calculated KMO values of all items in this model are greater than 0.8, and p <
0.001, reaching a very significant level, indicating that the scale is more effective.

The standard intrinsic fitness level of the model requires that the composite reliability of the latent
variables is greater than 0.60, and the average variance extracted value is greater than 0.50 [46]. All of
the composite reliabilities of the model in this study are greater than 0.8, and the average variance
extracted values are between 0.708 and 0.960 (Table 1), it indicates that the model meets the criteria for
fitness very well.
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3.2. Confirmatory Factor Analysis

Based on the reliability and validity test, the model was tested for confirmatory factors using
AMOS 25.0 software (IBM, New York, United States). The confirmatory factor analysis (CFA) includes
three aspects: The basic fitness level of the model, the overall model fitness level, and the intrinsic
fitness level of the model. The basic fitness level of the model for confirmatory factor analysis requires
that the factor loadings (or completely standardized loading) must be between 0.5 and 0.95 [46]. The
factor loads of all indicators in this model are above 0.5, all of them are between 0.8 and 1. This means
that the basic fitness level of this model is very good.

The researchers recommended some indices to evaluate the overall model fit, including CMIN/DF
(Chi-square/df), RMSEA, NFI [47], IFI, TLI, CFI, PNFI, PCFI, CN [48]. Among them, when the CMIN/DF
value is between 1 and 3, the model has a simple adaptation degree. The standard of IFI value, TLI
value and CFI value is above 0.9, and the standard of RMSEA value is lower than 0.05 (good fit) and
less than 0.08 (suitable), PNFI and PCFI values are above 0.5, and CN should be greater than 200 [46].
When the variance for the whole model was checked, 12 variables (two from negative economic impacts
of tourism, two from negative environmental impacts, three from positive sociocultural impacts of
tourism, three from residents’ dissatisfaction and two from the residents’ not participation in tourism)
were excluded from further analysis due to the higher p-value (p > 0.05) and 18 indicators remained in
our proposed model. After deleting those 12 indicators, nearly all p-values were smaller than 0.05.
After the modification, the indexes of the overall model fitness were: CMIN/DF = 2.699, NFI = 0.931,
TLI = 0.941, CFI = 0.955, RMSEA = 0.062, PNFI = 0.710, PCFI = 0.729, CN > 200. From the results, it
can be easily seen that the corrected model fits well.

Finally, structural equation modelling was undertaken to test the hypothesized relationships
between the factors. The resulting structural model provides evidence for the proposed relationships
between the constructs and their indicators. All measures tested above provide evidence of a good
model fit.

SEM confirms the connections among the negative political environment, the perceived
negative economic, negative environmental and positive sociocultural impacts of tourism, residents’
dissatisfaction and residents’ nonparticipation in tourism development. Not all constructs are relatively
well explained by their predictors, as suggested by the explained variance, which ranges from 0.01 to
0.70. However, most of the path coefficients (6 out of 7) between the two constructs are still significant
(Table 3).

Table 3. The path coefficients between the two constructs.

Constructs C.R. (t) p Value

Negative_Environmental_Impacts <— Negative__Political_Environment 16.207 ***
Positive__Sociocultural_Impacts <— Negative__Political_Environment −0.440 0.660
Negative__Economic_Impacts <— Negative__Political_Environment 2.573 0.010
Residents__Dissatisfaction <— Negative__Economic_Impacts 4.932 ***
Residents__Dissatisfaction <— Negative_Environmental_Impacts 2.008 0.045
Residents__Dissatisfaction <— Positive__Sociocultural_Impacts −2.033 0.042
Residents_Nonparticipation <— Residents__Dissatisfaction 6.075 ***

Notes: *** Statistically significant at p < 0.001.

Further analysis of the structural part of the model reveals that the negative political environment
has a significant positive effect on negative environmental impacts of tourism, negative economic
influences of tourism have a significant positive effect on residents’ dissatisfaction with tourism
development and residents’ dissatisfaction has a significant positive effect on residents’ nonparticipation
in tourism development (β = 0.83, t = 16.207, p < 0.001; β = 0.32, t = 4.932, p < 0.001 and β = 0.39,
t = 6.075, p < 0.001, respectively), indicating a significant and strong positive relationship between
negative political environment and negative environmental impacts of tourism, tourism’s negative
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economic impacts and residents’ dissatisfaction with tourism, residents’ dissatisfaction and residents’
not participation in tourism. it means that the higher perception of residents on the negative political
environment, negative impacts of tourism and dissatisfaction of residents, the higher perception of
residents on negative environmental impacts of tourism, residents’ dissatisfaction with tourism and
residents’ not participation in tourism.

Similarly, the path coefficient between negative political environment and negative economic
impacts of tourism is 0.18 (t = 2.573, p < 0.05) and the path coefficient between negative environmental
impacts of tourism and residents’ dissatisfaction with tourism is 0.14 (t= 2.573, p< 0.05). It indicates that
the negative political environment has a positive significant influence on tourism’s negative economic
impacts, at the same time tourism’s negative environmental impacts have a positive significant influence
on residents’ dissatisfaction with tourism. Therefore, H1, H2, H4, H5, and H7 were all proven.

There was no significant relationship between the negative political environment and positive
sociocultural impacts of tourism but the negative relationship between positive sociocultural impacts
of tourism and residents’ dissatisfaction with tourism development was relatively significant. The
negative political environment has a very weak negative influence on the positive sociocultural impacts
of tourism (β = −0.03, t = −0.440, p > 0.05), and positive environmental impacts of tourism have a
significant negative effect on residents’ dissatisfaction (β = −0.13, t = −2.033, p < 0.05), so H6 was
proven, but H3 was not proven, indicating that negative political environment is not a function of
positive sociocultural impacts of tourism development at the Aksu-Jabagly tourism destination.

In the seven relationship hypotheses in the proposed model, six were true but one was not. H3 is
not valid because the path analysis results are contrary to the proposed assumption (Figure 4).

Figure 4. The model of residents’ participation in tourism. *** Statistically significant at p < 0.001, **
Statistically significant at p < 0.05, and * Statistically insignificant.

4. Discussion

Our proposed model in this study was developed based on the six-factor model constructed by
Mihalič et al. (2016), which includes factors such as the political environment, the three pillars of
sustainable tourism development (economic, sociocultural and natural), residents’ satisfaction and
residents’ support for tourism. In their model, Mihalič et al. (2016) explore the direct impacts of the
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political environment on three dimensions of sustainable tourism development, direct impacts of
the three pillars of sustainable tourism development on residents’ satisfaction with tourism, indirect
impacts of the political environment on residents’ satisfaction with tourism and direct impacts of
residents’ satisfaction with tourism on residents’ support for tourism. And in our model, only seven
direct connections were originally hypothesized. Instead of residents’ support for tourism, we used
residents’ participation in tourism. Our study confirmed a total of 18 indicators that created a six-factor
model in line with our theoretical model construct (Table 1). More specifically, these factors were
the negative political environment of tourism destination, negative economic, positive sociocultural
and negative environmental impacts of tourism, residents’ dissatisfaction with tourism development,
residents’ nonparticipation in tourism. Each of these represents a self-standing construct in our model.

This paper contributes to the tourism knowledge base by integrating the dimensions of the
political environment into sustainable models that could survey community participation in tourism.
Therefore, our proposed model and discussion begin with the negative political environment which
was measured by four indicators: Insufficient support from relative tourism organizations for locals,
fewer benefits from tourism development for the local residents, less information about tourism
development for local residents, and monopolization of tourism businesses by a few people in the
village. Then, our model analyzed the direct impacts of the six factors.

It was concluded that the residents of Jabagly highly perceive the negative political environment
because they agree with statements about describing negative political environment elements, the four
indicators of negative political environments were evaluated with the mean value of 3.470. According
to the respondents, “tourism development is less supported by relevant organizations” (mean = 3.37),
“the local residents have fewer benefits from tourism development” (mean = 3.41), “local residents are
rarely informed about tourism development” (mean = 3.58), and “tourism businesses are monopolized
by a few politically powerful people” (mean = 3.52), which can be significantly improved. The negative
political environment factors had a relatively high composite reliability (CR = 0.984), revealing the
construct’s high level of internal consistency. Furthermore, residents’ dissatisfaction with tourism
development also received higher mean values (3.275). Finally, it can be seen from the respondents’
evaluation that residents not participating in tourism similarly received higher mean values (3.540).
One can easily imagine that further improvement of the (at present) relatively negative political
environment would result in even higher residents’ satisfaction with tourism development and increase
active participation of locals in the tourism industry.

With respect to the impact of Aksu-Jabagly’s political environment, based on the other factors,
seven direct connections were originally hypothesized. The first group of hypotheses assumes the role
of the negative political environment on the three pillars of sustainable tourism (negative economic,
negative environmental, and positive sociocultural impacts of tourism) and how they are perceived
by the community (H1, H2, and H3). The results confirm that the impact of the negative political
environment on negative economic (H1: β = 0.18, p < 0.05) and negative environmental (H2: β = 0.83,
p < 0.001) impacts of tourism at the Aksu-Jabagly heritage site were significant and positive, while
the impact of the negative political environment on positive sociocultural impacts of tourism (H3: β
= −0.03, p > 0.05) was not statistically significant, indicating that a negative political environment
impact increased the residents’ evaluation of negative economic and environmental impacts of tourism.
By forming different factors with CFA, this study affirmed that, in reality, the impacts of tourism on
the destination could be divided into the sociocultural, natural, and economic impacts [49–51]. The
respondents also gave a relatively high score to negative economic and environmental impacts of
tourism development in their hometown. The three indicators of negative economic impacts of tourism
were evaluated with the mean value of 3.393, meanwhile, the two indicators of negative environmental
impacts of tourism were evaluated with the mean value of 3.375.

Figure 4 shows that negative economic and environmental impacts of tourism had a significant
positive effect on residents’ dissatisfaction with tourism (H4, β = 0.32, p < 0.001 and H5: β = 0.14,
p < 0.05, respectively). It can be observed that residents largely agree that tourism caused negative
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economic and environmental impacts, such as the widened gap between the rich and poor (mean =
3.39), risen local prices, and the necessary cost of living for residents (mean = 3.38), the leakage of
local money (mean = 3.41), the high numbers of tourists who disturb the normal life of the flora and
fauna in the reserve (mean = 3.38), and the tourism-generated pollution (throwing rubbish and making
noise, etc.) in the tourism destination (mean = 3.37). Based on residents’ assessment in Jabagly village,
they also gave relatively high scores to the effects of tourism’s positive sociocultural impacts (with
an average of 3.527) on residents’ dissatisfaction with tourism, however, the higher perception had a
weaker negative influence on residents’ dissatisfaction with tourism (H6, β = −0.13, p < 0.05), more
research is needed in this area.

Therefore, it is assumed that the more positive political environment for tourism development
is seen to be benefiting the positive economic development and environmental protection in
Aksu-Jabagly, given that more residents are satisfied with tourism and embrace tourism development
in their communities.

The seventh hypothesis (H7), which proposed residents’ dissatisfaction with tourism development
positively affects residents’ nonparticipation in tourism, was proved (H3: β = 0.39, p < 0.001). It
was found that in Aksu-Jabagly natural heritage tourism destination, higher dissatisfaction of local
residents resulted in residents’ weak participation in tourism development in their village. The high
rate of dissatisfaction and low participation is noteworthy. From the investigation, a conclusion can be
drawn that although the direct reason for residents’ low involvement in the tourism sector was due to
the dissatisfaction of local community with tourism development, one of the most primary indirect
reasons for passive participation in the tourism industry was the negative political environment in the
Aksu-Jabagly tourism destination. If local residents believe that authorities and government officials
are interested in hearing their voices and providing them with an opportunity to participate in the
decision-making process, it will be a big encouragement for their participation. In the end, residents
will participate in conservation programs and tourism development within the scope of what they
believe the local government allows [52–54]. However, in underdeveloped and rural destinations,
especially in developing countries, residents believe that the political structure of centralization and
the tendency of local policymakers to evade power sharing will be detrimental to them [52,55,56].
Therefore, for rural residents in many developing countries, negative political environments, such as
hiding preferential policies, unequal participation opportunities, and unequal benefit sharing, will
limit their enthusiasm for participating in the tourism industry.

To sum up, the participation of local residents in the World Heritage tourism development in their
hometown is one of the main prerequisites for sustainable tourism. If the political environment for
implementing tourism development is beneficial for local residents, they will actively participate in
the measures of protecting the world heritage sites within their communities. When implementing
effective measures of sustainable tourism development, the local people play a very important role
because they are more familiar with those antiquities and know well what it takes to protect and
promote them.

5. Conclusions

This study highlights the importance of the political environment for sustainable tourism
development. Residents’ support for tourism may be affected by a well-developed political environment
and destination governance [10]. Our results confirm that the negative political environment of a
tourism destination can determine residents’ negative assessment of the three pillars of sustainability
(economic, environmental, and sociocultural) These negative assessments of the three pillars of
sustainability can increase residents’ dissatisfaction with the pace of tourism development. Therefore,
residents’ participation in tourism may be affected by the badly-developed political environment in
the tourism destination.

Based on the above findings, the study also helps local communities and the government to
realize the importance of the positive political environment of the tourist destination in developing
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sustainable tourism. Based on the identified connections and impacts, the Aksu-Jabagly community
has the potential to increase residents’ participation level in tourism development by improving the
dimensions of the political environment. In this regard, in order to improve the current situation in
Aksu-Jabagly world natural heritage tourism destination, the following measures are recommended:
The relevant organizations should provide adequate support for tourism development, the tourism
development generates more benefit to the development of the local area, relevant authorities provide
local residents with comprehensive information about tourism development, opportunities of engaging
in the tourism sector should be equally given everyone in the local area. Additionally, in order to
achieve sustainable tourism, tourism development should recognize and encourage a higher level
of local community satisfaction because local residents are one of the key stakeholders in tourism
destinations. This requires a modification of the destination governance system to effectively develop
and implement tourism policies based on the coordination and cooperation of all stakeholders. To
ensure a higher level of coordination in the tourism industry itself, governance must overcome barriers
of incoherent industries that do not adequately represent vulnerable interest groups [57], which are
usually composed of local community residents. In short, in the case of Kazakhstan, reducing the
influence of the negative political system and power structure on the tourism industry is one of the key
ways to achieve sustainability in the most vulnerable heritage tourism destinations, specifically heritage
sites like Aksu-Jabagly Biodiversity Reserve. Therefore, it is important to have a clear understanding
of political issues, the interests of key political actors and how to mitigate personal interests in order to
promote and maintain sustainable tourism development in this developing country.

Those aforementioned effective measures will increase local residents’ satisfaction with tourism
and active participation in tourism development, as a result, sustainable tourism development can be
realized at this vulnerable biodiversity heritage site. The proposed model can also serve as a pioneer
in further research to determine whether the model can be adapted and applied to other destinations
to improve the political environment of a tourism destination and implementation of sustainable
tourism development.

This study was not without its limitations that can affect the applicability of the results. This
study surveyed a small sample size of local residents but did not investigate the perceptions of other
stakeholder groups, such as tourists, government/local authorities, or tourism industry/the private
sector. Therefore, a broad view of all tourism relevant stakeholders may not have been captured. In
this regard, future research may be required to test the above-mentioned indicators, especially the
poorly-developed political environment indicator. Furthermore, respondents can be selected from the
various stakeholders in the tourism sector in further studies.
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Abstract: The article addresses problems of population aging in Poland and the selected environmental
hazards exerting a negative impact on seniors’ health. The introduction presents the reasons
underlying the above-mentioned aging process and provides the characteristics of the primary
environmental threats. The next part covers the most important trends and indicators related to the
demographic situation in the country. The core of the study is focused on presenting and interpreting
the results of empirical research on the periodization of the population aging process in Poland,
in the years 2004–2019, using the multidimensional statistical analysis method including, in particular,
the data classification method. The key demographic factors differentiating the development phases
of the population aging process include, in order of their significance: longer life expectancy of
the population, narrowed gross reproduction rate, declining birth rate, and total migration balance.
In addition, the article provides the analysis of the selected environmental threats’ impact on population
aging in Poland, among which the following were indicated: high temperatures, solar conditions,
heavy rainfall, strong winds, droughts, and fires. Moreover, the process of longer life expectancy
in fine health is essentially related to two issues: the level of medical care, with particular attention
paid to check-ups and preventive measures, and the promotion of a healthy lifestyle. In summary,
it should be highlighted that the elimination of all pollutants or the reasons of environmental hazards
is not possible; however, the actions primarily focused on reducing the emission of harmful gases
into the atmosphere and other forms of environmental pollution should definitely be taken.

Keywords: natural environment; sustainable development; society; aging; environmental hazards;
periodization; multidimensional statistical analysis; Ward’s method; Poland

1. Introduction

Population aging is a problem which affects the vast majority of European countries, including
Poland. It can be viewed that this phenomenon represents a specific sign of our times—we live longer,
whereas the fertility rate remains at a relatively low level. The activities focused on the intensification
of pro-family policy and the allocation of parental benefits, which is also taking place in Poland,
stand for natural remedial undertakings in this respect. Unfortunately, as the previous analyses have
shown, such actions, even though expensive, are not very effective. The financial factor is significant;
however, it is not the most important one in the context of family planning and the number of offspring.
The approach to private life and professional careers of the members of Polish families seems to be more
important nowadays. In addition to the typical social support and financial transfers, the promotion of
a large family model, strengthened by the system of discounts and promotions offered by both public
and private sector entities, can turn out effective.
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The aforementioned aging is a process difficult to put a halt to, let alone reverse. Therefore, the care
offered to seniors has to be enhanced. Special programs should be developed to support and activate
the elderly as well as provide them with medical services at a satisfactory level. When investigating the
positive aspects of the described aging situation, the process of increasing the average life expectancy
in Poland can be recognized as one of them, which, indeed, results from the improvement in the
level of provided health care over the years. Life expectancy continues to grow practically all
the time since the beginning of the transformation period in the 90s. Effective activities carried
out by the non-governmental organizations represent an important factor activating seniors [1].
These activities are perceived as an important socio-economic phenomenon manifested in creating
development perspectives for the poorer part of the society [2] and participation in shaping the
current socio-economic policy [3]. In other words, Non-Government Organizations (NGOs) in Poland,
in addition to the business and local government sector, remain an inseparable component, acting as
the creators of development processes. It should be noted that their activity is not yet as dynamic as
those in the United States or Western European countries [4].

The purpose of the study is to present the phenomena and processes related to the problem
of population aging in Poland from various perspectives. This subject matter is considered highly
important and current in the subject literature. [5,6]. The added value of the presented research is
addressing simultaneously the environmental threats affecting both life and health of the society
and, in particular, of the elderly. The main focus of the article was placed on empirical research
covering the issue of periodization regarding population aging in Poland, in the years 2004–2019,
using the multidimensional statistical analysis method, mainly including the data classification
method. The study has the following structure: an introduction, an overview of the selected
publications, the aging society in numbers, an impact of selected environmental threats on the aging
society, methodology, main results, a discussion, and conclusions. In summary, the conclusions and
recommendations were presented based on the conducted studies and analyses.

2. Literature Review

Social stratification is a phenomenon correlated with population aging and poverty. It often
affects older people who cannot cope with the rapidly changing market milieu in the country. It is not
possible to talk about sustainable development [7] when a significant part of the society persists at risk
of poverty. Social wealth and stability are not evidenced by a narrow group of the rich, but a broad and
strong middle class capable of covering senior citizens with proper care and creating fair conditions for
their existence. It should be emphasized that despite an undeniable socio-economic development of
Poland [8], low unemployment rate at the level of 5.2% at the end of 2019, calculated according to the
methodology of the Statistics Poland, the scale of stratification has not improved significantly. For
example, a higher standard of living in large cities (in terms of Polish conditions) is not always followed
by an improved functioning in smaller ones, inhabited by the majority of the country population.
Social stratification itself is associated with a number of other adverse phenomena, e.g., poverty, social
exclusion, addictions, crime, hereditary unemployment, low social activity, and entrepreneurship.

The already mentioned sustainable development [9,10] can be defined, for the purposes of this
study, as the process of transformations which ensures meeting the needs of the present generation,
taking into account intergenerational justice [11], as a result of performing integrated activities in the
social, economic, environmental, spatial, institutional, and political dimensions [11–14]. The initiators of
sustainable development include society, entrepreneurs, the world of science, and public authorities [15]
with the support of good governance by NGOs [16]. Good governance stands for, in simple terms,
undertaking and implementing correct decisions, involving the stakeholders, and paying attention
to social interest and consensus. In this context, openness, participation, responsibility, efficiency,
and coherence are of high importance. In other words, good governance represents effective strategic
management in the public sector, taking into account participation and social consensus [17]. In terms
of sustainable development, the natural environment remains its base, the economy stands for its tool,

198



Sustainability 2020, 12, 4648

and well-being along with high quality of social life are the goals of taking respective actions [18].
The important components of the sustainable development concept, reducing the use of renewable
resources to the level defined by the capacity of restoring them [19], include limiting the use of
non-renewable resources within the scale, allowing their gradual replacement by the appropriate
substitutes [20]. In addition, it is important to eliminate consistently the hazardous and toxic substances
from economic processes and maintain emissions within the limits set by the carrying capacity in the
environment. Biodiversity should be restored and holistically protected at the landscape, ecosystem [21],
genic, and species levels.

Polish society is faced with aging in the times of environmental threats. Among the most
important hazards the following can be listed: atmospheric air pollution, water pollution, waste
pollution, soil degradation, still unsolved problem of asbestos in the natural environment, noise
and vibration predominantly in urban areas [22], radiation hazard, increasing carbon dioxide level,
and depletion of natural resources. In addition, the threats [23] either directly or indirectly related to
climate change [24] include more frequent occurrence of high temperatures (global warming), sudden
floods and inundations caused by heavy rainfall, increased incidence of intensive gales, and higher
frequency of droughts and the resulting fires.

The aforementioned facts can be supplemented with the species threatened with extinction and
the loss of biodiversity. The latter phenomenon has particularly negative consequences, because
biodiversity is the basis of ecosystems’ existence and functioning [25], which we all benefit from. Care
for the natural environment and biodiversity is one of the basic factors for counteracting poverty in
third world countries. Furthermore, biodiversity is the basis of sustainable development and economic
growth in developed countries [26].

A separate problem is the phenomenon of deforestation [27], i.e., the process of shrinking share
of forest areas in the given total area [28], usually as a result of anthropopressure, which is visible
through an excessive economic use of forests or environmental pollution [29]. Deforestation can lead
to floods, droughts, landslides, and mudslides. In Poland, due to the fact that the forest area is slowly
expanding, this phenomenon seems to be under control.

Industry is one of the economy sectors focused on the exploitation and processing of natural
resources on a massive scale into products intended to meet human needs. The above-mentioned
industry is often indicated as the factor most responsible for environmental degradation. Its negative
impact is actually wide and varied [30] and is listed as follows: emission and deposition of gaseous,
dust, and aerosol pollutants; direct and indirect soil degradation, acidification, and alkalization; impact
on the well-being and life of plants, animals, and humans; destruction of fixed assets and anthropogenic
capital through accelerated corrosion and degradation of surface layers; heavy metals emission and
deposition in the natural environment, primarily in food; pollution and degradation of surface and
underground waters; degradation of sea and ocean waters; emission of electromagnetic and ionizing
radiation; noise emissions; acoustic climate disturbances; degradation of non-economic values of
the environment, landscape, recreation and leisure; solid waste emissions and surface destruction;
land consumption of industrial production; industrial disasters posing high environmental risks [31];
excessive demand for raw materials, energy, and other natural resources; thermal pollution of the
natural environment; degradation of basic natural capital, climate, ozone layer. Moreover, agriculture
also has a negative impact on the level of pollution [32]. Using artificial fertilizers, plant protection
substances, and products improving the structure of arable land affects the accumulation of toxic
substances in the natural environment, e.g., pesticides, nitrates, arsenic, cyanides, and heavy metals
such as mercury and lead.

As the above examples show, practically all the presented phenomena adversely affect both
human life and health, also having a particularly negative impact on the elderly. The accumulation of
the described phenomena requires taking up comprehensive remedial actions by public authorities [33]
supported by the private sector and the already mentioned non-governmental organizations.
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3. Aging Society in Numbers

Figure 1 presents basic information about the population dynamics and net migration in Poland
in the years 2004–2018. The analysis of the natural increase rate shows that its value can be divided
into three phases. In the years 2004–2005, it was negative. In the course of the next phase, covering the
years 2006–2012, its values were positive. In the period 2013–2018, it presented negative values yet
again. Taking into account the entire analyzed period, it can be observed that this indicator value was
characterized by a downward trend.

The number of live births was systematically growing in 2004–2009. Next, in the period 2010–2013,
it went down and then up again in the subsequent years. Taking into account the entire analyzed
period, the discussed indicator was characterized by an upward trend. Its average annual value
amounted to almost 386,000.

The death rate value was also characterized by an increasing tendency. Its average annual value
was over 383,000. The value of net migration, in the years 2004–2014, showed a negative value. In the
following years the indicator presented a positive value.
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Figure 1. Natural increase rate and net migration in the years 2004–2018 [34].

An ongoing population aging in Poland can be observed by analyzing population structure based
on economic age groups (Figure 2). The share of post-working age population was systematically
increasing year by year. In the analyzed period, this increase amounted to as much as 6% points. In turn,
the share decline was recorded in the other two groups. The share of the working age population
dropped by 2.9% points, and the share of pre-working age population was lower by 3.1% points.
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Figure 2. Population by economic age groups in the years 2004–2018 (%) [34].

Polish society aging was also confirmed by analysing population shares in individual age groups
in 2004 and 2018 (Figure 3). In 2018 against 2004, the share of the population aged 55 and over definitely
increased, whereas the share of the population aged 85 and over doubled.

 
Figure 3. Share of the population by age groups in 2004 and 2018 [34].

Polish society aging can also be confirmed by analysing life expectancy at birth (Figure 4).
This value went up for both women and men. In the case of women, life expectancy was 2.5 years
and 3.1 years for men. It should be emphasized, however, that the maximum value for women was
reached in 2016 and for men a year later. The values of both indicators show an upward trend. In the
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case of men, this increase was higher and amounted to almost 3 months on average per year, whereas
for women the average annual increase was 2 months.
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Figure 4. Life expectancy at birth in the years 2004–2018 [34].

Life expectancy of the population aged 65 and over was also increasing (Figure 5). In the analyzed
period, in the case of women, this increase was 1.7 years, and 1.6 years for men. In both cases an
upward trend was recorded.

 
Figure 5. Life expectancy at the age of 65 in the years 2004–2018 [34].

The analysis of old-age dependency ratio provides very interesting information (Figure 6).
This indicator is defined as the number of the elderly (aged 65 and over) per 100 persons aged 15–64.
The value of this indicator was increasing every year. When comparing 2018 to 2004, an almost 40%
increase, from 18.7 in 2004 to 26.1 in 2018, was recorded.
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Figure 6. Old-age dependency ratio [34].

Similar conclusions regarding Polish population aging can be drawn by analysing the value of
demographic aging rate, i.e., the share of people aged 65 and over in the total population (Figure 7).
The demographic aging rate is a classical measure defining whether a given population is old. According
to the UN recommendations presented at the end of the 1950s, a community where 6% of the population
reached the age of 65 can be referred to as an old society. In the entire analyzed period, this indicator
value for Poland was above 6%. The lowest value of 13.1% was achieved in 2004, and later its value
was systematically growing. The increase reached 4.4% points.

 
Figure 7. Demographic aging rate in the years 2004–2018 (%) [34].

Polish society aging is also shown based on the aging index analysis, i.e., the number of people
aged 65 and over per 100 people aged 0–14 (Figure 8). The aging index is said to show the number
of grandparents per 100 grandchildren. The increase in its value results from longer life expectancy
as well as the shift—from a group of children to older groups—of people from the last baby boom
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which, in turn, is not compensated by the current births. The lower its value, the better protection for
senior citizens. In other words, the number of children (aged 0–14) is a “counterbalance” in terms of
the population aged 65 and over. In the years 2004–2013, fewer than 100 “grandparents” fell per 100
“grandchildren”. The situation has been changing since 2014. In 2018, there were 115 “grandparents”
were recorded per 100 “grandchildren.”

 
Figure 8. Aging index in the years 2004–2018 [34].

The degree of the aging process advancement regarding Polish society is demonstrated by
the increasing share of post-working age population each consecutive year. The value of old-age
dependency ratio is growing. The value of the demographic aging rate is also increasing, i.e., the share
of people aged 65 and over in the total population. Polish society aging is also shown by the analysis
of aging index, i.e., the number of people aged 65 and over per 100 people aged 0–14. Systematic
human lifespan extension as well as low birth rate and the prevalence of deaths over births represent
the essential demographic factors which determine population aging.

4. The Impact of Selected Environmental Threats on an Aging Society

Among the main phenomena occurring as a result of climate change the following are listed:

1. more frequent temperature extremes (increased number of heat days);
2. higher rainfall intensity which can cause floods at any time of the year (including primarily the

so-called flash flooding of storm nature);
3. increased frequency and intensity of storms;
4. more frequent droughts and the related losses in agricultural production and higher risk of

forest fires;
5. more frequent occurrence of temperatures oscillating around zero [35].

In Poland, temperature measurements are carried out at 32 measuring stations. The average
annual air temperatures in 2017 at all measuring stations in Poland were higher than the average
values for previous multi-year periods, starting from 1971.

The highest average annual air temperature was recorded in 2017 at the Wrocław weather station
(10.4 ◦C), while the lowest at the station in Suwałki (7.5 ◦C).

Maximum air temperature for the multi-annual period 1971–2017 was recorded at the stations in
Kalisz (38 ◦C) as well as Toruń, Wrocław, and Opole (37.9 ◦C). Minimum air temperature for this period

204



Sustainability 2020, 12, 4648

was recorded at the stations in Bialystok (–35.4 ◦C), Terespol (–34.3 ◦C), and in Włodawa (–34.2 ◦C).
The highest amplitudes of extreme temperatures for the multi-annual period 1971–2017 were registered
at the stations in Białystok (the amplitude was 70.9 ◦C), Terespol (70.5 ◦C), Kielce (70.3 ◦C), and Włodawa
(70.2 ◦C). The lowest extreme temperature amplitudes for the multi-annual period 1971–2017 were
recorded at IMiGW (Polish Institute of Meteorology and Water Management) stations in Zakopane
(where the amplitude was 59.9 ◦C), Zielona Góra (59 ◦C), and Śnieżka (56.7 ◦C). The information for
the selected four measuring stations in 2004–2017 is presented in Table 1. Hel measuring station is
situated in the north of Poland on the Baltic Sea, Śnieżka station is located in the south of Poland in the
mountains, and the other two are placed in the central part of the country. Such choice of locations
allows the presentation of selected data covering the entire country. The analysis of values for all four
measuring stations shows that the average annual temperature is systematically rising in each station.
It indicates the growing development tendency. The highest average annual increase of 0.08 ◦C was
recorded in Warszawa, and the lowest at the average annual level of 0.04 ◦C in Lublin.

Table 1. Average air temperatures in the years 2004–2017.

Meteorological
Stations

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Hel 8.4 8.5 9.1 9.5 9.3 8.6 7.4 8.8 8.4 8.7 9.4 9.6 9.5 9.0

Warszawa 8.4 8.6 9 9.6 9.8 8.9 8 9.1 8.8 8.9 9.8 10.3 9.8 9.4

Lublin 7.8 7.8 8 8.8 8.9 8.2 7.5 8.3 8.1 8.1 9 9.4 8.7 8.4

Śnieżka 0.7 0.9 2.1 1.9 1.7 1.6 0.1 2 1.3 0.9 2.7 2.4 1.7 1.4

Source: authors’ compilation based on [36–48].

Solar radiation studies have shown that the observed climate changes are reflected in the variability
of solar conditions, especially in terms of extreme values. This requires considering their negative
impact on the living conditions of the contemporary population, such as health and sometimes even
life [36–48]. Solar radiation stimulates human body processes, intensely affecting the skin, internal
organs and the nervous system [49]. The term insolation refers to the total time (hours) in a given
period during which a specific place on the Earth’s surface is directly radiated by the sunlight [36–48].
The information on insolation at four selected measuring stations in the years 2004–2017 is presented
in Table 2.

Table 2. Insolation in the years 2004–2017.

Meteorological
Stations

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Hel 1790 1986 1993 1797 1923 1901 1856 2087 1951 1905 1778 - 2021 1903

Warszawa 2259 2460 2502 2305 2241 2258 2204 2418 2393 2234 2278 1931 1836 1351

Lublin 1738 1559 1714 1756 1772 1823 1689 1906 1786 1649 1828 2012 1872 1783

Śnieżka 1285 1273 1685 1550 1408 - 1406 1767 1625 1330 1411 1721 1374 1456

Source: authors’ compilation based on [36–48].

Annual precipitation sums have been calculated taking into account the daily sums based on the
selected IMiGW stations and checkpoints which reflect spatial diversity of the precipitation sums in
the country. The data for the years 2004–2017 indicate that the amount of precipitation in three out of
four measuring stations shows an increasing tendency (Table 3).
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Table 3. Total annual precipitation in mm in the years 2004–2017.

Meteorological
Stations

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Hel 690 500 562 691 616 673 779 521 695 583 455 519 703 826

Warszawa 523 490 479 602 537 652 798 604 519 613 555 404 593 705

Lublin 590 559 521 662 649 681 751 502 503 650 790 532 698 612

Śnieżka 1036 1273 1072 1272 983 1213 1316 928 1008 1222 887 897 995 1258

Source: authors’ compilation based on [36–48].

The information on the average wind velocity recorded at four measuring stations in the years
2004–2017 is presented in Table 4. The highest average wind velocity was recorded at Śnieżka measuring
station. All of the phenomena described in the context of environmental risks can have an adverse
effect and threaten both health and life of the community, with particular attention to seniors.

Table 4. Wind velocity in the years 2004–2017.

Meteorological
Stations

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Hel 4 3.8 3.6 4 3.9 3.6 3.6 3.9 3.7 3.5 3.3 4.2 4.2 4.5

Warszawa 3.9 3.8 3.6 4 3.9 3 3.2 3.1 3.1 3 3.2 3.5 3.4 3.5

Lublin 3.2 3.1 2.9 3.1 3.1 2.8 3 3.2 3.2 3.1 2.9 3 2.9 3

Śnieżka 14.5 12.9 14.4 14.4 15.3 10 10.6 11.3 11.2 10.3 10.5 11.4 10.5 11.9

Source: authors’ compilation based on [36–48].

5. Materials and Methods

Demographic changes observed in Poland indicate a progressing process of the population aging.
The purpose of this part of the study is to diagnose the respective changes recorded in Poland in the
years 2004–2019 and also to provide answers to the following research questions:

1. Is it possible to identify the separate homogeneous development phases in the course of Polish
population aging process?

2. What are the boundaries of the development phases resulting from the aging process in Poland?
3. Does the periodization of the population aging process allow the typology of the Polish population

within the identified development phases?
4. What demographic factors determined population aging to the highest extent in each

development phase?

The development phase is a sub-period of undetermined length, included in the analyzed period
and characterized by the fact that all features included in periodization take on values more similar to
each other in a given development phase than in relation to the adjacent sub-periods.

Multidimensional statistical analysis methods including, in particular, data classification methods
were applied to carry out the adopted purpose. The analysis was based on the statistical information
obtained from the Statistics Poland and Eurostat databases.

The study was conducted in accordance with the following research procedure:

1. Criteria selection for the periodization of the population aging process.
2. Normalization of the periodization criteria values (population aging indicators) to the range

[0,1] using zero unitarization method based on the minimum value and range, allowing their
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comparability by introducing additivity and unifying the orders of magnitude. The unitarization
of variables was carried out according to the following formula:

zti =
xti −minxti

maxxti −minxti
(1)

where: xti—value of the t-th period for i-th indicator (population aging indicators), zti—normalized
value of the t-th period for i-th indicator. Those interested will find a lot of valuable information
about the normalization of variables in: Kukuła [50], Walesiak [51], Jajuga, Walesiak [52],
Zeliaś [53], and Milligan and Cooper [54].

3. The diversity of the analyzed periods, in terms of the population aging indicator values,
was determined using the Euclidean squared distance.

4. The analyzed periods were subject to hierarchical classification by applying Ward’s hierarchical
clustering method. Its results were used to determine the number of development phases of the
population aging process. The criterion of the first clear increase in integration distance was used
to determine the number of classes by analysing the dendrogram of connections, integration
distances, and classification stages. The description of classification methods is presented in the
following studies: Ward [55], Johnson [56], Anderberg [57], Hartigan [58], Sneath, Sokal [59],
Aldefender, Blashfield [60], Basiura, Sokołowski [61], and Everitt et al. [62].

5. The division of the analyzed period into development phases of the population aging was
performed by applying k-means clustering.

6. The typology of development phases was carried out using mean values of the
periodization criteria.

7. The initial set of diagnostic features—demographic factors differentiating development phases
of the population aging process—were identified. The Hellwig’s method for feature selection,
modified by Sobczak [63] was used [64].

8. The key demographic factors were selected using correlation analysis.

The following indicators were used to measure the advancement phases of population aging:

• MA—median age of population,
• SA65+—demographic aging rate—share of population aged 65 and over as the percentage of total

population (proportion of population aged 65 and over),
• AI—aging index, the number of the population aged 65 and over per 100 people aged 0–14, i.e.,

the number of grandparents per 100 grandchildren (aging index),
• TADR—total age dependency ratio, share of population aged 0–14 and aged 65 and more as the

percentage of population aged 15–64 (population aged 0–14 and 65 and over to population aged
15–64),

• OADR—old-age dependency ratio of the post-working age group, share of population aged 65
and over as the percentage of population aged 15–64, (old-age dependency ratio, population 65
and over to population aged 15–64),

• YADR—young-age dependency ratio of the pre-working age group, share of population aged
0–14 as the percentage of population aged 15–64 (young-age dependency ratio, population aged
0–14 to population aged 15–64).

6. Results—Periodization of the Population Aging Process in Poland in the Years 2004–2019

Figure 9 illustrates the hierarchical classification results of the analyzed periods in terms of
6 applied indicators of population aging in Poland using spanning trees and integration distance
diagrams with regard to classification stages. On their basis, a variant division of 16 years into four
classes, representing relatively homogenous phases of population aging was developed.
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Figure 9. Dendrogram of connections, integration distances, and classification stages using Ward’s
method for the years 2004–2019 regarding measure values of population aging in Poland. Authors’
compilation based on [65,66] applying STATISTICA 13.1 PL statistical package, StatSoft Polska
Ltd., Cracow.

The analysis of the results obtained using Ward’s method shows that, in the period 2004–2019,
four development phases of the Polish population aging process should be distinguished. The next
step of the research procedure consisted of dividing the analyzed period, using k-means clustering,
into the relatively homogeneous sub-periods called development phases.

Figure 10 presents arithmetic means of the normalized values referring to the analyzed aging
indicators, determined for the individual development phases. As Figure 10 shows, in the years
2004–2019, four successive relatively homogeneous sub-periods were selected: phase I—2004–2006,
phase II—2007–2013, phase III—2014–2016, and phase IV. Phases I, II, and IV are characterized by the
same length covering 3 years. Phase II turned out to be the longest—seven years.

The consecutive development phases were characterized by an increasing median age of population
(MA), a larger share of older people aged 65 and over (SA65 +), a higher number of older people
per child aged 0–14 (AI), as well as larger old-age dependency ratio of the post-working age group
(OADR). This order was disturbed in the case of the total age-dependency ratio (TADR), because in the
first of the sub-periods covering the years 2004–2006, it adopted a higher value than in the second
phase falling in the period 2007–2013. In turn, the young-age dependency ratio of the pre-working age
group (YADR) in phase I (2004–2006) was, by far, the highest among all the identified development
phases in terms of population aging in Poland.
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Figure 10. Mean values of the normalized population aging indicators in Poland in the identified
development phases in the years 2004–2019. Authors’ compilation based on [65,66] applying
STATISTICA 13.1 PL statistical package, StatSoft Polska Ltd., Cracow.

Table 5 presents the typology of the Polish population in individual development phases using
mean values of the indicators determining the advancement level and the specificity of the aging process.

Table 5. Development phases of the population aging process in Poland and the population types
identified in the years 2004–2019.

Development
Phases
(Years)

Population Type
MA

(Years)
SA65+

(%)
AI
(%)

TADR
(%)

OADR
(%)

YADR
(%)

Mean Values of Indicators

Phase I
2004–2006

(3)

Aging population with the potential of
future labour resources 36.5 13.1 78.7 42.6 18.7 23.8

Phase II
2007–2013

(7)

Advanced in the aging process, with
reduced but structurally unfavourable

total dependency
37.9 13.7 89.4 40.9 19.3 21.6

Phase III
2014–2016

(3)

Highly advanced in the aging process,
with increased and structurally

unfavourable dependency
39.6 15.4 10.9 43.8 22.2 21.6

Phase IV
2017–2019

(3)

Old, presenting the highest
dependency ratio of people in

non-working age, with the increasing
predominance of seniors

40.6 17.1 112.2 47.8 25.3 22.5

Source: authors’ compilation based on [65,66].

Based on the data analysis presented in Table 5, it is noticeable that the individual development
phases differ significantly in terms of mean values referring to Polish population aging indicators
covered by the study. Different types of Polish population can be assigned to individual development
phases. In the first phase of development, Polish population was defined as aging, but, presenting
the potential of future labour resources. The average median age in the 2004–2006 sub-period was
36.5, the share of older people (aged 65 and over) exceeded 13%, and almost 79 grandparents fell
per 100 grandchildren. These indicators adopted the lowest mean values in phase I. The mean value
analysis of the total age dependency ratio (TADR), determining the economic dependency on the
working population age group by the groups of non-working age population (pre- and post-working
age jointly) and the structure of this indicator are of particular importance in determining the population
type. The mean value of the total age dependency ratio for phase I is quite high and amounts to 42.6%
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(the second development phase is characterized by its lower value); however, there is a favourable
correlation between the components of TADR indicator. The average economic dependency on the
post-working age group (OADR) is the lowest in the entire period under study and amounts to 18.7%.
In turn, the dependency on the pre-working age group (YADR), approached as the potential of future
labour resources and, therefore, positively assessed remains the largest and amounts to 23.8%.

The mean value of the total age dependency ratio for phase I is quite high and amounts to 42.6%
(the development phase II is characterized by its lower value); however, there occurs a favourable
correlation between the components of the TADR indicator. The average economic dependency on the
post-working age group, i.e., old-age dependency ratio (OADR) is the lowest in the entire analyzed
period and amounts to 18.7%. In turn, the economic dependency on the pre-working age group, i.e.,
young-age dependency ratio (YADR), approached as the potential of future labour resources and thus
assessed positively, is the highest and amounts to 23.8%.

The development phase II is definitely the longest. It covers the period of seven years. It is a
more advanced sub-period than the previous one regarding the population aging process in Poland.
The sub-period 2007–2013 is characterized by the type of population advanced in the aging process,
with a lower but structurally unfavourable total age dependency ratio. The average median age in this
development phase is higher than in the case of phase I by almost 1.5 years. The demographic aging
rate (SA65 +) went up by 0.6, and the aging index (AI) by as much as 10.7% points. The improvement
in the mean value of the total age dependency ratio (a decline by 1.7% points) was accompanied by
a deteriorating correlation between the partial indicators. However, this relationship continued to
remain favourable in the development phase II, because the average dependency of the post-working
age group was lower than the pre-working age group (the difference is over 2 % points).

In phase III, Polish population was defined as highly advanced in the aging process, characterized
by higher and structurally unfavourable dependency. In the course of this three-year sub-period,
the aging of the Polish population was significantly accelerated. The average median age increased by
almost 2 years (1.7) compared to phase II and the old-age dependency ratio by 1.7% points. A significant
rise in the mean value of the aging index (AI) was also recorded, i.e., almost 14 grandparents per
100 grandchildren. Phase III also presented an increase in the average total age dependency ratio by
almost 3% points and, most importantly, for the first time in this phase, the economic dependency on
the post-working age group was higher than with the pre-working age group. The assessment of this
correlation between the partial indicators of the dependency ratio is negative.

In the final development phase IV, Polish population was defined as old and heavily dependent
on the non-working age group with the majority of older people (TADR—47.8%). This phase was
characterized by an increase in mean values of all population aging indicators. Moreover, in this
sub-period, all mean indicator values turned out to be the highest. Median age reached the level of
almost 41 years, the share of seniors in the population increased by 1.7% points, and the number of
grandparents per 100 grandchildren grew by over 9. In the last aging phase, the average economic
dependency on the working age population was very high as it amounted to almost 48% and increased
by 4% points compared to the previous sub-period. The correlation between the partial indicators
of economic dependency can also be assessed very negatively. The dependency of seniors on the
working age group increased by more than 2% points and reached 25.3%. The pre-working age group
dependency was lower (22.5%); however, it was also higher.

The next step of the research procedure was to identify the key demographic factors influencing the
process of population aging. Substantive analysis was used to determine the initial set of demographic
factors, having adapted that it should include diagnostic features describing the basic demographic
phenomena affecting the population aging process. Based on the availability of statistical data, time
range of the diagnostic features covers the years 2004–2018. A preliminary list of 10 demographic
factors selected in this way is presented below:

(1) DD—rate of demographic dynamics (number of births per 1 death),
(2) NI—natural increase per 1000 population,
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(3) LB—live births per 1000 population,
(4) TF—rate of total fertility (number of children per 1 woman),
(5) GR—rate of gross reproduction (number of born female children per 1 woman of childbearing age),
(6) LEF0—life expectancy at birth for females,
(7) LEF65—life expectancy at 65 for females,
(8) LEM0—life expectancy at birth for males,
(9) LEM65—life expectancy at 65 for males,
(10) TNM—total net migration per 1000 population.

The purpose of this research stage was to identify the key factors of demographic development
which differentiate the identified development phases of the population aging process in Poland.
It was adopted that the features presenting the highest information value and not duplicating the
same information should be selected. As a consequence, the key factors of demographic development
should include the features strongly correlated with the population aging indicators and insignificantly
correlated with each other. The reduction of the initial set of diagnostic features, characterizing
demographic development and determining the population aging processes was of iterative nature.
The feature most strongly correlated with all population aging indicators (maximum value of the
modules’ sum of the correlation coefficients referring to the given feature with all population aging
indicators) was selected in the course of the first stage. In the second stage, the diagnostic features
significantly correlated with the feature selected in the first stage were removed to eliminate the
repeated information. The critical value of the correlation coefficient was set at r* = 0.641 (for n = 15
α = 0.01). Steps one and two were repeated until the last diagnostic feature was eliminated.

The demographic factors determining the average life expectancy LEF0, LEF65, LEM0, and LEM65,
showed a very strong positive correlation with all the indicators referring to population aging. Among
them, male life expectancy rate (LEM0) turned out to be the demographic factor most closely correlated
with the population aging indicators. The remaining indicators, determining the average life expectancy,
were eliminated from further analysis as very strongly correlated with LEM0.

In the next iteration, gross reproduction was the demographic factor most closely correlated with
population aging, whereas such features as live births per 100 population (LB) and total fertility (TF)
were significantly correlated with it.

In subsequent iterations, natural increase (NI) and total net migration (TNM) were selected as the
features most closely correlated with the aging indicators. The rate of demographic dynamics (DD)
was rejected as strongly correlated with the natural increase.

Ultimately, after reducing the initial set of diagnostic features, the following characteristics were
considered the key demographic factors, most differentiating the development phases of the population
aging process in Poland in 2004–2019: natural increase (NI), gross reproduction (GR), average life
expectancy at birth for males (LEM0), and total net migration (TNM).

Table 6 and Figure 11 present mean values of the key demographic development factors which
differentiate the development phases of the population aging process in Poland.

The expected average life expectancy at birth for males, increasing in the subsequent development
phases was by far the most determining demographic factor responsible for the aging process of the
Polish population in 2004–2019.

It appeared that this variable was most strongly correlated with the population aging indicators.
In addition, other demographic factors related to life expectancy or further life span were also strongly
correlated with this demographic factor (correlation coefficients exceed 0,99) (LEF0, LEF65, LEM65).

Other demographic factors differentiating the individual development phases of the aging process,
arranged by their decreasing significance are as follows: gross reproduction (GR), natural increase (NI)
and total net migration (TNM).
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Table 6. Mean values of demographic factors differentiating the development phases of the population
aging process in Poland in the years 2004–2019.

Development
Phases
(Years)

Population Type
LEM0 GR NI TNM

Mean Values of Demographic Factors

Phase I
2004–2006

(3)
Aging population with the potential of future labour resources 70.80 0.60 –0.07 –0.47

Phase II
2007–2013

(7)

Advanced in the aging process, with reduced but structurally
unfavourable total dependency 72.01 0.65 0.40 –0.26

Phase III
2014–2016

(3)

Highly advanced in the aging process, with increased and
structurally unfavourable dependency 73.76 0.64 –0.30 –0.27

Phase IV
2017–2019

(3)

Old, presenting the highest dependency ratio of people in
non-working age, with the increasing predominance of seniors 73.90 0.70 -0.35 0.05

Note: LEM0: average life expectancy at birth for males; GR: gross reproduction; NI: natural increase; TNM: total net
migration. Source: authors’ compilation based on [65,66].
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Figure 11. Mean values of demographic factors differentiating the development phases of the population
aging process in Poland in the years 2004–2019 [65,66].

The rate of gross reproduction is determined by the population replacement rate ingrained in the
society. The subsequent development phases of the aging process in Poland were characterized by
the increasing mean values of the reproduction rate, which should be considered a favorable trend
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in demographic development. The exception is phase II, in the course of which this indicator value
presented a slight decline. However, the values of GR rate in any of the distinguished development
phases did not guarantee a simple population replacement, resulted in the continued narrowed
reproduction and thus deteriorating age structure of the population in Poland. Live births (LB) and
total fertility (TF) were strongly correlated with the simple reproduction rate.

Natural increase was another key factor determining the development phases of the population
aging in Poland. Only during the longest, II development phase, covering the years 2007–2013,
characterized by a slowdown in the population aging process, was the mean value of the natural
increase positive and amounted to approx. 0.4%. The remaining phases showed a negative birth rate,
the lowest one was recorded in the last phase.

The total net migration (TNM) is the last of the identified demographic factors influencing the
development phases of the population aging process in Poland and also the one of the least importance.
The first three development phases were characterized by a negative total migration balance (in phase
II and phase III this ratio was very similar). In the fourth development phase, there was a slight
immigration surplus over emigration. Population migrations have an impact on the demographic
development, since usually it is young people who are leaving, hence the negative migration balance
results in population aging.

7. Discussion

At this point, it is worth investigating the main causes of death in Poland [67]. Basically, they include
cardiovascular diseases and malignant tumours. In 2016, they were responsible for approximately
70% of all deaths. Almost every second person in Poland dies from heart and vascular diseases,
approximately 25% from cancer. Young people die more often as a result of accidents, suicides, and
crimes. It can be adopted that men are at the highest risk of developing cardiovascular diseases and
to a lesser extent, cancer. In the case of women, these proportions are slightly different. Malignant
neoplasms are the most dangerous for those under the age of 75, and it is only at the oldest age that
cardiovascular diseases become the number one threat. The health condition of Poles, which requires
improvement, is primarily influenced by the growing epidemic of excess weight and obesity, smoking,
lack of exercise, improper eating habits, and fairly high alcohol consumption among men. In general,
in relation to the European Union countries, Poland is distinguished by a low level of physical activity
of the population and a high prevalence of the smoking addiction among men. The systemic causes of
the society’s health situation, partly responsible for its aging process, were summarized highlighting,
in particular, the insufficient funds, imprecise legal regulations, lack of care standards, and resource
allocation mechanisms. In general, the system was identified as inappropriately adapted to the actual
health needs of the society. The reasons for this situation are perceived in insufficient expenditure on
health care compared to other European countries. Concerns are raised by the level of infant mortality
in Poland, which is higher than the average one for the European Union. In Poland, each year in
the years 2015–2017, before the end of the first year of life, 40 children died out of every 10,000 live
births, whereas the average for the EU countries was 36 (in 2016). The population of Poland is still,
on average, younger than the population of most European Union countries, but Eurostat forecasts
indicate that this favourable difference will slowly disappear and in the middle of the current century
both the median age and the percentage of people aged 65 and over will be higher in Poland than the
average in the European Union Member States. In view of the aforementioned forecasts, there is now
still time to take up the respective countermeasures.

Based on the conducted studies and analyses, a set of several recommendations aimed at
supporting the functioning of seniors and counteracting environmental threats can be put forward:

1. Actions should be taken to reduce greenhouse gas emissions, which include thermomodernization
of residential and public utility buildings, more extensive use of natural gas at the expense of
coal including production plants, modernization of the heating networks, improving the energy
efficiency of lighting, electronic equipment, the reduction of methane emissions, using public
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transport, taking advantage of the renewable energy sources, more effective municipal waste
and wastewater management, planting trees, recycling, improving infrastructure for cyclists and
pedestrians, imposing stricter emission standards for internal combustion engines [68].

2. Investments are required to improve the condition of flood protection infrastructure [69,70]
combined with an effective warning system against threats within the framework of crisis
management in the local government units. Further investments in road infrastructure,
the construction of ring roads resulting in the reduction of traffic noise and vibrations of building
are needed. In terms of the groundwater exploitation, it is necessary to consistently take care of
the hydrogeological balance, which is part of the environmental area of sustainable development.

3. In Poland, air pollution constitutes one of the essential environmental problems, which has a
disastrous effect on senior citizens. This pollution type has a negative impact on health as a result
of both long- and short-term exposure. It is caused by so-called low emission, which has its
sources in domestic furnaces and local coal-fired boilers responsible for inefficient coal combustion
and also in combustion transport (cars). It is easy to guess that the remedy to this problem is
the transition from coal-fired buildings to more economical ones as well as the reduction of
exhaust emissions.

4. Natural resources should be exploited in a rational and thoughtful way. Their stock is not
unlimited. Great importance should also be attached to biodiversity which strengthens our
national ecosystem. In addition, afforestation is a process that should be continued at least at the
current intensity level.

5. Two issues are important in the process focused on extending lifespan of the society in full health:
the level of medical care, with particular attention paid to check-ups and preventive measures
and also the promotion of a healthy lifestyle [71]. The respective activities and financial resources
should be allocated to prevention, education in the field of cardiovascular diseases, diabetes,
obesity [72,73], and cancer. The country residents are living longer and longer, therefore it is
necessary to activate older people but also to draw on their knowledge and life experience. NGOs
can be helpful in this regard.

6. One of the most important ways to counteract the phenomenon of aging is to promote pro-family
policy and the model of a large family. The elderly, in addition to avoiding the risk related
to environmental hazards, should have access to high-quality medical care which should be
allocated higher financial outlays. Ecological education [74] addressing the importance and
impact of environmental changes on our life comfort is also helpful [75]. The education sector
should be used in terms of teaching about the benefits of healthy eating habits, physical activity,
good mental condition, or regeneration of older people.

8. Conclusions

The following conclusions can be drawn from the conducted empirical studies addressing
periodization of the population aging process:

1. The development of the population aging process in Poland is not homogeneous. In the years
2004–2019, its four development phases were identified, which means that over the analyzed
period, the recorded significant changes in the advancement of the population aging process
occurred four times.

2. The turning points in the development of the population aging process in Poland coincide with
the boundaries of the development phases defining various types of populations, differing in the
degree and specificity of the aging process advancement related to Polish population. They fall at
the turn of 2006/2007, 2013/2014, and 2016/2017.

3. The population aging process in Poland was systematically progressing in the course of the
development phase I and II; however, it definitely accelerated during the development phase III
and did not slow down in phase IV.

214



Sustainability 2020, 12, 4648

4. The population of Poland was characterized by a favourable structure of the economic dependency
of working age population in the first two development phases. There occurred an excessive
dependency on the pre-working age group over the post-working age group, amounting to over
5% points in the development phase I and slightly over 2% points in phase II. During phase
III, the economic dependency structure of the working age population changed, for the first
time, to an unfavourable one (the difference between the OADR and YADR indicators was −0.6%
points. In phase IV, this negative phenomenon was strengthened (the difference between OADR
and YADR went up to almost 3% points).

5. In the development phase IV, the population aging process was manifested by almost half of
the population economically dependent on the productive age group, including more than a
quarter of senior citizens. It definitely requires state intervention and undertaking actions aimed
at changing both the level and structure of the demographic burden.

6. The key demographic factors differentiating the developmental phases of the population aging
process in Poland in 2004–2019 include, in order of their significance, longer life expectancy of the
population, narrowed gross reproduction rate, declining birth rate, and total migration balance.

7. The multidimensional statistical analysis methods used in the research proved to be useful
for the purposes of identifying the development phases of the population aging process in
Poland, for the population typology in non-homogenous sub-periods and for determining the
key demographic factors differentiating the identified development phases of the population
aging process in Poland.

The research scope adopted in this study has been limited to the macroeconomic scale covering
the area of Poland. Three basic directions for further research can be formulated. The first of them is
the analysis and assessment of the aging processes in Poland from a regional and local perspective—at
the level of cities and villages, and an attempt to identify these factors which determine the occurring
differences. Another important research direction is carrying out comparative analyses relating the
situation of population aging in Poland, based on the national, regional, and micro-spatial perspective,
to the analogical processes taking place in the European Union countries. The studies confronting the
economic and social effects of Polish population aging with the assessment of the actions taken up by
the state or regional and local authorities in terms of infrastructure adaptation, the development of
health services, social welfare, as well as the allocation of financial outlays in the perspective of further
increase in senior citizens’ population may turn out valuable.

Climate change is an indisputable phenomenon. Despite that, however, it is very difficult to
find statistical data that could clearly illustrate the level of this phenomenon. Polish public statistics
lack data regarding, e.g., floods or droughts. The data on heavy rains or landslides are also missing.
They are slowly being collected, but their vast majority raises reservations. The need to collect and
analyze this type of data is necessary as the discussed phenomena affect people’s health and lives.
The elderly are particularly vulnerable in this respect.
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Abstract: One of the major problems in socio-environmental systems is the growing depletion of
non-renewable resources and environmental degradation, resulting from inadequate environmental
management and planning. Deepening environmental problems have forced countries to create
management instruments that will help repair damage and support environmental protection efforts.
The aim of this research is to develop a customized decision support system for the management of
renewable energy based on the existing Geographic Information Systems (GIS). The proposed tool
enables assessing the potential of solar energy production at the local scale, analyzing each rooftop.
Due to the scale of the analyzed area and the details of the assessment, the tool is customized to the
needs of housing associations. The system combines an existing GIS tool for calculating the solar
radiation potential of rooftops (SOLIS) together with Tableau software that was used to aggregate
and analyze data. In order to present the applicability of the developed tool, visualizations were
prepared based on housing buildings managed by the “Biskupin” Housing Association in Wrocław
(Poland) which is responsible for the management of 3415 residential premises. The created system
based on spatial and environmental data will help to decide how to manage the available resources
and the environment at the local scale while reducing the pressure on the environment. The tool
allows for the aggregation, filtering and presentation of spatial data for the entire area of a housing
association, as well as for a single building.

Keywords: decision support system; renewable energy; solar energy radiation; sustainable
development; ArcGIS; Tableau

1. Introduction

As a result of the progress of civilization, structures of the natural system and various spheres of the
Earth were transformed [1]. These transformations are the result of various activities and phenomena
occurring in the social, economic and environmental sphere. The creation of new settlement units
caused the increase in the population in a given area. Clusters of the population indirectly and directly
use natural resources offered by the Earth to survive. As a consequence, the development of urban
environments led to the depletion of non-renewable resources and even environmental degradation.
Initially, it was exploited at a local scale until the 20th century, when the period of industrialization
began. Increasing technological and scientific progress as well as civilization development resulted
in increased work efficiency and increased environmental exploitation [2,3]. It was realized that the
effects of human activities on the environment will not appear immediately, and their consequences
will be felt by future generations [4].

From year to year, the demand for resources, i.e., energy [5], increases and this means that
local authorities should look for alternative sources to ensure clean energy for their residents. In
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households, energy is most often used for heating rooms, water and cooking meals [6]. According
to the energy consumption in households, the largest percentage of the population uses solid fuels,
mainly hard coal and wood. The use of energy fuels is associated with the increased exploitation of
non-renewable resources and, as a consequence, negative impacts on the air quality [7,8]. In order to
reduce environmental pollution, many countries have decided to use renewable energy for energy
purposes. One of the renewable energy sources with high potential is solar radiation, which is an
inexhaustible resource. Solar energy systems are gaining popularity due to easy and universal access
to the resource [9]. The use of solar technology such as photovoltaics using renewable sources in the
urban environment will allow the use of clean energy, limiting the use of non-renewable sources such
as coal for building heating [10].

Governments have introduced many programs [11], action plans [12,13] and documents at an
international level [14,15] to prevent further, uncontrolled depletion of the natural environment [16].
However, one of the most urgent problems is to create a system that will allow the use of environmental
resources (including energy) in a sustainable manner, ensuring the existence and development of
humanity [17]. Such a system would require a reduction in socio-environmental vulnerability in order
to guarantee the stability of processes driven by humans in the built environment reality [18]. The
system should rationally supervise the management of environmental resources in order to provide
future generations with the opportunity to live in a quality environment similar to the one in which it
currently resides [19]. In order to improve the resources, management novel tools using the possibilities
of data sources and computation abilities should be implemented at the local level [20]. That refers
also to the domain of solar energy. Many solutions for solar radiation assessment are predesigned
for regional studies [21,22] and, therefore, do not suit the needs of local stakeholders. Advanced IT
tools, including decision support systems, are becoming increasingly popular and are often used in
environmental management, including in the area of renewable sources [23], air quality [24], water
ecosystem [25] or impurities from agriculture [26].

The use of decision support tools results in making more rational and effective decisions [27]. By
calculating indicators describing a given problem and analyzing its relationships, we can graphically
see and understand how the phenomenon would change overtime, what impact it would have on
further development and, as a result, make the conscious decision [28]. The system itself does not
respond to the problem. It processes the entered data and the user, based on his expert knowledge,
checks the correctness of the data, prepares information, interprets the results and makes a subjective
assessment of the variants [29]. In addition, the model uses various data sources, e.g., thematic maps,
satellite images or spreadsheets, which are adapted to the needs of a given issue and require different
methods and algorithms of recreation [30]. Adopting appropriate multi-criteria assumptions in decision
support systems and adapting data to the spatial dimension in GIS systems would allow for creating a
system with an integrated approach to planning and managing environmental resources [31,32].

Despite the fact that decision support systems are well known in the literature, the complex and
diverse issues that could use these tools do not allow developing one universal solution. In order to
convince users to apply such systems, there is a need to customize solutions according to the needs of
users [32]. The technical support of local stakeholders in renewable energy implementation might
also be helpful to combat an emerging problem of energy poverty [33] that decreases the quality of
life of inhabitants in urban areas [34]. The issue of energy poverty is especially important in the
context of ageing populations [28] despite the fact that long-term care expenses are constantly growing
in Poland [35]. Urban renewal actions, also in the context of improving energy performance, will
increase the value of properties [36–39], which would enable housing associations to achieve customer
satisfaction by showing the costs together with benefits of these investments [40,41]. Therefore, there is
a need to develop a flexible approach, matching the tool to the available data as well as the key drivers
of the management process [31].

Therefore, the aim of this research is to develop a customized decision support system for
renewable energy application based on the existing Geographic Information Systems (GIS). The system
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combines an existing GIS tool for calculating the solar radiation potential of rooftops (SOLIS) together
with a business intelligence system (Tableau). The integration of these two computing environments
enables enlarging the functionality of the developed solution [42]. The created system contains data,
which can help managers to decide how to manage reducing energy consumption at the local level
and the pressure on the environment. The decision support system allows aggregation, filtering and
presentations along with the assessment of environmental data. As a customized solution has to be
developed according to the needs of the user, the tool was designed based on the needs of one Polish
housing association. The presentation of the applicability of the developed tool is shown in the case
of housing buildings managed by the “Biskupin” Housing Association in Wrocław (Poland). The
assumed impact of the developed tool application is to activate a housing community to reduce the
consumption of electricity and heat through the use of modern solutions based on renewable energy
sources, which will help to reduce the consumption of non-renewable resources. The model for the
management of renewable energy is built in two parts—the first part, which contains analyses in a
modified GIS model, and the analytical part, which includes the analysis of the obtained results of tests
performed in the Tableau software (version 2018.3). In the first part, solar radiation was calculated in
a particular month in 2018 in the ArcGIS program (version 10.5.1.) with the help of the Solar Area
Radiation tool (SOLIS).

The direction of changes in the energy sector in Poland is not a new issue. Policies and action
promoting renewables were undertaken and implemented by Poland before joining the European
Union in 2004 [43]. However, the share of renewable energy is still relatively low. The target defined in
the project entitled Energy Policy of Poland until 2040 aims to increase the share of renewable energy
sources up to 21% in the whole energy sector in 2030. Achieving that goal requires doubling this
source in one decade [44]. Therefore, a proposed model for energy resources management could also
be relevant in this context.

2. Methodology of Environmental Management Decision Support Tool

The decision support system that has been created combines the functionality of the GIS program
and Business Intelligence systems (BI), the combinability of which allows for better user functionality
(Figure 1).

Figure 1. Framework of operation diagram. Source: Own elaboration.

The input data were represented by a Light Detection and Ranging (LiDAR) dataset, which was a
base for the extraction of buildings together with height information. The input data were a basis for
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solar radiation calculations, and then connection with the BI tool. The use of spatial data in Tableau
software allowed for interactive dashboard building. The result of this connection and dashboard
building was a detailed model for renewable energy application.

2.1. Research Area

The test object in this work is the “Biskupin” Housing Associationin Wrocław (Poland), which
has been operating since 1959. The properties included in the development area are located in the
north-eastern part of Wrocław, in the Lower Silesia Voivodship.

The cooperative consists of 120 properties, including housing (58) located in the following districts:
Ołbin (11), Biskupin-Sępolno-Dąbie-Bartoszowice (46), Grunwaldzki Square (2), and Nadodrze (3).
The buildings located inOłbin and Grunwaldzki Square come from the pre-war period. Most real
estate are located in Biskupin-Sępolno-Dąbie-Bartoszowice and were created in the period 1919–1935.
They are mainly multi-family two-story terraced houses, as well as 4-or 6-storey detached houses. The
buildings located in Gersona 5 and Olszewskiego 149–153 street are dated from the period 2010–2015
and they include multi-family buildings. The property on the Biskupin estate also includes buildings
constructed of large, prefabricated concrete slabs, which were built in the 1960sand 1970s. The housing
estate in Nadodrze dates back to the 19/20th century and has a quarterly development layout. The
buildings were not so damaged during the war. In Nadodrze, the buildings are mainly high tenements
and cobbled streets, whereas the housing development in Plac Grunwaldzki is from the pre-war period.

The height of the buildings depends on the location of the property and looks as follows:

• Biskupin-Sępolno-Bartoszowice-Dąbie district: medium-sized, 4–7-storey buildings predominate,
with the height of buildings between 10 main A. Mickiewicza street, through 16meters in the area
ofGerson and S.Sempołowska Streets, and 22 m in the vicinity of Canaletto Street;

• Ołbin district:average buildings dominate, 5 storeys with the height of buildings between 16m
along the streets of E.Stein and B.Prusa, and 22 m along the Daszyńskiego and National Unity
(org. Jedności Narodowej) Streets;

• Grunwaldzki Square (org. Plac Grunwaldzki) district: 8–10-storey buildings, 20–22 m height;
• Nadodrze district: 8–10-storey buildings with a height of 20–22 m.

In the case of service buildings and garages, the maximum area of individual real estate varies
between 3 and 6m of a single-storey buildings. In addition, the co-operative also includes an
accompanying infrastructure, such as waste containers, garages and service premises (62) (Figure 2).
The analyzed area consists of 3415 residential premises, which are inhabited by approximately 6050
people. The area subject to the cooperative has in its resources in over 266,328 m2 of land.

2.2. Model Framework

In order to create an environmental management model in relation to solar energy management,
this work relied on the existing decision support tool to assess the solar potential—SOLIS, which is
available online in the form of the ArcGIS tool [45]. The SOLIS was made in the ArcGIS program with
the help of the visual model Builder geoprocessing editor. Available instruments that can be used
to create a model can be found in the ArcToolbox catalog in Spatial Analyst. The basic tool in the
model is Area Solar Radiation. The SOLIS model is based on a set of multipart patches in the form of
3D building data (so-called multipatch), which is characterized by a Z value, showing the height of
each patch-the minimum height and the maximum height. In this work, this tool has been modified.
Obligatory input data that should be included in the model are the height value and roof area. In the
model for the “Biskupin” Housing Association, instead of multipatch data, numerical digital data were
used in the form of a point cloud in the LAS format from aerial laser scanning (LAS stands for LiDAR
data exchange file), from which information on the minimum and maximum height of individual
buildings and roof surfaces with inclination were obtained. The proposed modification enlarges the
group of potential users, as in many cases multipatch data as a postprocessing effect might be not
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available, while LiDAR as raw data might be possible to obtain. Besides the data format, the model has
changed the order of attribute selection—the roof surface is suitable for the installation of photovoltaic
panels. In the primary formula (Figure 3a), the selection of cells presenting the value of radiation,
with an area larger than 2m2, takes place before the calculation of the solar potential, while in the
second model (Figure 3b), the selection of such areas with an area larger than or equal to 2m2 is the last
element of calculation.

Figure 2. Buildings included in the “Biskupin” Housing Association in Wrocław in particular settlements.
Source: Own elaboration using ArcGIS.

(a) (b) 

Figure 3. Workflow of model calculation: (a) presents the solar radiation potential of rooftops
(SOLIS) calculation workflow; (b) presents the modified model calculation workflow. Own elaboration
using ArcGIS.
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2.3. Conversion of Data

The first stage of the work in the model was the development of data that will be the basis for
calculating the amount of potential solar radiation with the division into individual months in 2018.
Numerical altitude digital data were used for the analysis, which contains a point cloud from LiDAR
(Figure 4). The following figure shows the digital spatial data in LAS format imported into ArcGIS.
This data source was selected due to the fact that laser scanning technologies are being developed
right now and already support a variety of domains with high-quality spatial data [46–48].

Figure 4. Input LiDAR data. Source: Own elaboration using ArcGIS.

In the analyzed area, urban development, the average density of points is 12 points/m2. The data
are available in LAS format and divided into the eight classes [49]. In order to obtain information about
the minimum and maximum height of individual buildings from the LAS layer, it was necessary to
select the data class named “6 BUILDING”, which only shows buildings. The data conversion allows
obtaining the altitude of the buildings, on the basis of which we can obtain data for the model.

3. Results

As a result of the analyses created in the model, vector layers were obtained with the value of
average solar radiation per square meter of roof, as well as total radiation on the entire roof surface.
Depending on the type, height, slope and exposure of individual roof fragments, the results of the
analyses are different.

3.1. Solar Radiation

The obtained results did not take into account the actual weather conditions that appeared in
2018 and other objects that could obscure sunlight, like trees, and which affect the amount of actual
solar radiation. Despite this, the results obtained constitute the basic information for the housing
cooperative, with the possible value of the solar potential of the annual roofs of individual properties.
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On this basis, it will be possible to find roofs with the highest potential, which will allow the decision
to install photovoltaic panels that will achieve the highest possible energy efficiency. This will allow
the housing cooperative to reduce the consumption of non-renewable resources such as coal or gas and
to reduce the emission of pollutants from the boiler room, and instead allow the use of clean energy
sources. The most numerous groups are residential buildings, where the average roof potential of
which is estimated between 613,777 Wh/m2 and 742,645 Wh/m2—108 roof patches (group IV) (Figure 5).

Figure 5. Solar potential per 1m2 of roof properties included in the “Biskupin” Housing Cooperative
in Wroclaw. The values of solar radiation are shownusing a blue–red color palette. The dark blue
represents buildings with the lowest value of solar potential, the dark red represents the highest values
of solar potential. Source: Own elaboration using ArcGIS.

The total roof area in this category is 19,721.36 (23.33% of the total area of all roofs). The second
most numerous group is roofs with annual solar potential in the range of 382,579 Wh/m2–508,700
Wh/m2–103 objects (group II)—the area of which is 18,808.41m2 (22,25% of the surface of all roofs)
Values of solar radiation potential at a similar level are also in the range 742,646 Wh/m2–944,887 Wh/m2

(group V)—the area of which is 19,171.90 m2 At least for the large group, they constitute roof patches,
and the amount of solar energy falling on their surface is 944,888 Wh/m2–1,225,944 Wh/m2 (group
VI) and 41,196 Wh/m2–382,578 Wh/m2 (group I) during the year. The solar potential values can be
different in neighboring buildings because, when calculating solar intensity, parameters such as the
height of buildings, aspect, slope of roofs, size of roofs, number of roofs’ patchesare taken into account.
The values of individual parameters can give the total value of the solar potential other than in the
neighboring building, which affects the final result of the intensity of solar radiation.

3.2. Model of Environmental Ecision Support Tool

Based on the obtained data, an interactive model of environmental management for the housing
association was created in the Tableau program. The model includes a decision support tool for
assessing the solar potential. This program is used to visualize the obtained data graphically and is
easier to interpret. With the help of the tool, it will be possible to select the appropriate location of the
solar installation by comparing the solar potential of individual buildings (Figure 6).
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(a) 

(b) 

Figure 6. The customized interactive dashboard for renewable energy assessment: (a) General view;
(b) selected buildings.Source: own elaboration using Tableau Software.

Using this model, the housing association is able to analyze the solar potential of individual
properties during the year, and on their basis, decide on the introduction of a solar installation on
roofs, the use of which would help reduce the consumption of electricity and heat. Demand for
energy continues to grow year by year, which is why alternative sources are needed to manage the
environment, which will help reduce excessive consumption of energy resources.

The model consists of three analyses and a map. The input data to the program were data in the
form of a vector layer covering solar roof intensity values divided into months obtained in the ArcGIS
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program. The model is interactive, and, at the same time, it presents information on the sum of the total
solar radiation intensity per year, per capita and solar potential depending on the type of real estate
selected, group of real estate and a specific type of real estate. The model presents analyses regarding:

(1) The monthly solar potential for given types of buildings belonging to a housing association
The largest average solar potential in terms of the size of the building is garages and commercial

premises. However, all properties have solar potential at a similar level. The total solar intensity in the
month with the highest potential in June is for garages 137,021 Wh/m2. In almost every type of property,
the period of the highest potential of solar radiation occurs from April to September (Figure 7).

Figure 7. Intensity of solar radiation [Wh/m2] in various months. Source: own elaboration using
Tableau Software.

The average intensity of solar radiation in residential buildings is smaller than in business premises.
This is due, among other factors, to the fact that residential buildings have different roof slopes, and
the business premises included in the cooperative have flat roofs on which the position of photovoltaic
panels will allow for higher solar energy accumulation. In addition, the roofs of residential buildings
are more divided into parts in relation to business premises. However, residential buildings are higher
than business premises.Therefore, the differences in the solar potential are close to each other. In
relation to other objects, residential buildings have the lowest average intensity of solar radiation in
the most sunny period (May–August). The highest average solar potential is provided by garages,
the value of which is higher by over 30,000 Wh/m2 from residential buildings. Also, the kindergarten
building as well the business premises havea higher solar potential per 1m2 of roof. If photovoltaic
panels are installed on the roofs of garages and waste containers, it will be possible to accumulate
energy in the event of insufficient energy for nearby residential buildings.

(2) The annual solar radiation on all properties in the household association
The proposed model allows for verification of the solar potential for each building belonging to a

housing association. The building located in Mielnickiego 13 street has the highest average potential
of solar radiation—21,053kWh per year—which is three times the average energy consumption per
person per year. Statistically, in Poland, a person consumes approximately 6111 kWh/year [50]. A total
of 28 buildings have a lower potential per inhabitant than the statistical amount of energy consumption
per capita and, in 29 cases, solar panels will be able to produce an amount of energy that satisfies the
needs of residents (Figure 8).

227



Sustainability 2019, 11, 4377

 
Figure 8. Intensity of solar radiation during the year per person [Wh/year/person]. Source: Own
elaboration using Tableau software.

(3) The detailed annual intensity of solar radiation on all properties in the household association
The model allows for the detailed analysis of the annual intensity of solar radiation. Therefore,

itis possible to verify the annual value of solar radiation per given property, as well as the verification
of solar potential during each month. The graph below presents the values of solar intensity per 1m2

of real estate. The biggest potential in the year is the building located at Canallette 6-14 street, approx.
900,000 Wh/m2, which is a value higher than the average potential of solar radiation intensity in the
whole of Wrocław—828,924.8 Wh/m2. The smallest potential was recorded on the roofs of real estates
located in Gersona 4-14 street and Olszewskiego 132-136—approximately 400,000 Wh/m2 (Figure 9).
The highest annual solar potential is located in the building at Canalette 6-14. This is due to the fact
that the building is high, has 5 storeys, with a total height of 12m. In addition, the roof of the property
is flat, which allows for higher possibilities of accumulating solar energy. In the months with the
highest intensity of solar intensity, the potential ranges from 80,000 to 100,000 Wh/m2 of roof. The
lowest solar potential occurs in January, November and December and its maximum value is up to
10,000 Wh/m2. However, the building with the lowest solar intensity is the property located at Gerson
4-14. The maximum intensity in months with the highest solar radiation is approximately60,000–80,000
Wh/m2. The roof of the property is more divided (due to existing chimneys), which affects the total
value of solar intensity. The largest share of energy possible to accumulate is in the period from May
to September. The difference in the amount of intensity in some months is even several times higher.
An example of this is the value of solar radiation intensity in real estate with the highest potential. In
January, the intensity value is 8313 Wh/m2 and in June as much as 153,338 Wh/m2.

3.3. Accumulated Energy vs. Energy Use

Taking into account the obtained results, the integration of SOLIS and Tableau would allow
for more detailed analysis, i.e., verification of accumulated energy during year versus actual annual
consumption of energy by inhabitants of given residential building (Table 1).
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Figure 9. The intensity of solar radiation in particular months divided into the location of the property.
Source: own elaboration using Tableau software.

Table 1. The comparison of accumulated energy to energy demand—examples from building inventory.

Real Estate Code
Annual Accumulated

Energy in Wh
Annual Use of Energy

in Wh
Balance in Wh

Olsz_111_121 271,141,195 51,332,400 +219,808,000

Olsz_123_131 688,801,124 48,888,000 +639,913,000

Olsz_132_136 705,721,916 71,498,700 +634,223,000

Olsz_133_141 949,865,835 49,499,100 +900,366,000

Olsz_138_150 715,400,977 76,998,600 +638,402,000

Prom_25_39 523,210,936 78,220,800 +444,990,000

Prom_41_57 803,637,760 98,998,200 +704,639,000

Semp_55_61 624,099,638 34,221,600 +589,878,000

Semp_63_67 501,570,235 69,054,300 +432,515,000

Semp_64_74 404,252,992 68,443,200 +335,809,000

Semp_64a_74a 391,366,621 62,332,200 +329,034,000

Semp_69_73 392,539,126 81,887,400 +310,651,000

Gers_23_37 952,738,626 99,609,300 +853,129,000

Gers_39a_47 970,299,234 95,942,700 +874,356,000

Gers_4_14 745,840,280 70,276,500 +675,563,000

Gers_5 844,439,276 16,1330,400 +683,108,000

Gers_7_21 773,564,185 42,777,000 +730,787,000

Jack_59 294,365,394 19,555,200 +274,810,000

Jack_61 151,276,653 21,388,500 +129,888,000

Jack_63 294,365,754 19,555,200 +274,810,000

When comparing the data obtained, it can be seen that each of the buildings has a higher solar
potential than the current demand of residents for energy. By installing panels, the cooperative is able
to produce almost 80% more energy than current demand.
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4. Discussion

The solar radiation tool developed in this study supports the process of improving energy
performance by selecting these locations which present the highest potential for energy production at
the scale of individual buildings. By converting the values in the model, information was obtained on
the potential of each type of building, which vary due to their technical parameters and the surrounding
objects. Such a solution is not possible in every solar radiation tool.

The tool developed by Hofierka and Kanuk presents an example of how GIS-based approaches
effectively calculate the solar radiation for analyzed neighborhood. However, it does not allow selecting
a single object or group of objects to compare with deleting other objects from analysis [51]. Moreover,
due to the development of remote sensing technologies [52,53], a wider spectrum of data should be
possible to use in solar radiation assessments. Kaynak et al. recently developed their software which
accepts only CityGML-based file formats as input data. However, they highlighted that the direction
of future works is to enlarge the type of data format types that can be used [54]. The modification that
we did in this research modify an existing tool (SOLIS) exactly in that aspect, by using LiDAR as an
input data source. However, LiDAR data processing is not a simple task. Processing the point cloud,
the user should obtain aneasy and ready-to-use database, but most often the data are considered in
terms of the position and elevation of buildings as well as intensity when applied [55,56]. In addition,
the currently available resolution of LiDAR data limits the definition of roofs, which means that roofs,
chimneys, dormers, antennas are not taken into account in the analyses, the use of which would
help to more accurately determine the area available on building facades [57,58]. The other crucial
aspect is functionality from the point of view of the user. Wijeratne et al. in their work “Design and
development of distributed solar PV systems: Do the current tools work?” analyzed 23 software and
four smart phone/tablet applications according to their features. Only two solutions were categorized
as user-friendly [59].

In the case of our tool, by incorporating business intelligence environment, it was possible to
integrate visualization on the map together with charts. The panels that were used in the interactive
dashboard were selected based on the suggestions by specialists from housing associations. The tools
allow selecting any object (or group of objects) on any panel and highlight the assigned value on other
panels on the dashboard. That allows quicker and user-friendly visual analyses which meet the needs
of non-professionals in GIS, who are responsible for environmental management at the level of housing
association. Finally, the success of the application is connected with the affordability of the tool. The
review of over 200 solar design tools shows that only 12 solutions give the possibility of dynamic
visualization (similar like the tool developed in our study) and only four of them are freeware [60].
That shows the limitation in the promotion of developed tools in practice. In the case of our dashboard,
it has to be designed in a pay-ware version of Tableau software. However, the use of the dashboard
can be supported for free by Tableau Public. The proposed solution shows the solar potential at the
scale of individual buildings. It also allows for verification if the produced energy could support the
energy needs of inhabitants in a given area. However, the crucial element in energy management is the
ability to control the issue of energy peaks. Such elements can be incorporated into decision support
systems [61]. Therefore, future works should also focus on that aspect. Moreover, the approach does
not include other elements in the area, such as trees. Therefore, the assessment could be incomplete and
a lack of this data could represent a further limitation and necessity for the development of the model.
The renewable energy applications by housing associations could also be relevant in other research,
as in the context of energy poverty, vulnerable groups to energy poverty (impoverished people or
ageing society) [28,62], spatial management [36], and comprehensive environmental management
system [63,64].

5. Conclusions

The developed customized decision support system for renewable energy application presented in
the results proves that the aim of the study was fulfilled. Based on the obtained data, an environmental
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management model was created to assess the solar potential of roofs. The system combines an existing
GIS tool for calculating the solar radiation potential of rooftops (SOLIS) together with a business
intelligence system (Tableau). An interactive tool allows for the aggregation, filtering and presentation
of data on the amount of solar intensity of each type of building in individual months, during the year
and per capita. The environmental management model contains analyses in a modified model, and the
analysis of the obtained results of tests. The tools used in this system result in making more rational
and effective decisions. Thanks to the Tableau program, the property manager obtains information in
an easy and transparent way. The created system of decision support contains data based on which it
will be possible to reduce energy consumption and pressure on the environment at the local level using
modern solutions in the energy sector. This tool was developed based on the cooperation between
academics and practitioners from the housing association. Such an approach allowed including the
information in interactive dashboards based on the needs reported by specialists in the environmental
management domain.

The results obtained for the “Biskupin” Housing Association show that over 50% of the analyzed
rooftops has sufficient potential for solar radiation intensity per capita, and a smaller part of the
property would provide half of the energy demand. The use of photovoltaic installation will allow
reducing the consumption of solid fuels in the boiler house and the consumption of natural resources
used by association will decrease. In addition, by abandoning boilers fired with solid fuels, mainly
coal, the emission of carbon dioxide into the air will be limited. The potential of the values obtained
is sufficiently detailed for the cooperative’s roof potential, because they are data on the value of the
possible energy produced, which does not take into account the limited efficiency planned for the
use of solar technology. Using an installation consisting of the placement of photovoltaic panels on
roofs in areas of the highest solar radiation intensity allows for maximizing the energy benefits of
real estate. It has both economic and environmental benefits for residents. A reduced consumption
of natural resources means limiting the use of the environment. This has a positive effect both on
the environment and the inhabitants of this neighborhood. In addition, a reduction in stoves fired
with minerals will reduce the emission of carbon dioxide to the atmosphere and finally reduce the
vulnerability of socio-environmental systems.
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Abstract: Biomass can be used for the production of energy from renewable sources. Because
of social resistance to burning crop plants, mixtures and pellets made from or including waste
materials are a good alternative. The mixtures analyzed, prepared from wood and municipal waste,
were characterized for their calorific values, 7.4–18.2 MJ·kg−1. A result, over 15 MJ·kg−1 was obtained
for 47% of the quantities of mixtures being composed. It has been demonstrated that wood shavings
and sewage sludge have a stabilizing effect on the durability of pellets. The emissions of acidic
anhydrides into the atmosphere from the combustion of pellets from waste biomass were lower for
NO, NO2, NOx and H2S than emissions from the combustion of willow pellets. Obtained emission
results suggest the need to further optimize the combustion process parameters.

Keywords: energy from biomass; pellets; wood waste; municipal waste

1. Introduction

The production of energy by burning solid fuels as the main item in energy mixes is prevalent
across many countries in the world, including the largest energy producers, such as the USA, China,
India and most of the European Union (EU) countries. It seems that coal fuels will remain an important
element of their economies for at least several dozen years [1]. The share of energy from renewable
sources in final energy consumption in the EU-28 and in Poland in 2016 was 8.0% and 8.3%, respectively.
In 2013–2016, there was an increase by 0.4% in the EU-28, but a decrease by 0.6% in Poland [2,3].
In 2016, the structure of primary energy production from renewable sources in the European Union
included a share of 44.7% of solid biofuels and 4.7% of municipal waste in this stream but the results for
Poland are different—70.7 and 0.9%, respectively. In 2016, in the EU, solid biomass had a 15.2% share
in the structure of the consumption of household energy from individual energy carriers. A smaller
index has been noted in Poland, 13.5% [3], and for the whole world, 10–14% [4]. The 27 EU member
states have a high potential for waste biomass for energy applications, calculated at 8500 PJ·y−1 [5].
The use of biomass for energy production has a number of advantages, such as low costs and high
availability, which lowers the costs of transport and reduces its environmental impact [4,6,7]. It is
also important that biomass can be used both in the boilers of the power industry to generate heat
and electricity as small individual heating installations [8]. The market for biomass pellets is growing
systematically on a global scale. As a result, woody and herbaceous biomass will be more difficult to
obtain [9]. Difficulties are also noted in the access to wood and agricultural residues in many places
around the world, i.e., African countries [8].

Large amounts of waste with a significant potential for energy production are produced by the
wood industry (logging and wood processing residues)—up to 27% of the wood mass. Up to 42% of this
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waste can be obtained for energy purposes [8]. Poland is a country with a relative high forest residues
theoretical potential in the EU [5]. This waste contains 43–51% of carbon, and the heat generated by its
combustion reaches 18.5–20 MJ·kg−1, which makes it a valuable energy material [10,11]. An additional
advantage is the low amount of ash produced during the combustion of the wood residues, ranging
from 0.4 to 2.0%. The use of a mixture consisting of 80% of sewage sludge, 19% of wood dust and 1% of
quicklime produced results that proved that a widespread use of this type of fuel was possible since the
heat generated by its combustion was slightly over 13 MJ·kg−1. Replacing wood dust with coal dust
raised this value to 19 MJ·kg−1. Attention is paid to the hygroscopy of this fuel and its susceptibility
to crumbling under the influence of moisture [11]. Due to the high price of wood obtained from
forests by the wood industry using typical methods, slash and waste material obtained by pruning
trees and shrubs are used to produce pellets. Wood from short cultivation cycles of Populus, Salix,
Eucalyptus and Robinia is also used [12]. This method of wood management is also used in agriculture
in orchards [13,14]. Forest residues and straw are counted as the top two contributors of energy from
the residual biomass in the EU—7000 PJ·y−1 [5]. Agriculture is the main source of fuel biomass in the
world. In this context, apart from trees and shrubs, attention is paid to the cultivation of energy plants
and the use of post-harvest waste for this purpose [6]. Among agricultural crops, the typical biomass
used for energy production are cereals, miscanthus, mallow, rapeseed, sunflower, and Jerusalem
artichoke, but also agricultural residues such as vine, shrub and fruit tree shoots, corn stalks, peanut
and hickory shells [14–16]. According to Hamelin et al.’s elaboration, the straw theoretical potential in
Poland is high compared with many other EU-27 countries [5]. Pellets from vine shoot biomass have a
standard calorific value for a majority of biomass types—18 MJ·kg−1 [14]. Due to the large diversity of
agricultural crops and residues, the possibility of their recovery for energy purposes varies from 19 to
75% of the total mass [8].

The third of the important biomass sources for modern energy production, after wood and
agricultural products, is municipal waste. Solid municipal waste (residues from urban green areas,
roadside vegetation, food, paper, textile) and sewage sludge are used for energy production, both as
homogeneous fuels, as well as in mixtures with other biomass for co-combustion with coal. There is a
lot of information about the difficulties in the management of municipal waste due to the significant
differentiation of their properties [17]. Chen et al. [18] suggested using fuel in the form of granules
from sewage sludge and wood dust in a proportion of 10:1, with a moisture content of 14.2–18.5%, in
the form of granules with a diameter of 2 and 7 mm. The results (a calorific value of 21.8–23.4 MJ·kg−1)
were favorable and the fuel proved to meet the requirements of the Taiwanese company Taipower. Also,
Jiang et al. [19] mentioned sewage sludge as an interesting material that could be a biomass binder in
the production of pellets. According to these authors, the addition of sewage sludge reduces the energy
needed to compress and extrude materials during the production of pellets, increases the density
and hardness of pellets (reducing dust during transport and operation) and improves combustion
parameters. The downside is an increase in the weight of combustion residues in comparison to
pure wood and herbaceous biomass. Stabilized sewage sludge contains 40–70% of carbon in its dry
matter, which means that these materials could be used for energy production [20,21]. Nevertheless,
the process of preparing sewage sludge for combustion and co-combustion is so expensive that
the rolling costs of this type of use are not very favorable—in Poland, 375–438 € for 1 Mg d.m.,
compared to 75–150 in agriculture and reclamation [20]. An additional problem is the amount of
ash generated from this material, which is greater than in the case of most other fuels—an average
of 36.4% for sewage sludge as against approx. 1% for wood, 6% for wheat straw and 19–22% for
coal [22,23]. Therefore, the co-combustion of sewage sludge should be redefined to find an innovative
method for the preparation of this material before its use for energy production. Apart from energy
production, the new material has to give end users measurable financial benefits in the form of better
furnace operating parameters. Yilmaz et al. [24] showed that the best results could be obtained by
burning pellets with a size of 35 mm made from waste from plant oil production and sewage sludge.
These authors noticed the high susceptibility of pellets to mechanical degradation under the influence
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of moisture and, for this reason, they recommended short-term storage under conditions that would
counteract the moistening of the material. Jiang et al. [25] showed that better results could be obtained
by burning pellets made from a mixture of sewage sludge and wood biomass than sewage sludge alone.
As far as energy production is concerned, pellets are much more efficient than raw biomass. Increasing
biomass density reduces transport costs and improves combustion parameters [26]. When pellets are
formed, it is possible to control their composition, and when they are finally used, it is possible to
automatically feed them to the furnace.

In the literature, there is little mention of the process of granulation/pelletization of energy
materials with the use of municipal waste. Relatively few tests of this type have been conducted
on sewage sludge for only a couple of years. Li et al. [27] presented optimum parameters for the
production of pellets from biomass and sewage sludge (50 + 50%): pressure 55 MPa, temperature
90 ◦C and moisture in the material 10–15%. The energy needed to produce pellets using sewage
sludge was 50% lower than the energy needed to produce pellets from pure biomass. Similar moisture
parameters of material intended for pelletization were reported by Kliopova and Makariski [28].
Kijo-Kleczkowska et al. [23] obtained pellets with densities of (kg/m3): 1089.2 (hard coal), 859.9 (sewage
sludge), 802.6 (lignite), 363.1 (Salix viminalis), 898.1 (50% sewage sludge + 50% hard coal), 803.5 (50%
sewage sludge + 50% brown coal), and 515.9 (50% sludge + 50% Salix viminalis). There were a number
of changes in the process of combustion of particular solid biofuels after the addition of sewage sludge.
Jiang et al. [19] analyzed the possibilities of pelleting energy materials using sewage sludge and noticed
an increase in the density of pellets obtained while increasing pressure to 28, 41, 55, 69 and 83 MPa.
A further increase in pressure to 110 MPa no longer caused any significant differences. The increase
in density and hardness of pellets was also the resultant of the share of sewage sludge (from 20 to
80%). The temperature during pelletization should not exceed 110 ◦C, and the content of moisture in
the input material should not exceed 15%. Higher temperatures and humidity reduce the density of
pellets. If granulates/pellets based on limed sludge and other selected solid waste are to be used for
co-combustion with biomass in heating furnaces, it is necessary to prepare a production technology
that will make them easy to produce repeatedly and make them profitable to producers, easy to
transport, easy to use precisely, effective during biomass combustion and safe. They should also
generate ash that is easy to remove from furnaces and environmentally safe. García-Maraver et al. [29]
noticed that the process of the preparation of heating pellets and their physical, physicochemical and
chemical properties had a significant impact on the combustion process and emission parameters.
Lehtikangas [30] stated that it was necessary to use physically stable materials in the combustion
process due to the possibility of disturbing the operation of automatic fuel feeders and advanced
systems of automatic furnace control by dust. Moreover, this author noted that the temperature in the
furnace could increase significantly (due to the combustion of dusts), which would lead to the melting
of combustion residues. According to Sarenbo and Claesson [31], the production of granulate has to be
effective, the granulate binder must not adversely affect the properties of the whole aggregate, and the
final chemical composition and stability of the aggregate has to be consistent with the recommendations
for a particular type of use for the material. Thus, the problem arises of developing a technology that
will make it possible to produce granulates/pellets with the desired characteristics and properties.
During previous research projects dealing with the granulation/pelletization of materials, the problem
of the durability of products and their homogeneity was noted.

Emissions from the combustion of carbonaceous materials may be an obstacle to a wider use
of biomass for energy production [7]. In this respect, attention is paid to the emission of CO2 to the
atmosphere as one of the main gases affecting the greenhouse effect. Nevertheless, in comparison to
the combustion of solid fossil fuels, the combustion of biomass leads to a reduction in CO2 emissions to
the atmosphere when co-combustion technology is used [6,16]. As far as the so called carbon footprint
is concerned, biomass is neutral to carbon circulation in the environment [10]. Biomass combustion
also results in the emission of gases other than CO2 (including NOx, CO, SO2, hydrocarbons) as well as
dust polluting the atmosphere, especially when combustion does not take place in optimum conditions.
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It is often mentioned in the literature that the emission of these gases to the atmosphere could be
reduced by mixing fuel with lime and lime and dolomite dust, which in terms of chemical properties
are mainly calcium compounds: CaCO3, CaO, Ca(OH)2 [7,31–33].

The study was carried out in a region with the largest forest cover in Poland—49.3% of the total
area and 51.7% of the land area of the region, compared to 30.5% for the whole country. The wood
industry plays one of the key roles in its economy—wood acquisition amounts to 3.6 kdam3 per
year [34]. Data on municipal waste management show that the amount of municipal waste that is
combusted is still small, amounting to 19.4% of the total waste stream in the Lubusz region, compared
to 24.4% in Poland [35]. Counting the current energy production from biomass in Poland in relation
to the theoretical potential of this source (20–30% of the final energy consumption [5]), there is still a
large reserve for activities intensifying this process. The use of waste from the wood industry as a fuel
material allows to reduce the amount of this waste and reduce the energy demand from conventional
sources. This approach also reduces the use of natural resources while meeting the energy needs
of the population, so socio-environmental systems would be sustainable [36]. In order to further
develop the thermal management of waste biomass, it is necessary to solve problems related to the
emission of pollutants into the atmosphere. The aim of this study was to show the possibility of using
waste generated in this region in large quantities as a renewable energy source. In many wastewater
treatment plants, sewage sludge is still hygienized with lime. Materials prepared in this way are
usually used as a soil improver. Therefore, the question was asked whether it could also be used as an
improver in the biomass combustion process. For this purpose, it was considered whether it would be
possible to use waste from the wood industry and limed municipal sewage sludge to produce solid
fuel in the form of pellets with good thermal properties and at the same time ecologically safe. It was
hypothesized that the addition of limed sewage sludge to fuel made from biomass would reduce the
emission of such gases as acidic anhydrides.

2. Materials and Methods

A number of tests were carried out to find out whether it would be possible to produce durable
pellets with good thermal properties from waste biomass. They included:

• Evaluation of input waste materials available in the region in large quantities;
• Preparation of mixtures of input materials and checking their thermal properties;
• Preparation of pellets from selected materials with the best properties in two groups—with lime

and without lime;
• Testing pellet durability under high humidity conditions;
• Burning pellets under controlled conditions;
• The input materials for the tests were: straw, wood shavings, wood dust and sewage sludge

hygienized with lime;
• Straw (S)—raw material obtained from a producer of straw pellets, homogeneous, crushed to a

fraction of approx. 2 cm in length and packed in 10-kg bags; 100 kg of material was obtained for
the needs of the experiments;

• Wood shavings (WS)—raw material obtained from a carpenter’s workshop, material from debarked
wood, non-homogeneous fraction from 1.5 to 3.5 cm; the material was not additionally sieved for
the tests; 100 kg of material was obtained for the needs of the experiments;

• Wood dust (WD)—raw material obtained from a carpenter’s workshop, material from debarked
wood, homogeneous fraction, powder; the material was not additionally sieved for the tests;
100 kg of material was obtained for the needs of the experiments;

• Sewage sludge (SS)—from the Krosno Water Utility Company Ltd. (Krośnieńskie Przedsiębiorstwo
Wodociągowo-Komunalne Sp. z o.o.); municipal sludge treated with lime in an innovative
installation for simultaneous hygienization and granulation of sewage sludge, using lime (CaO)
in a sediment to a lime ratio of 1:0.9 by weight; the material was pre-screened through a 3-mm
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mesh sieve; the subscreen fraction was taken for testing; 100 kg of the material was obtained for
the needs of the experiments.

For transport to the research place, the materials were packed in plastic bags, which were opened
on the spot to avoid the phenomenon of organic material thermal degradation.

Each material was pre-homogenized to obtain a homogeneous mass with average properties.
The homogenization process was carried out by hand, using a table for mixing substrates onto which
a particular material was poured from the transport packaging. Each material was mixed for about
10 min. At the end of the homogenization process, 102 samples of materials (34 variants, 3 repetitions,
100 g each sample) were taken for laboratory analysis. In each case, the method of average pooled
samples was used. The mixed samples consisted of 30 individual samples taken from the entire volume
of the material.

The materials were analyzed in laboratory conditions in terms of:

• bulk density—by weight in 5 repetitions, from which the mean and standard deviations
were calculated;

• the calorific value—using a calorimetric bomb Parr 6100, acc. to norm PN-C-04375-2:2013-07,
in 3 repetitions, from which the mean and standard deviations were calculated;

• the total carbon content—using the Pregla–Dumas method, the samples were combusted in a
pure oxygen environment and the resulting exhaust gases were automatically measured using
a CHNS/O 2400 Series II PerkinElmer elemental analyzer. The measurements were conducted
for weights of 1.5–2.5 mg in three repetitions, from which the mean and standard deviations
were calculated;

• the content of heavy metals (Cd, Cr, Cu, Ni, Pb and Zn) was measured using the ICP-OES method
and a Perkin Elmer ICP-OES Optima 8000 spectrometer, after wet mineralization in concentrated
nitric acid in a Perkin Elmer Titan microwave mineralizer, in three repetitions from which the
mean and standard deviations were calculated;

• the content of K, Na, Ca, Mg and Fe by ICP-OES was measured using a Perkin Elmer ICP-OES
Optima 8000 spectrometer, after wet mineralization in concentrated nitric acid in a Perkin Elmer
Titan microwave mineralizer, in three repetitions from which the mean and standard deviations
were calculated;

• pH—potentiometrically in a mixture of solid material (air dry) and water in a proportion of 1:5
using a pH-meter InoLab, with a WTW SenTix 41 glass electrode.

In order to obtain a homogeneous material, the samples were homogenized by grinding.
In laboratory conditions, mixtures of input materials were prepared and further components were

weighed as shown in Table 1. Each mixture was ground to obtain completely equal properties before
further analysis.

Table 1. Composition of the mixtures of materials.

Mixture Number Composition of Components Proportion of Components

M1 WS +WD 1:1
M2 WS + S 1:1
M3 WS + SS 1:1
M4 WD + S 1:1
M5 WD + SS 1:1
M6 S + SS 1:1
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Table 1. Cont.

Mixture Number Composition of Components Proportion of Components

M7 WS +WD + S 1:1:1
M8 WS +WD 4:1
M9 WS + S 4:1

M10 WS + SS 4:1
M11 WD + SS 4:1
M12 S + SS 4:1
M13 WS + SS 9:1
M14 WD + SS 9:1
M15 S + SS 9:1
M16 WS +WD + SS 7:2:1
M17 WS + S + SS 7:2:1
M18 WS +WD + SS 3:1:1
M19 WS + S + SS 3:1:1
M20 WS +WD + SS 6:1:3
M21 WS + S + SS 6:1:3
M22 WS + SS 7:3
M23 WD + SS 7:3
M24 S + SS 7:3
M25 WS +WD + S + SS 3:3:3:1
M26 WS +WD + S + SS 1:1:1:2
M27 WS +WD + S + SS 1:1:1:1
M28 WS +WD + S + SS 3:3:3:11
M29 WS +WD + S + SS 1:1:1:7
M30 WS +WD + SS 3:3:4

Note: S—straw, WS—wood shavings, WD—wood dust, SS—sewage sludge.

Each mixture was analyzed in laboratory conditions in terms of:

• the calorific value—calorimetrically in three repetitions, from which the mean and standard
deviations were calculated;

• pH—potentiometrically in a mixture of solid material (air dry) and water in a proportion of 1:5
using a pH-meter InoLab, with a WTW SenTix 41 glass electrode;

• electrical conductivity (EC)—conductometrically in a mixture of air-dry solid material and water
in a proportion of 1:5; using a Eutech Instruments Cyberscan PC300 and Elmetron CPC-411
devices with an EC-60 conductivity sensor;

• the subtotal content of selected components—after the hot dissolution of substrate samples (in
a Perkin Elmer MPS microwave oven) in a mixture of hydrochloric and nitric acid (aqua regia),
using the ICP-OES method (Perkin Elmer Optima 8000)—ISO 11466 (1995);

• the total carbon content—using the Pregla–Dumas method, the samples were combusted in a
pure oxygen environment, and the resulting exhaust gases were automatically measured using
a CHNS/O 2400 Series II PerkinElmer elemental analyzer. The measurements were conducted
for weights of 1.5–2.5 mg in three repetitions, from which the mean and standard deviations
were calculated.

Based on the results of these analyses, mixtures expected to bring the best results in terms of
energy production were selected. A total of 10 kg of each selected mixture were prepared for pelleting.
A pelletizer, ZLSP200, 7.5 kW made by Eko-Pal, with a capacity of approx. 80–100 kg h−1 was used
for pelleting. The input materials were mixed in the right proportions and brought to a humidity
of 12–13%. After wetting, the mixtures used for pelletization were rested for 24 h. A matrix with a
diameter of 6 mm was used in the process of pelletization. The matrix was not lubricated with any
substances. During this process, the rotation speed of the pelletizer was not regulated, and only the
pressure of the roller on the matrix was corrected for better performance. Each of the mixtures intended
for pelletization was passed through the device until pellets of the right quality had been obtained—in
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some cases, the process was repeated three times. After the pellets were obtained, the output material
was rested for 24 h before packing. After each of the individual mixtures was pelletized, oat husks
were passed through the pelletizer to clean the sieve before working with the next mixture. Each time,
the first batch of pellets obtained from a new mixture was also discarded in order to get rid of the
remnants of the oat husks in subsequent completed mixtures.

The pellets were combusted in fully controlled conditions to obtain information about the
combustion process and exhaust emissions. The pellets were combusted in a prototype FORST boiler
equipped with two burners: 24 and 48 kW (modified Forster Heizkessel, PE40 boiler), adapted for
burning biomass, with an automatic pellet feeding and ash removal system. Combustion of individual
pellets was carried out after preheating the furnace to its optimal temperature, using a standard willow
tree pellet. Each of the test pellets was fed to the boiler for 4 h. The main combustion parameters:
incineration temperature 700–800 ◦C, air flow 20 m3 h−1, mass fuel consumed 1,5 kg·h−1, exhaust gas
temperature 141–162 ◦C, exhaust gas mass flow 30 g·s−1, O2 in exhaust gas 11–14%, max. operating
temperature 90 ◦C, max. operating pressure 2.5 bar, pellet calorific value 17.73 MJ·kg−1, pellet residual
moisture 8–9%, and ash production 3.84% of the pellet mass. The biomass boiler was included into the
heat production and distribution system at the Laboratory of Thermal Technologies in the Renewable
Energy Center (REC). The laboratory research system is equipped with an advanced measuring
system based on measuring devices made by E&H. The exhaust duct of the boiler is equipped with
a measuring connection for chemical analysis of exhaust gases. Measurement data are registered
by the building management system, Building Management System (BMS), using the Wonderware
System Platform. Exhaust gas was measured continuously using a TESTO 350 Xl exhaust gas analyzer.
Emission measurements were conducted after the combustion conditions were stabilized, i.e., in the so
called high-temperature combustion phase [37].

The following analyses of the pellets were performed in laboratory conditions:

• static and dynamic tests of moisture absorption by the pellets;
• test of the mechanical strength of the pellets;
• pH and EC analyses of water extracts after 48 h of incubation.

The static test of moisture absorption was carried out in 250-ml glass flasks. An amount of
10 g of pellets were poured into a flask and 90 cm3 of distilled water were added. After 48 h of
incubation at room temperature, the samples were subjected to gravity dehydration on sterile gauze for
10 min. After that, a visual evaluation of the disintegration was carried out, the pellets were weighed
and the leachate was collected to the volumetric flasks, then the mechanical strength of the pellets
was examined.

The dynamic moisture absorption test was carried out in 250-cm3 plastic bottles. An amount of
10 g of pellets were poured into the bottles and 90 cm3 of distilled water was added. The samples
were shaken on a mechanical stirrer at 60 rpm for 1 h and they were left for 24 h at room temperature.
After 24 h, the samples were again subjected to mechanical shaking at 60 rpm for 1 h. The pellets were
then subjected to gravity dehydration on sterile gauze for 10 min. Decomposition was assessed visually,
the pellets were weighed, and the amount of leachate was measured using the method of quantitative
gathering to the volumetric flasks. Then, the mechanical strength of the pellets was examined.

Due to the disintegration of some of the pellets during the static and dynamic tests, mechanical
strength was tested only in the samples that did not disintegrate. The study consisted in dropping
each pellet from a height of 1.5 m onto a concrete surface and a visual assessment of disintegration.

The pH and electrical conductivity test was carried out in water solutions obtained by gravitational
drainage of the pellets, pH was measured potentiometrically (using a WTW Inolab ph level 1 pH
meter, with a WTW SenTix 41 glass electrode) in the supernatant of a 1:2.5 dry solid material:
water suspension and EC was measured conductometrically (using a Cyberscan PC300 Series
conductor) in the water-saturated paste. In the samples that completely disintegrated, pH and

241



Sustainability 2019, 11, 3083

electrical conductivity were measured in the suspension and in the leachate obtained by mechanical
filtration of the suspension.

3. Results and Discussion

3.1. Initial Observations

Although the materials used in this study consisted of waste generated on a large scale by
industrial and municipal plants, they were morphologically balanced (Figure 1). While mixing the
input materials, it was observed that large amounts of dust appeared during the process of mixing
wood dust and limed sewage sludge with other materials. This will certainly be a problem both during
the transport of these materials to the sites where mixtures and pellets will be prepared, as well as
during the preparation of the products themselves. Nevertheless, the use of materials with a diversified
structure promised well for the formation of pellets. By using particles of varying equivalent diameter,
fiber length and shape, a compact mass of the mixture can be obtained. As a result, the pellets should
have a higher bulk density and mechanical durability.

Figure 1. Input materials used in the study—wood shavings, wood dust, straw and limed sewage sludge.

3.2. Properties of the Input Materials

For subsequent input materials, the following bulk density values were obtained (mean± standard
deviation): WS—110 ± 5.4 kg·m−3, WD—172 ± 5.0 kg·m−3, S—85 ± 2.2 kg·m−3, SS—845 ± 4.7 kg·m−3.

This is important information because of the need to transport the materials to the site where they
will be utilized. Since the materials will eventually be combusted, it is essential that with the relatively
low bulk density of straw and wood shavings, the limiting criterion for transport will be the volume of
material that can safely be loaded onto a transport vehicle—without the risk of uncontrolled scattering.
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Although wood dust has the highest bulk density among these materials, it will also be problematic in
transport because it generates large amounts of dust.

All biomass materials used in this study had a similar carbon content—from 48 to 53% of dry
mass. The content of dry matter in them was also similar—within 90–92%. Sewage sludge hygienized
with lime was a significantly different material; its carbon content was approx. 14% with 76% of dry
matter. The pH analysis showed that the pH of straw was slightly alkaline, the pH of sewage sludge
hygienized with lime was strongly alkaline, and the pH of the other materials—wood shavings and
wood dust—was acidic (Table 2). The potassium content was clearly higher in the straw than in the
other analyzed components. Straw was also characterized by a higher content of calcium than wood
shavings and wood dust. Of course, the sewage sludge hygienized with lime has outperformed the
remaining materials in this respect many times. Sewage sludge involves considerably higher contents
of Fe, Cr, Cu, Ni, and Zn than other materials (Table 2).

Table 2. Selected physical and physic-chemical properties of the input materials.

Material
C Dry Mass

pH-H2O
K Ca Mg Na Fe Cd Cr Cu Ni Pb Zn

(%) mg·kg−1

WS 49.1 92.5 5.1 287 364 101 13 nd nd nd nd nd 0.8 4.0
WD 52.8 92.0 5.5 234 298 82 11 nd nd nd nd nd 0.7 3.3

S 48.0 89.8 8.0 2180 1109 120 5 16 nd nd nd nd nd 3.0
SS 13.9 76.0 12.4 307 75,700 348 48 433 nd 1.5 14 0.7 0.9 44.7

Similar results were presented by Houshfar et al. [10]. They indicated that the average content of
carbon was 51.4% for wood pellets, 53.4% for wood waste and 49.5% for straw. A significantly higher
content of C in sewage sludge was reported in the literature—28.4% [37], 48.9% [10], 53–60% [21].
However, in contrast to this study, that sewage sludge was not limed. In these analyses, we also
obtained a dry mass of wood material and straw similar to that presented in the analyses of the cited
authors—90.4–93.5% and 88.3%, respectively [6]. However, the dry mass of sewage sludge was smaller
than presented in the literature. Chen et al. [38] indicated a content of 91.5% of dry matter for sun-dried
sediments, but this is only 16–19% of the mass of raw sewage sludge as determined by Pulka et al. [21].

For subsequent input materials, the following calorific values were obtained
(mean ± standard deviation):

• WS—16883 ± 755 kJ·kg−1 (4029 ± 180 kcal·kg−1)
• WD—14550 ± 1027 kJ·kg−1 (3473 ± 245 kcal·kg−1)
• S—18549 ± 753 kJ·kg−1 (4427 ± 180 kcal·kg−1)
• SS—no data (the material did not burn)

The analysis of the calorific value of the input materials showed the highest value for straw (by
11.3% higher than the mean for the materials analyzed), lower for wood shavings (1.3% higher than the
mean for the materials analyzed), whereas for wood dust it was lower by 12.7% than the mean for the
materials analyzed. The calorific value of the materials indicated that the most promising ones at this
stage appeared to be straw and wood shavings. Due to the high content of minerals in the limed sewage
sludge, it turned out that this material could be problematic as a fuel additive. The results for wood
biomass and straw are typical as compared to those described widely in the literature, where calorific
values within 16.5–20.5 MJ kg−1 [33,39,40] are most frequently recorded. The calorific value of sewage
sludge is lower, amounting to 11.37 MJ·kg−1 [38], but always for non-limed sewage sludge.

3.3. Properties of Fuel Mixtures

It was noted that the addition of sewage sludge hygienized with lime had a significant impact on
the pH of materials, the content of dry matter and content of total carbon (TC). The content of dry
matter and total carbon are important properties in terms of the combustion characteristics of solid
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fuel, and the low pH may additionally affect the resulting emissions. Since different input materials
were used in different proportions for the preparation of subsequent mixtures, significant differences
were noted in the content of carbon in the mixtures, what was expected (Table 3).

Table 3. Properties of the mixtures of materials.

Material
TC Dry Mass

pH
K Ca Mg Na Fe Cd Cr Cu Ni Pb Zn

% mg·kg−1

M1 50.9 92.2 5.4 521 662 183 24 n/a n/a n/a n/a n/a 1.49 7.33
M2 48.1 91.3 5.7 2094 1490 170 10 8 n/a 0.21 n/a n/a 0.56 6.50
M3 28.1 87.2 12.3 598 74,571 396 55 430 n/a 1.36 12.56 0.56 1.55 44.57
M4 51.4 91.9 9.7 2788 1390 252 23 24 n/a n/a n/a n/a 0.22 7.09
M5 30.3 86.3 11.4 537 77,432 482 65 436 0.02 1.58 14.54 0.76 1.62 52.07
M6 28.4 86.5 12.3 3159 53,465 428 43 352 n/a 0.65 8.27 0.14 0.79 33.23
M7 51.1 92.6 6.4 1460 1068 216 13 8 0.00 0.17 n/a n/a 0.82 6.35
M8 51.0 93.4 5.1 536 692 139 17 n/a n/a 0.02 n/a n/a 0.43 7.57
M9 49.0 92.2 5.8 1481 2075 162 9 14 n/a n/a n/a n/a n/a 5.40

M10 42.9 91.3 12.2 674 48,413 314 40 295 n/a 0.60 3.28 n/a 1.46 22.68
M11 45.1 91.0 10.6 616 33,886 367 49 255 n/a n/a 1.14 n/a 0.29 20.71
M12 37.2 89.6 10.9 3423 30,235 375 27 219 n/a 0.32 n/a n/a 0.37 19.09
M13 46.8 91.9 12.0 572 13,453 159 16 107 n/a n/a n/a n/a 0.32 11.27
M14 48.3 91.9 10.6 487 14,831 288 36 141 0.02 1.11 n/a 0.02 6.31 13.64
M15 44.4 90.3 11.9 3243 13,033 230 15 97 n/a 1.61 n/a 0.28 n/a 11.23
M16 46.2 91.8 11.7 587 16,868 177 20 139 0.02 0.48 n/a 0.31 1.31 13.20
M17 45.6 91.4 11.8 888 10,835 142 13 61 n/a n/a n/a n/a 0.98 9.12
M18 42.4 91.2 12.2 526 28,130 256 30 223 n/a n/a 0.21 n/a 1.06 21.01
M19 41.7 92.8 12.2 1047 32,961 264 27 280 n/a 0.40 2.40 0.22 0.91 19.96
M20 37.6 90.7 12.3 551 43,583 287 34 333 0.01 0.44 1.48 n/a 1.34 25.55
M21 37.0 89.9 12.3 866 50,099 359 39 418 n/a 0.70 7.84 0.30 1.30 29.62
M22 38.2 90.7 12.3 551 19,318 157 19 86 n/a n/a n/a n/a 0.21 10.58
M23 40.3 90.6 12.0 598 74,572 396 55 430 n/a 0.42 3.87 n/a 0.35 24.09
M24 37.5 88.0 11.7 3929 19,347 292 20 142 n/a 0.04 n/a n/a n/a 11.91
M25 46.2 91.4 12.0 1806 12,046 220 21 96 n/a 0.09 n/a n/a 0.16 10.67
M26 35.5 88.7 12.3 1323 52,593 354 44 377 n/a 0.33 4.43 0.07 0.30 26.40
M27 40.5 90.6 12.3 1525 34,102 310 33 259 n/a 0.18 1.50 n/a 0.52 17.07
M28 30.2 87.4 12.3 835 79,491 464 58 634 0.00 1.88 12.91 0.45 1.14 42.96
M29 23.3 86.0 12.3 842 10,3626 491 65 720 n/a 2.21 24.51 0.88 1.34 50.38
M30 35.2 89.4 12.3 463 62,336 364 45 431 0.01 1.29 8.36 0.55 1.80 28.70

In order to use waste from the wood industry as well as agricultural and municipal waste for
energy production, one of the basic research paths to take is to determine the chemical composition
of these materials. In this way, it is possible to determine whether this waste contains an excessive
number of components that could be dangerous to the environment. During combustion, some of them
will be released from the boiler as gases, some as dust and the remaining part will be present in the
ash. The presence of certain components, such as sodium, potassium, calcium, magnesium and iron,
may be undesirable because they leave residue on the grate and other elements of the boiler, causing
technical problems. The high content of Ca, Mg, Na and Fe resulted from the addition of sewage sludge
hygienized with lime to wood as well as agricultural and organic materials (mixtures: M3, M5, M23,
M28 and M29). The high content of potassium resulted from the composition of material solely based
on straw or with the presence of straw in the mixtures. As far as the chemical composition of waste
materials is concerned, much attention is usually paid to heavy metals. They are not transformed by
combustion, so they remain unchanged in the dust and ash after the combustion process. At the same
time, when organic matter burns, its input mass decreases since some of it is transformed into gaseous
products and it is deprived of water, the content of heavy metals is concentrated in combustion residues
and fly ashes. For this reason, the content of heavy metals in solid fuels should be low. The content of
Cr was in the range of 1.11–2.21 mg·kg−1 in materials M3 (WS + SS; 1:1), M5 (WD + SS; 1:1), M14 (WD
+ SS; 9:1), M15 (S + SS; 9:1), M28 (WS + WD + S + SS; 3:3:3:11), M29 (WS + WD + S + SS; 1:1:1:7)
and M30 (WS +WD + SS; 3:3:4). In all cases, the mixtures included sewage sludge. There was no
significant Cu, Ni and Pb content in all mixtures—max. 24.51 mg Cu kg−1 in material M29, 0.88 mg Ni
kg−1 in material M29 and 1.80 mg Pb kg−1 in material M30. As far as the content of Zn is concerned,
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a relatively higher content was noted in mixtures M3, M5, M28 and M29, where it was in the range of
42.96–52.07 mg kg−1 (Table 3).

The majority of wood and agricultural waste does not contain large amounts of heavy metals.
However, there are problems with their content in municipal waste. The data in Table 2; Table 3 clearly
indicate the sewage sludge as a potential source of heavy metals in biomass mixtures. The content of
some heavy metals (Cr, Ni) may also result from the degradation of the hardened steel elements of the
screw biomass feeder, the boiler itself or the degradation of the collecting probes [17].

Since the content of carbon in raw wood and wood waste was similar, as expected, mixing these
materials with each other did not cause any significant differences. This property was at similar levels
to those described by other authors [10,14,16,32].

The analysis of the calorific value of the mixtures showed significant differences between particular
materials (Table 4). Ten highest calorific values were obtained for mixtures (in decreasing order): M1;
M2; M9; M8; M4; M7; M17; M10; M19; and M13. The weakest of these mixtures reached a calorific
value lower by 11.8% than the best mixture. In the case of some of the mixtures, relatively higher
values of the standard deviation (5–9%) were obtained, which indicates that the materials did not burn
completely despite their homogenization: M5 (WD + SS; 1:1), M7 (WS +WD + S; 1:1:1), M11 (WD +
SS; 4:1), M15 (S + SS; 9:1), M16 (WS +WD + SS; 7:2:1), M24 (S + SS; 7:3) and M27 (WS +WD + S +
SS; 1:1:1:1). Most of these mixtures contained sludge in their composition, which may mean that its
presence interferes with the combustion process.

Table 4. Calorific value of the mixtures of materials (value ± SD).

Mixture No. Calorific Value (kJ·kg−1)

M1 18,219 ± 244
M2 17,755 ± 658
M3 10,755 ± 322
M4 17,115 ± 153
M5 13,110 ± 1134
M6 12,004 ± 469
M7 16,843 ± 916
M8 17,615 ± 633
M9 17,688 ± 90

M10 16,117 ± 278
M11 13,815 ± 2763
M12 14,330 ± 369
M13 16,061 ± 407
M14 15,660 ± 154
M15 14,686 ± 971
M16 15,692 ± 864
M17 16,530 ± 280
M18 15,325 ± 129
M19 16,098 ± 279
M20 13,612 ± 631
M21 14,501 ± 407
M22 13,892 ± 468
M23 14,950 ± 588
M24 13,847 ± 1289
M25 15,810 ± 315
M26 11,295 ± 659
M27 12,914 ± 1116
M28 9527 ± 96
M29 7408 ± 160
M30 11,366 ± 314

Sewage sludge hygienized with lime reduces the calorific value of mixtures. This is expected
both due to its lower calorific value in relation to other biomass [38] and a high proportion of mineral
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compounds. The results were in the range of 7–18 MJ kg−1, i.e., within a typical range for different
waste materials in developed countries (8.4–17 MJ kg−1) and they were better than the results obtained
in China (3–6.7 MJ kg−1)—Zhang et al. [39]. The correlation between the calorific value of the mixtures
of materials and the TC content (Figure 2) and dry mass (Figure 3) was also analyzed. The calculation
of correlation coefficients makes it possible to determine the linear relation between the data and at the
same time to eliminate irrelevant information from the data sets [41]. The relations between the calorific
value and the TC content (correlation r = 0.91) and the calorific value and dry mass (r = 0.86) were
characterized by a high positive correlation. These relations, widely described in the literature [42],
were expected. Ngangyo-Heya et al. [42] performed correlation analyzes for components of woody
biomass without leaves, indicating the correlation of the calorific value with some of its properties.
The highest positive correlation between the biomass calorific value, pH and lignin content have
been noted.

Figure 2. Graph of the correlation and dispersion of results; total carbon (TC) content vs. calorific value.

3.4. Pellet Durability Tests

After preliminary analyses of the input materials and mixtures, ten of them—the most promising
ones, counting thermal properties (calorific value) and chemical composition (low heavy metal
content)—were pelletized. In order to test the behaviour of the pellets under the influence of moisture,
a static test was carried out – the reaction of the pellets in water and a dynamic test - the reaction of the
pellets in water with mechanical mixing. Since it was expected that some of the components would be
transferred into the solution, an analysis of the electrical conductivity (EC) and pH of the extracts was
planned. The test results are presented in Table 5.
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Figure 3. Graph of the correlation and dispersion of results; dry mass vs. calorific value.

Table 5. Static and dynamic test results for pellets from the selected mixtures.

Material
Designation

Static Test: 2 d Dynamic Test: 1 h Mixing 1, D Rest, 1 h Mixing

Disintegration pH EC Disintegration pH EC

M3 13.552 g/76 ml 12.04 12.04 14.155 g/83 ml 12.26 7.04
M10 18.516 g/68 ml 11.96 2.77 19.563 g/75 ml 11.99 6.26
M13 22.040 g/68 ml 9.48 1.98 26.049 g/68 ml 10.05 3.87
M17 30.002 g/57 ml 9.07 1.49 15.442 g/74 ml 9.51 4.00
M18 16.521 g/72 ml 11.88 2.62 15.942 g/76 ml 11.54 6.25
M19 19.249 g/72 ml 8.73 2.16 21.016 g/77 ml 9.20 3.97
M20 16.069 g/72 ml 12.12 3.05 16.372 g/81 ml 12.15 6.92
M22 16.041 g/74 ml 12.10 2.93 15.114 g/79 ml 12.17 6.89
M30 20.636 g/68 ml 12.15 2.95 15.058 g/76 ml 12.21 6.81
MD 23.245 g/65 ml 5.25 0.50 11.700 g/67 ml 5.54 0.74

Most of the pellets disintegrated under the influence of water just a few hours after being soaked.
After one day, mixtures M1, M2, M4, M7, M8, M9 and M16, as well as the pellets made from the input
materials WS and S, disintegrated completely.

The durability of the pellets determined in the static and the dynamic tests was the same. The most
durable were the pellets from mixtures M3 (WS + SS; 1:1), M10 (WS + SS; 4:1), M18 (WS +WD + SS;
3:1:1), M19 (WS + S + SS; 3:1:1), M20 (WS +WD + SS; 6:1:3) and M22 (WS + SS; 7:3). The pellets from
mixtures M17 (WS + S + SS; 7:2:1) and M30 (WS +WD + SS; 3:3:4) and from pure WD, used as the
input material, retained their structure to a lesser extent. The pellets from mixture M13 (WS + SS; 9:1)
lost their structure in the dynamic test but retained it in the static test. Table 6 shows the structure of
the pellets after the moisture absorption tests.
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Table 6. Pellet structure after the moisture absorption tests.

Static Test Dynamic Test Static Test Dynamic Test

M3 M10

M13 M17

M18 M19

M20 M22

M30 MD

The tests showed that the combination of wood shavings (WS) with sewage sludge (SS) was good
for the pellet structure. Sewage sludge hygienized with lime acted as a binder as long as it was present
in the pellets in a proportion of at least 20%. When its share was lower, 10%, i.e., in mixture M13,
the stabilization effect on the WS + SS pellets decreased significantly.

When the pellets were dropped three times from a height of h = 1.5 m, the results were as follows:
the pellets from mixtures M18 (WS +WD + SS; 3:1:1), M19 (WS + S + SS; 3:1:1), M3 (WS + SS; 1:1),
M22 (WS + SS; 7:3), M10 (WS + SS; 4:1) and M13 (WS + SS; 9:1) did not disintegrate. For this reason,
it can be said that they should be good for transport in conditions of controlled air humidity and keep
their durability. In this test, the WS + SS combinations also turned out to be the most durable.
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3.5. Examination of the Combustion Process in Terms of Emissions Including the Possibility of Eliminating
Acid Anhydrides

Pellets prepared from mixtures M2 (WS + S; 0.5:0.5) and M17 (WS + S + SS;
0.7:0.2:0.1)—Figure 4—and from energy willow for comparison (EW) were used for the combustion
analysis in the test boiler.

Figure 4. Pellets prepared from mixtures M2 and M17.

The results showed that it was possible to reduce exhaust emissions by the addition of limed
sewage sludge to biomass fuel (Table 7).

Table 7. Exhaust emissions during the combustion of the fuels analyzed.

Mixture

Ash
Content

Exhaust
Temp.

Pressure Flow
External
Temp.

CO NO NO2 NOx H2S H2

(%) (◦C) (hPa) (dm3·min−1) (◦C) (ppm)

M2 2.1 100 1002 0.95 28.9 310 36 0.2 34 0.8 33
M17 5.5 156 1000 0.95 29.0 144 46 0.4 42 1.5 0
WE 1.5 120 1007 0.93 24.0 139 96 1.4 97 2 13

This information on exhaust emissions makes it possible to find differences between mixture M2
(without the addition of sewage sludge) and M17 (with the addition of 10% by weight of limed sewage
sludge). The results are as follows:

• reduction in CO emissions by 115%;
• increase in NO emissions by 22%;
• increase in NO2 emissions by 50%;
• increase in NOx emissions by 19%;
• increase in H2S emissions by 47%;
• elimination of H2 emissions.

The emissions of acidic anhydrides to the atmosphere from the combustion of pellets from both
mixtures (M2 and M17) were lower than from the combustion of energy willow pellets:

• NO—by 63% for M2 and by 52% for M17;
• NO2—by 63% for M2 and by 52% for M17;
• NOx—by 63% for M2 and by 52% for M17;
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• H2S—by 63% for M2 and by 52% for M17.

The decrease of CO content and the occurrence of the increased content of NO, NO2, NOx and
H2S in the exhaust gases was probably influenced by the burning conditions. Important elements of
process disturbance could be the addition of a mineral fraction with sewage sludge hygienized with
lime. The combustion of biomass pellets resulted in the accumulation of large amounts of bottom ash
and slags in the combustion chambers of the boiler, which obstructed the air supply systems in the
furnace over time. In literature, this phenomenon is described as a very important negative factor
connected to the use of biomass for energy production [32].

In the phase of stabilized high temperature combustion, CO emissions from firewood are
250–500 ppm. Significantly higher emissions occur during the boiler warming up phase, up to
16,500 ppm, and boiler quenching, 3000 ppm. Chen et al. [38] compared the combustion of coal
and sewage sludge and obtained three times less CO emissions and two times less CO2 emissions
when sewage sludge was used. This resulted in a reduction of CO and CO2 emissions after the
addition of sewage sludge to coal and a reduction of CO2 emissions after the addition of sewage
sludge to dried biomass of shiitake mushrooms. Monedero et al. [13] reported a more than 2-fold
difference in CO emissions from the combustion of pellets from poplar wood (747 mg m−3) and
pine wood (331 mg m−3). Polonini et al. [40] obtained CO emissions from the combustion of wood
pellets that were similar to the emissions described in this study for M17 and EW pellets but by
40% lower than for M2. The concentration of oxygen in exhaust gases varies from 6 to 18% [37]
depending on the phase. The composition of exhaust gases strongly depends on the conditions
in which solid fuels are burnt, especially on combustion temperature and the primary excess air
ratio. Under non-optimum conditions, e.g., when warming up a boiler, a gas with the following
composition is formed: H2, CxHy, H2O, CO2 and N2, and NH3, HCN, HOCN and NO in smaller
amounts [10]. As a result of complete combustion, CO2 and H2O are formed and much more NOx.
However, NOx emissions are relatively lower in comparison to wood pellets containing not much
nitrogen and under optimum combustion conditions—a primary excess air ratio of 0.9–0.95 [10].
The concentration of NOx increases after the addition of sewage sludge to coal and to dried biomass
of shiitake mushrooms. Monedero et al. [13] indicated that there were differences in NOx emissions
depending on the type of wood that is burnt—poplar wood 229 mg m−3 and pine wood 97 mg m−3.
It is also possible to reduce CO and NOx emissions by adding calcium and magnesium compounds
to poplar wood pellets—Ca,Mg-lignosulphonate. SO2 and CH4 emissions do not have such a clear
tendency when additives from sewage sludge are used [38,43]. However, SO2 increases after adding
Ca,Mg-lignosulphonate to wood pellets [13].

4. Conclusions and Perspectives for Further Research

• The selected materials from waste biomass can be effectively used to produce energy. In perspective,
pellets from wood materials mixture M1 (WS + WD; 1:1) can be a good variant of solid fuel.
The addition of sewage sludge hygienized with lime (mostly mineral material) can disturb the
process of biomass combustion, which resulted in incomplete fuel combustion. Wood, straw and
sewage sludge mixture M17 (WS + S + SS; 7:2:1) turned out to be the best energy material prepared
with the sewage sludge addition. It should be taken into account not to add more than 5%
of lime to the whole fuel mixture, including the use of lime-treated sewage sludge by means
of co-combustion.

• As an effect of sewage sludge addition, an increased pH and relatively high Ca, Mg, Na and Fe
were found. The high potassium content was related to the construction of the material, which was
solely based on straw, or the presence of straw in the mixtures. These elements will remain in the
ash after the combustion of the pellets. As a result, the material rich in elements, being the desired
fertilizer components, is created. Some problems can be connected with a high pH of ash (i.e.,
in the case of coniferous and heather cultivation) and high Ca, Mg and Na content relative to the
other elements (ionic antagonism).
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• Some materials containing lime-treated sewage sludge could have a relatively higher content of
Cr. The evaluated situation shows the content of Cr lower than permitted by Polish law. However,
the use of these materials for a long time as fertilizers may result in the accumulation of this
undesirable metal in soil.

• A different problem is the durability of pellets prepared from various biomass mixtures.
Wood shavings stabilized with sewage sludge hygienized with lime (mixtures M3, M13, M18,
M19 and M22) are a good material for making durable pellets; from this point of view the
proportion of sewage sludge in mixtures should be at least 20%.

• Due to the possible difficulties with burning a solid fuel material with a high content of mineral
components, it is recommended to use mixtures M18 (WS +WD + SS; 3:1:1) and M19 (WS + S +
SS; 3:1:1) for this purpose.

• The addition of sewage sludge to the biomass of M2, i.e., the production of material M17, resulted
in a reduction of CO emissions and the elimination of H2 emissions. At the same time, there was
an increase in NO, NO2, NOx, CO2 and H2S emissions. Further research is needed to optimize
the combustion process parameters of individual biomass mixtures in terms of reducing the
environmental impact of the occurring gaseous and residual products.

The combustion of waste biomass is difficult due to the highly varied composition of this fuel,
both in terms of the combustion process and its environmental impact. The addition of a calcium-based
mineral fraction to fuel, which is often described in the literature as effectively improving some
parameters of boiler operation, is problematic, since it may cause some phenomena that are harmful to
the environment. Studies should be continued to find an optimum composition of biomass mixtures to
obtain a good calorific value with limited emissions of acidic anhydrides to the atmosphere. It would
also be necessary to analyze how combustion technology (mainly the thermal characteristics of this
process) affects the release of gases to the atmosphere in the case of fuels from pure biomass and
biomass modified with lime. It should also be considered whether there is a significant difference
in this respect between the addition of pure calcium carbonate and the addition of granulate from
municipal sewage sludge hygienized with lime. It would also be necessary to check whether there
would be any difference between the addition of municipal sewage sludge hygienized with lime in the
form of granules and in the form of a non-granulated mixture.
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23. Kijo-Kleczkowska, A.; Środa, K.; Kosowska-Golachowska, M.; Musiał, T.; Wolski, K. Experimental research
of sewage sludge with coal and biomass co-combustion, in pellet form. Waste Manag. 2016, 53, 165–181.
[CrossRef]

24. Yilmaz, E.; Wzorek, M.; Akçay, S. Co-pelletization of sewage sludge and agricultural wastes. J. Environ.
Manag. 2018, 216, 169–175. [CrossRef]

25. Jiang, J.; Du, X.; Yang, S. Analysis of the combustion of sewage sludge-derived fuel by a thermogravimetric
method in China. Waste Manag. 2010, 30, 1407–1413. [CrossRef]

26. Obernberger, I. Physical characteristics and chemical composition of solid biomass fuels. In Script for the
Lecture “Thermochemical Biomass Conversion”; Eindhofen University of Technology, Department for Mechanical
Engineering, Section Process Technology: Eindhoven, The Netherlands, 2003; (Chapter 3).

27. Li, H.; Jiang, L.-B.; Li, C.-Z.; Liang, J.; Yuan, X.-Z.; Xiao, Z.-H.; Xiao, Z.-H.; Wang, H. Co-pelletization of
sewage sludge and biomass: The energy input and properties of pellets. Fuel Process. Technol. 2015, 132,
55–61. [CrossRef]

252



Sustainability 2019, 11, 3083

28. Kliopova, I.; Makarskiene, K. Improving material and energy recovery from the sewage sludge and biomass
residues. Waste Manag. 2015, 36, 269–276. [CrossRef]

29. García-Maraver, A.; Popov, V.; Zamorano, M. A review of European standards for pellet quality. Renew. Energy
2011, 36, 3537–3540. [CrossRef]

30. Lehtikangas, P. Quality properties of pelletised sawdust, logging residues and bark. Biomass Bioenergy 2001,
20, 351–360. [CrossRef]

31. Sarenbo, S.L.; Claesson, T. Limestone and dolomite powder as binders for wood ash agglomeration. Bull. Eng.
Geol. Environ. 2004, 63, 191–207. [CrossRef]

32. Shao, Y.; Wang, J.; Preto, F.; Zhu, J.; Xu, C. Ash Deposition in Biomass Combustion or Co-Firing for Power/Heat
Generation. Energies 2012, 5, 5171–5189. [CrossRef]

33. Wang, Q.; Chen, J.; Han, K.; Wang, J.; Lu, C. Influence of BaCO3 on chlorine fixation, combustion characteristics
and KCl conversion during biomass combustion. Fuel 2017, 208, 82–90. [CrossRef]

34. Statistical Yearbook—Lubuskie Voivodship 2017; Statistical Office: Zielona Gora, Poland, 2017.
35. Environment 2018. Statistical Analyses; Statistics Poland: Warsaw, Poland, 2018.
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Abstract: Water resources are one of the most important issues affected by climate change. Climate
scenarios show that in the upcoming decades, further climate change can occur. It concerns especially
air temperature and sunshine duration, whose prognosis indicates a significant rising trend till the
end of the century. The goal of the paper was the evaluation of water resources and hydropower
production in the future, depending on climate scenarios with a consideration of risk analysis.
The analysis was carried out on the basis of observation data for the Lusatian Neisse river basin
(Poland) for 1971–2015 and climate projections till 2100 for the RCP2.6 and RCP8.5 (representative
concentration pathways) scenarios. The results of the research showed that, especially in terms of
RCP8.5, very high risk of decrease in water resources and hydropower production is expected in the
future. Therefore, recommendations for mitigation of the possible effects are presented.

Keywords: water resources; climate change; environmental flow; hydropower production

1. Introduction

One of the most important problems related to future development of environment conditions
are water resources. Such problems are noticeable especially in the regions of the mining industry,
because of the high influence of mines on both ground and surface waters. The influence is noticeable
especially in river valleys, which are one of the most vulnerable regions because of water ecosystems
and water users, including hydropower stations. The basin of the Lusatian Neisse River, located in
south-west Poland at the Polish–German–Czech border, is a good example of the regions where issues
related to hydrological conditions are a crucial problem. Lusatian Neisse is a left tributary to Odra
River (Figure 1). The region is characterized by significant variability in terms of altitude, relief and
land use. The southern part of the basin is located in a mountainous area (Western Sudetes and their
foreland), while the lowlands form the northern part. Total hypsometric differentiation of the region
varies from 100 m a.s.l. (above sea level) in the north to over 1000 m a.s.l. in the south. Most of the
region is comprised of agriculture and forest areas; however, an important role is played by industry,
represented by opencast mines and hydropower stations. The Lusatian Neisse River forms a border
between Poland and Germany, and the problem of water management is discussed within trans-border
international commissions. Numerous opencast mines located in the Polish, German and Czech parts
of the region significantly affect hydrological conditions. Furthermore, flooding of some of the former
open mine pits, planned in the following decades with the use of water transfer from the Lusatian
Neisse River, makes future water management extremely important.
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Figure 1. The Lusatian Neisse river basin with its eight sub-basins, the location of the meteorological
stations of Zielona Góra and hydropower plants.

Besides mining, water resources in the discussed region are also affected by climate change.
Increasing trends of air temperature and sunshine duration affect evaporation and consequently
contribute to limitation of water resources. As a result, a deterioration of the ecological state and a
decrease in water availability for various water users (including hydropower plants) can occur. Climate
prognosis indicates further changes in the future, which can additionally affect water conditions.
In the upcoming years, these changes can lead to frequent drought occurrence that have negative
influences on forestry, agriculture and water availability [1,2]. In the case of the discussed region,
analysis carried out within various EU projects (i.e., KLAPS—Climate change, air pollution and critical
load of ecosystems in the Polish-Saxon border region; NEYMO—Lausitzer Neiβe/Nysa Łużycka,
Climatic and hydrological modeling, analysis and forecast; NEYMO-NW—Lausitzer Neiße/Nysa
Łużycka—modeling of climate and hydrology, analysis and forecast of water resources in low-water
conditions) showed that the availability of water resources had significantly decreased during last
decades [3–6]. Additionally, climate prognoses indicate further negative trends that can result in
serious difficulties at the end of the century [7,8]. Taking into consideration potential changes in
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water conditions, appropriate measures have to be undertaken in order to minimize the effects of
climate change in the future. Numerous analyses showed that undertaking such measures related
to reasonable management of water resources is a crucial issue in the case of many countries and in
various climate zones [9–25].

Potential climate change and its impact on various sectors can be evaluated with the use of risk
analysis. Such an analysis is usually based on a risk matrix that considers both the probability of
changes of defined conditions and their consequences. The aspects of risk evaluation and risk matrixes
were widely discussed in papers devoted to this problem in the fields of numerous sectors [26–40].
They may concern hydrological issues, like floods or droughts. Problems concerning water resources in
Poland are one of the most crucial factors affecting society [2,41–44]. Consideration of environmental
flow is also very important. It is a crucial factor in the context of ecological state. Climate changes and
decreased water resources can cause serious problems in terms of this type of flow [45–48]. The changes
can also negatively affect hydropower production. Analyses concerning hydropower stations show
that energy production in the future is strongly dependent on climate scenarios [49–61].

Climate scenarios related to potential carbon dioxide concentration show that the climate may
change in different ways, depending on socioeconomic development [62]. Such diversity can have
a significant impact on water resources and hydropower production in the future. In the context of
future climate change, one of the most important tasks consists of measures concerning downscaling
and the use of regional climate models for climate projections and the evaluation of water resources
and hydropower production. The measures are related to bias correction, which refers to the definition
of a perturbation of the control time series in order to force some of their statistics closer to the historical
ones [63]. It assumes that the bias between statistics of the model and data will not change in the
future [63–65]. Delta change techniques assume that regional climate models are a good tool for the
assessment of relative changes in the statistic between present and future, but that they do not assess
absolute values [63]. In the case of precipitations projections, several bias correction techniques should
be taken into consideration [66]. Various correction methods were used for the evaluation of changes in
water conditions, i.e., in the river basin regions of Spain, Canada, Germany, Bulgaria and Greece [66–68].
It should also be emphasized that reduction of uncertainty related to climate projections could not
have importance when the hydrological models have their own sources of uncertainty [67].

The main goal of the article was to evaluate the influence of potential climate change in the
upcoming decades of the century on water resources and hydropower production with the use of risk
assessment. The results of the analysis can be used in long-term planning activities focused on water
use. They can also be useful for the evaluation of water resources in the context of currently operating
hydropower stations located on the transborder Lusatian Neisse River.

2. Case Study and Data

In the case of climate conditions, meteorological data from the IMWM-NRI (Institute of Meteorology
and Water Management—National Research Institute) stations of Zielona Góra (192 m a.s.l.), Sobolice
(140 m a.s.l.), Sulików (215 m a.s.l.) and Bierna (270 m a.s.l.) were used. Zielona Góra is located
about 60 km to the east of Lusatian Neisse River, while the other mentioned stations represent the
lowlands (Sobolice) or the mountain foreland of the Isera Mountains (Sulików, Bierna). Meteorological
data concerned the 1971–2015 period and considered precipitation (all of the stations) as well as air
temperature and sunshine duration (Zielona Góra). The data were the basis for carrying out an analysis
concerning trends for these variables. Besides the observation records, data from climate projections
were also used in the context of the evaluation of possible climate change till 2100. Characteristics
were carried out for two future periods: the near (2012–2050) and far future (2071–2100). Subsequently,
the results were compared to the reference period (1971–2000). The climate projections were developed
within the KLAPS and NEYMO projects by Climate and Environment Consulting Potsdam GmbH [7]
on the basis of global models simulations: ECHAM5 MPI-OM (European Centre Hamburg Model) and
MPI-ESM-LR (Max Planck Institute for Meteorology Earth System Model). In the case of downscaling,
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the regional climate model of WETTREG (weather-related regionalization method) was considered.
It is a statistical model used for evaluations of climate projections for the region of Central Europe.
The process of downscaling was connected with the evaluation of circulation conditions, a stochastic
weather generator and the use of a statistical regression method. In terms of circulation conditions,
WETTREG defines weather in different classes, depending on considered meteorological factors.
The stochastic weather generator enables the development of various projections that are independent
from each other and characterized by equal probability. Statistical regression is connected with
calculations of parameters on the basis of the modeled simulations. 1971–2000 was considered as a
base period for the projections’ development. The period was used for model validation, comparing
measurement and simulated data. Two types of climate scenarios were used: RCP2.6 and RCP8.5
(representative concentration pathways). They are new generation scenarios that are related to CO2

concentration in the atmosphere. They represent different radiative forces in 2100, which are equal
to 2.6 W/m2 and 8.5 W/m2, respectively. These scenarios are dependent on various social-economic
aspects: world population, changes in GDP, use of fossil fuels and energy intensity. RCP2.6 is based on
a principle that maximal emission will be noticed in 2010–2020 and the increase in air temperature
will not be higher than 2 ◦C in comparison to the preindustrial era. On the other hand, for RCP8.5 a
constant increase in emission is projected until 2100. In the case of RCP8.5, energy intensity and use of
fossil fuels at the end of the century can be twice as higher as for RCP2.6 [69]. The scenarios of RCP2.6
and RCP8.5 were presented in one of the latest IPCC (Intergovernmental Panel on Climate Change)
reports [62].

Climate analysis concerned changes in mean annual values of air temperature, sunshine duration
and annual precipitations totals. The calculations and analysis for these sectors mainly concerned
the periods of the near (2021–2050) and far (2071–2100) future. The results for these periods were
compared with simulated values for the reference period (1971–2000).

In terms of hydrological conditions, discharges for RCP2.6 and RCP8.5 scenarios for the same
periods were calculated. They were the basis for calculations of environmental flow according to
Kostrzewa’s formula [70], and were also used for the evaluation of unitary runoff. The hydrological
modeling was carried out with the use of rainfall-runoffMIKE NAM software [71,72]. In the NEYMO
project, the model was calibrated with the use of precipitation, evapotranspiration and discharges data.
The model uses algorithms concerning the hydrological cycle within the basin. Such an approach
enables simulations related to precipitations to outflow transformations. The analysis on hydrological
conditions was based on sixteen rainfall-runoffmodels for balance sub-basins that were developed
within MIKE NAM during the realization of the NEYMO project. The models concerned the whole
region of the Lusatian Neisse basin and were developed and calibrated for observation data for the
1971–2000 period and subsequently validated for 2000–2010 data [4] (Table 1). They were examined
for particular sub-basins. Finally, models developed for eight balance sub-basins were taken into
consideration. Based on the results of the models, tendencies for discharges changes were analyzed
for eight balance areas (Table 2). The results were summarized for Przewóz gauge, which is a closing
gauge of the discussed balance region. The input for the models consisted of precipitation data
and the meteorological variables necessary for the calculation of potential evapotranspiration mean,
maximum and minimum air temperature, wind speed, sunshine duration and air humidity. Potential
evapotranspiration was calculated with the use of ETO software, developed by the Land and Water
Division of the FAO (Food and Agriculture Organization of the United Nations).
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Table 1. List of measuring stations used to build and calibrate run-offmodels [4].

Sub-Basin
Number

Name of Sub-Basin Water Gauge Precipitation Evaporation

1
Nysa Łużycka from. Mandau

river Porajów Liberec Görlitz

2 Mandau Zittau 5 Varnsdorf Cottbus

3
Nysa Łużycka from Mandau river

to Jędrzychowicki Potok river

Porajów,
Sieniawka,
Zgorzelec

Sieniawka Görlitz

4 Miedzianka Turoszów Minsek Görlitz
5 Witka Ostróżno Hejnice Görlitz
6 Pließnitz Tauchritz Kemnitz Görlitz
7 Czerwona Woda Zgorzelec Ujazd Sulików Görlitz

8
Nysa Łużycka from

Jędrzychowicki Potok to Skroda
river

Zgorzelec, Przewóz Sobolice Görlitz

Table 2. Results of the assessment of MIKE NAM (Nedbor-Afstromnings-Model) models using
Nash–Sutcliffe Efficiency (NSE) statistics and comparison of simulated and observed discharge in eight
sub-basin areas.

Sub-Basin Number Statistics NSE
Average Discharge [m3/s]

Observed Simulated

1 0.5 6.05 6.02
2 0.6 3.41 3.46
3 0.5 1.28 1.29
4 0.5 0.94 0.92
5 0.5 3.60 3.52
6 0.5 1.09 1.07
7 0.5 0.77 0.77
8 0.5 3.04 3.17

Results of calculations of discharges were also the basis for the evaluation of hydropower
production in the future (Scheme 1). In the discussed region, it concerns Polish and German
hydropower plants that are the main water users in the Lusatian Neisse river basin. The analysis
presented in the paper is focused on changes in nominal energy production between the near (2021–2050)
and far (2071–2100) future and the current period (2015–2020).

Both Polish and German hydropower plants were taken into consideration. Energy generated by
hydropower plants depends on differences in water levels before and behind the turbines, the turbine’s
gullet, and the efficiency of the turbines, transmission and generator. There are eight German and
three Polish hydropower stations located on the Lusatian Neisse River that provide energy for the
region (Table 3). In the paper, analyses were carried out for nine of them, as in case of two German
plants (Altes Sagewerk and Apelt Mühle) no data on the turbines’ gullet were available.
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Scheme 1. Methodological approach related to the impact of climate change on water resources.

Table 3. Main features of the Polish and German hydropower station on the Lusatian Neisse River.

Hydropower
Station

Turbine’s
Gullet [m3/s]

Differences in
Water Level [m]

Efficiency Index
Nominal Hydropower
Production [kWh/year]

Obermühle 7.3 1.80 0.84 948,522.78
Vierradmühle 10 2.70 0.86 1,995,424.63
Ludwigsdorf 22 2.46 0.86 3,999,717.82

Pieńsk 10 4.20 0.86 3,103,993.87
Nieder-Neundorf 24 3.64 0.86 6,456,307.25

Bremenwerk 22.4 3.00 0.86 4,966,390.20
Lodenau 24 4.70 0.86 8,336,440.68
Sobolice 22 3.60 0.80 5,444,879.62

Bukówka 20.6 5.50 0.83 8,081,297.89
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Depending on possible changes in discharges in the future, calculations for potential power
generation for RCP2.6 and RCP8.5 were carried out. They concerned the following formula:

N = 9.81·Q·H·η,

In the equation, N refers to generated power [kW], Q to the turbine’s gullet [m3/s], and H
means differences in water levels before and behind the turbines [m]. Furthermore, η is an efficiency
index and 9.81 refers to standard gravity [m/s2]. The calculations were carried out on the basis of
technical-exploitation data concerning the hydropower plants, which were presented in the paper
devoted to the water balance of the Lusatian Neisse River [73]. The results of the analysis were shown
for various multiannual future periods.

3. Methods

The main purpose of the analysis was to evaluate risk related to the impact of climate change
on water resources and hydropower production. In this case, a risk matrix was used. It considers
both the probability and consequences of climate change. Probability was evaluated on the basis
of selected meteorological elements, while consequences were assessed for water resources and
hydropower production.

Probability refers to changes in three meteorological variables—air temperature, sunshine duration
and precipitations. For each of the variables, five classes of probability were selected (where 5 is the
highest probability of change). In the case of probability evaluation, aspects of projected changes in the
future were taken into consideration.

According to the settings of the projections, each scenario is characterized by the same probability
of occurrence. In the case of RCP2.6, the tendency of climate change after 2050 can be different than in
the first half of the century. It indicates that climate conditions can change in different ways depending
on the period. Therefore, in order to evaluate the probability of changes in particular meteorological
variables, the level of local warming (for air temperature) and local changes in sunshine duration and
precipitation, totals in the future were taken into consideration. These particular levels of climate change
were evaluated on the basis of projected data for two periods—2021–2050 and 2071–2100. The analysis
was carried out for two considered scenarios that represent the same scenario family—RCP2.6 and
RCP8.5. Thus, in terms of probability evaluation, the following factors were considered:

1. Projected air temperature/sunshine duration/precipitations for 2021–2050, according to RCP2.6
2. Projected air temperature/sunshine duration/precipitations for 2021–2050, according to RCP8.5
3. Projected air temperature/sunshine duration/precipitations for 2071–2100, according to RCP2.6
4. Projected air temperature/sunshine duration/precipitations for 2071–2100, according to RCP8.5

On the basis of the mentioned criteria, four levels of local warming and local changes in sunshine
duration and precipitation totals (W1, W2, W3, W4) were calculated (Table 4). They are defined as
differences between mean values for the near (2021–2050) and far (2071–2100) future and the reference
period (1971–2000), considering both RCP2.6 and RCP8.5 scenarios. Each positive value of local climate
change level (W) for air temperature or sunshine duration, in the comparison to the reference period of
1971–2000, increases the probability rate by 1 (Table 5). The more criteria are met, the higher is the
probability of future changes in a given meteorological variable. Probability was assessed separately
for air temperature and sunshine duration.
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Table 4. Evaluation of levels of local warming (T), local changes in sunshine duration (SD) and
precipitation totals (RR) on the basis of climate projections for RCP2.6 and RCP8.5 for 1971–2000,
2021–2050 and 2071–2100.

Level of Local
Climate Change

Difference between Projected Data for Future Periods (2021–2050 and
2071–2100) and the Reference Period of 1971–2000

W1 Projected T, SD, RR for 2021–2050 (RCP2.6)—Projected T, SD, RR for 1971–2000

W2 Projected T, SD, RR for 2021–2050 (RCP8.5)—Projected T, SD, RR for 1971–2000

W3 Projected T, SD, RR for 2071–2100 (RCP2.6)—Projected T, SD, RR for 1971–2000

W4 Projected T, SD, RR for 2071–2100 (RCP8.5)—Projected T, SD, RR for 1971–2000

Table 5. Criteria for probability (P) evaluation related to changes in air temperature (T) and sunshine
duration (SD).

P Criteria Fulfilled Criteria

1 None Projected T, SD according to W1 > Projected T, SD for 1971–2000
Projected T, SD according to W2 > Projected T, SD for 1971–2000
Projected T, SD according to W3 > Projected T, SD for 1971–2000
Projected T, SD according to W4 > Projected T, SD for 1971–2000

2 One criterion
3 Two criteria
4 Three criteria
5 Four criteria

In the case of precipitation, the criteria are reversed (Table 6). Because of the fact that a decrease
in precipitations affects water availability, the probability of changes in precipitation increases when
projected totals for the future periods are lower than the values simulated for 1971–2000. Four stations
were considered with the purpose of evaluating precipitation, which gives 16 total results for potential
change in precipitation totals in the future. The projected values were assessed according to the criteria
presented in Table 6 in terms of how many results (in %) meet the criteria. In this case, a decrease rate
of 5% was considered as a threshold. If projected totals are higher, comparable or slightly lower (<5%)
than in 1971–2000, the criterion is not met.

Table 6. Criteria for probability (P) evaluation related to changes in precipitation totals (RR).

P Criteria Fulfilled Criteria

1 0% Projected RR according to W1 < Projected RR for 1971–2000,
Projected RR according to W2 < Projected RR for 1971–2000,
Projected RR according to W3 < Projected RR for 1971–2000,
Projected RR according to W4 < Projected RR for 1971–2000

2 0–25%
3 26–50%
4 51–75%
5 76–100%

Potential consequences of the impact of climate changes on selected sectors were also classified into
five classes depending on the intensity of the effects. Consequences were evaluated separately for each
of the sectors. Probability and consequences were the basis for risk evaluation. Probability multiplied
by the ratio of consequences is equal to the risk value. A description of potential consequences is
presented in Table 7, while dependence between probability and consequences is shown in a risk matrix.

The consequences rate for water resources and hydropower production shows how these sectors
can be affected by projected air temperature, sunshine duration and precipitation changes. The range
of consequences varies from minor (no impact of these meteorological variables) to very high (changes
in climate conditions cause serious problems with water resources and hydropower production).
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Table 7. Evaluation of consequences of the impact of meteorological variables on water resources and
hydropower production.

Evaluation of Consequences

1 Minor No changes in water resources, no impact on hydropower production
2 Low Low changes in water resources; low impact on hydropower production
3 Medium Medium changes in water resources; medium impact on hydropower production
4 High High changes in water resources; high impact on hydropower production
5 Very high Very high changes in water resources; very high impact on hydropower production

In terms of evaluations of consequences for water resources, two factors were taken into
consideration: future changes in mean maximal and minimal discharge, and environmental flow
(Table 8). In the case of discharges, a potential decrease in the near and far future in comparison
to the reference period was taken into consideration. Changes rate of 5%, 20%, 35% and 50% were
considered as the boundary values. The threshold of the highest class (50%) was estimated on the basis
of the results for the last decades of the century for other European rivers, according to the RCP8.5
scenario [74]. The impact of climate change on environmental flow was related to the projected number
of mean discharges below environmental flow. If over 10% of the projected discharges were below
environmental flow (changes over 10th percentile), consequences were classified as 4 or 5, depending
on discharge changes.

Table 8. Criteria for the evaluation of consequences (C) for water resources.

C Discharge Changes Impact on Environmental Flow

1 Slight decrease (<5%) No impact
2 Moderate decrease (5–20%) No impact
3 Noticeable decrease (20–35%) Minor impact (<10%)
4 High decrease (35–50%) Noticeable impact (>10%)
5 Very high decrease (>50%) Noticeable impact (>10%)

The evaluation of consequences for hydropower production was based on its possible changes in
the future. In this case, differences (in %) between 2015–2020 and the near and far future were taken
into consideration. Previous analysis showed that in the alpine region, where potential for hydropower
production is very high, climate change can contribute to a decrease of over 25% in production in the
following decades [50,52]. Therefore, for the purposes of this paper, the value of 25% was taken as a
threshold for the evaluation of maximal level of consequences. If projected hydropower production in
the future was more than 25% lower than nowadays, the maximum level of consequences was given
(Table 9).

Table 9. Criteria for evaluation of consequences (C) for hydropower production.

C Hydropower Production Changes

1 No changes or increase
2 Slight decrease (<5%)
3 Moderate decrease (5–15%)
4 High decrease (15–25%)
5 Very high decrease (>25%)

Based on the evaluated probability and consequences, a risk assessment was carried out.
The evaluation of risk was carried out on the basis of the risk matrix (Table 10). The highest risk is
noticed when both the probability and consequences are characterized by high values. It especially
concerns situations with probability and consequences reaching 4 or 5, which eventually results in
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“very high” risk. Such a matrix enables risk evaluation for water resources and hydropower production
under climate change conditions.

Table 10. Risk matrix presenting the probability of change in meteorological variables and consequences
for water resources and hydropower production (red: very high risk; orange: high risk; yellow: medium
risk; green: low risk) [27,39].

RISK
PROBABILITY

1 2 3 4 5

CONSEQUENCES

5 5 10 15 20 25
4 4 8 12 16 20
3 3 6 9 12 15
2 2 4 6 8 10
1 1 2 3 4 5

4. Results

4.1. Changes in Climate Conditions

In the considered multiannual period (1971–2015), the mean annual air temperature in Zielona
Góra was equal to 8.9 ◦C. The year 1996 was the coldest year (6.8 ◦C), while the highest values
were observed in 2014 and 2015. In these years, mean annual air temperature reached 10.4 ◦C and
10.5 ◦C (Figure 2). The course of mean annual values for air temperature in the 1971–2015 period was
characterized by an increasing, statistically important trend. The rate of changes in air temperature
was equal to 0.34 ◦C/decade. The same rate was observed for mean annual values of maximum
air temperature, while the increase in minimum temperature was equal to 0.33 ◦C/decade. In the
considered period, the course for both maximum and minimum air temperature was characterized by
statistical importance.

Figure 2. Mean annual values of maximum (Tmax), mean (T) and minimum (Tmin) air temperature
with linear trends in 1971–2015 in Zielona Góra.

RCP scenarios project further changes in air temperature in the following decades (Figure 3).
In terms of RCP2.6, prognosed data for Zielona Góra show an increase in air temperature for 2015–2100;
however it is characterized by low intensity. Comparing the results for the near (2021–2050) and far
future (2071–2100) with the reference period (1971–2000), air temperature in the near future in Zielona
Góra can increase by about 1 ◦C. In the following decades, changes in air temperature are minor and
are characterized by similar values to those of 2021–2050.

Scenario RCP8.5 is related to quite a different course of thermal conditions. In this case, a constant
increase in air temperature is projected during 2015–2100. Air temperature values, calculated for the
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near and far future, are significantly higher when compared to the reference period. The differences are
more noticeable than for RCP2.6. In 2021–2050, mean air temperature is higher than for the reference
period by about 1.6 ◦C. The differences continue to increase for 2071–2100, when they reach 3.6 ◦C.

Figure 3. Projected air temperature values for 2015–2100 in Zielona Góra, according to RCP2.6 and
RCP8.5 scenarios.

In terms of sunshine duration, the mean annual value in Zielona Góra is equal to 1552 h (hours).
Observed changes in annual sunshine duration were comparable with air temperature. In 1971–2015,
annual sunshine duration was characterized by an increasing trend with statistical importance. In the
considered period, sunshine duration in Zielona Góra increased by about 80 h/decade. The highest
sunshine duration was observed in 2015, when its annual value exceeded 2160 h. The lowest values
were observed in 1977 (1166 h) (Figure 4).

 
Figure 4. Annual sunshine duration with linear trend in Zielona Góra in 1971–2015.

A further increase in sunshine duration is also projected in terms of climate projections. Prognosed
changes, similarly to air temperature, strongly depend on climate scenarios (Table 11). The most
intensive changes are simulated for RCP8.5. In the case of the near future, predicted annual values of
sunshine duration in Zielona Góra in 2021–2015 can be higher by about 180 h in comparison to the
reference period. In the case of RCP2.6, the intensity of the changes is almost twice as low.

Simulations for RCP8.5 show that annual sunshine duration can additionally increase in the
upcoming decades under RCP8.5 conditions. In 2071–2100, annual values of sunshine duration can be
340 h higher than in 1971–2000. In terms of RCP2.6, simulations show a slight decrease in sunshine
duration in comparison to the near future. Therefore, such a tendency is similar to air temperature.
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Comparing projected annual sunshine duration with the reference period, the far future is characterized
by values exceeding those for 1971–2000 by 66 h.

Table 11. Differences in annual sunshine duration (hours) between the near (2021–2050) and far future
(2071–2100) and the reference period (1971–2000) in Zielona Góra.

Scenario 2021–2050 2071–2100

RCP2.6 79.0 66.4
RCP8.5 179.6 339.8

Precipitation is characterized by high year-to-year variety. In the analyzed observation period
(1971–2015), mean annual totals varied from 577 mm in Zielona Góra (lowlands) to 736 mm in Bierna
(mountain foreland). The highest totals were noticed in 2010, when they exceeded mean values even
by 50% (Bierna). On the other hand, 1982 and 2003 were the driest years, with precipitation totals
reaching 50–70% of the mean multiannual totals. In the case of the course of annual precipitation
totals, a slightly increasing trend was observed for all of the considered stations; however no statistical
importance was noticed (Figure 5).

Figure 5. Annual precipitation totals and their trend for 1971–2015 in the Lusatian Neisse river basin.

Projections for precipitation, according to RCP2.6, do not show any significant changes in annual
totals (Table 12). In the case of the considered stations, a slight increase (Zielona Góra and Sulików) or
decrease (Bierna) were simulated for 2021–2050. However, the changes do not exceed 1%. The prognosis
for the far future (2071–2100) does not indicate major changes either. Annual precipitation totals can be
a little lower (Zielona Góra) or comparable (Sulików, Sobolice) to the values simulated for 1971–2000.
The highest change was noticed for Bierna (for 2071–2100), where projected precipitations can be 2%
lower than in the reference period.

More noticeable changes were modeled for RCP8.5. In this case, all the stations were characterized
by lower precipitation totals. The most significant decrease was modeled for the station of Bierna,
located in the southern part of the region, in the mountain foreland. The projections indicate that annual
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precipitation totals can be lower by about 5% in 2021–2015. An even higher decrease is simulated
for the far future, when mean values in Bierna can be 13% lower than at the end of the 20th century.
The remaining stations are also characterized by decreasing precipitation, especially for 2071–2100.
In Sobolice and Sulików the totals can be lower by 5–8% in comparison to the reference period, while
in Zielona Góra they are comparable with the near future.

Table 12. Projected changes in annual precipitation totals (%) between the near and far future (2021–2050;
2071–2100) and the reference period (1971–2000) in Zielona Góra (ZG), Sulików (SUL), Sobolice (SOB)
and Bierna (BIE), according to the RCP2.6 and RCP8.5 scenarios.

Period
RCP2.6 RCP8.5

ZG SUL BIE SOB ZG SUL BIE SOB

2021–2050 1 1 −1 0 −2 −1 −5 −1
2071–2100 −1 0 −2 0 −2 −8 −13 −5

4.2. Changes in Hydrological Conditions

One of the most important tasks concerning water resources is determining hydrological conditions.
In this case, river discharges were projected for the 1971–2100 period. Similarly to the meteorological
variables, simulations for hydrological conditions were carried out for three periods: 1971–2000
(reference period), 2021–2050 (near future) and 2071–2100 (far future).

The results showed that the direction and intensity of hydrological changes are dependent on
changes in particular meteorological variables. In terms of the RCP2.6 scenario, negative changes
in discharges are prognosed for the future periods. The changes concern a decrease in discharges,
which consequently leads to a lower amount of water resources. In terms of the reference period,
mean simulated discharges varied from 12.4 m3/s to 13.4 m3/s. In the near future, projected discharges
reach 10.2–11.5 m3/s, whereas for the far future, hydrological conditions seem to be a little more
optimistic if compared to the near future—the mean discharge rate amounts to 10.4–12.3 m3/s.

The results for RCP8.5 show that the discharge rate in the future can significantly fall, especially in
the latest decades of the century. Basing on the models’ principles, mean discharges for the reference
period were classified into 11.2–13.5 m3/s. In the case of the future periods, the simulations for
2021–2050 show that the values can be equal to 9.8–11.3 m3/s. In the far future, a further significant
decrease can occur. In this case, mean discharges can amount to 7.0–8.6 m3/s. Therefore, minimum
and maximum values of mean discharges, according to RCP8.5, can decrease by about 36–38% when
compared to 1971–2000 (Table 13).

Table 13. Simulated maximum and minimum values for mean annual discharges [m3/s] for the Przewóz
gauge in the reference period (1971–2000), near future (2021–2050) and far future (2071–2100).

Period
RCP2.6 RCP8.5

Min Max Min Max

1971–2000 12.4 13.4 11.2 13.5
2021–2050 10.2 11.5 9.8 11.3
2071–2100 10.4 12.3 7.0 8.6

The consequence of the changes in discharge rates in the future is also a modification of unitary
runoff. The predicted tendency for unitary runoff is similar to the discharge changes presented above,
and can vary depending on type of scenario. Simulated unitary runoffs for the most pessimistic
realizations of RCP2.6 and RCP8.5 are presented in Figures 6 and 7.
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Figure 6. Simulated unitary runoff for the eight sub-basins of Lusatian Neisse river basin, according to
a realization of R09 of the RCP2.6 scenario.

Figure 7. Simulated unitary runoff for the eight sub-basins of Lusatian Neisse river basin, according to
a realization of R08 of the RCP8.5 scenario.

A decrease in discharges in the future can contribute to an increase in the number of situations
when discharge rates can be lower than environmental flow. According to Kostrzewa’s formula,
the value of environmental flow for the Przewóz gauge is equal to 3.17 m3/s. Thus, considering
projected discharge rates, calculations of frequency of mean monthly discharges below environmental
flow for all of the considered scenarios and future periods were carried out. The results showed that a
very high number of such situations can occur in the case of the RCP8.5 scenario, especially in the far
future. The simulated mean frequency of mean monthly discharges that are below environmental flow
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for 2021–2050 is equal to 2.1% (RCP2.6) and 3.3% (RCP8.5). In the case of RCP8.5, for some of the runs
of the scenario, it even amounts to over 6%.

For the period of the far future, the frequency of such discharges, in terms of RCP8.5, dramatically
increases. The simulations project that over 10% of the mean monthly discharges can be below 3.17 m3/s.
Some of the runs for RCP8.5 show that the number of discharges below environmental flow can exceed
18% of all calculated discharges. In these terms, RCP2.6 is definitely a more optimistic scenario, as it
projects the frequency of such critical discharges in the far future to be below 2% (depending on the
runs, the increase in such a frequency can rise from 0.3% to 3.1%). That shows that in the context of
water resources in the future, it is very important to keep climate change within the level considered in
RCP2.6.

4.3. Changes in Hydropower Production

One of the most important issues related to water resources is hydropower production.
Both German and Polish hydropower stations located on the Lusatian Neisse River play a crucial role
in hydropower production. Calculations of potential annual hydropower production were carried
out for current conditions and for the future. They were based on modeled discharge values for the
periods of 2015–2020, 2021–2050 and 2071–2100 for two considered climate scenarios.

Taking into account changes in discharges evaluated on the basis of RCP2.6, hydropower
production in the future can be equal or even higher than it is currently. In the near future, hydropower
production at the power plants with large turbine gullets can increase by up to 5% in comparison to
2015–2020. In 2071–2100, it can additionally increase by 1–2% (Table 14). Quite different conditions
are simulated for RCP8.5 (Table 15). In this case, a significant decrease in hydropower production is
modeled, especially for the last decades of the century. In 2021–2050, the production can fall by 4–9% in
comparison to 2015–2020, while for the far future (2071–2100) it can additionally decrease by even 25%.
In the case of the last period, the hydropower stations with large turbine gullets can be characterized by
energy production reaching only 34% of the nominal potential (Nieder-Neundorf, Lodenau). In Table 16
we present the projected values of hydropower production for particular hydropower stations and
the ratio of its decrease between 2015–2020 and 2071–2100 for RCP8.5. According to these projections,
almost all hydropower stations are characterized by a decrease of 31–34%. The hydropower station of
Obermühle is the only one with a relatively low decrease, reaching 16%. This shows that in the case of
the RCP8.5 scenario, potential energy supply by the hydropower stations can be seriously limited.

Table 14. Projected annual hydropower production in 2015–2020, 2021–2050 and 2071–2100 and its
share [%] in nominal hydropower production at German and Polish hydropower plants on the Lusatian
Neisse River, on the basis of mean discharges for the RCP2.6 scenario.

Hydropower Station
2015–2020 2021–2050 2071–2100

kWh/year % kWh/year % kWh/year %

Obermühle 948,522.78 100 948,522.78 100 948,522.78 100
Vierradmühle 1,560,487.37 78 1,718,204.79 86 1,760,447.08 88
Ludwigsdorf 1,486,323.25 37 1,636,544.95 41 1,676,779.62 42

Pieńsk 2,694,622.68 87 2,966,966.40 96 3,039,909.65 98
Nieder-Neundorf 2,445,238.00 38 2,692,376.57 42 2,758,569.00 43

Bremenwerk 2,045,497.89 41 2,252,235.00 45 2,307,606.49 47
Lodenau 3,216,438.51 39 3,541,521.80 42 3,628,590.57 44
Sobolice 2,301,401.41 42 2,534,002.52 47 2,596,301.30 48

Bukówka 3,882,551.23 48 4,274,958.09 53 4,380,058.49 54
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Table 15. Projected annual hydropower production in 2015–2020, 2021–2050 and 2071–2100 and its
share [%] in nominal hydropower production at German and Polish hydropower plants on the Lusatian
Neisse River, on the basis of mean discharges for the RCP8.5 scenario.

Hydropower Station
2015–2020 2021–2050 2071–2100

kWh/year % kWh/year % kWh/year %

Obermühle 948,522.78 100 948,522.78 100 798,329.41 84
Vierradmühle 1,856,466.85 93 1,675,587.65 84 1,233,678.00 62
Ludwigsdorf 1,768,235.93 44 1,595,953.24 40 1,175,045.90 29

Pieńsk 3,103,993.87 100 2,893,375.85 93 2,130,293.90 69
Nieder-Neundorf 2,909,029.17 45 2,625,596.75 41 1,933,137.29 30

Bremenwerk 2,433,469.89 49 2,196,372.14 44 1,617,113.85 33
Lodenau 3,826,504.19 46 3,453,680.38 41 2,542,827.00 31
Sobolice 2,737,910.93 50 2,471,150.89 45 1,819,424.07 33

Bukówka 4,618,959.30 57 4,168,925.03 52 3,069,437.23 38

Table 16. Projected nominal hydropower production [%] at German and Polish hydropower plants on
the Lusatian Neisse River and its decrease between the 2015–2020 and 2071–2100 periods, according to
the RCP8.5 scenario.

Hydropower Station Nation 2015–2020 [%] 2071–2100 [%] Decrease [%]

Obermühle Germany 100 84 16
Vierradmühle Germany 93 62 33
Ludwigsdorf Germany 44 29 34

Pieńsk Poland 100 69 31
Nieder-Neundorf Germany 45 30 33

Bremenwerk Germany 49 33 33
Lodenau Germany 46 31 33
Sobolice Poland 50 33 34

Bukówka Poland 57 38 33

4.4. Risk Analysis

In terms of probability of changes in air temperature and sunshine duration in the future,
climate scenarios usually indicate an increase in their values. Previously discussed differences in air
temperature and sunshine duration between the future and current period showed that projected
values for the future are in all cases higher than simulations for the reference period.

Mean projected annual air temperature for 1971–2015 for both RCP2.6 and RCP8.5 is equal to
8.8 ◦C. In case of future thermal conditions, projected mean annual air temperature for 2021–2050
and 2071–2100 amounts to 9.8 ◦C (for both periods) for RCP2.6 and 10.4 ◦C and 12.4 ◦C for RCP8.5.
Thus, the level of local warming in all cases is characterized by positive values (Table 17). Considering
the criteria presented in Table 4, it is equal to 1.0 ◦C (W1 and W3), 1.6 ◦C (W2) and 3.6 ◦C (W4).
Consequently, the variable of air temperature, according to the criteria presented in Table 5, was given
the highest (5) probability rank. It should be emphasized that an additional factor that confirms the
high probability of changes in air temperature is its course for the observation period of 1971–2015.
It is characterized by a noticeably increasing, statistically important trend. Furthermore, if such a trend
continues, mean annual air temperature in the future will be similar to projected values in terms of
RCP8.5. Thus, the current tendency of air temperature suggests a realization of the pessimistic scenario,
related to a constant and high increase in air temperature by the end of the century.
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Table 17. Projected levels of changes in air temperature in the future against 1971–2000, on the basis of
the data for Zielona Góra.

Level of Changes in Air Temperature [◦C]

W1 1.0
W2 1.6
W3 1.0
W4 3.6

In case of sunshine duration, its mean annual values for 1971–2000, assessed on the basis of
simulated data, are similar for both scenarios (1511–1519 h), whereas the projected annual sunshine
duration for the near and far future is equal to 1590 and 1577 h for RCP2.6 and 1699 and 1859 h in
the case of RCP8.5. Thus, similarly to air temperature, all of the levels of local changes in sunshine
duration are characterized by positive values and vary from 66 h (W3) to 340 h (W4) (Table 18). Thus,
the probability of changes in sunshine duration was also given the highest rank (5). Similarly to air
temperature, sunshine duration, in terms of observation data for 1971–2015, was also characterized
by an increasing, statistically important trend, which additionally proves that this variable can still
increase in the future. If the current trend continues, an increase in this variable in the future can be
even higher than simulated within the climate scenarios.

Table 18. Projected levels of changes in sunshine duration in the future in comparison to 1971–2000,
on the basis of the data for Zielona Góra.

Level of Changes in Sunshine Duration Hours

W1 79
W2 180
W3 66
W4 340

In the case of precipitation totals, predicted changes are not as significant as for air temperature
and sunshine duration. Table 19 presents the changes for the stations representing the lowlands
(Zielona Góra, Sobolice) and the mountain foreland (Sulików, Bierna) of the discussed region. In most
cases, changes in precipitation are related to a decrease in relation to projected totals for 1971–2000.
In the case of W4, changes reaching or exceeding 5% are expected for Sobolice, Sulików and Bierna.
Additionally, the value of 5% is also reached for W2 in Bierna. Therefore, four of 16 results for the
considered stations are characterized by a decrease in precipitation totals reaching at least 5%. As a
result, the probability of negative changes in precipitation totals was given the rank of 2 (25%). Unlike
air temperature and sunshine duration, the current increasing trend of precipitation totals (without
statistical significance) for 1971–2015 does not correspond to the future projections. It confirms that
future trends for precipitation are difficult to assess and are not as obvious as in the case of air
temperature and sunshine duration.

Table 19. Projected levels of changes in precipitation totals in the future compared to 1971–2000, on the
basis of data for Zielona Góra, Sobolice, Sulików and Bierna.

Level of Changes in Precipitation Totals Zielona Góra [%] Sobolice [%] Sulików [%] Bierna [%]

W1 1 0 1 −1
W2 −2 −1 −1 −5
W3 −1 0 0 −2
W4 −2 −5 −8 −13

Taking into consideration changes in air temperature, sunshine duration and precipitation,
consequences for water resources availability and hydropower production were evaluated. Based on
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criteria presented in Table 8, mean maximal and minimal discharges projected within RCP8.5, especially
for 2071–2100, can be more than 35% lower than in 1971–2000. Therefore, the total consequences
rate for water resources was estimated at 4. In the case of future hydropower production, most of
the hydropower plants in 2071–2100 can be characterized by a decrease in comparison to 2015–2020
exceeding 30% (Table 16). Thus, the rate of consequences for hydropower production, according
to criteria presented in Table 9, is equal to 5. Considering the highest probability of changes in air
temperature and sunshine duration in the future and potential consequences for water resources
and hydropower (production, the risk value was estimated at 20 for water resources and at 25 for
hydropower production (Table 20). Therefore, the highest risk rank was given to the considered sectors,
which means that appropriate measures should be implemented in order to mitigate the effects of
climate change for water resources and hydropower production. The potential impact of precipitation
changes on both water resources and hydropower production is characterized by medium risk (8 for
water resources and 10 for hydropower production) due to there being no significant changes simulated
for the future periods.

Table 20. Risk matrix for consequences for water resources and hydropower production under the
probability of changes in air temperature and sunshine duration.

Sector
Air Temperature Sunshine Duration Precipitation Totals

P C R P C R P C R

Water resources 5 4 20 5 4 20 2 4 8
Hydropower production 5 5 25 5 5 25 2 5 10

5. Discussion

Presented results on the water resources problems under climate change conditions show that
significant changes are expected in the future in terms of water-related conditions. The analysis showed
that a considerable increase in air temperature and sunshine duration in the remaining decades of the
21st century in the Lusatian Neisse river basin could be accompanied by a decrease in river discharges.
In the near future (2021–2050), projected discharges for both scenarios amount to 13–17% and are about
2–5% higher in comparison to some projections for Swiss regions [53]. Projections for the far future
(2071–2100) indicate a very high decrease in mean maximum and minimum discharges (36–38%), which
would significantly contribute to limits in water availability. Projected discharges for the Lusatian
Neisse River can be even lower than environmental flow, which may contribute to serious ecological
problems. As much as 18% of discharges could be below environmental flow, especially according
to RCP8.5. Therefore, the results for both water resources and ecology at the end of the century can
be very noticeable. On the other hand, RCP2.6 shows a more optimistic scenario, with only 2% of
discharges lower than environmental flow. Similar results were noticed for other regions, where effects
related to environmental flow vary from negligible to disastrous [47].

A similar situation is observed for hydropower production by hydropower plants located on the
Lusatian Neisse River. Under RCP2.6, hydropower production will still be kept at a normal level or
even increase, while RCP8.5 indicates a significant decrease of as much as 34% of nominal production
(in 2071–2100). The results for the near future (2021–2050) are comparable to some alpine regions for
2031–2050 [51]. In the Alps, hydropower production could increase by about 5% (the most optimistic
scenario) or decrease by 7% (the most pessimistic scenario). In the region of the Lusatian Neisse river
basin, huge energy problems can occur in the region at the end of 21st century if the pessimistic scenario
of RCP8.5 is realized. Hydropower production between 2015–2020 and 2071–2100 can drop by over
30%, which is a higher rate than, e.g., in case of the Rhone River, where the maximal projected decrease
between 2001–2010 and 2090–2100 reaches 25% [50].

Taking into consideration climate projections carried out for the RCP2.6 and RCP8.5 scenarios,
it should be emphasized that results for these scenarios (especially for RCP8.5) are currently under
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discussion [75]. RCP8.5 was considered to be an extreme scenario, representing the 90th percentile of
no policy baseline scenarios. It assumes an increase in coal use to become a major source of power
generation; however the use of coal in the recent years has decreased [76]. Thus, the probability of
RCP8.5 scenario realization seems to be smaller than was previously assumed. Nevertheless, current
trends of some meteorological variables in the region of the Lusatian Neisse river basin (e.g., for air
temperature) show similar tendencies to those modeled for RCP8.5. In the case of the discussed region,
values simulated for future periods (on the basis of 1971–2000 data series) are comparable with the
results of the trends carried out for measurement data for 1971–2015. Therefore, considering potential
climate change in the future, the results of the extreme scenarios cannot be neglected. On the other
hand, one of the latest reports of the IPCC [77] assumes a limitation of global warming to 1.5 ◦C in
comparison to the preindustrial era, which is more optimistic than the limitation implemented for
RCP2.6 (2 ◦C). Thus, taking into consideration the low probability of RCP8.5 realization and new
opportunities related to a stronger limitation of global warming, the risks for water resources and
hydropower production in the discussed region could be lower than presented in the paper.

6. Conclusions

The development of future conditions related to water resources and hydropower production is
strongly dependent on climate scenarios. Current trends indicate that today’s changes in discussed
meteorological variables are more similar to the RCP8.5 scenario. Taking into consideration the
presented results, increasing air temperatures and sunshine durations can negatively affect water
resources in the future, even though precipitation projections do not show significant trends. The results
of the analysis and current low water resources in Poland indicate that appropriate measures should
be undertaken in order to use water resources in accordance with sustainable water management.
Based on the presented results on meteorological and hydrological conditions as well as on climate
projections, the following recommendations can be given in order to mitigate the impact of climate
change on water resources in the region:

• Analysis of legal regulations and their adaptations. The most important adaptations measures
refer to legal aspects, i.e., verification of legal water permits and their adaptation to a new Water
Law. The permits should also consider pond economy and the aspect of hydropower stations.

• Water retention and sustainable use of water resources. Aspects of retention capacity of the basin
and coordination of the flooding of former opencast mine pits should be taken into consideration.
Furthermore, development of “green-blue” and “grey” water infrastructures would contribute to
significant water savings.

• Changes in river valleys. In these terms, actions focused on the creation of buffer zones and
reclamation of river valleys and riverbeds should be undertaken. In the reclamation process,
the very important problem of invasive species should be considered.

• Changes in strategic documents of the local governments. The documents should consider the
aspects of climate change in the context of their impact on the inhabitants and the economy.
Such documents should be systematically updated. Strategies on sustainable water use should
also be developed.

• Improvement in cooperation between bodies dealing with water management and water energy
production. Such cooperation would enable the development of a common approach towards
water management in terms of hydropower plants. Furthermore, an improvement in power plant
technical measures would contribute to a higher efficiency of hydropower production.

• Increasing awareness in terms of current and future water resources. These types of measures
concern promotional actions focused on the transfer of information to inhabitants, local authorities
and persons dealing with water management in the region.
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1 Department of Landscape Architecture, University of Warmia and Mazury, 10-719 Olsztyn, Poland
2 Faculty of Civil and Environmental Engineering, Gdansk University of Technology, 80-233 Gdansk, Poland;

agnieszka.morawiak@pg.edu.pl (A.M.); joanna.zukowska@pg.edu.pl (J.Ż.)
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Abstract: It is well known that growing motor traffic in urban areas causes air pollution and noise
which affects the environment and public health. It is hardly surprising then that cycling should be
used as an alternative mode of transport, not just in major cities but also in smaller ones including
those that are members of the Cittaslow network. Their approach is based on sustainable development,
care for the environment and transport solutions which will support a healthy lifestyle, reduced
energy consumption and fewer emissions. The objective of the article is to analyse how well cycling is
used as a means of transport in Polish Cittaslow towns. For this purpose, an analysis was conducted
to understand how towns use their transport space to ensure accessibility and road safety. Reference
is made to revitalisation programmes of Cittaslow towns with focus on what has been done to
improve and build cycle paths in each town and outside of it. The work uses the following research
methods: analysis of the literature, analysis of documents, including analysis of road incidents and
traffic count. It has been demonstrated that cycling infrastructure in the towns under analysis has
been marginalised. As a result, recommendations and suggestions are given which may inform
decisions on how to build and transform cycling infrastructure in Cittaslow towns and in similar
towns in Poland and abroad.

Keywords: cycling; cycling routes; slow cities; traffic safety; sustainable mobility; urban planning

1. Introduction

Many high-growth regions worldwide have developed as a result of globalisation, urbanisation
and sub-urbanisation processes, which also has an effect on transport and accessibility. People living in
big conurbations have less and less time and make frequent and multiple trips during the day. The result
is an increasing number of cars in cities. As a consequence, transport networks have to be built.
This is a common problem, especially in city centres and dense developments [1–5]. Exhaust and CO2

emissions rise, making cities increasingly more polluted [6]. In addition, motor transport increases
noise levels which has a direct effect on people’s health and well-being [7]. Given the strong need to
save natural resources and care for the environment and people’s health, it is important to operate
urban transport policies that are based on alternative environmental solutions. These are largely related
to cycling infrastructure which needs to be accessible and safe. While big cities understand this and
have already initiated or completed relevant projects, smaller towns lack a clear plan for integrating
transport services with networks of cycling roads and ensuring the availability of bicycles.

The purpose of the work was to analyse the structure of how bicycles are used and how Cittaslow
towns develop their cycling infrastructure in the context of safety, a better quality of the environment
and living standards, and reducing dependence on what are now limited sources of energy. The article
describes the area of the research, research methods and the results. The discussion looks at the
degree of bicycle usage, the availability of cycle paths and cycling infrastructure, an analysis of cyclist
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accidents and an analysis of the Revitalisation Programme of Cittaslow Towns as regards the planning
of cycling infrastructure. Based on the results, guidelines and recommendations have been formulated,
followed by a summary. The following were the assumptions:

• The research looks at the environmental needs (fewer sources of pollution, noise, a better energy
mix), safety (reduction in cyclist accidents), pro-health aspects (better health and fitness of the
population) and spatial and infrastructural needs (improved access to cycling infrastructure) of
small towns.

• The research was carried out in small towns because infrastructure and safety analyses and data
were not available for these sites, unlike Poland’s major cities and conurbations. Cittaslow towns
were selected on purpose due to their unique character and programmes which give priority to
the environment, reduction in emissions, improved energy mix, better safety and health standards
of the population.

• The research units were selected specifically for not having or having hardly any cycling
infrastructure or cycle paths (per km).

• There is a close relation between a lack of infrastructure or poor access to infrastructure and
cycling as well as road safety in towns and especially outside them (e.g., for commuters).

• The research takes account of the importance of daily cycling by residents of small towns and
making sure that the infrastructure meets those needs rather than just those of tourism, a seasonal
phenomenon (being part of cycling trails). For this reason, the research does not include major
tourist trails and their tourist infrastructure; instead, the work focuses on sections in and around
small towns.

2. Literature Review

2.1. Policy of Green Cycling Infrastructure in the Context of Increasing Urban Cycling

With a stronger focus on the strategy of green transport, the need to design transport space is
of key importance [8–11]. We know from research that the biggest cities in Germany, Austria and
Switzerland have significantly reduced the share of car trips in the last twenty-five years, despite high
rates of motorization. The key to their success was a coordinated transport and spatial policy which
has made car trips slower, less comfortable and more costly and, as a result, has discouraged people
from taking them [12,13]. The policy has also contributed to better safety, comfort and accessibility
of pedestrian and cyclist solutions, with German towns putting in a lot more work into promoting
cycling [12]. While Poland has also seen a rise in cycling just as in other European countries, the scale of
cycling and access to cycling infrastructure is disproportionately smaller than that in German-speaking
countries, the Netherlands or Scandinavian countries. Despite that, the bicycle is becoming an
alternative to the car or public transport [14], not just in major cities but more and more also in
medium-sized and small towns. There are, however, no guidelines on how to plan for cycling space in
small towns or how to link cycle paths into a network to ensure easy and safe cycling in the town and
outside it. Cycling in towns has a lot to offer. One of the advantages includes time saved, especially
where motorised traffic is very heavy [15]. Cycling helps to avoid congestion and allows riders to
pick a route which is convenient for them. In addition, cycling as a means of transport helps to
improve the environment [16–18]. Studies show that factors which are not related to transport are
important. They include the geographic conditions or landscape along commuter routes and the
role of the city-specific cycling culture [19]. As a consequence, the location of cycling routes matters
a lot. Cycling routes should be ideally designed to run across green spaces in a city, such as parks,
squares, leisure spots by the water and city forests [20]. Bicycles are cost-efficient [21], do not emit
dangerous substances, reduce the use of dwindling resources of energy and can help to fight lifestyle
diseases. Increasing interest in cycling as a means of transport could help reduce traffic congestion
and carbon emissions, to which the use of motor vehicles makes a large and inequitably distributed
contribution [22]. Another reason why it makes sense to have an urban “pro-cycling policy” and
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the related economic, social and environmental benefits is the city bike system [23,24]. As shown in
research by Scotini and colleagues [25], a comprehensive urban cycling policy and the introduction of
a cycling transport system can also help to create more jobs.

2.2. The Importance of Cycling for Health

Cycling as a means of transport is good for people’s health and changes city dwellers’ health and
well-being [6,26–29]. It is clear from research that cycling has a positive effect on cardio-respiratory
performance, especially in youth. Even a daily commute helps to reduce the risk of cancer, respiratory
and heart diseases, overweight and obesity [22,30,31]. Cycling on a daily basis, e.g., commuting for
half an hour and more, may replace physical activity without spending the extra time on physical
exercise [32–34]. What is more, if used as a daily physical activity, such mobility is cheap, simple and
works for people in different states of physical fitness and age. More cycling would bring additional
public health benefits thanks to a reduced use of the car which, by the same token, would reduce air
pollution, noise and general road traffic risks [34,35].

2.3. Road Safety in the Context of the Risk of Cyclist Accidents

How likely people are to cycle depends largely on how unsafe cycling is due to a lack of cycling
infrastructure (cycle paths). Research conducted by Gutierrez and colleagues [36] in South America
shows that the risk of an accident or assault may outweigh the economic savings and health benefits of
cycling [37]. The United States represents a similar case where cycling is a safety problem because the
infrastructure and access to cycle paths is not ensured [34,38]. Using examples from Japan, the US and
Canada, Reynolds and colleagues [39] show that the type of road infrastructure has an effect on cyclist
safety and risk of injury. They emphasise that cyclists feel the least safe at multi-lane junctions such as
roundabouts, on pavements or combined routes. Cyclists do feel safe, however, on dedicated cycling
routes or cycle paths, marked as such. A study in Dublin showed that cyclists perceive cycling around
Dublin as less safe compared to using other modes of transport and their sense of safety drops when
they realise they could be involved in a bus accident [40].

Sometimes safety and using cycle paths may be related to people’s cultural and social backgrounds,
as demonstrated in a study of four culturally different urban regions in the United Kingdom [41] and
in the United States [38]. There may also be geographic and climatic conditions [42,43]. Polish studies
conducted in 2015 by the Ministry of Sport and Tourism show that nearly half of people who regularly
cycle to work do not feel safe cycling on a street (definitely or rather not safe) and more than one
third of respondents believe the cycling infrastructure is not good enough to ensure a safe trip [44].
Comparative studies carried out by Pucher [34] in Germany and the Netherlands show that if applied,
a long-term cycling strategy and cycling infrastructure policy, combined with educating people on
alternative forms of transport, can in fact achieve good results such as fewer cyclist accidents and
decreased accident fatality rates. This shows that better safety should be a key objective for promoting
cycling to minimize the negative consequences of cyclist accidents and eliminate the barriers of a lack
of safe infrastructure [33–45].

2.4. The Importance of Building Cycling Infrastructure in Cittaslow Towns

While urban cycling looks optimistic within major cities, it has very little bearing on small towns.
Although small towns and rural areas are now better able to manage their transport and cycling space,
the cycling infrastructure is still underdeveloped. This may be because cycling is not a popular mode of
transport and funding is limited. Cittaslow network towns offer some ideas on ways to organise free
movement, “slow” living and “liveability”. Cittaslow as a movement goes back to 1998. The association
has its seat in Orvieto, in Italy’s Umbria region. Italian towns became a model for other European and
then worldwide towns. Eventually, an international movement was formed to improve the quality
of life of inhabitants, celebrate a “free” and healthy lifestyle and conserve the natural and cultural
environment of small towns [46,47]. Towns applying for membership declare that they will work to meet
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the qualification requirements such as creating people-friendly places. Cittaslow network towns agree to
plan public space, develop transport infrastructure which will offer convenience and quality of life to
residents and ensure that it is accessible for disabled and older people. Slow means a sustainable urban
development which plans for living and transport space that will improve living conditions and ensure
better access to public functions for residents [48–50]. While these ideas are sadly not implemented often,
Cittaslow towns understand the need for changing the way they think about transport and swapping the
car for the bicycle. Proposals to improve transport space or build new transport infrastructure should
take account of accessibility, better access and road safety which includes cycle safety.

2.5. Traffic Counts in Poland in Relation to the Legal Background

In accordance with Article 20.15 of the Public Roads Acts of 21 March 1985 (Journal of Laws 2020,
item 470), road authorities are required to measure road traffic periodically [51]. Traffic counts are
Poland’s primary source of road traffic information. The data support how road infrastructure is
managed, planned and developed, including decisions to build and upgrade infrastructure, withdraw
projects and eliminate some elements of roads. Regular traffic studies in Poland began in the interwar
period in the 20th century, concentrating on cities and major routes when they were particularly busy.
Rural studies began in 1926 and were conducted three times every four years. In 1965, the traffic count
system was harmonised into measurements run regularly every five years, as set out in the guidelines
of the United Nations Economic Commission for Europe. In 1985, for economic reasons the study
was carried out on national roads only. Since 2000, following Poland’s new administrative division,
traffic counts have been conducted every five years separately for national and regional roads [52].
Traffic counts cover the following vehicles: motorcycles, passenger cars and minibuses, light trucks,
trucks with and without trailers, buses, tractors and bicycles. Bicycles using regional roads in the
region of Warmia and Mazury have only been included since 2010.

3. Materials and Methods

3.1. The Study Area

Associated in the Cittaslow network, the towns under analysis are found in Warmia and Mazury,
a region commonly known as the Green Lungs of Poland. The region is mostly agricultural and has a
strong focus on environmental protection. With very little industry and services, the region is popular
with people from Poland’s big cities as a place to relax or have second homes (mostly summer homes).
Twenty-two towns from Warmia and Mazury have joined the association, representing different
environmental, spatial, economic and demographic conditions (as of 2020). The international network
includes towns whose population does not exceed 50,000. In Warmia and Mazury, most of the towns
are small with a population of up to 10,000 and slightly more; only two have a population of more than
20,000. The area they occupy ranges from 2.16 km (Bisztynek) to 16.84 km (Lubawa), see Figure 1.

 

Figure 1. The Warmia and Mazury region and towns associated in Cittaslow Poland. Source: Own
elaboration based on www.invest.warmia.mazury.pl, www.Cittaslowpolska.pl and Google Maps.
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Considering the availability of traffic data, Cittaslow towns were divided into two groups. The first
group includes towns in which cycle traffic was measured on selected sections of streets in built-up areas.
They are Braniewo, Biskupiec, Bartoszyce, Dobre Miasto, Działdowo, Gołdap, Lidzbark Warmiński,
Lidzbark, Lubawa, Nidzica, Nowe Miasto Lubawskie, Orneta and Reszel. Group two includes towns
in which traffic was measured on selected sections of roads outside of the Cittaslow towns which pass
through them. They are Bisztynek, Barczewo, Górowo Iławeckie, Jeziorany, Olsztynek, Pasym, Ryn
and Wydminy. Because ADT (average daily traffic) in Sępopol is not available, the town is not covered
by this analysis (Table 1).

Table 1. Division of the towns by sections of urban and rural roads.

Sections in Built-Up Areas Sections Beyond the

Town Street Town Road Section

Braniewo Elbląska Bisztynek Bartoszyce-Bisztynek
Biskupiec Kościuszki Barczewo Olsztyn-Barczewo

Bartoszyce Kętrzyńska Górowo Iławeckie Górowo
Iławeckie-Bartoszyce

Dobre Miasto Łużycka Jeziorany Dobre
Miasto-Jeziorany

Działdowo Olsztyńska Olsztynek Olsztynek-Zgniłocha
Gołdap Paderewskiego Pasym Olsztyn-Pasym

Lidzbark Warmiński Olsztyńska Ryn Sterławki Wielkie-Ryn
Lidzbark Piaski Wydminy Kąp-Wydminy
Lubawa 19 Stycznia
Nidzica 1-go Maja

Nowe Miasto
Lubawskie Wojska Polskiego

Orneta 1-go Maja
Reszel Słowiańska

Source: Own elaboration of authors.

To analyse the Supra-Local Revitalisation Programmes of Cittaslow Towns for their cycling
infrastructure projects, fourteen and then nineteen towns were selected which had their programme
developed in 2015, 2016–2017 and 2019. The towns are: Barczewo, Biskupiec, Bisztynek, Dobre Miasto,
Działdowo, Gołdap, Górowo Iławeckie, Lubawa, Nidzica, Nowe Miasto Lubawskie, Olsztynek, Pasym,
Reszel, Ryn; and from 2019: Bartoszyce, Działdowo, Lidzbark and Orneta.

3.2. Methods of Cycle Counts in 2010 and 2015

Average daily traffic was measured and counted by ZDW Olsztyn (Provincial Road
Administration) [53] and GDDKiA (General Directorate for National Roads and Motorways) in
2010 and 2015 according to the “Guidelines of general traffic counts on regional roads” [54,55] and the
“Guidelines for the organisation and completion of general traffic counts on national roads” [56,57] for
2010 and 2015 respectively, published by the Department of Roads and Motorways of the Ministry
of Infrastructure and Development and the GDDKiA. Traffic counts on road sections in the towns
were conducted manually, semi-automatically and automatically (on national roads). Cycle traffic was
measured for entire road cross-sections (road, pavements and cycle paths) (Figure 2).
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Figure 2. Cross-section of a road with shoulders (a), street cross-section with a pavement and cycle
path (b), street cross-section with a cycle path and shoulder (c). Source: Own elaboration of authors.

Three categories of measurement points were used. The first category is type P and defines
measurement points where counts are conducted during all hours. Data from these sections help to
determine coefficients rates for enlarging samples for those sections which are not studied during
all hours (W type). Type M includes sections which run across the towns which also have counts
conducted during all hours. Type W are other sections where counts are conducted during limited
hours. The annual count includes five so-called daily periods (X1–X4, X6) and one night period (X5)
which is only included in type P and M points. In the case of type P and M, a count during all hours
means 16 hours from 6:00 am to 10:00 pm and limited hours for W category means eight hours from
8:00 am to 4:00 pm. Night counts were conducted from 10:00 p.m. to 6:00 a.m. The ADT for particular
road sections was calculated for specific measurement points. The formula below was applied both to
motor vehicles and bicycles (in the case of bicycles the total number of motor vehicles was replaced
with the total number of bicycles) and was applied to type P and M points [54–57].

ADT = RN +
MR ×N1 + 0.85 MR ×N2 + MN ×N3

N
(veh./day) (1)

where:

ADT—total average daily traffic of motor vehicles;
MR—average daily traffic on workdays (from Monday to Friday, 6:00 a.m.–10:00 p.m.);
0.85MR—average daily traffic on Saturdays and days before public holidays (6:00 a.m.–10:00
p.m.);
MN—average daily traffic on Sundays and public holidays (6:00 a.m.–10:00 p.m.);
RN—average night traffic (10:00 p.m.–6:00 a.m.);
N1—number of workdays in 2010 and 2015;
N2—number of Saturdays and days before public holidays in 2010 and 2015;
N3—number of Sundays and days before public holidays in the year;
N—number of all days in the year.

The values of MR, MN and RN were calculated as follows:

MR = 1
3 × (X1 + X2 + X4) (1, 2, 4 measurements on workdays)

MN = 1
2 × (X3 + X6) (3, 6 measurements on Sundays and public holidays)

RN = X5

To calculate ADT for type W points, eight-hour traffic was converted into sixteen-hour traffic
using the sample extension coefficient from type P points assigned to type W points (for each type W
point a type P point should be assigned located on the road that has the same number).

rij =
Xij

Yij

where:
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measurement i at point j;
Xij—number of total motor vehicles between 6:00 am–10:00 pm (measurement i at point j);
Yij—number of total motor vehicles between 8:00 am–04:00 pm (measurement i at point j).

In the next stage of calculating ADT for point W, night traffic was calculated based on the assigned
type P points. The final ADT for type W points was calculated using the formula in Equation (1) just
like for points type P and M.

The 2010 and 2015 General Traffic Counts, which include ADT for cycling, helped to identify
differences between Cittaslow towns’ cycle traffic over a period of five years by road sections and
outside Cittaslow towns. In addition, a point was made about the relation between cycle traffic and
availability of cycle paths and cyclist safety based on cyclist accidents. The results show how the
Cittaslow towns were able to deliver on cycling infrastructure in a period of five years and what needs
to be done to develop the cycling infrastructure and promote the bicycle as a means of transport in the
towns under analysis.

3.3. Analysis of Cyclist Accidents

Cyclist accidents were analysed using accident data from the National Police in Warsaw System
of Accident and Collision Data. The statistics is delivered in annual national “Road Accident Reports“,
while detailed data including cyclist data is passed on to road authorities via the Regional Police.
The analysis used cyclist accident and collision data from the database of the Regional Roads Authority
in Olsztyn [52].

3.4. Analysis of the Supra-Local Revitalisation Programme of Cittaslow Towns for Their Cycling Infrastructure

The operating goals of the revitalisation programme are designed to improve the quality of the
environment. They address issues such as better quality of the environment, increased environmental
awareness and pro-environmental attitude of the communities and promoting environmentally friendly
means of transport [53]. In addition, the Supra-Local Revitalisation Programme of Cittaslow towns
is consistent with the following investment priorities set out in priority axes of the Warmia and
Mazury Regional Operational Programme for the Years 2014–2020: 7b “Increase regional mobility by
linking secondary and tertiary hubs with TEN-T infrastructure, including multimodal hubs”—Axis 7
Transport Infrastructure [58]. The study analysed all projects which were submitted to the revitalisation
programme in 2015 and selected only those projects which tackled the revitalisation or construction
of new infrastructure in the town. Because the towns developed their individual revitalisation
programmes in the subsequent years (2016–2017) that are partly based on the 2015 programme,
an analysis was carried out of the planning of cycling infrastructure projects and how they have been
delivered. The first programme [59] and the individual programmes (2016–2017) were developed for
fourteen Cittaslow towns. The last stage was to analyse the supplemented Supra-Local Revitalisation
Programme of Cittaslow Towns 2019 (second programme), [60]. Four more towns joined the programme
and were included in the study conducted at that time. Below are project topics, measures and locations
as regards the planning of cycling infrastructure for fourteen towns (according to the first programme),
Table 2.
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Table 2. Planned projects involving cycling infrastructure in Cittaslow towns (as of 2015).

Town Title of Comprehensive Project (PK), Sub-Measure (P) and Location (L)

Barczewo

PK: Develop the Old Town’s public space
P1: Prepare cycling and walking routes

P2: Plan leisure infrastructure in the centre of the Old Town, prepare a cycling and
walking route
L: Old Town

Biskupiec

PK: Regeneration of deprived spaces
P1: Build cycle roads

L1: Link the existing cycle path at Warszawska street with the second existing path
around Kraks Mały lake.

L2: Floriańska, Topiel, Syreny, Warmińska, Poznańska, Polna, Bohaterów streets.
L3: Along Hubalczyków street across the post-military area.

L4: Link the existing cycle path in the part at Wiosenna street with the route around the
adjacent retention pond

Bisztynek

PK: Improve population mobility by adding functional and aesthetic features into
public space

P1: Build a cycling and educational trail
P2: Make avenues and streets people-friendly by building cycle roads—improve the

mobility of the Bisztynek population, using an environmentally friendly form of
transport

L: the streets of Kąpielowa, Słoneczna, Obwodowa, Struga, Kajki, Wiktora, Moniuszki,
Konopnickiej, Grunwaldzkiej, Szkolna, Polna, Pl. Wolności, Słoneczna, Nowego

Osiedla, Orzeszkowej and Sportowa

Dobre Miasto

PK: Regenerate deprived public spaces
P: Modernise, upgrade and build pedestrian and car shared zones and pedestrian and

cyclist shared zones to ensure safety
L: Sites along the river Łyna

Gołdap

PK: No main project in the revitalisation programme to address cycling infrastructure,
additional projects to build a well-lit cycle path and implementation of the city bike

project
L: From the city centre to the health resort district

Górowo Iławeckie

PK: Improve the site by creating a leisure and sensory park
P1: Build a path for pedestrians and cyclists

L: Park at Staw Garncarski pond
PK: Improve the area in the valley of the river Młynówka—project on reserve list

P: Build a walking and cycling path and link the site to Eastern Poland Cycling Routes
and other sites in the town

L: City Lagoon, valley of the river Młynówka

Lidzbark
Warmiński PK: No main project in the revitalisation programme to address cycling infrastructure

Lubawa:

PK: Revitalisation of selected sites to meet the need for exercise therapy for socially
excluded people

P: Build a walking and cycling path Zalew—Lipy
L: Kopernika street across parts of Lipowa street and Pielgrzyma street to Kupnera

street

Nidzica PK: No main project in the revitalisation programme to address cycling infrastructure

Nowe Miasto
Lubawskie

PK: Integration and engagement of socially excluded people in the revitalised area
through recreation and physical activity

P: Build a cycle road on the railway embankment in place of the disused
Brodnica—Iława train line and implement the city bike project

L: City Park, site in the post-railway area

Olsztynek
PK: Build a health path “Healthy body, healthy spirit”

P: Build a health path and implement the city bike project
L: Urban and sub-urban areas

Pasym PK: No main project in the revitalisation programme to address cycling infrastructure

Reszel
PK: Restore the natural, architectural and functional features of City Park.

P: Build a health path
L: City Park

Ryn PK: No main project in the revitalisation programme to address cycling infrastructure

Source: Prepared by the author based on Cittaslow Supra-Local Revitalisation Programme of Cittaslow Towns
of 2015.
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When analysing the Supra-Local Revitalisation Programme of Cittaslow Towns of 2015 [59] and
subsequent documents from 2016–2017 and 2019 [60], the following issues were considered:

• the degree to which planned cycling infrastructure projects were changed in subsequent years;
• the scale of planned cycling infrastructure projects, including their location and length of

cycle paths;
• priority given to cycling infrastructure projects over other projects;
• the degree of connectivity with existing infrastructure and its size in the town and outside it;
• availability of cycling infrastructure, especially in suburban areas;
• the goals of cycling infrastructure projects including social, environmental, health and

transport goals.

4. Results and Discussion

All of the Cittaslow towns in Warmia and Mazury analysed in this article have a strong and sadly
unused potential for planning and building cycling infrastructure. This is particularly important in the
case of the small towns of Warmia and Mazury because cycling there should reflect the local needs
while drawing on models from countries which use the bicycle as a basic means of daily transport,
whether in towns or outside of them. The bicycle is becoming an inseparable tool for sports or spending
free time but it should also become one of the forms of commuting. Many people living in suburbs
or in the countryside work in a Cittaslow town. As we know from Biostat’s “Transport behaviour of
Polish people” study, 20.9% of respondents are not happy with the number of public transport services
between where they live and neighboring towns. In addition, approximately 8.4% of respondents
said they did not have a car [61]. As a consequence, for some people cycling may become the only
alternative for moving between towns. Therefore, an important stage in the study was to analyse cycle
traffic on urban and rural sections.

4.1. Results of Studies into the Number of Bicycles Used

Cycling is a great alternative in urban spaces and for travelling between towns. It is very difficult,
however, to identify the number of bicycles in Poland. Bicycles do not have to be registered under
Polish law. To get a better understanding of the data and numbers, a 2011 report of the Central
Statistical Office (GUS) will be presented which is based on the National Census (NSP) run every
ten years, and on regular surveys. The survey looks at a household’s possession of durable items
(the bicycle) and overall number of households (an NSP survey). According to the National Census,
there were about 13,567,999 households in 2011 in Poland, with about 515,857 in the region of Warmia
and Mazury [62]. In addition, regular surveys showed that in 2011 an average of 62.9% households in
Poland had a bicycle with 60.5% in the region of Warmia and Mazury [63]. It is safe to say that in all of
Poland in 2011 there were about 8,534,270 bicycles, with about 312,090 bicycles in Warmia and Mazury
in 2011. As we can see from an analysis of cycling used as a means of transport in the Cittaslow towns,
cycle traffic increased over the five years between 2010 and 2015. In one case only—in the town of
Biskupiec, traffic in 2015 fell compared to 2010 by about 31 bicycles per day. The highest increase in
cycle traffic was recorded in the town of Działdowo where in 2015 there were 279 bicycles per day,
which is more than double the 2010 figures which were 104 bicycles per day (Figure 3).

Figure 4 shows results that differ from the ones above. The distribution of increasing and
decreasing traffic between 2010 and 2015 is equal. On the road sections Sterławki Wielkie–Ryn,
Dobre Miasto–Jeziorany, Górowo Iławeckie–Bartoszyce and Olsztyn–Barczewo bicycles per day
increased, while on the road sections Kąp–Wydminy, Olsztyn–Pasym, Olsztynek–Zgniłocha and
Bartoszyce–Bisztynek a decrease was recorded. The biggest difference in cycle traffic was recorded on
the section Kąt–Wydminy where in 2010 there were 71 bicycles per day and only 39 in 2015. The biggest
increase in volumes was recorded on the section Dobre Miasto–Jeziorany, however, it was only an
extra 16 bicycles.
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Figure 3. Comparison of ADT 2010 and 2015, built-up area in a Cittaslow town. Source: Own
elaboration of authors based on ZDW Olsztyn [53].

 

Figure 4. Comparison of ADT 2010 and 2015, road section outside Cittaslow towns. Source: Own
elaboration of authors based on ZDW Olsztyn [53].

To recap, it should be said that while cycling increases, it does so only on road sections in built-up
areas of Cittaslow towns. This may be mainly because the bicycle is gaining popularity as a means
of urban transport and is related to availability of cycling infrastructure. Outside of built-up areas
cycling has decreased which suggests that cyclists do not feel safe when they use the same road with
the ever-increasing volume of motor vehicles and trucks (Figures 5 and 6).
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Figure 5. Comparison between traffic volumes for all vehicles and cycle traffic on regional roads.
Source: Own elaboration of authors based on ZDW Olsztyn [53].

Figure 6. Comparison between traffic volumes for all vehicles and cycle traffic on national roads.
Source: Prepared by the author based on GDDKiA Olsztyn data [64].

The charts show that cycling continues to be a fraction of overall traffic. In 2010, the share of
bicycles in overall traffic of all vehicles using regional roads in Cittaslow towns accounted for a mere
2.39%, and 3.03% in 2015. This is even more striking in the case of national roads in Cittaslow towns,
where in 2010 the relation between bicycles and all vehicles was 0.44% and in 2015 only 0.26%.

4.2. Results of Studies into Cycle Path and Cycling Infrastructure Coverage

According to the Local Data Bank in Poland, in 2011 there were 5782.8 km of cycle roads and in
2015 there were 10,797.2 km, an increase of about 100% (5014.4 km) [60] (Figure 7). The data show
cycle roads which are managed by municipalities, counties and regional governments. This means
they are roads within a road, roads that are separate from the main road and the pavement and are a
walking and cycling zone. The data looks at the length of one-way roads. In the case of roads which
are on both sides of the roadway, the length is calculated separately. The list does not include roads
which are tourist routes [62]. The local data bank has data for the years 2011–2019 but there is no data
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for 2010. The years 2011–2015 show that the number of cycle paths rose in Poland each year which
suggests that in 2010 cycle road length was less than 5000 km.

Analysis of road infrastructure data shows that cycle traffic has grown the most on pedestrian
and cycle paths or cycle paths built from 2010 to 2015 (Bartoszyce, Działdowo, Lidzbark Warmiński,
Lubawa, Nidzica, Orneta) (see Table 3). In addition, cycling also intensified in three towns which do
not have cycling infrastructure. They are Braniewo, Gołdap and Nowe Miasto Lubawskie. They are,
however, important tourist destinations with Green Velo, Poland’s longest signed cycle route, passing
through Braniewo and Gołdap.

 

Figure 7. Comparison of the length of cycle roads in Poland 2011–2015. Source: Own elaboration of
authors based on Bank Danych Lokalnych bdl.stat.gov.pl [62].
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Table 3. Cycle traffic and existing cycling infrastructure. Source: Own elaboration of authors based on
ZDW Olsztyn, GDDKiA Olsztyn.

No Town
Road

Category *
Study

Area **
ADT
2010

ADT
2015

Cycling Infrastructure

1 Braniewo P T 139 212 No dedicated infrastructure, cyclists
use the pavement or road

2 Biskupiec P T 112 81 No dedicated infrastructure, cyclists
use the pavement or road

3 Bartoszyce P T 83 188 In 2012 a walking and cycling zone
was built, about 2 km long

4 Dobre Miasto P T 166 176 No dedicated infrastructure, cyclists
use the pavement or road

5 Działdowo P T 104 279 In 2014 about 2.5 km of cycle paths
were built

6 Gołdap P T 105 174 No dedicated infrastructure, cyclists
use the pavement or road

7 Lidzbark
Warmiński P T 170 264 In 2014 about 0.6 km of a walking and

cycling zone were built
8 Lidzbark P T 35 92 About 1.2 km of cycle paths were built

9 Lubawa P T 43 134 In 2014 about 1.0 km of a walking and
cycling zone was built

10 Nidzica P T 493 526 In 2014 about 6 km of a walking and
cycling zone were built

11 Nowe Miasto
Lubawskie P T 160 283 No dedicated infrastructure, cyclists

use the pavement or road

12. Orneta P T 289 325
In 2014 about 2.0 km of a walking and
cycling zone and 0.15 of a cycle path

were built

13 Reszel P T 47 51 No dedicated infrastructure, cyclists
use the road

14 Bisztynek N OT 54 32 No dedicated infrastructure, cyclists
use the pavement or road

15 Barczewo N OT 8 11 No dedicated infrastructure, cyclists
use the road

16 Górowo
Iławeckie P OT 5 7 No dedicated infrastructure, cyclists

use the road

17 Jeziorany P OT 12 28 No dedicated infrastructure, cyclists
use the road

18 Olsztynek N OT 19 16 No dedicated infrastructure, cyclists
use the road

19 Pasym N OT 15 11 No dedicated infrastructure, cyclists
use the road

20 Ryn P OT 16 20 No dedicated infrastructure, cyclists
use the road

21 Wydminy P OT 71 39 No dedicated infrastructure, cyclists
use the road

* Provincial road (P), National road (N), ** in town (T), outside town (OT).

4.3. Analysis of Cyclist Accidents

According to National Police road accident statistics in 2010 [65], cyclists were involved in 3918
road accidents out of a total of 38,832 of all accidents (about 10%). There were 290 cyclist fatalities and
3806 cyclist injuries. Cyclists were responsible for 1588 accidents, of which as many as 1328 occurred in
a built-up area and only 260 in a non-built-up area. There was a higher share of fatal accidents outside
towns compared to fatal accidents in urban areas, with every fourth accident ending in death which
represents 25% (65 people in 260 accidents). In built-up areas, every 17th accident was fatal (78 people
in 1328 accidents—6%) [65].

The statistics in 2015 [66] are as follows: Cyclists were involved in 4634 road accidents out of a total
of 32,967 accidents (about 14%), with as many as 300 cyclists killed and 4111 injured. Most accidents
occurred in a built-up area—4011, and there were 623 accidents in non-built-up areas. Just as in
2010, the share of fatalities in non-built-up areas was higher than in built-up areas and represented

291



Sustainability 2020, 12, 5049

about 20% (126 fatalities in 623 accidents). In 4011 accidents in built-up areas 174 people were killed,
which accounted for only 4% (Figure 8).

 

Figure 8. Comparison between cyclist accidents and overall accidents in 2010 and 2015—general
data—Poland. Source: Own elaboration of authors based on data of the National Police [65,66].

In the case of roads in Cittaslow towns, cyclist accidents are as follows. In 2010, on regional
roads passing through the Cittaslow towns there were 15 cyclist incidents, of which 8 were accidents
(including fatality accidents) and 7 were collisions. In relation to overall incidents on sections of those
roads, there were 691, of which 77 were accidents and 614 were collisions, cyclist collisions represent
about 1.1% of all collisions but cyclist accidents account for as much as 10% of all accidents. In 2015,
in Cittaslow towns (on regional roads) there were 15 incidents, of which only 4 were accidents (injury
or death). The total number of that year’s incidents on the analysed roads amounted to 513, of which
63 were accidents; cyclist collisions represented only about 2.4% (11 cyclist collisions out of 450 of all
collisions) and cyclist accidents represented 6.3% (4 accidents out of a total of 63) [64], Figure 9.

Figure 9. Comparison between cyclist accidents and overall accidents—regional roads of Cittaslow in
2010 and 2015. Own elaboration of authors based on ZDW in Olsztyn [53].
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A comparison between cyclist accidents in Poland and cyclist accidents on regional roads in
Cittaslow Warmia and Mazury towns shows that cyclist accidents in 2010 and 2015 accounted for
a very small percentage of all accidents. Analysis of cyclist incidents in relation to all incidents in
Cittaslow towns on regional roads also shows a small share, which is a puzzling result. This can be
explained by analysing the share of other vehicles compared to bicycles (bicycles represented only
about 2.39% in 2010 and 3.03% in 2015 of all traffic on regional roads), the underdeveloped cycling
infrastructure (most of the cycling infrastructure can be found in and around towns, and outside towns
cyclists mainly use the road) and a sense of vulnerability (the bicycle compared to other motor vehicles,
including trucks). As a consequence, cycling is still an unpopular means of transport.

4.4. Results of Analysis of the Supra-Local Revitalisation Programme of Cittaslow Towns for Its Cycling
Infrastructure Planning (First Programme from 2015, Individual Programmes 2016–2017, Second Programme
from 2019)

It was found that under the First Revitalisation Programme of Cittaslow Towns of 2015, cycling
infrastructure projects (both new and improved infrastructure) represented an important part of all
projects (including social and economic projects). Project were designed to increase physical activity
by encouraging the residents of the towns to cycle (in Barczewo, as an example). Social integration and
a better environment were important factors in all projects. What is more, some of the infrastructure
work was to be delivered by local entrepreneurs and job seekers or trainees (in Biskupiec, as an
example). Project objectives included protection of the environment, in particular the conservation
of wildlife (in Nowe Miasto Lubawskie, as an example) and CO2 reduction by giving up using cars
and changing the energy mix. In some cases, cycling infrastructure was to run through conservation
areas with plans to improve or reproduce historic roadways (in Bisztynek, as an example). Despite a
strong emphasis on cycling infrastructure in the programme objectives, the majority of cycle path
projects were designed as an addition to other activities such as public utility projects. While there
is nothing wrong with combining projects, this led to a shortening of cycling routes and increased
spending on non-cycling elements such as leisure infrastructure, parks and other uses. On the other
hand, the additional functions along the routes may attract more cyclists, including families who will
take rides to specific leisure sites.

The next conclusion from the analysis of cycling infrastructure projects is that there are no cycle
paths (in Barczewo, as an example) or they are fragmented. The majority of the towns only have
fragments of signed and prepared paths (with cycle lanes), but cycling, if any is done, happens on
pavements or on the road. This is associated with the risk of a collision and crashing into a pedestrian
or a car. Only some of the projects plan connections into existing routes or provision of good transport
links in the town. In addition, the links into suburbs or villages are poor or non-existent, which may be
a problem for the daily commutes by bicycle (a matter of safety), making the choice of bicycle as a
means of transport less likely (in Biskupiec, as an example). With no plans to build links into areas
outside the town, the original railway embankments remain an untapped potential for cycling (Nowe
Miasto Lubawskie was the only town to suggest that), see Table 4.

Only a small number of the projects are designed to offer the city bike and build bike stations and
cycle parking. Only three towns (Gołdap, Nowe Miasto Lubawskie, Olsztynek) have offered to do
this. This is quite important because big cities in Poland have bike systems and renting bikes is very
popular with both residents and tourists.

A key finding in the analysis of all the documents from the three periods (2015–2017, 2019) is
that there are no measures to prepare cycling infrastructure. While the Supra-Regional Revitalisation
Programme of Cittaslow Towns of 2015 included such projects, their number fell gradually in the
subsequent years. The programme of 2019 does not include such projects or it gives them little
importance. Although initially given priority, the projects are mere additions to other projects
(e.g., in Bisztynek, Lubawa, Nowe Miasto Lubawskie, Olsztynek). It is safe to say that cycling
infrastructure has been marginalised and previous plans will not be delivered at this stage. In the
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Second Programme (2019) only one of the cycle path projects was given priority (Górowo Iławeckie),
a few are supplementary and the majority are not even included in the Programme. Results of the
analysis are shown in Table 5.

Table 4. Connecting planned paths with other parts of the town and existing cycling paths (as planned
in the 2015 programme).

Town
Better Links to Other

Parts of the Town
Links into Existing Cycle Paths,

Including Supra-Local Paths

1 Barczewo Y N
2 Biskupiec Y N
3 Bisztynek Y -
4 Dobre Miasto Y N
5 Gołdap Y N
6 Górowo Iławeckie Y N
7 Lidzbark Warmiński - -
8 Lubawa Y N
9 Nidzica - -
10 Nowe Miasto Lubawskie Y N
11 Olsztynek Y N
12 Pasym - -

Y: yes, N: no, -: not applicable, no project/activity.

Table 5. Analysis of projects related to cycling infrastructure in Cittaslow cities (planned, for
implementation, not implemented).

Town Location
Objective Involving Cycling

Infrastructure *
MP/SP/NP

RPC **
MP/SP/NP

LRP ***
MP/SP/NP
RPC ****

1 Barczewo 2
Improve the pedestrian and
cycle path in the Old Town MP SP NP

Design of a pedestrian and
cycle path with infrastructure
along the river Pisa (2.5 km)

MP SP SP

2 Bartoszyce - - No data No data N

3 Biskupiec 4 Planning of new cycle path in 4
locations in the town MP No data SP (1 km

of path)

4 Bisztynek 1
Design of a cycling and

educational route in an area of
revitalisation, 4.2 km

MP NP NP

5 Dobre
Miasto 1

Design of pedestrian and cycle
paths along the river Łyna, 4.5

km (including pedestrian
walks)

No data No data NP

6 Działdowo - - No data No data NP

7 Gołdap 1 Build a well-lit cycle path and
implement city bike project SP NP NP

8 Górowo
Iław. 2

Build a pedestrian and cycle
path in the park

In the river Młynówka valley

SP
SP

NP
MP

NP
MP (0.7
km of
path)

9 Jeziorany - - No data No data NP
10 Lidzbark - Bike rental No data No data SP

11 Lidzbark
Wam.

None, in 2015 a section of a
cycling route was built, part of
the North East Poland cycling
route (measure not part of the

Programme)

NP NP NP

12 Lubawa 1

Build a pedestrian and cycle
path Zalew–Lipy, cycle path
3.05 km pedestrian and cycle

path 0.4 km

MP NP NP

294



Sustainability 2020, 12, 5049

Table 5. Cont.

Town Location
Objective Involving Cycling

Infrastructure *
MP/SP/NP

RPC **
MP/SP/NP

LRP ***
MP/SP/NP
RPC ****

13 Nidzica -
No planned cycle paths. The
city centre is to be closed for

motor traffic
NP NP NP

14 Nowe
Miasto Lub. 2

Build a cycle path on
post-railway site

Build a bike station (bike rental)

M
M

S
S

N
N

15 Olsztynek 1 Build a cycle path and buy
bikes M S N

16 Orneta - - No data No data N

17 Pasym -
No projects to build path

infrastructure, pedestrian paths
only

N N N

18 Reszel 1

Build pedestrian and cycle
paths in the city park, 1.5 km

long
Improve the quality of cycle

paths in the city centre

M
S

M
N

S
N

19 Ryn -
No projects to build cycle paths,
improving lakeside pedestrian

paths only
N N N

* including selected elements such as road infrastructure, bridges, car parks, stops, sport facilities, outdoor
gyms, playgrounds, city furniture, lighting, CCTV, information, education, therapeutic elements, roadside
vegetation, security; MP: Main project, SP: Supplementary Project, NP: no project; ** RPCT—Regional Revitalisation
Programme of Cittaslow Town (2015); *** LPCT—Local Revitalisation Programme of Cittaslow Town (2016–2017);
**** RPCT—Regional Revitalisation Programme of Cittaslow Towns (2019).

5. Guidelines and Recommendations for the Development of Cycling Infrastructure and for
Road Safety

5.1. Specific Guidelines Based on the Research

5.1.1. Guidelines for Cycling Policy

• Cooperation between administrative bodies and road authorities and other bodies responsible for
road infrastructure to develop guidelines for safe cycling infrastructure and cyclist safety on the
road. Formulate local guidelines for road authorities, for example by consulting city authorities.
Roads in Poland and in Warmia and Mazury are typically managed by a number of bodies which
creates problems with planning. Having local guidelines for safe infrastructure and cyclist safety
for each town would improve and accelerate the planning and construction of cycle paths as part
of all roads.

• Develop cycling policy strategies for Cittaslow towns to take account of their unique character
and demand for cycling infrastructure of people who commute between towns. The strategies
should be based on a diagnosis of the individual towns and analysis of local conditions. As an
example, the strategies of Braniewo, Bartoszyce and Gołdap and their suburban villages should
be related to the towns’ close proximity to the state border with the Kaliningrad Region (Russia).
This is because a cycle link must be ensured between these towns and the border crossing, the
workplace for many commuters. On the other hand, this opens up new opportunities for tourism.
The towns of Barczewo (and the areas outside it), Dobre Miasto and Olsztynek should focus their
strategies on providing links to jobs and services in the regions’ biggest towns (with the distance
as an important criterion).

• Develop and correlate other cycling infrastructure projects locally, regionally and nationally,
making sure that there is a general cycle path strategy rather than isolated solutions (this is a
common problem in Warmia and Mazury, especially in small towns, but the rest of Poland is no
different); a comprehensive approach is needed to include existing sections and add new ones.
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• Reinstate the original projects from the Supra-Local Revitalisation Programme of Cittaslow Towns
of 2015 and generate new cycling infrastructure projects by including them in the new programme.
Some of the priority actions would be to implement the city bike project in Gołdap, Lidzbark
and Nowe Miasto Lubawskie and develop similar projects in the other towns. Furthermore,
the pavement along the regional road in Dobre Miasto to be constructed in 2020 should be
correlated with a new cycle path. It is important to plan pavements and cycle paths at the same
time as opposed to planning pavements only.

5.1.2. Guidelines for Planning Infrastructure and Environmental Solutions

• Connect existing paths in the towns into a uniform transport system to include sections of
national, regional, county, municipal and local roads. This requires the cooperation of the Regional
Roads Authority and the General Directorate for National Roads and Motorways with town
mayors to ensure a joint effort and cost-sharing when building new or upgrading existing cycling
infrastructure. Decisions to link cycle paths should be based on local guidelines previously agreed
to between road authorities and city authorities. Joint implementation and cost-sharing may be
part of the guidelines.

• Plan and build new paths as dedicated roadside/street lanes (in and outside the town) and separate
them from pavements or crossings as a separate lane (especially in towns). It is clear that densely
developed parts of the towns under analysis cannot accommodate dedicated cycle paths. As a
result, the proposal is to convert one of the pavements into a cycle path like this: convert the
pavement on one side of the Łużycka street in Dobre Miasto and the Wojska Polskiego street in
Nowe Miasto Lubawskie into a cycle path.

• Connect cycle paths in the town and extend them into rural areas. This should be a priority
objective for all the towns under analysis.

• Plan for accompanying cycling infrastructure and path development through landscaping,
especially where public spaces are concerned such as parks, squares, plazas e.g., in Biskupiec,
Dobre Miasto, Lidzbark Warmiński, Gołdap, Bartoszyce.

5.1.3. Guidelines for Improving Safety and Accident Statistics

• Conduct detailed cycle traffic counts as separate from the General Traffic Count. Cycle traffic
counts should be conducted at least twice a year—at the beginning and end of the cycling
season; traffic should be studied off-season to understand whether cycling is a seasonal or
year-round activity.

• Monitor, analyse and improve road infrastructure in high risk sites for cycling. Analyse cyclist
accident databases, put up CCTV in accident sites and analyse the data collected to identify the
cause and develop solutions.

• Separate cycle paths clearly from other road users (especially from cars and pedestrians), primarily
in towns and outside of them. Apply physical barriers between cycle traffic and motor traffic such
as greenery or road barriers, separate pedestrians from cyclists by raising pavements in relation to
cycle paths or by separating the two surfaces.

5.2. General Recommendations

• Conduct an analysis of good practice from Cittaslow towns worldwide which have successfully
implemented and are running cycling infrastructure and safety projects. This solution can be
easily taken up in the form of joint initiatives between Polish Cittaslow towns and transport
and planning (which includes cycle path development) specialists from Cittaslow towns in,
for example, the Netherlands, Germany, the Nordic Cittaslow Network.
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• Correlate educational programmes on safety with the educational activities of schools, police,
municipal guards, public administration and all entities involved in transport, road traffic
and health.

• Joint activities to promote cycling as a means of transport for all Cittaslow towns using thematic
meetings and events for the communities. Promote active leisure for families with the bicycle as a
means of transport.

• Create a system to enable the free transport of bicycles by other means of transport over longer
distances. This includes rail transport to carry bicycles free of charge from Braniewo, Nidzica,
Olsztynek, Pasym, Barczewo to Olsztyn, the region’s biggest town. It also includes a proposal to
allow people to cycle from the town or village to a train station and then continue the trip by train
(a solution commonly used in the countries of Western Europe, not so much in Poland).

• Prepare specimens of materials for paths and path surfaces to follow the local character and
environmental requirements (e.g., paved or bituminous paths). Keep all types and colours of
surfaces the same in Cittaslow towns, ensuring a more intuitive cycling.

• Identify ways to use the potential of the environment in ensuring that cycling routes pass through
attractive countryside.

• Plan for green areas which are best run along paths with trees, shrubs and low growth. Using
low growth in dedicated sections in Bartoszyce and Lidzbark Warmiński to physically separate
bicycles from cars would replace road barriers which are not as aesthetic. A similar solution has
already been applied in Działdowo.

• Use distinct horizontal marking for cyclist crossings on main roads (preferably red marking),
primarily in non-built-up areas. Horizontal marking of the same colour as the cycle path (preferably
red) every time the path crosses the road.

• Use additional vertical marking in places where cyclists cross the road (including fluorescent
marking) to warn other road users.

• Where cyclist crossings cross minor roads, keep cyclist crossings away from the main road and run
them perpendicularly to the minor road, “deflecting” the cycling route before the cycle crossing.

• Use elements of traffic calming, especially in the town centre and areas of heavy motor traffic.
To get motorists to slow, use raised cycle crossings and narrower cross-sections by designating
cycle paths that are made distinct from the road by separators and colour (red).

• Use contraflow lanes physically separated from the road as separate cycle lanes to allow cyclists
to ride “against the flow” in towns in specific areas.

6. Conclusions

The article addresses the topic of cycling infrastructure to be introduced in Cittaslow towns
in the region of Warmia and Mazury, in line with Cittaslow statutes and strategies which focus on
the environment and community issues. It also aims to analyse the share of cycling as a means of
transport in towns which are members of this organisation and in other small towns across Poland.
There are no previous publications related to this topic. The authors have analysed transport space
and its use in the context of availability and road safety and in relation to the projects included in
revitalisation programmes.

It was established in the research that cycle paths in the Cittaslow towns only have a limited
presence on national and regional roads. The existing cycling infrastructure is not adequately developed.
Existing cycle paths are not connected with one another, the routes are incomplete and cycling on the
road is difficult and dangerous.

The results of the analyses in this work have led us to the following conclusions. As regards the
number of bicycles, it is important to study cycle traffic in more detail. As well as conducting general
traffic counts every five years, more frequent counts should be carried out to measure cycle traffic
specifically and how it relates to other road users. This will help to analyse the needs of cycle traffic
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and cycling infrastructure and to understand the safety of cyclists and other road users. As we can see
from analysis of cycling infrastructure, cycling increases where new cycle paths and roads have been
built, i.e., usually in urban areas. The results of infrastructure analysis in this work show that while
cycle paths across Poland are growing in number (although not so much in Cittaslow towns), rural
and out-of-town infrastructure is scarce which translates into very little cycle traffic. In the case of the
analysed Cittaslow suburban areas, potential cyclists probably do not feel safe there. Please note that
the problem of feeling that cycling on the road is unsafe is not confined to Poland only. The work gives
examples from other countries which suggest a similar problem. Given the characteristics of Cittaslow
towns defined in the organisation’s programme, i.e., safety and better living standards, it is clear that
unless the cycling infrastructure is improved in the towns and outside them, these assumptions will
not be met fully.

The results of cyclist accident analysis on the roads we have studied show that there are not many
accidents involving cyclists. While this may be viewed as a positive result, it may not in fact be the case
when we consider the low share of cycling in overall traffic, the underdeveloped cycling infrastructure
and the resulting sense of feeling unsafe when cycling outside of dedicated cycling infrastructure.

To make the picture complete, there needs to be an adequate plan for cycling infrastructure
development and a determined effort to deliver that plan. It is clear from the analysis of the
Revitalisation Programme of Cittaslow Towns regarding cycling infrastructure, that in 2019 cycling
projects were made secondary despite the priority they were given in the 2015 programmes which
aimed to promote cycling as a way to increase levels of physical activity, improve the environment,
protect nature and reduce CO2 emissions. The article has demonstrated that there is a close relation
between abandoning plans to improve and build more cycle paths and cyclist safety, especially on
rural roads.

It is claimed in the article that bicycles should be used as a basic and everyday means of transport,
especially by residents of suburban areas and not just for tourism.
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Abstract: The article addresses the problem of selected technical infrastructure elements (e.g., water
supply, sewage, gas networks) in municipalities territorially connected with Polish national parks.
Therefore, the research refers to the specific areas: both naturally valuable and attractive in terms
of tourism. The time range of the research covers the years 2003–2018. The studied networks were
characterized based on the statistical analysis using linear ordering methods; synthetic measures of
development were applied. It allowed the ranking construction of the examined municipalities in
terms of the development level of water supply, sewage, and gas networks. The results show that the
period 2003–2018 was characterized by a development of the analyzed networks in the vast majority
of municipalities. Thus, the level of anthropopressure caused by the presence of local community
and tourists in municipalities showed a decline. It is worth emphasizing that the infrastructure
investments are carried out comprehensively. Favoring investments in the development of any of the
abovementioned networks was not observed.

Keywords: local development; municipalities; nature protection; national park; technical infrastructure

1. Introduction

National parks represent a widely recognized spatial forms of nature conservation, which cover
valuable natural areas [1]. There are 23 of national parks in Poland and their total area is only
315 thousand ha (1% of the country area). However, the values they offer make them interesting
not only for the nature specific reasons but also in terms of the development of economic, local,
and regional systems.

The pursuit of preserving natural heritage, combined with the physical functioning of human
beings in space—and bearing in mind that protected areas are not the closed ones—requires appropriate
technical infrastructure, which also minimizes the effects of anthropopressure in both the protected and
the adjacent urbanized areas. It is all the more important that, apart from the local residents, tourists
take advantage of the described spaces. Anthropopressure is the environmental effects of using natural
resources to meet people’s needs [2] and results from the impact exerted by both the local community
and its visitors. It should be emphasized that the function of tourists in individual municipalities
territorially connected with national parks has a different intensity [3] and in the case of parks it has to
result from the nature conservation function [4]. It is important to keep in mind that the value streams
between the protected area and its surroundings are subject to an ongoing exchange process [5], hence
the quality of the broadly approached municipal technical infrastructure has a huge impact on national
parks. The fact that nature does not respect administrative boundaries is reflected in Polish legislation.
In order to improve the conditions for the protection of fauna, national parks are surrounded by buffer
zones within which wild game protection zones are created. Although buffer zones are created by
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way of regulation issued by the minister competent for the environment, the protection of wild game
remains within the responsibility of the director of a given national park [4].

Technical infrastructure consists of many elements (see Section 2). Its basic components have
direct impact on reducing environmental pressure and ensure the sanitary safety of its users include the
water supply and sewage network. The gas network allows apartment heating to be free from pollution,
as the effect of solid fuel combustion is supplementary. Therefore, the long-term characteristics of
technical infrastructure aimed at environmental protection (e.g., sewage, water supply networks) and
gas network were adopted as the research purpose.

The following research hypothesis was adopted: “In the municipalities territorially connected
with national parks, the pursuit towards reducing anthropopressure through the development of water
supply, sewage, and gas networks is observed”.

The applied statistical methods are described in detail in the methodological notes. It should,
however, be noted that the authors decided to apply synthetic development measures (SDMs). These
measures allow for the construction of rankings of the analyzed objects (municipalities) and also the
performance of subsequent comparative analyzes. The choice of SDMs resulted from a long tradition
of their application and high usability level [6–12].

The research was carried out in the period of 2003–2018 and was based on the data provided by
Statistics Poland: Local Date Bank (for details, see methodological notes). The research period derives
from the statistical data availability.

2. Infrastructure: The Context of Attractive Protected Areas in Terms of Tourism

The concept of technical infrastructure is quite extensive. Traditionally, it covers transport,
communication, power engineering, irrigation, drainage, water supply, sewage, telecommunication,
and other devices [13,14]. Following the new approach, it also covers the so-called green infrastructure
relevant for the adaptation to climate change [15,16]. For the purposes of environment protection,
water supply, sewage, and gas networks are still perceived as luxuries in developing countries. Broadly
defined technical infrastructure not only provides comfort and safety to people, but it also aims at
minimizing anthropopressure, especially in naturally valuable areas, and its design should remain as
neutral in terms of the landscape as possible [17,18].

In Polish conditions, infrastructure investments are within the public sector domain; their
significant part is implemented directly by the municipalities [19,20]. The majority of Polish national
parks are territorially connected with rural municipalities. Hence, it is worth emphasizing that in rural
areas the characteristic feature of the discussed investments is the requirement of cooperation involving
local authorities and socio-occupational organizations of farmers, individual farmers, advisory services,
and local government administration [21].

An important nuance of the research on technical infrastructure is the fact that some national
parks and also the municipalities connected with them represent popular tourist destinations, and are
thus affected by the phenomenon of mass tourism [22–24] and the related problems characteristic for
Poland’s most popular places [25]. A growing interest in both education and tourism in national parks
has been observed for several years. It is extremely important that in the context of the World Tourism
Organization (UNWTO) reports, it is indicated that there is an ongoing increase in tourism-oriented
activity and, thus, tourism has become the foundation of local development [26]. A growing number
of people that visit a given space automatically translates into a higher burden on infrastructure and
demand for resources. The problem of water supply and sewage network efficiency and the available
drinking water resources is of the utmost importance. At this point it is worth highlighting that Poland
is a very poor country in terms of water [27,28].

3. Methodological Remarks

The research was initiated with a library query. Due to the fact that the term “technical
infrastructure” is complex and covers many elements of the conducted research, it was limited
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to the selected aspects as the most important for environment protection, i.e., water supply, sewage,
and gas networks.

During our research, statistical tools were used that allowed us to obtain results useful for
presenting conclusions and recommendations. It was decided to apply analytical methods, including
the linear ordering method—i.e, synthetic development measures (SDMs). It was adopted that the
analyzed municipalities form one set of 117 objects. SDM was developed in three examined areas: the
water supply network (SDMwater), the sewage network (SDMsewage), and the gas network (SDMgas).

It should be emphasized that not all municipalities reported the existence of the analyzed
infrastructure elements. The following three municipalities reported no sewage network: Giby,
Krasnopol, and Kobylin-Borzymy. As many as 17 municipalities reported no gas network: Sosnowica,
Stary Brus, Urszulin, Kamienica, Szczawnica, Zawoja, Lutowiska, Bargłów Kościelny, Lipsk, Grajewo,
Radziłów, Jedwabne, Wizna, Giby, Krasnopol, Nowy Dwór, and Szczawnica. To maintain SDM
comparability in the abovementioned cases, the data were supplemented with zero values. These
municipalities were finally assigned the last, equivalent position.

The identification of municipalities territorially connected with national parks was the first step
of the conducted research procedure.

The construction of SDM started with determining variables for all three measures. Next, the
variables were unified for the entire period simultaneously, i.e., for the years 2003–2018. Using the
standardized sum method, SDM was developed with a weight system (a common development pattern
was adopted for the entire analyzed period). It allowed us to determine in each analyzed year the
ranking positions of municipalities developed for individual SDMs and to compare the changes in
terms of the positions taken by the municipalities in these rankings.

The following indicators were defined for the purposes of determining SDMwater:

• accessibility index of social water supply network (DSwater)

DSwater =
length o f water supply distribution network in km

number o f municipality residents
(1)

• adjusted accessibility index of social water supply network (SDSwater)

SDSwater =
length o f water sypply distribution network in km

number o f municipality residents + (number o f tourists using accommodation : 365)
(2)

• accessibility index of spatial water supply network (DPwater)

DPwater =
length o f water supply distribution network in km

municipality area in km2
(3)

• index of population using water supply network (Lwater)

Lwater =
number o f people using water supply network

number o f municipality residents
∗ 100 (4)

To determine SDMsewage the following indicators were defined:

• accessibility index of social sewage network (DSsewage)

DSsewage =
length o f sewage network in km

number o f municipality residents
(5)

• adjusted accessibility index of social sewage network (SDSsewage)

SDSsewage =
length o f sewage network in km

number o f municipality residents + (number o f tourists using accommodation : 365)
(6)
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• accessibility index of spatial sewage network (DPsewage)

DPsewage =
length o f sewage network in km

municipality area in km2
(7)

• index of population using sewage network (Lsewage)

Lsewage =
number o f people using sewage network

number o f municipality residents
∗ 100 (8)

It should be clarified that the calculation of the adjusted SDSwater and SDSsewage indexes was
intended to capture both water supply and sewage networks’ usage by tourists. The authors are aware
of the imperfections inherent in the proposed measures, as they do not cover seasonal fluctuations
or hikers (i.e., people not using accommodation) [29], but the availability of statistical data and the
simultaneous striving to maintain comparability of the research results for all 117 municipalities did
not allow for a different construction. Statistics Poland provides the total number of tourists for the
entire year. Dividing this value by 365 days allowed us to obtain the average number of tourists each
day of the year. The number of residents, according to the Statistics Poland data, is constant for all
days of the year. Therefore, adding these values allows showing the adjusted number of people using
the networks under study and, hence, presenting the synthetic measure of social accessibility of the
analyzed networks.

To determine SDMgas the following indicators were defined:

• index of population using gas network (Lgas)

Lgas =
number o f people using gas network

number o f municipality residents
∗ 100 (9)

• index of population heating the apartment with gas (Ogas)

Ogas =
number o f people heating the apartment with gas

number o f municipality residents
∗ 100 (10)

Due to the fact that Statistics Poland only provides data regarding the length of the functioning
gas network for the years 2003–2006, the calculation of analogical indicators, as in the case of the
previous two SDMs, was not possible. The data on the population heating their apartments with gas
also needed to be supplemented. Statistics Poland presents data only for the period 2005–2018, so the
data covering the years 2003–2004 were adopted at the level of the data for 2005.

For all three SDMs, the Statistics Poland [30] data were used to calculate the listed indicators.
All of them were considered stimulants without veto threshold, which means that the municipalities
that presented high values of the aforementioned indicators were assessed as the units with the
highest-ranking positions.

Unitarization procedure was performed after determining indicators for each SDM [31].
The unitarization covering values of the features adopted for the study was carried out according to
the following formula:

Zjit =
Xjit −minXjit

maxXjit −minXjit
(11)

notes:

x: feature value
j: j variable, where j = (1, . . . , p)
i: object (municipality), where I = (1, . . . , N),
N for each SDM = 117
T: time (year), where t = (2003, 2004, . . . , 2018)
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Unitarization resulted in obtaining values in the range [0,1]. There was no need to harmonize
variables’ character (preference function) as they were all stimulants in each SDM. SDM was calculated
using the standardized sum method [32]. The value of SDM for the analyzed municipalities was
calculated using Equation (12):

SDMit =
1
p

p∑
j=1

zijt(i = 1, . . . , N)(t = 2003, . . . , 2018) (12)

notes:

SDM: value of the non-model synthetic measure in an object (municipality) and
p: number of features.

For all four SDMs presented above, the highest value is equivalent to the most favorable situation.
In the final phase, ranking positions were assigned to the analyzed municipalities and comparisons
were made regarding the position determined by the analyzed SDMs.

It should be emphasized that for the purposes of the presented data readability, the tables present
data for the selected years, i.e., 2003 and 2018 (the first and the last year of the study).

4. Level and Transformations of the Selected Technical Infrastructure Elements in the
Municipalities Territorially Connected with National Parks

The analysis of the studied areas’ location allows stating that national parks include coastal, lake,
lowland, upland, and mountain areas (see Figure 1).

 

Figure 1. The location of Polish national parks and their buffer zones against the background of the
administrative division of the country (voivodship level). Legend: Buffer zone: the area in which
protection zones for wild game are created. 1. Babia Góra National Park, 2. Białowieża National Park,
3. Biebrza National Park, 4. Bieszczady National Park, 5. Drawno National Park, 6. Gorce National
Park, 7. Kampinos National Park, 8. Karkonosze National Park, 9. Magura National Park, 10. Narew
National Park, 11. Ojców National Park, 12. Bory Tucholskie National Park, 13. Stolowe Mountains
National Park, 14. Warta Mouth National Park, 15. Pieniny National Park, 16. Polesie National Park,
17. Roztocze National Park, 18. Słowiński National Park, 19. Świętokrzyski National Park, 20. Tatra
National Park, 21. Wielkopolska National Park, 22. Wigry National Park, and 23. Wolin National Park.

The administrative division in Poland identifies municipalities, districts, and voivodships.
Voivodships correspond to the second level of geocoding in the European Union, the so-called
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Nomenclature of Territorial Units for Statistics (NUTS). Due to their importance for the correct
identification of the detailed location of individual national parks, the boundaries of NUTS 2 are
presented in Figure 1.

The identification of municipalities territorially connected with Polish national parks is presented
in the table below (Table 1). It should be emphasized that national parks are territorially connected
with as many as 117 municipalities (11 of them have the status of an urban municipality, 31 the status
of an urban-rural municipality, and 75 the status of a rural municipality).

Table 1. Municipalities territorially connected with national parks in Poland.

Municipalities Territorially Connected
No. National Park

Municipality No. of Municipalities

1 Babia Góra Jabłonka (2), Lipnica Wielka (2), Zawoja (2) 3

2 Białowieża Białowieża (2), Narewka (2) 2

3 Biebrza

Bargłów Kościelny (2), Dąbrowa Białostocka (3), Goniądz (3),
Grajewo (2), Jaświły (2), Jedwabne (3), Lipsk (3), Nowy Dwór (2),

Radziłów (2), Rajgród (3), Suchowola (3), Sztabin (2),
Trzcianne (2), Wizna (2)

14

4 Bieszczady Cisna (2), Czarna (2), Lutowiska (2), Ustrzyki Dolne (3) 4

5 Tuchola Forest Brusy (3), Chojnice (2) 2

6 Drawno Bierzwnik (2), Człopa (3), Dobiegniew (3), Drawno (3), Krzyż
Wielkopolski (3), Tuczno (3) 6

7 Gorce Kamienica (2), Mszana Dolna (2), Niedźwiedź (2), Nowy Targ (2),
Ochotnica Dolna (2) 5

8 Stołowe Mountains Kudowa-Zdrój (1), Lewin Kłodzki (2), Radków (3), Szczytna (3) 4

9 Kampinos Brochów (2), Czosnów (2), Izabelin (2), Kampinos (2), Leoncin (2),
Leszno (2), Łomianki (3), Stare Babice (2) 8

10 Karkonosze Jelenia Góra (1), Karpacz (1), Kowary (1), Piechowice (1),
Podgórzyn (2), Szklarska Poręba (1) 6

11 Magura Dębowiec (2), Dukla (3), Krempna (2), Lipinki (2), Nowy Żmigród
(2), Osiek Jasielski (2), Sękowa (2)

7

12 Narew Choroszcz (3), Kobylin-Borzymy (2), Łapy (3), Sokoły (2), Suraż
(3), Turośń Kościelna (2), Tykocin (3) 7

13 Ojców Jerzmanowice-Przeginia (2), Skała (3), Sułoszowa (2),
Wielka Wieś (2) 4

14 Pieniny Czorsztyn (2), Krościenko nad Dunajcem (2), Łapsze Niżne (2),
Szczawnica (3) 4

15 Polesie Hańsk (2), Ludwin (2), Sosnowica (2), Stary Brus (2), Urszulin (2),
Wierzbica (2) 6

16 Roztocze Adamów (2), Józefów (3), Zamość (2), Zwierzyniec (3) 4

17 Słowiński Główczyce (2), Łeba (1), Smołdzino (2), Ustka (2), Wicko (2) 5

18 Świętokrzyski
Bieliny (2), Bodzentyn (3), Górno (2), Łączna (2), Masłów (2),

Nowa Słupia (2) 6

19 Tatra Bukowina Tatrzańska (2), Kościelisko (2), Poronin (2),
Zakopane (1) 4

20 Warta Mouth Górzyca (2), Kostrzyn nad Odrą (1), Słońsk (2), Witnica (3) 4

21 Wielkopolska Dopiewo (2), Komorniki (2), Mosina (3), Puszczykowo (1),
Stęszew (3) 5

22 Wigry Giby (2), Krasnopol (2), Nowinka (2), Suwałki (2) 4

23 Wolin Międzyzdroje (3), Świnoujście (1), Wolin (3) 3

Sum 117

Legend: (1) urban municipality, (2), rural municipality, and (3) urban-rural municipality.
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As it has been indicated in methodological notes, SDMs were used to describe the analyzed
elements of technical infrastructure. The research results for the first and the last year of the study are
presented in the table below (Table 2).

Table 2. Synthetic development measures (SDMs) of water supply, sewage, and gas network for the
municipalities territorially connected with national parks. Data covers the years 2003 and 2018.

Water Supply Network Sewage Network Gas Network

2003 2018 2003 2018 2003 2018Municipality Name

SDM L SDM L SDM L SDM L SDM L SDM L

Adamów (2) 0.1533 101 0.2779 90 0.0019 110 0.0069 114 0.0497 45 0.1518 42
Bargłów Kościelny (2) 0.7158 1 0.7719 1 0.0511 91 0.0552 111 0.0000 62 0.0000 73

Białowieża (2) 0.3421 53 0.3891 64 0.2672 10 0.4331 12 0.0000 62 0.0140 61
Bieliny (2) 0.2542 76 0.5088 26 0.0817 71 0.3012 44 0.0000 62 0.0198 58

Bierzwnik (2) 0.3653 42 0.3806 69 0.0136 103 0.2781 51 0.0000 62 0.0000 73
Bodzentyn (3) 0.3586 47 0.4461 43 0.0547 89 0.2633 58 0.0000 62 0.0000 73
Brochów (2) 0.3383 57 0.4266 51 0.0878 64 0.2042 75 0.0008 58 0.0204 57

Brusy (3) 0.3506 50 0.4145 56 0.1667 34 0.3389 29 0.0003 61 0.0003 72
Bukowina Tatrzańska (2) 0.1469 102 0.1419 109 0.0833 68 0.2162 72 0.0000 62 0.0004 70

Chojnice (2) 0.5153 7 0.5011 27 0.2461 13 0.3087 39 0.0000 62 0.0775 49
Choroszcz (3) 0.3849 35 0.3991 61 0.1204 52 0.1874 79 0.0175 49 0.0761 50

Cisna (2) 0.0975 112 0.2115 105 0.1278 46 0.2688 56 0.0000 62 0.0000 73
Czarna (2) 0.1618 98 0.2450 97 0.0472 92 0.0822 108 0.0285 48 0.0265 55
Człopa (3) 0.3067 67 0.3766 71 0.1657 35 0.2346 63 0.0000 62 0.0000 73

Czorsztyn (2) 0.2332 81 0.2570 94 0.3132 3 0.3891 18 0.0000 62 0.0000 73
Czosnów (2) 0.1816 93 0.4747 33 0.0444 94 0.3638 24 0.4539 20 0.5986 11

Dąbrowa Białostocka (3) 0.4265 25 0.5338 20 0.1286 45 0.1457 92 0.0000 62 0.0000 73
Dębowiec (2) 0.1750 95 0.2490 95 0.0243 101 0.2089 74 0.5666 9 0.5481 16

Dobiegniew (3) 0.3147 65 0.4100 59 0.2320 17 0.3650 23 0.0000 62 0.0000 73
Dopiewo (2) 0.4325 22 0.4275 50 0.1272 47 0.4025 14 0.2802 30 0.8027 6
Drawno (3) 0.2603 75 0.3695 74 0.1842 25 0.2481 61 0.0876 42 0.1819 41
Dukla (3) 0.2151 86 0.2676 92 0.0792 73 0.2258 68 0.5286 11 0.5271 18
Giby (2) 0.4419 20 0.4871 31 0.0000 112 0.0000 115 0.0000 62 0.0000 73

Główczyce (2) 0.2927 71 0.2997 89 0.1238 49 0.2138 73 0.0000 62 0.0000 73
Goniądz (3) 0.3385 56 0.3705 72 0.0713 78 0.1255 98 0.0000 62 0.0000 73
Górno (2) 0.3789 37 0.4424 44 0.0107 105 0.2654 57 0.0000 62 0.0016 68

Górzyca (2) 0.3748 41 0.3914 63 0.1932 23 0.3666 22 0.0312 47 0.1375 43
Grajewo (2) 0.3776 38 0.6573 5 0.0078 106 0.0073 113 0.0000 62 0.0000 73
Hańsk (2) 0.2707 74 0.4482 42 0.1755 30 0.1649 85 0.0000 62 0.0053 63

Izabelin (2) 0.1893 91 0.3816 68 0.0025 109 0.3375 30 0.8488 3 0.8487 5
Jabłonka (2) 0.3598 45 0.2315 103 0.2114 19 0.5479 5 0.0000 62 0.0000 73
Jaświły (2) 0.4459 19 0.5930 12 0.0691 79 0.1788 83 0.0000 62 0.0000 73

Jedwabne (3) 0.1624 97 0.3310 83 0.0576 86 0.0788 109 0.0000 62 0.0000 73
Jelenia Góra (1) 0.3936 32 0.4846 32 0.3097 4 0.4002 17 0.5540 10 0.5291 17

Jerzmanowice-Przeginia (2) 0.4577 17 0.4903 30 0.0000 112 0.1449 93 0.4597 18 0.5797 12
Józefów (3) 0.3432 52 0.3880 65 0.0227 102 0.1415 95 0.2092 33 0.3169 33

Kamienica (2) 0.1584 99 0.2351 100 0.0898 62 0.3249 32 0.0000 62 0.0000 73
Kampinos (2) 0.5493 3 0.6108 10 0.0827 69 0.2225 70 0.0005 60 0.0191 59
Karpacz (1) 0.3513 49 0.3777 70 0.2203 18 0.5094 7 0.5924 6 0.6000 10

Kobylin-Borzymy (2) 0.5315 5 0.5678 15 0.0000 112 0.0000 115 0.0000 62 0.0000 73
Komorniki (2) 0.4306 23 0.4408 46 0.1841 26 0.3736 20 0.4629 17 0.9347 2

Kostrzyn nad Odrą (1) 0.3216 64 0.3608 78 0.2807 8 0.3030 43 0.5828 7 0.6777 8
Kościelisko (2) 0.1555 100 0.3235 84 0.1806 27 0.2773 52 0.0000 62 0.0004 71

Kowary (1) 0.3234 62 0.3506 80 0.2405 15 0.3111 38 0.5197 12 0.4977 21
Krasnopol (2) 0.2005 89 0.4190 54 0.0000 112 0.0000 115 0.0000 62 0.0000 73
Krempna (2) 0.2295 82 0.2329 101 0.0114 104 0.1885 78 0.0010 57 0.0000 73

Krościenko nad Dunajcem (2) 0.2029 88 0.2416 98 0.1635 37 0.2835 46 0.0000 62 0.0000 73
Krzyż Wielkopolski (3) 0.3487 51 0.4379 47 0.1945 21 0.2433 62 0.0000 62 0.0000 73

Kudowa-Zdrój (1) 0.3059 68 0.3499 81 0.2875 7 0.3197 35 0.4704 16 0.4437 26
Leoncin (2) 0.1199 108 0.3126 87 0.0617 83 0.1178 103 0.0007 59 0.0000 73
Leszno (2) 0.3768 39 0.4205 53 0.0967 60 0.1281 97 0.2855 29 0.3793 31

Lewin Kłodzki (2) 0.2188 84 0.2453 96 0.1736 31 0.3432 27 0.3587 24 0.3167 34
Lipinki (2) 0.0000 117 0.0097 116 0.1485 41 0.4353 11 0.4592 19 0.5662 14

Lipnica Wielka (2) 0.0234 115 0.0000 117 0.1759 29 0.5095 6 0.0000 62 0.0013 69
Lipsk (3) 0.1728 96 0.5606 16 0.1074 55 0.1224 101 0.0000 62 0.0000 73

Ludwin (2) 0.4960 10 0.5926 13 0.0886 63 0.1811 81 0.0526 44 0.1262 45
Lutowiska (2) 0.2061 87 0.1972 106 0.1939 22 0.3167 36 0.0000 62 0.0000 73
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Table 2. Cont.

Water Supply Network Sewage Network Gas Network

2003 2018 2003 2018 2003 2018Municipality Name

SDM L SDM L SDM L SDM L SDM L SDM L

Łapsze Niżne (2) 0.1009 111 0.1244 110 0.3000 5 0.3112 37 0.0000 62 0.0000 73
Łapy (3) 0.3404 55 0.3624 77 0.2627 11 0.3353 31 0.0110 51 0.0589 53

Łączna (2) 0.3857 34 0.4422 45 0.0062 107 0.1893 77 0.0081 53 0.0215 56
Łeba (1) 0.4872 11 0.5336 21 0.3757 2 0.4014 16 0.0000 62 0.0848 47

Łomianki (3) 0.1271 107 0.4738 34 0.1200 53 0.3629 25 0.9253 2 0.9368 1
Masłów (2) 0.2253 83 0.3834 67 0.0389 96 0.3040 42 0.0046 54 0.0632 52

Międzyzdroje (3) 0.2942 70 0.3082 88 0.2588 12 0.3243 33 0.3557 25 0.6014 9
Mosina (3) 0.3338 58 0.3634 75 0.0844 67 0.3080 40 0.1841 36 0.5079 20

Mszana Dolna (2) 0.0805 113 0.0764 114 0.0572 87 0.2700 55 0.3626 23 0.3882 28
Narewka (2) 0.4584 16 0.6556 6 0.1656 36 0.3800 19 0.0000 62 0.0051 64

Niedźwiedź (2) 0.1149 109 0.2129 104 0.0000 112 0.1810 82 0.3293 26 0.4262 27
Nowa Słupia (2) 0.2453 79 0.4715 35 0.0629 82 0.1997 76 0.0000 62 0.0056 62

Nowinka (2) 0.3410 54 0.6930 3 0.0290 100 0.6646 1 0.0000 62 0.0000 73
Nowy Dwór (2) 0.5759 2 0.7458 2 0.1214 51 0.1237 99 0.0000 62 0.0000 73
Nowy Targ (2) 0.1810 94 0.1240 111 0.0870 65 0.2318 65 0.0460 46 0.0806 48

Nowy Żmigród (2) 0.1295 105 0.0879 113 0.0032 108 0.2825 47 0.4476 21 0.4858 24
Ochotnica Dolna (2) 0.0102 116 0.0122 115 0.0538 90 0.4214 13 0.0000 62 0.0000 73

Osiek Jasielski (2) 0.1315 104 0.1572 108 0.0014 111 0.2242 69 0.5168 13 0.5643 15
Piechowice (1) 0.3963 30 0.3632 76 0.1769 28 0.2293 67 0.4945 15 0.4747 25
Podgórzyn (2) 0.3589 46 0.4253 52 0.1033 58 0.4627 10 0.2563 32 0.2969 36

Poronin (2) 0.2425 80 0.2679 91 0.2443 14 0.2848 45 0.0142 50 0.0142 60
Puszczykowo (1) 0.4567 18 0.5361 18 0.1234 50 0.5900 2 0.6116 5 0.7240 7

Radków (3) 0.3308 60 0.3699 73 0.0852 66 0.2804 50 0.1281 38 0.1218 46
Radziłów (2) 0.3948 31 0.4922 29 0.0726 77 0.1553 89 0.0000 62 0.0000 73
Rajgród (3) 0.1281 106 0.4939 28 0.0734 75 0.1090 105 0.0000 62 0.0000 73
Sękowa (2) 0.1416 103 0.2316 102 0.1672 33 0.2815 49 0.2950 28 0.3694 32

Skała (3) 0.4269 24 0.4599 38 0.1271 48 0.3614 26 0.3098 27 0.4947 22
Słońsk (2) 0.4048 28 0.4489 40 0.2321 16 0.2494 60 0.0086 52 0.0532 54

Smołdzino (2) 0.3650 43 0.4681 37 0.0462 93 0.1579 87 0.0000 62 0.0000 73
Sokoły (2) 0.4704 14 0.5220 23 0.1048 56 0.1560 88 0.0027 56 0.0029 67

Sosnowica (2) 0.3296 61 0.4485 41 0.1479 42 0.1587 86 0.0000 62 0.0000 73
Stare Babice (2) 0.3901 33 0.5397 17 0.1604 39 0.4865 8 0.9378 1 0.9033 3
Stary Brus (2) 0.5380 4 0.6060 11 0.0783 74 0.0823 107 0.0000 62 0.0000 73

Stęszew (3) 0.3749 40 0.4130 57 0.1034 57 0.3396 28 0.3719 22 0.5795 13
Suchowola (3) 0.5263 6 0.6893 4 0.0920 61 0.1437 94 0.0000 62 0.0000 73
Sułoszowa (2) 0.5002 9 0.5284 22 0.0000 112 0.4681 9 0.1622 37 0.2711 37

Suraż (3) 0.4802 13 0.5090 25 0.1710 32 0.2221 71 0.0000 62 0.0000 73
Suwałki (2) 0.4384 21 0.6501 7 0.0378 97 0.2772 53 0.0000 62 0.0000 73

Szczawnica (3) 0.1929 90 0.2607 93 0.1539 40 0.3216 34 0.0000 62 0.0000 73
Szczytna (3) 0.3329 59 0.3192 85 0.1336 44 0.1220 102 0.2062 34 0.2085 39

Szklarska Poręba (1) 0.3806 36 0.4121 58 0.1895 24 0.3672 21 0.5036 14 0.5105 19
Sztabin (2) 0.4809 12 0.6429 8 0.0555 88 0.0763 110 0.0000 62 0.0000 73

Świnoujście (1) 0.2911 72 0.3162 86 0.2730 9 0.3078 41 0.5811 8 0.4867 23
Trzcianne (2) 0.3109 66 0.4315 49 0.0596 85 0.1547 90 0.0000 62 0.0000 73

Tuczno (3) 0.3543 48 0.3851 66 0.2111 20 0.2749 54 0.0000 62 0.0000 73
Turośń Kościelna (2) 0.5130 8 0.5119 24 0.1114 54 0.2304 66 0.1153 39 0.2604 38

Tykocin (3) 0.3643 44 0.4365 48 0.0682 80 0.0828 106 0.0000 62 0.0000 73
Urszulin (2) 0.4039 29 0.6118 9 0.0442 95 0.2824 48 0.0000 62 0.0000 73

Ustka (2) 0.4648 15 0.5361 19 0.4554 1 0.5753 4 0.0000 62 0.0682 51
Ustrzyki Dolne (3) 0.2171 85 0.2399 99 0.1357 43 0.1492 91 0.0030 55 0.0039 66

Wicko (2) 0.2752 73 0.3979 62 0.1020 59 0.1346 96 0.0000 62 0.0050 65
Wielka Wieś (2) 0.4222 27 0.4711 36 0.0652 81 0.5776 3 0.7242 4 0.8895 4

Wierzbica (2) 0.1850 92 0.5700 14 0.0822 70 0.1673 84 0.0000 62 0.0000 73
Witnica (3) 0.2537 77 0.3339 82 0.0816 72 0.2320 64 0.2735 31 0.3872 30
Wizna (2) 0.2462 78 0.4164 55 0.0734 76 0.1229 100 0.0000 62 0.0000 73
Wolin (3) 0.2963 69 0.4079 60 0.1625 38 0.1844 80 0.1123 40 0.1831 40

Zakopane (1) 0.3233 63 0.3508 79 0.2885 6 0.4023 15 0.0622 43 0.1347 44
Zamość (2) 0.1088 110 0.1902 107 0.0336 98 0.1150 104 0.1873 35 0.3877 29
Zawoja (2) 0.0751 114 0.1021 112 0.0309 99 0.0496 112 0.0000 62 0.0000 73

Zwierzyniec (3) 0.4252 26 0.4567 39 0.0605 84 0.2598 59 0.0898 41 0.3074 35

Notes: (1) urban municipality, (2) rural municipality, and (3) urban-rural municipality; SDM—synthetic development
measure value; L—position based on SDM positions from 1 to 10 are marked in gray, indicating the highest level of
development regarding the studied phenomenon among the analyzed municipalities.
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The municipalities ranked among the top 10 in the analyzed period, based on the rankings taking
into account the values of three SDMs, are presented in the table below (Table 3).

Table 3. Ranking leaders SDMwater SDMsewage and SDMgas in the years 2003–2018.

SDMwater SDMsewage SDMgas

Bargłów Kościelny (entire period)
Chojnice (2003–2004)

Grajewo (2004; 2014–2018)
Jaświły (2005–2010)

Kampinos (2003–2012; 2018)
Kobylin-Borzymy (2003–2010)

Ludwin (2003–2013)
Narewka (2013–2018)
Nowinka (2011–2018)

Nowy Dwór (entire period)
Stary Brus (2003–2017)

Suchowola (entire period)
Sułoszowa 2003

Suwałki (2005–2018)
Sztabin 2005–2018)

Turośń Kościelna (2003–2004)
Urszulin (2011–2018)

Białowieża (2003; 2011–2014)
Czorsztyn (2003–2012)

Dobiegniew (2006–2008)
Jabłonka (2010–2018)

Jelenia Góra (2003–2010; 2013)
Karpacz (2014–2018)

Kostrzyn nad Odrą (2003–2006)
Kowary (2009–2011)

Kudowa Zdrój (2003–2004)
Lipinki (2015)

Lipnica Wielka (2013–2018)
Łapsze Niżne (2003–2005)

Łapy (2005–2008)
Łeba 2003–2013)

Międzyzdroje (2004–2009)
Narewka (2009)

Nowinka (2014–2018)
Ochotnica Dolna (2013–2014)

Podgórzyn (2009–2012; 2014–2018)
Puszczykowo (2004–2018)

Skała (2012)
Stare Babice (2015–2018)
Sułoszowa (2016–2018)

Świnoujście (2003; 2007–2008)
Ustka (entire period)

Wielka Wieś (2010–2018)
Zakopane (2003–2013)

Czosnów (2014–2017)
Dębowiec (2003–2006)
Dopiewo (2007–2018)

Izabelin (entire period)
Jelenia Góra (2003–2006; 2008; 2012–2013)

Karpacz (2003–2013; 2016; 2018)
Komorniki (2007–2018)

Kostrzyn nad Odrą (2003–2013; 2017–2018)
Kowary (2012–2013)
Lipinki (2014–2015)

Łomianki (entire period)
Międzyzdroje (2015–2018)

Osiek Jasielski (2014)
Puszczykowo (2003-2007, 2009–2011;

2014–2018)
Stare Babice (entire period)

Świnoujście (2003–2011)
Wielka Wieś (entire period)

Legend: the years in brackets show periods in which municipalities were ranked among the top ten. Municipalities
in bold are listed in at least two columns.

It is characteristic that some of the municipalities are listed among the leaders of the rankings
developed based on various SDMs. This suggests that infrastructural investments are implemented
comprehensively. If a municipality has the respective financial resources, it invests simultaneously in
the construction of the three analyzed networks. No regularity can be identified regarding the location
of the municipalities-leaders. These municipalities are characterized by a different status (urban, rural,
and urban-rural) and are connected with different national parks.

The analysis indicates a relative stability of SDMwater leaders. In the entire research period, this
group included 17 municipalities. The municipalities connected with Biebrza National Park (NP), i.e.,
Bargłów Kościelny, and Nowy Dwór, throughout the entire studied period, were ranked as the first and
the second, respectively. The comparison of positions at the beginning and at the end of the analyzed
period shows that 66 examined municipalities recorded a lower, 46 a higher, and 5 maintained their
position. The majority of municipalities showed changes in their ranking position. Only 40% of the
municipalities changed their position by a one-digit value. In terms of growth, Leipzig (connected with
Biebrza NP) was the dominating one (increased by 80 positions in the ranking), whereas the largest
drop (by 58 positions) was recorded by Jabłonka municipality (Babia Góra NP).

The absolute growth in SDMwater value, calculated as the difference in SDMwater value in 2018
(analyzed) and 2003 (baseline), indicates that the measure value dropped only in 12 municipalities:
Jabłonka, Nowy Targ, Nowy Żmigród, Piechowice, Lipnica Wielka, Chojnice, Szczytna Lutowiska,
Bukowina Tatrzańska, Dopiewo, Mszana Dolna, and Turośń Kościelna. It means that the development
of water supply network was recorded in the vast majority (90%) of municipalities, levelling off the
increase in the number of users.

Positive changes in the value of SDMwater were primarily the consequence of a longer distribution
network; as many as 106 municipalities extended their water supply network. Łomianki municipality
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was the leader in this respect (the length of the functioning distribution network increased by 144 km).
It should be noted, however, that this municipality is territorially connected with Kampinos NP
and located near the country capital. Łomianki—in a sense—was affected by the suburbanization
phenomenon, resulting from the residential housing pressure of Warsaw community.

The observations during the period 2003–2018 allow stating that the infrastructure that provides
access to water is developing in the vast majority of the analyzed municipalities. This phenomenon
should definitely be considered a positive one.

This analysis indicates that in the case of SDMsewage the leadership changes were much greater
than in relation to SDMwater. In the analyzed period, 27 municipalities were listed among the top ones.
In the Ustka municipality, which is connected with Słowiński, NP was the leader and for most part the
studied period was ranked first. The second position was undisputedly taken by the Puszczykowo
municipality located near Poznań metropolis (Wielkopolska NP).

The comparison of positions occupied at the beginning and at end of the research period shows
that 68 analyzed municipalities recorded lower and 48 higher, while one maintained its ranking
position. The majority of municipalities were characterized by significant changes in their ranking
positions. Only 23% of them changed their position by a one-digit value. In terms of growth, Sułoszowa
municipality connected with Ojców NP dominated (increase by 103 places in the ranking) and the
largest drop (by 58 places) was noted for Szczytna municipality (Stołowe Mountains National Park).

The absolute growth in SDMsewage value, calculated as the difference in SDMsewage value in 2018
(analyzed) and 2003 (baseline), indicates that the measure value dropped only in three municipalities:
Szczytna, Hańsk, and Grajewo. Due to the fact that the sewage network does not exist in all the
municipalities of Giby, Krasnopol, and Kobylin-Bokuje, (they occupied ex aequo in the last position in
the ranking), it can be stated that in approximately 95% of the analyzed municipalities in the sewage
network development leveled off the increase in the number of users.

Positive changes in the value of SDMsewage resulted mostly from the increase in the length
of sewage network. As many as 106 municipalities recorded this network extension. The Jabłonka
municipality, which is connected with Babia Góra NP, was the leader in this respect (the length of the
network increased by 106 km).

The observations made for the period 2003–2018 allow stating that the sewage infrastructure is
under development in the vast majority of the analyzed municipalities. This phenomenon should
definitely be considered a positive one.

The analysis shows that in the case of SDMgas, the group of leaders included 17 municipalities,
which was identical for SDMwater. Keepin in mind that as many as 17 units did not have a gas network
during the study period (thus ranked ex aequo at the last position), it can be adopted that the variability
in this respect was slightly higher than in the case of SDMwater. The unquestionable ranking leaders
were: Łomianki municipality (first or second ranking position throughout the entire analyzed period)
and Stare Babice municipality (first or second position, and incidentally, in 2008, fourth in the ranking)
connected with Kampinos NP, and located in the vicinity of Warsaw.

The comparison of positions from the beginning and the end of the analyzed period shows
that 87 examined municipalities recorded a decrease and 25 an increase, while five maintained their
position. In total, 60 municipalities changed their position by two-digit values, which constituted a
slight majority. In terms of growth, Dopiewo municipality connected with Wielkopolska NP was the
dominating one (increase by 24 ranking positions) and the largest drop (73 places) was recorded by the
Krempna municipality (Magura NP).

The absolute growth in SDMgas value, calculated as the difference in SDMgas value in 2018
(analysed) and 2003 (baseline), indicates that the measure value dropped in 15 municipalities:
Świnoujście, Lewin Kłodzki, Stare Babice, Kudowa-Zdrój, Jelenia Góra, Kowary, Piechowice, Dębowiec,
Radków, Czarna, Dukla, Krempna, Leoncin, and Izabelin oraz Brusy.

Bearing in mind that the gas network is nonexistent in the municipalities of Sosnowica, Stary Brus,
Urszulin, Kamienica, Szczawnica, Zawoja, Lutowiska, Bargłów Kościelny, Lipsk, Grajewo, Radziłów,
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Jedwabne, Wizna, Giby, Krasnopol, Nowy Dwór, and Szczawnica (they occupied ex aequo the last
ranking position), it can be stated that the development of a gas network was recorded in almost 73%
of the analyzed municipalities, which leveled off the increase in the number of users.

Positive changes in SDMgas value derived mainly from a larger number of populations using gas
networks. Due to the absence of data on the length of a functioning network, it can be presumed that
not only the number of connections but the length of the network increased. The development of the
gas network in the analyzed municipalities should be assessed positively.

5. Discussion

It is difficult to indicate the research comparable to the one presented in the article. The authors
are aware of this situation and the reasons for no comparability of the studies on Polish national parks
with the national parks in other countries have already been described in detail [3]. Although national
parks are known worldwide, this term is associated with different security regimes in various countries,
as well as organizational and legal differences resulting from the functioning forms of such parks
and also the rights and entitlements of local authorities. These differences often result from just the
size of the park. However, the above does not change the fact that Polish national parks represent an
important link in the protection of European nature and also an important destination for domestic
tourist traffic.

The specificity of protected areas means that from both natural and economic perspectives it is
important to properly understand the message presented on the Federation of Nature and National
Parks of Europe (EUROPARC Federation) website: “nature knows no boundaries” [33]. Nature
protection requirements are not synonymous with the need to eliminate a human being from the
protected space. The research results indicate that the function of nature conservation, as well as the
economic functions (including tourism), are not mutually exclusive [34]. However, the communities
residing in the municipalities territorially connected with national parks, the investors operating within
the discussed area and also tourists have to comply with stricter environmental standards.

Users make space evolve, as it changes physically and functionally. This refers to both urban
space [35,36], rural areas [37,38], and valuable natural areas the least changed by a man. Therefore,
in the context of the presented article, this phenomenon applies to the area of national parks and the
areas of municipalities connected with them.

The EUROPARC Federation clearly emphasizes that sustainable tourism is desirable for both
parks and people (in the sense of local communities and tourists). At the same time, it should be
emphasized that the concept of sustainable tourism is still open and widely discussed. Even though
there is a consensus regarding the principle that an ongoing and sustainable development of tourism is
such a method for doing business and organizing social life, which ensures both the development and
preservation of the environmental values along with improving the quality of people’s lives, there are
still many detailed interpretations of the discussed concept [39,40].

Balancing the tourist function not only takes time but it remains a complicated process [33,40].
The significance of the aforementioned issue is also strengthened by the fact that 2017 was announced
the International Year of Sustainable Tourism for Development.

To sum up, it can be stated that technical infrastructure is indispensable not only for the
development of economic initiatives (including the who influences the multifunctional and sustainable
development of municipalities. It is natural, then, that technical infrastructure has to be supplemented
by social infrastructure (these problems—although very interesting—are not the subject matter of this
article).

6. Conclusions

The conducted empirical research allowed us to achieve our defined research goals. We were forced
to adjust the adopted indicators to the available statistical data. Despite that, we managed to develop
measures that allowed for a comprehensive and measurable approach to the analyzed problems.
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The collected results allowed us to conclude that, between 2003–2018, the development of the
analyzed technical infrastructure elements were recorded in the vast majority of municipalities.
Therefore, the level of anthropopressure declined, which was caused by the local community and
tourists in municipalities within the most valuable natural areas.

The largest percentage of municipalities that were characterized by an increase in synthetic
development measures were referred to sewerage network research. As many as 95% of the analyzed
municipalities recorded an increase in the absolute value of SDMsewage in the period 2003–2018.
Slightly lower values were true for the water supply network, in the case of which development was
observed in 90% of municipalities. The poorest—although not to be considered bad—refer to the gas
network. In total, 73% of the studied municipalities recorded development in this area.

In view of the above, the research hypothesis put forward at the beginning of the article should be
adopted and it should be recognized that the development of water supply, sewage, and gas networks
is observed in the municipalities territorially connected with national parks.

The interpretation of the collected results (SDMwater, SDMsewage, and SDMgas) highlight an
important nuance: in the set of 117 units there are both urban municipalities which, in the past, played
the role of voivodship capitals (Jelenia Góra), and also rural municipalities inhabited by less than
2000 people (Lewin Kłodzki, Cisna). Hence, the settlement and population system as well as the
wealth of local governments in the analyzed municipalities are very different. It is highly positive that
despite the abovementioned differences, the municipalities remain connected not only by their tourist
attractiveness and unique nature, but also by striving to protect it. Its measurable expression is the
identified development of the analyzed technical infrastructure elements, which is highly important in
the context of aiming at sustainable tourism development in the naturally valuable areas.

Summing up the presented discussion it should, yet again, be emphasized that the processes
occurring in the environment or the exchange of value streams between specific spaces do not respect
the administrative boundaries of the protected area. Therefore, the functioning of the analyzed technical
infrastructure is extremely important for the nature protection of national parks.
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Abstract: Green roofs have received much attention in recent years due to their ability to retain
rainwater, increase urban diversity, and mitigate climate change in cities. This interdisciplinary
study was carried out on three historical green roofs covering bunkers in Wrocław, located in
southwestern Poland. It presents the results of a three-year investigation of the water storage of these
roofs. The study also presents soil conditions and spontaneous vegetation after their functioning
for over 100 years. The soils covering the bunkers are made of sandy, sandy-loam, and loamy-sand
deposits. This historical construction ensures good drainage and runoff of rainwater, and is able to
absorb torrential rainfall ranging from 100 to 150 mm. It provides suitable conditions for vegetation
growth, and forest communities with layers formed there. In their synanthropic flora, species of
European deciduous forests dominate, which are characteristic of fresh or moist and eutrophic
soils with a neutral reaction. Some invasive species, such as Robinia pseudoacacia, Padus serotina,
and Impatiens parviflora, also occur with high abundance. Nowadays, historical green roofs on
fortifications, although they have lost their primary military role, are of historical and natural value.
These roofs can promote the nonmilitary functions of historical fortifications in order to strengthen
the ties between nature and heritage. Protecting and monitoring historical green roofs should be
included in the elements of the process of sustainable development and the conservation of these
structures in order to mitigate climate change in the outskirts of the city. For this, it is necessary to
ensure proper conservational protection, which, in addition to maintaining the original structure,
profiles, and layout of the building, should include protection of their natural value.

Keywords: green infrastructure; technogenic soil; soil water retention; synanthropic flora; urban
vegetation; heritage protection; fortified landscape

1. Introduction

The development of urban areas often negatively affects the natural environment in terms of soil
erosion or the reduction of available water resources for plants [1]. These changes may also occur
in historical areas [2], an example of which may be historical fortifications (hereinafter referred to as
HF). Protecting their cultural, historical, and natural values is a new challenge in the face of climate
change [3], since HF no longer exist in the environmental conditions for which they were designed.
This applies, inter alia, to earthen fortifications with soil used in their construction (e.g., embankments,
traverses, etc.), which are an integral element of HF. An example of such earthen coverings are green
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roofs, most often made up of sandy deposits that tend to lose water that is collected within due to
low retention. The more frequent occurrence of prolonged dry periods may cause the health of plants
to deteriorate and may even lead to the loss of certain sensitive species grown on such green roofs.
Therefore, learning about their construction and how they function is important for maintaining
integrity within historical urban landscapes [4]. Likewise, despite supporting sustainable urban
development [5], these heritage sites can be used as “living laboratories to implement mitigation
strategies and highlight better mitigation and adaptation practices” [3]. Furthermore, according to
Fluck and Wiggins [6], the preservation of heritage and the historical character of a landscape has
a positive effect on communities, while the ways in which heritage is managed can lead to a better
understanding of the effects of climate change in other areas.

Currently, many historical fortifications, together with their vegetation, constitute “green islands”
among the new housing estates of many cities. They may be threatened by urban sprawl, not only in
their immediate vicinity, but also within the borders of the plots of land belonging to former fortress.
In addition to the growing interest among developers looking to build residential buildings on the
grounds of historical fortifications, there is also a growing group of city dwellers seeking opportunities
to actively protect monuments, often with their own hands. Practice shows, however, that providing
deteriorating monuments with proper care and use (i.e., adapting them to new functions) can be a
challenge for new hosts looking for a proper way to maintain genius loci.

On the other hand, professional practice reveals that in Poland, in the process of renovating and
adapting the fortifications built at the turn of the 19th and 20th century, investors saw an alternative to
historic green roofs in the form of creepers or new roofing made of sheet metal. This came to light as
a result of work conducted, including the partial or complete replacement of damp coursing or the
existing ventilation system. With full replacement or the introduction of insulation, preservation of the
original green roofs is not practiced. The result is a new, turf roof, also using roll-out grass.

From a conservational perspective, the valuable elements of historical green roofs are their original
material and profile (layout) of the buildings covered in this way, including their integration with
the surrounding landscape. Their historical value stems from the preservation of as many original
elements of the fortifications as possible. Currently, according to the conservational recommendations
(the procedure of conservational conventions) in Poland, when a building requires a thorough
replacement of damp coursing, the emphasis is on restoring green roofs using couch grass (Elymus repens),
for instance. However, every such case is individually considered due to various forms of conservation
protection, fortress schools, types of buildings and their construction, the building materials used,
and the historical layers found in such fortifications.

Environmental aspects related to climate change often fade to the background, opening the
way to dangers in the form of “idealized scenery,” resulting from the premise of restoring historic
monuments to their former military glory of yesteryear. After some time, counterproductive practices
come to light involving the degradation of historical sites, often resulting from a desire to tidy them up.
Degradation may affect the whole area or part of it (e.g., earthworks and green roofs on buildings)
regardless of the form of their conservational protection. This can last for years or can take the
form of one-off incidents. As a result, there are changes in the form of soil erosion, water retention,
and disturbance in plant coverage (Figure 1).

318



Sustainability 2020, 12, 4721

Figure 1. Examples of work that cause soil and plant ecosystem degradation of historical green roofs:
(a,c) Infantry shelter before and after restoration; (b,d) infantry shelter before and during restoration
works with a new green roof, Wrocław, Poland. 2012 and 2016, sourced from the author Łukasz
Pardela’s archive.

Harmful practices resulting from increased anthropopressure include the elimination of earthen
forms permanently connected with fortifications (e.g., earth coverings often considered to be
unnecessary), replacing historical soil cover with present-day extensive green roofs, the hardening of
road surfaces, soil exchange (e.g., foundations for new roads), the cutting of all vegetation causing
excessive insolation of structures (exposure of earthen forms), and improper maintenance involving the
raking and removal of fallen leaves instead of composting or leaving them in place as litter. Such actions
are not conducive to mitigating the effects of burgeoning climate change. Despite the preservation of
heritage values such as authenticity and integrity, they often pose a greater threat than just leaving the
building or other military structure alone while systematically monitoring its condition.

This research studies green roofs built on historical infantry shelters, commonly referred to as
“bunkers.” Their role and significance for urban areas in terms of habitat conditions and retention
potential are worth learning more about. HF are an example of historic buildings that were designed
in conjunction with the surrounding landscape. This meant taking into account unfavorable humidity
conditions in the form of both excess precipitation and water shortages, which is why these areas
have demonstrated resistance to fluctuations in soil humidity. The fortification buildings would not
have stood out too much in the surroundings, and so were “greener” than the surrounding landscape,
e.g., during a drought. This also applied to the vegetation cover, whose species composition was similar
to that occurring in adjacent areas. Green roofs on fortifications were often elements of the fortifications
elevated above the surrounding area, making them visible from the ground and from the air. In addition,
the long period that elapsed since the construction of the fortifications and, above all, the loss of their
original functions and the related lack of maintenance, causes the accumulation of organic matter (litter)
on an unprecedented scale, e.g., in urban parks. Similarly, abandoning the cultivation of greenery,
along with progressive succession, has caused an increase in woody vegetation, which partly limits
the direct influence of sunlight on the vegetation of green roofs. Green roofs on fortifications are also
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an example of the use of natural substrates, on which vegetation has been developed throughout the
decades via natural succession (including what is not currently recommended, e.g., in Belgium and the
Netherlands for roofs (e.g., Acer platanoides), which is difficult to observe in the case of green roofs on
urban buildings.

On the other hand, the research results can help to highlight values that for years have lain
beyond the main trends of research on the functioning of green roofs and technogenic soils in the city,
as well as the transition from a rural to a suburban landscape. The inspiration to undertake this topic
was the ambition and impulse to promote the nonmilitary functions of HF in urban areas in order
to strengthen the ties between nature and heritage. Nowadays, HF, as well as historical parks and
gardens, can influence climate change in a condensed form over a limited area [2]. In the case of this
research, green roofs have sheltered HF for over a century. Since their construction, these roofs have
blended into the agrarian landscape [7,8]. After time, some of the green-roofed shelters lay on the city
peripheries, and today they mimic natural ecosystems in these areas. Therefore, even understanding
the short-term performance of these historical green roofs in different seasons of the year and weather
conditions is of great importance within the process of adapting diverse areas in cities to climate
change. This is also connected with developing biodiversity strategies for cities, especially highly
polluted ones such as Wrocław, located in southwestern Poland [9].

Consequently, there is an important role for cultural heritage sites to play in terms of adapting to
future climatic impacts [6]. This interdisciplinary research into heritage, interrelated with historical
and natural environments, supports sustainable development, the management of cultural heritage,
and the mitigation of climate change in cities.

Therefore, through interdisciplinary research, this paper presents the following:

• The characteristics of technogenic soils formed on the roofs of historical fortifications based on
field studies;

• The present vegetation growing on shelter green roofs with some of the species’
ecological characteristics;

• Defined directions for the development, restoration, and protection of historic green roofs in the
city peripheral areas in the context of the challenges posed by a changing climate.

1.1. Historical Green Roofs

Green roofs sheltering historical fortifications, as a result of a long military engineering tradition,
have been used in fortifications for centuries [10]. They are similar to present-day “earthen sheltered”
buildings with green roofs, which are beneficial to wildlife and the environment [11]. In terms
of fortifications, green roofs are “living roofs” on top of bunkers and can be defined broadly as
engineered constructions that include environments suitable for well-adapted plant species [12].
Therefore, their construction is similar to intensive green roofs [12,13]. As artificial habitats, like any
constructed ecosystem, they evolve over time [13].

The transformation of green roofs has been the subject of numerous studies over the years [14–17].
A good proportion of the research concerned the historical origins and evolution of intensive green roofs
in many countries [18–20]. Simultaneously, many authors indicate the need to focus on researching
“real-life” examples of green roofs in order to determine the benefits arising from deeper substrates in
different weather conditions [21] and vegetation dynamics on green roof performance and design [13],
as well as biodiversity conservation [22–24].

Nonetheless, the most commonly examined facilities are green roofs related to civil architecture,
including historical [18–27]. This also includes engineering facilities—for example, the water filtration
plant near Zurich (Wollishofen) in Switzerland built in 1914 [28,29]. Research related to green roofs on
HF, by contrast, is rather rare. However, the technogenic soils constructed on 19th century heritage
fortifications have been the subject of some research. In a study by Jankowski et al. (2013), three soil
formations located on three different fortified heritage sites (fort, infantry shelter, and ammunition
storage) were selected for detailed soil formation analysis [30], while a study was carried out by Pardela
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and Kowalczyk (2018) to estimate the variation of soil water retention in six soil formations of a single
infantry shelter heritage site [31].

1.2. How Green Roofs Function in an Urban Environment

The ecosystem services (ESS) and disservices (EDS) of green roofs have been widely discussed
in numerous works [14,32,33]. ESSs include the improvement of storm water quality and quantity,
a reduction in the rate and volume of runoff [21], mitigation of the urban island heat effect [17],
facilitation of energy efficiency by reducing maintenance costs, fire retardation, or enhanced noise
reduction [34]. Green roofs may also improve air quality and carbon sequestration [35], support wildlife
and habitat biodiversity, enhance rooftop agriculture and roof life, increase educational opportunities,
and boost health [19]. EDSs include, for example, stormwater quality and quantity with the leaching
of nitrates (nitrogen sink) and soluble carbon, which decreases the runoff water quality [36]. For some
buildings, thermal mass increased by thick substrate layers on the building and the downward
movement of heat leads to higher cooling costs [37]. If green roofs are located too high above the
ground, they can offer ecological traps for many species [38] or attract nuisance wildlife [39].

In addition to the ongoing “present-day” functionality of green roofs, the lost historical functions
related to the green roofs on HF are worth mentioning and include: hiding flat roofs against aerial
observation, draining rain water from the building structure, protecting flat roofs (e.g., the top layer
features tar waterproofing), retarding fire (which may be caused by enemy shelling), and limiting the
damage inflicted by artillery grenades or shrapnel.

1.3. Green Roofs on Shelters in Historical Guidelines

Unfortunately, little is known about the details of soil layers of many of the green roofs on
historical shelters. From general guidelines for laying earthen covers in the German Empire shortly
before 1900, it is known that the thickness of green roofs historically ranged from 30 to 50 cm [40,41].
After 1900, the earthen covering of concrete shelters consisted of a 20–30 cm layer. This provided the roof
insulation with sufficient protection against insolation and shielded flat roofs from air reconnaissance
(from balloons and, later, planes). A guideline from 1905 indicated that on a (green roof) covering,
it was possible to sow grass species on a bed of clay mixed with sand [42]. This provision also indicated
that flat roofs should be maintained with herbaceous vegetation without introducing any shrubs.
Similarly, the trampling and destruction of forest litter on earthworks was forbidden.

2. Materials and Methods

2.1. Study Sites

The study was conducted in the Wroclaw city area (Figure 2). The rainfall in Wrocław is
highly variable: the annual total rainfall ranges between 318 and 892 mm, while the average annual
precipitation in the 20th century was 583 mm. The average annual temperature is 9 ◦C, and the annual
temperature amplitude is 19.2 ◦C. Winters are short (65 days) and mild, with frequent periods of
warming in February of up to 10–15 ◦C.

Three historical infantry shelters (more accurately referred to as ‘Infanterie Raum’) (Table 1,
Figures 3 and 4), whose construction is described in literature regarding fortifications, were selected
for the research [43,44].

The studied shelters (referred to as S-1, S-2, and S-3) are a representative group of military
fortifications with well-preserved green roofs. Shelters S-1 and S-2 are the central points of the infantry
works (Infanterie Stützpunkt), which consisted of smaller shelters and a permanent shooting position.
Shelter S-3 is a single facility partially surrounded by an embankment. Their origins date back to the
quarter-century preceding the First World War, when a ring of shelters was built around the city as part
of the fortification of the former German city of Breslau (now Wrocław). After the Second World War,
Wrocław found itself in Polish territory [8]. The historical surroundings of the researched facilities are
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presented in Figure 4. The largest changes in the landscape and land cover in the surroundings of the
studied facilities took place after 1947. As a result, some of the areas around the fortifications were
allocated as allotment gardens for workers (now family allotment gardens) from divided agricultural
land, and after the political transformations of 1989, new housing developments appeared, along with
expanded road and flood protection infrastructure.

Around the described shelters, we can now find various soil units, including Fluvisols, Luvisols,
Czernozems, and Podzols [45]. Adjacent vegetation consists mainly of garden flora, abandoned fields,
roadsides, levees and retention ponds, and other ponds of ruderal areas. Further away, some fragments
of oak-hornbeam and alluvial forests are preserved. In the vicinity of S-1, there is a landfill with the
remains of bonfires.

Shelters S-1 and S-2 with roofs are currently located on the outskirts of the city of Wrocław on
low hills bordering the floodplain of the Widawa River, protected against flood waters thanks to
embankments serving as shooting positions. These shelters rise above the surrounding area. A pair
of ponds are located at the S-2 facility, where rainwater from the entire facility was drained. In turn,
shelter S-3, with a green roof is recessed in the ground below the surrounding area and is located
near railway lines, whose access it was supposed to defend. In the 1960s, allotment gardens were
created nearby, and still exist there today. All the researched facilities were abandoned by the army
and civil defense in the early 1990s. Facilities S-1 and S-3 are somewhat secluded, while S-2 is fenced
and guarded by a local association. An illegal landfill was created in the immediate vicinity of S-3,
which is regularly cleared out. In recent years, there has also been growing anthropopressure in the
form of the organization of illegal obstacle courses (S-1) and the organization of nighttime events (S-3).
The flat roofs of these shelters constituting the structure that holds the substrate of green roofs were
made in two ways. The earlier type of the flat roof was 3 m thick in a three-layer (brick-sand-concrete)
structure (which is the case for S-1 and S-2). In this case, the outer part of the roof was concrete
with granite aggregate with waterproofing made from hydraulic cement. The later type of flat roof
featured a monolithic concrete flat roof that was 2.20 m thick, with tar waterproofing (S-3). Both types
of roofs sloped slightly towards the outside of the building. Currently, the shelters under study are
under conservation protection and are the property of the municipality of Wrocław or the Treasury.
The buildings are open to the public. One (S-2) is currently under conservation and restoration works
to serve the local community.

Table 1. Summary of the characteristics of each green roof covering the shelters.

Study Site Location Historical Name Year Installed Approx. Size (m2) Age (when Surveyed)

Shelter
S-1

51◦9′1.934” N
17◦5′13.829” E Infanterie Stützpunkt 4 1891 488 128

Shelter
S-2

51◦9′53.118” N
17◦2′37.137” E Infanterie Stützpunkt 6 1891 488 128

Shelter
S-3

51◦4′26.654” N
17◦4′23.994” E Infanterie Raum 20 1900 420 119
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Figure 2. Location of the shelters and the Swojec station within the borders of City of Wrocław, Poland.

Figure 3. The green roof shelters in winter, 2016, and spring, 2019. From left: Shelter S-1 (1a–c),
S-2 (2a–c), and S-3 (3a–c). Sourced from the author Łukasz Pardela’s archive.
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Figure 4. Historical landform and land use around the studied facilities in the years 1886–1947 [8].
The fragments of the topographic maps Meßtischblätter 2828 (4868) and 2892 (4968) come from the
collection of Staatsbibliothek zu Berlin—Preussischer Kulturbesitz©. Aerial photographs (1937 and
1947) were taken from the authors’ archives and the state archives in Wrocław© (reference number
328/II; 244, 239, 281). Drawings were made based on documentation of the League of Nations Archives
in Geneva (1927) and field measurements.

2.2. Analytical Methods

2.2.1. Historical Records

In order to identify the historical appearance, construction and maintenance of the study sites,
documents and references from historical archives and libraries in Poland, Germany, and Switzerland
were collected. In particular, technical instructions and documents from the 19th to the 20th centuries
were selected and interpreted. Historical topographic maps from 1860 to 1938, as well as aerial and
satellite photos from 1926 to 2018 were also analyzed for any changes in landform and land cover,
both within the plots of the former fortress and in their immediate vicinity. Due to the military
significance of the facilities, they were usually not marked on topographic maps (Figure 4), nor have
historical drawings or logbooks detailing the construction and cultivation of the fortifications survived.
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2.2.2. Soil Studies

Within the scope of the fieldwork conducted, the profile of the soil on the surface of the shelters
was described. The morphological features were characterized, with particular emphasis on the: color,
structure, and presence of redoximorphic features and artefacts. Samples were taken from the soil
levels for laboratory analysis. In order to determine the retention capacity, samples were taken in
Kopecki metal rings with a volume of 100 cm3. The retention properties of the soil samples were
analyzed in the pF value (soil moisture tension, pF = log(h) cm H2O) 0–2 and pF 2–2.7 range using
Eijkelkamp sand and kaolin-sand [46]. Soil retention properties in the 3.2–4.2 pF range were measured
in Richard’s high-pressure chambers [47].

The textures of the soils were determined using an aerometric sieve method in accordance with
the PN-R-04032 standard [48]. The names of the soil granulometric groups were determined on the
basis of the Polish Soil Science Society’s classifications [49]. The soil reactions were potentiometrically
measured in H2O (water-soil ratio of 1:2.5) [50]. The soil types and subtypes were determined using
the Polish soil classification [51]. International soil units were determined using the classification of
the World Reference Base for Soil Resources (FAO-WRB) [45].

2.2.3. Soil Water Storage

Analysis of soil moisture distribution on the shelters was performed on the basis of measurements
of three field profiles located in central points of the green roofs. Soil sampling and measurements
were made with an Eijkelkamp auger. In the areas where moisture was to be checked, investigative
borings were drilled down to the flat roof. Soil moisture was measured using the direct method, with a
handheld meter for measuring soil volumetric moisture, based on the time domain reflectometry (TDR)
FOM/mts reflectometric technique with an FP/mts probe. The probe was placed in holes made with
a hand drill as required. Systematic moisture measurements were taken once a month on average
from April to October in 2017–2019. The meteorological conditions during the period of moisture
measuring were based on data from the Swojec station (51◦4′25.9” N, 17◦4′22.8” E, Bartnicza Street)
(Figure 2, Tables 2 and 3) located, like the facilities under the research objects, on the outskirts of the city.
At the same time, visual observation was carried out and the necessary photographic documentation
was completed.

Table 2. Periodic and annual atmospheric precipitation, P (mm) in the hydrological years of 2017–2019
in the context of a longer period according to the Wrocław-Swojec station.

Years
P (mm)

XI-X XI-IV V-X IV-IX

2017 668 219 449 442
2018 415 134 281 260
2019 535 196 339 347

2001–2010 587 216 371 366

Table 3. Average periodic and annual air temperature T (◦C) in the hydrological years of 2017–2019 in
the context of a longer period according to the Wrocław-Swojec station.

Years
T (◦C)

XI-X XI-IV V-X IV-IX

2017 9.7 3.0 16.3 15.8
2018 10.8 4.0 17.6 18.1
2019 10.5 4.4 16.7 16.5

2001–2010 9.5 3.3 15.8 15.9
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2.2.4. Floristic Studies

Floristic observations were carried out in August during 2019. The occurrence of vascular plant
species and their abundance were investigated throughout the entire roof area of each shelter (S-1-S-3).
The names of the species were provided by Mirek et al. [52] and their abundances were expressed
using a four-point scale. Habitat conditions (i.e., light, soil moisture, trophy, and soil acidity) were
rated for the recorded species according to Zarzycki et al. [53].

3. Results

3.1. Soil Studies

The shelter soils consist of sandy, sandy-loam, and loamy-sand deposits spread over a concrete
base. The level of the concrete was sometimes covered with wood tar. The thickness of the
topsoil (humus horizon) ranged from 14 to 18 cm was mainly caused by diverse microrelief,
uneven accumulation of organic matter, and anthropogenic influences (Figure 5). The results of
the soil texture analysis indicate an increase in the content of clay and silt particles in soils on the green
roofs of S-2 and S-3 shelters in relations to the soil on the green roof of S-1. The soil texture composition
offers good drainage and easy runoff for rainwater. Sometimes deeper, more compact soil horizons
manifested hydromorphic features. The topsoil is characterized by the presence of anthropogenic
admixtures in the form of slag, bricks, mortar fragments, ceramics, and glass, as well as metal debris
and nails. The addition of artefacts to the soil was observed from the time of constructing green roofs
on the bunkers to the present day. The plant litter is classified as moder-mull type of forest humus and
mainly consists of the remains of maple, black locust, and oak leaves. The slightly acidic reaction of the
litter often indicates the presence of admixtures made up of building debris. The described soils fall
within the broad category of Anthropogenic soils, of the Technogenic soil type and the Konstruktosol
subtype with a solid technogenic layer [51]. The soils were examined and classified as Isolatic Dystric
Arenic Technosols and Isolatic Eutric Arenic Calcic Technosols [45].

In the studied mineral soil levels, the pH ranged from 4.5 (S-1) to 7.2 (S-3), which indicates a
strongly acidic to neutral pH. The pH of the plant litter ranged from 5.0 to 6.6, meaning strongly or
slightly acidic.

In the case of the green roofs covering shelters S-1 and S-2, crushed brick and granite aggregate
constituted the basic building material used for erecting the shelters. The soil levels in the shelters also
contain glass, the remains of malacofauna and Robinia pseudoacacia seeds. In turn, the flat roof on top of
shelter S-3 is made entirely of concrete and its waterproofing layer is made of wood tar. The green roof
over this shelter features an admixture of fine granite fragments, originating from the aggregate used
for concrete, and also charcoal.

Figure 5. The depth of the soil horizons on the green roofs: O, organic horizon; A, humus horizon;
C, parent rock horizon; AC, mix of the horizons; R, lithic rock (ecranic); a, anthropogenic material;
g, gleyic properties. The colors of the horizons are shown (gray, brown, yellow, etc.) (description of
horizon symbols [51]); S-1, S-2, and S-3 are symbols of the shelters.
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3.2. Soil Water Storage

The soil granulometric composition was determined to be diverse. This feature clearly affects
the retention capacity of the soil levels and the availability of water for plants. The profile on shelter
S-1 represents sandy soil, which translates into the least water retention capacity. However, the water
resources available for vegetation on this edifice did not differ greatly and, furthermore, did not fall
below the drought period capacity (DPC) over the long term, just like the other green roofs. On shelters
S-2 and S-3, the green roof soils were made up of clay in sands, with the S-3 profile containing the most
silt. As a result, these roofs have a proportionally greater retention capacity. However, the profile on
shelter S-2 revealed the deepest depletion of soil moisture resources of all the edifices studied. Below is
a summary of the soil moisture reserves in the context of meteorological conditions between 2017 and
2019 (Figure 6).

Figure 6. Changes in moisture in the soils on green roofs in the context of the storage capacity of
these soils.
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In 2017, the rainfall was 14% (+76 mm) above the 2001–2010 mean, while the temperature remained
at the average level. April was accompanied by high soil moisture (close to field water capacity
(FWC), pF = 2.0). By June, the moisture reserves had decreased, dipping below DPC for a short time
(drought period capacity, pF = 2.85), but then increased after high rainfall in July and remained stable
until the end of the growing season.

In 2018, the annual rainfall amounted to 71% (−106 mm) of the decade average. The annual
temperature was 1.5 ◦C higher, rising to 2.2 ◦C during the growing season (indicating intensive
evapotranspiration). This is slightly below the FWC (moisture reserves were only noted at the
beginning of the growing season). By June, humidity had decreased almost to PWP (permanent wilting
point at pF = 4.2). In July, after torrential rainfall, there was a short-term, pronounced increase in
reserves (above DPC), and from August (precipitation 14% of the average, temperature of +2.6 ◦ C)
until the end of the measurement period, the inventory fell again to a level close to the PWP.

In 2019, rainfall amounted to 95% (−19 mm) of the 2001–2010 average, while the annual temperature
was 0.6 ◦C higher, which even rose to 3.7 ◦C in June (very high evapotranspiration). The highest
(near FWC) moisture reserves were recorded in May after heavy rainfall. From June until the end of
July, the reserves fell again to just above the PWP. After heavy rainfall in August, there was a noticeable
increase in the reserves (close to the FWC), which continued on a slight upward trend until the end of
the measurement period.

Analyzing the impact of the immediate environment on the results obtained, it can be concluded
that the facilities as a whole are in of themselves roof buffers. At the same time, the roofs, at least
abiotically (in terms of soil, and humidity), are independent of the rest of the building. Effective
atmospheric precipitation (reaching the soil) and evapotranspiration predominately influence changes
in soil retention.

3.3. Floristic Characterization of the Green Roofs with Reference to Habitat Conditions

The green roofs of military facilities are artificial habitats of anthropogenic origin, so they host
synanthropic flora. After 100 years of functioning, forest communities with layers developed on
each shelter (S 1-3). The list of recorded vascular plant species is presented in Table 4, along with
their population abundances and ecological indicator values. In all phytocenoses, the dominant
element of the tree layer was Robinia pseudoacacia. The regular pattern of individual specimens of
this species implies that their juveniles were planted there, shortly after the shelters were constructed.
R. pseudoacacia is a North American species with invasive traits. Subdominants include Quercus robur
and Acer platanoides, which are native elements of deciduous forest communities. The shrub layers
mainly consist of native species from deciduous forest and shrub communities that most likely settled
there in a process of spontaneous succession. However, invasive Padus serotina is largely prevalent,
and specimens of ornamental plants can also be found. In these layers, the juvenile stages of tree layer
species are present. The herb layer vegetation differs in composition, as it developed under the tree
canopy or in the canopy gaps. Under the tree canopy, tree seedlings dominate in the phytocenoses
on all shelters. In the case of S-1, this stratum consists of the smallest number of the herbaceous
plants, particularly in the canopy gaps, where only Stellaria media occurs with very small abundance.
The herbaceous vegetation of S-2 and S-3 is richer and consists of hornbeam-oak forest species under
the canopy, while species of ruderal and meadow communities occur in the gaps. Among the herbs,
invasive Impatiens parviflora is present on each shelter, and this species is subdominant for S-1 and S-2.

Analysis of ecological indicator values showed that the vast majority of species from all the green
roofs prefer fresh and moist soils, although the dominant R. pseudoacacia has the lowest moisture
requirements and can even tolerate dry soils. Of all the shelters, the phytocenosis on S-2 has the
highest share of species (i.e., shrubs and herbs from the canopy gaps) that can grow in dry soil
conditions. This fact correlates with the deepest depletion of soil moisture resources disclosed in
the soil on this shelter. In all communities, species of rich (eutrophic) soils dominate. Among the
trees and shrubs, there are only a few species that can grow in moderately poor (mesotrophic)
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soils. Likewise, the indicator species of soils with a high humus and nitrogen content, for instance,
Chelidonium majus and Alliaria petiolata also occur in all communities. These indicate the relatively high
fertility of all the habitats, which results both from the depth of the plant litter and the humus horizons
as well as the moder-mull type of forest humus, which is slightly acidic. The majority of species growing
on all the roofs prefer neutral soils (pH 6.0–7.0), although some can grow in alkaline or moderately
acidic soils. This corresponds with the results obtained for the plant litter pH. In all communities,
species that prefer half shade and moderate light dominate, but plants that prefer full light conditions
are well represented among the herbs growing in the canopy gaps. The light conditions (shade or light)
strongly determine the differences in the occurrence of forest species relative to segetal/ruderal and
meadow species in the herb layers.

Table 4. The list of species found on the three shelter roofs with their population abundances and
ecological indicator values. Abundance is indicated according to the following scale: +—very
few individuals, 1—a few individuals or clumps, 2—frequent but not dominant, 3—dominant
or co-dominant. The ecological indicators are as follows: W—soil moisture, 2—dry, 3—fresh,
4—moist, 5—wet; Tr—trophy, 3—mesotrophic, 4—eutrophic, 5—very rich soil; R—acidity 2—acidic,
3—moderately acidic, 4—neutral, 5—alkaline; L—light, 2—moderate shade, 3—half shade, 4—moderate
light, 5—full light; *—no data.

Species
Shelter Ecological Indicator

1 2 3 W Tr R L

Tree layer

Populus alba L. dead + 3-4 4 5 4

Quercus robur L. + + + 3-4 3-4 3-4 4

Robinia pseudoacacia L. 1 3 2 2-3 3 3-5 4

Acer platanoides L. 3 3 2 3 3-4 4 4

Acer pseudoplatanus L. 2 3/4 4 3-5 3

Tilia cordata Miller 1 3 4-3 4-3 3

Tilia platyphyllos Scop. + 3 4 5-4 3

Shrub layer

Populus tremula L. juveniles + + 3 3 3 3

Quercus robur L. juveniles 1 3-4 3-4 3-4 4

Ulmus minor Miller juveniles + 1 2-4 4 4 3

Crategus laevigata (Poir.) DC. 1 2 3-4 3-5 4-5 4-5

Crategus monogyna Jacq. + 3-4 3-5 3-5 3-5

Padus avium Mill. 2 4 4 4-5 3

Padus serotina (Ehrh.) J.Agardh juveniles 1 2 1 3 3 3-4 3-4

Rosa canina L. dead + 3-4 3-5 3-4 4-5

Rubus plicatus W. et N. 2 2 3-4 3 2-4 4-5

Robinia pseudoacacia L. juveniles 1 2-3 3 3-5 4

Acer platanoides L. juveniles + + + 3 3-4 4 4

Acer pseudoplatanus L. juveniles 1 3/4 4 3-5 3

Cornus mas L. 1 * * * *

Syringa vulgaris L. + * * * *
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Table 4. Cont.

Species
Shelter Ecological Indicator

1 2 3 W Tr R L

Sambucus nigra L. 2 1 3-4 4-5 4 (5)4-3

Sympharicarpos albus (L.) Blake + * * * *

Liana

Humulus lupulus L. + 4-5 4-5 4-5 3

Parthenocissus quinquaefolia (L.) Planchon + 2 * * * *

Herb layer under the tree canopy

Quercus robur L. seedings 3 2 3-4 3-4 3-4 4

Ulmus minor Miller seedlings 1 2-4 4 4 3

Chelidonium majus L. 2 1 1 3 4-5 4-5 3-4

Alliaria petiolata (Bieb.) Cav. et Grande 1 1 1 3/4 5 4 3

Crataegus monogyna Jacq seedlings 1 3-4 3-5 3-5 3-5

Geum urbanum l. 2 3-4 3-4 4-5 2-3

Padus serotina (Ehrh.) J. Agardh seedlings 1 2 3 3 3-4 3-4

Robinia pseudoacacia L. seedlings 2 2 2-3 3 3-5 4

Acer platanoides L. seedlings 3 2 1 3 3-4 4 4

Acer pseudoplatanus L. seedlings 1 3/4 4 3-5 3

Impatiens noli-tangere L. 1 4 4 4-5 2-3

Impatiens parviflora DC. 2 2 1 3 4 4 4-2

Tilia cordata Miller seedlings 1 3 4-3 4-3 3

Viola reichenbachiana Jord. ex Boreau 1 1 3 4-3 4-3 2-3

Lamium album L. 2 3 4 4 5-4

Sambucus nigra L. seedlings 2 3-4 4-5 4 (5)4-3

Dactylis polygama Horv. 2 2 3 3-4 4 3

Deschampsia cespitosa (L.) P.B. 2 1 4 3-4 3-4 3-5

Poa nemoralis l. 1 2-3 3 4-5 3

Herb layer in canopy gaps

Urtica dioica L. + + 3-4 4-5 4 2-5

Fallopia dumetorum (L.) Holub 1 1 3 4 3-4 3

Rumex obtusifolius L. + 3-4 4-5 3-5 3-5

Chenopodium album L. + 3 4-5 4 5

Stellaria media (L.) Vill. + + 3-4 4-5 4 5

Geranium robertianum L. 1 3 3-4 4 2-3

Galium aparine L. 2 4-3 4-5 4 5-4

Ballota nigra L. 1 3 4-5 4 4

Galeopsis pubescens Besser 1 3-4 4-5 3-4 4

Conyza canadensis (L.) Cronq 1 2-3 3 3-4 5

Erigeron acris L. 1 2 3 4-5 5

Solidago gigantea Aiton 1 1 3-4 4 4-5
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Table 4. Cont.

Species
Shelter Ecological Indicator

1 2 3 W Tr R L

Arrhenatherum elatius (L.) P.B. ex J. et C.Presl 3 3 4 4-5 4

Bromus inermis L. 2 2-3 3 4-5 5

Bromus sterylis L. 2 2 3 4 5

Dactylis glomerata L. 1 3 4-5 4-5 4

Festuca arundinacea Schreber 2 3-4 4 4 4

Poa pratensis L. 2 3 3 4 4 4

Poa trivialis L. 2 4 4 4 4

Total number of species 19 32 31

4. Discussion and Data Limitations

The research on green roofs was conducted on the basis of regular observations on the shelters.
Laboratory tests formed an essential complementary element. This is particularly important when
protecting historic fortifications in situ where, as a result of many years of negligence and natural
succession processes, the green roofs have changed over time. The exploratory nature of the research
presented here has an advantage over studies carried out under controlled conditions on green
roof models on a reduced scale. Field studies also provide an opportunity to confront the collected
fragmented and not numerous archived documentation (e.g., drawings and aerial pictures) with the
current facts. Due to the long period of operation (over 100 years), this documentation is often outdated.
In addition, the adopted observation period, as well as the number of roofs tested, enabled observation
of the periods of change occurring after different rain events in existing soil conditions with diverse
vegetation scenarios. Furthermore, technical limitations precluded monitoring the microclimate
directly at the facilities, but the research relied on data from a meteorological station located in the
suburbs of Wroclaw, representative of the roofs studied. We are aware that such data would be
extremely useful. Despite these limitations, some valuable results were obtained because very rarely
have HF-related facilities been the subject of interdisciplinary environmental research.

It should be noted that the thickness of the levels on the green roofs depends mainly on how the
builders covered them. Over time, this thickness may change as a result of vegetation growing via
the accumulation of dead organic matter. Sometimes the thickness of the levels changes as a result of
modernization work conducted on the shelters. Sometimes, as a result, various artefacts may appear in
the soil. Some of these items were revealed during the research, e.g., crushed brick and slag, which are
examples of frequently used mineral admixtures in soil substrates of artificial soil formations [54].

In turn, rainwater retention is one of the main functions currently fulfilled by green roofs in urban
areas. The annual retention rate of green roofs can range between 5% and 85% of the precipitation [55–57].
The designs of the green roof are not the only factor influencing the formation of hydrological
conditions [58–60], where time distribution and precipitation intensity [61–63], climatic conditions
and seasonality [64], and pre-precipitation conditions [58], as well as the roof slope [65] also play
an important role, [66]. What can also affect the amount of retention on green roofs are the initial
conditions before precipitation, i.e., an antecedent dry period as well as the humidity of the substrate
before precipitation [67–69]. Seasonal differences in green roof water retention are caused by varied
evapotranspiration [70–72]. Higher evapotranspiration in warmer seasons causes faster drying and
increased retention than in colder seasons [64,67,72]. In addition, local environmental conditions,
construction techniques, and proper operation significantly determine the functionality and effects of
green roofs that may influence, inter alia, the water cycle in an urbanized drainage basin [73–75].

Many of the currently conducted experiments concern small models with substrates with a
thickness of several centimeters (extensive roofs), whose disadvantage is lower retention capacity and
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faster drying compared to intensive roofs [76]. The comparison of the results of these experiments
with the tested roofs in HF areas is not fully reliable. There is a lack of literature on the study of
comparable areas. On the basis of the literature of the green roofs in general, one can state that the
retention capacity of systems increases along with an increase in the thickness of substrate layers.
A study by Liesecke [77] demonstrated that with a substrate thickness of 4 cm that a green roof retained
up to 45% of the annual runoff, and when the substrate thickness was increased to 10–15 cm, this led
to a relatively small increase in retention of up to 60%. Scholz-Barth [78] demonstrated that with a
6-cm substrate layer that it is possible to retain 50% of rainwater, which rises to nearly 92% with an
11-cm layer. However, Fassman-Beck and Voyde [79,80], on the basis of measurements in profiles
of 50 and 70 mm, did not find any significant differences in the retention of precipitation waters.
Other studies that considered not only the thickness of substrates, but also the physical properties of the
substrates, showed that the latter significantly impacts an enhanced capacity for water retention [21,81].
Generally, together with increase of substrate thickness, there was an increase in the retention capacity
of soils [82,83].

The general characteristics of changes in the soil moisture content of green roofs during the
analyzed vegetation periods of 2017–2019 are mainly dependent on the course of the precipitation.
The rainfall distribution was highly uneven during the period under study. This meant, among other
phenomena, sudden, momentary increases in water resources after torrential rainfall in July 2017 and
2018. Nevertheless, despite the occurrence of these phenomena on several occasions, no harmful
excess of water was discovered in the profiles of green roofs. Due to the low retention capacity of
the soils, the water resources easily available to plants (pF 2.0–2-85) tend to be depleted [76]. Only in
2017, which featured high rainfall, did soil water storage remain within the level of an easily available
resource for the majority of the growing season. In the remaining two years, there were long-term soil
moisture deficits, especially in the dry year of 2018 when periods of water storage were observed to be
approaching a level that was unavailable to plants (DPC: pF = 4.2).

The retention potential of the studied soil formations can be assessed by comparing the measured
water resources with the maximum amount of water that can be temporarily absorbed by the soil
without endangering vegetation with an oxygen deficit. It is assumed that the amount of soil air should
not fall below 10–15% of full water capacity (FWC). It follows that, relative to the measured average
water resources, the soils on shelters S-1 and S-2 can temporarily cope with atmospheric precipitation
in the region of 150 mm, while shelter profile S-3 can take about 100 mm. Therefore, the tested soils are
capable of absorbing precipitation and, thanks to the construction of the entire structure, excess water
is effectively drained.

Common knowledge dictates that roof conditions pose a challenge to the survival and growth
of plants [59], particularly when it comes to moisture stress and severe drought. It is worth underlining
that the green roofs located on historical shelters are only a few meters above ground level, which is
why they are not as exposed to harsh conditions as in the case of tall buildings located, for example,
in city centers. Similarly, the trees growing in the vicinity shade the ground and limit evaporation,
while the root mass of the combined vegetation prevents physical substrate damage caused by wind
and severe rainfall. On the other hand, the most shaded S-1 roof has the poorest soil and species
composition. Aspects related to sunlight require additional research, as they may significantly influence
the water balance. Historically, the S-1 and S-2 roofs were the sunniest, while S-3 was partially shaded
from the beginning, which is reflected in the intensity of evapotranspiration and may affect the soil
water balance. The aspect of the proportion of sunny-shady areas and the vegetation layers requires
further research.

In all three green roofs, the organic matter in the roof soil retains moisture and helps provide the
vegetation with nutrients, while also buffering against pH change [84]. It seems that the best conditions
for plant development prevail on green roofs S-2 and S-3 due to the occurrence of clay in the soil
formations, which ensures the vegetation has a superior water supply, as reflected in the higher total
number of species, especially in the herb layer, inhabiting them in relation to S-1.
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Despite the water shortages that occur during the growing season in green roof soils,
their vegetation is able to grow properly and create forest communities with typical layers.
However, the intensification of droughts and the increase in temperature during the growing season
in the future may lead to the gradual loss of species that are most sensitive to water shortages.
Research carried out after these edifices had been in operation for more than 100 years revealed that
the green roofs there, despite their simple construction, function well in terms of benefiting the entire
building as well as the development of vegetation and water management of the area. The negligence
of procedures usually applied in urban green areas (raking leaves, mowing the undergrowth causing,
inter alia, the destruction of tree and shrub seedlings, forming and illuminating crowns, the use
of herbicides, etc.) caused the accumulation of an organic-rich horizon layer, which promotes the
spontaneous development of vegetation along the path of natural succession as well as settlement of
the area by species well adapted to the conditions of the habitat.

During the course of the study, it was not possible to determine whether local material from
the shelter construction period was used for the construction of green roof soils. In addition,
extensive investigations only yielded incomplete archival documentation and inventory drawings
of the shelters and their green roofs. Therefore, more detailed research is required in the future,
including a large number of sites, more data, and frequent long-term investigations.

To summarize, HF protection transcends conservation issues and is important not only for
historical and educational values, but also in terms of nature. It can provide an opportunity for a
better understanding of historical buildings that can be treated as an important “reservoir” of past
environmental data. Studies of historic green roofs on historic fortifications can provide a lot of valuable
information about how these engineering structures have functioned over the years. Historical green
roofs provide not only a material link with the past, but also a “connection with the future.” For over a
century, they have proven their effectiveness and endurance, being not only an example of sustainable
green roofs, but also, and perhaps above all, indicating a possible direction in how to shape proven
forms of green roofs in an era of progressing climate change.

In consequence, all future protection and development scenarios for HF facilities, including
restoration techniques, should be designed not only on the basis of a potential increase in
anthropopressure resulting, for example, from growing tourist traffic, but also updated as climate
scenarios evolve. They should also be based on existing strategic documents related to the preservation
of urban biodiversity or climate protection.

5. Summary and Conclusions

• Green roofs created on fortifications in operation for over 100 years currently play an important
role in city peripherals by improving storm water quality, reducing the rate and volume of runoff,
mitigating the urban island heat effect, and supporting wildlife and habitat biodiversity, as well as
carbon sequestration, and providing urban dwellers with the educational benefits of small-scale
ecosystems. As “wild green roofs” on ageing shelters, they constitute a place of refuge for native
forest plant species and for species biodiversity and are a valuable element of the system of
ecological panels and corridors.

• In order to preserve their natural values, one should limit anthropopression, which is understood
as actions aimed at transforming these sustainable ecosystems.

• Protective measures should be taken to care for the vegetation and soil environment of green
roofs, especially the surface horizon of the soil in which the accumulation of organic matter occurs
alongside the accumulation of nutrients for plants and water retention.

• The protective measures should especially include:

- Keeping the roof area off limits (to pedestrian traffic) as far as possible, as it was during the
military use of the buildings, in order to prevent damage to the soil litter;
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- Preservation of the herb and shrub layer containing, inter alia, juvenile tree stages,
which enables natural renewal of the tree stand;

- Care must be taken to protect soil organisms responsible for the breakdown of organic matter,
eliminating invasive species, especially Padus serotina and monitoring their settlement on
green roofs;

- When repairing and maintaining flat roofs, the original soil should be re-used,
avoiding fertilization and the introduction of new species, especially ornamental plants. This
would favor the preservation of genius loci, combining historical, cultural, and natural values,
constituting an interesting complement to the “blue-green infrastructure” of the city.
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Toruń. In Technogenic Soils of Poland; Polish Society of Soil Science: Toruń, Poland, 2013; pp. 345–357.
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Abstract: Green architecture, including green roofs, can limit the effects of urbanization. Green roofs
soften the thermal effect in urban conditions, especially considering the significant increase in the
European and global population and that a significant share of the age group, mainly the elderly
is exposed to diseases caused by high temperatures. We studied runoff and the quality of water
from green roof systems in Lower Silesia, within the area of the Agro and Hydrometeorology Station
Wrocław-Swojec, in the years 2012–2016. In the study, two systems with a vegetation layer based on
light expanded clay aggregate and perlite were analyzed. The studies were based on the assessment
of peak flow reduction, rainwater volume preservation and peak wave reduction. The calculated
maximum retention performance indicator, relative to rainfall, for perlite surfaces was up to 65%,
and in relation to the control surface up to 49%. In addition, the quality of water from runoff was
estimated in the conditions of annual atmospheric deposition, taking into account such indicators
as electrolytic conductivity; the content of N, NO3, NO2, NH4, P, PO4; and the content of metals,
Cu, Zn, Pb and Cd. The load of total nitrogen exceeded the values of concentration in rainwater
and amounted to 7.17 and 13.01 mg·L−1 for leca and perlite, respectively. In the case of the metal
content, significantly higher concentrations of copper and zinc from green surfaces were observed in
relation to precipitation. For surfaces with perlite, these were 320 mg·L−1 and 241 mg·L−1, respectively,
with rainwater concentrations of 50 and 31 mg·L−1.

Keywords: green roofs; integrated environmental assessment; quality of runoff water; performance
system

1. Introduction

The increasing population and overall consumption, urban development, and the simultaneous
change in the climate and extreme weather events due to the intensive planning of city development
comprise the integrated society and environment rating. The growing amount of people aged 65 and
over in Europe and especially in Poland represent a significant part of society that is vulnerable to high
temperature diseases [1]. The urban heat island effect is the main reason behind a change in the quality
of life for people living in cities areas [2–4]. This effect causes urban areas temperatures to be much
higher than surrounding rural areas [5]. Another important aspect is the changing natural hydrologic
systems and the impact on water quality, which is drained into the environment [6–9]. By 2050, almost
70% of the global population will live in cities [10]. Since the population is continuously growing,
any problems currently facing cities will affect a staggeringly larger proportion of people over time.
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Thus, finding solutions to problems like heat waves will be an integral part of future city living. One of
the desired methods of reducing the effects of urbanization is green architecture, including green roofs.

Green roofs mitigate the effects that traditional building materials have on urban environments
by decreasing air temperatures [11,12] and costly energy consumption [13,14]. Green roofs produce
a cooling effect on roof surfaces and air temperatures through the process of evapotranspiration,
the transfer of water from the soil and vegetation to the air. This endothermic process consumes heat
energy, so the warmer the air is, the more evapotranspiration takes place [12].

Compact buildings will cause changes in water circulation compared to undeveloped areas.
There are a variety of practices used in the management of rainwaters, but it appears that the unique
properties of green roofs in terms of the reduction of runoff volume [15–19] and its quality [20–22]
are of special importance in the approach to the growing urbanization. Similarly important is the
reduction of noise and air pollution [23,24], the reduction of oxygen dioxide levels [25], the aesthetics
of landscape, biodiversity [26,27], and improvements to the technical conditions and service life of
structures [28].

At both the design and operation stages, such systems may require optimization in the aspect
of hydrological features and water properties of the substrates used. For that purpose, one can use
existing software allowing the analysis of the flow of water and dissolved substances in the partially
unsaturated and saturated biological layer of the soil substrate [29]. The present authors analyzed the
performance of the experimental roof systems during storm events in 2016. The analyses were carried
out for two variants of models of green roof systems.

There are two main goals of our work. The first is the study of the hydrological performance
of experimental models of green roofs based on the expanded clay and perlite of the extensive type.
Inn Characteristic studies were based on the assessment of peak flow reduction, rainwater volume
preservation and peak wave reduction. Hydrological conditions were simulated for the discussed
model solutions. The prepared model was calibrated on the basis of experimental data, which allowed
for the estimation of hydrological efficiency for the analyzed substrates. A literature review indicated
promising results, with the assumption that the flow through the substrate has a unidimensional
character [30–34]. The second goal was to study the impact of the areas in question on the quality of
rainwater from runoff. The characteristics of nitrogen, phosphorus and some metals subject to runoff
were assessed. The results were analyzed for rainfall and control area.

2. Research Methodology

2.1. Models of Green Roofs

The scope of the experiment comprised two models of extensive type green roofs with differing
composition of the vegetation layer, including components improving the retention properties of the
substrates. The functionality of the systems was estimated in the local climate conditions of the city of
Warsaw (Wrocław; 51st 11′ N, 17st 14′ E), Poland, with a particular focus on the retention performance,
which is reflected in the reliability of the system and in the runoffwater quality. Based on the designed
steel support structure, experimental models were built with dimensions of 1000 × 2000 mm at a
height of 1 m above the surface. That height is also the reference level for meteorological station
and disdrometer.

The experimental green roofs (Figure 1) with thickness of 8 cm, was composed of a geotextile layer
and a gravel drainage layer with a particle size fraction of 1–2 cm and water proofing membrane for the
hydroinsulation of the roof. In this case, RMS 300 Optigrün International AG production geotextile was
used, allowing the retention of up to 2 L·m−2 of water, and additionally a water proofing membrane.
To provide thermal insulation for the models, extruded polystyrene (XPS) was applied in the horizontal
and vertical part of the construction, with a 5 cm layer thickness. In both cases, the vegetation layer
was prepared on the base of horticultural soil, the share of which was 60% v/v. The substrate was
based on an expanded clay aggregate contained sand with fine and medium fraction (20% v/v) and
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an expanded clay aggregate with small and medium fraction of 4–8 mm (20% v/v). In the case of the
substrate based on perlite, it contained 20% v/v of sand, as in the previous case; 5% v/v of expanded
clay aggregate; and 15% v/v of perlite. It was characterized by suitable properties, in particular a stable
structure preventing settlement, and a proper hydraulic capacity.

 
Figure 1. The construction details of green roof extensive models: substrate with expanded clay
aggregate and substrate with perlite. 1—model support construction; 2—thermal insulation, extruded
polystyrene (XPS); 3—insulation water proofing membrane; 4—geotextile, type RMS 300; 5—gravel
layer with granulation from 1 to 2 cm; 6—filtration geotextile; 7—substrate of light expanded clay
aggregate or perlite (depth substrate together with filtration geotextile and gravel layer, 80mm);
8—plants of the sedum species (Sedum spurium, Sedum sexangulare, Sedum telephium, Sedum floriferum,
and Sedum album).

The substrate used as the vegetation layer was prepared using horticultural soil with a pH close
to neutral (pH 6.7), sand fraction, and the specified admixtures improving the retention properties.
The performed particle size analysis revealed that the substrate was a sandy loam, the properties are
presented in Table 1.

Table 1. Properties of the substrates composed of leca and perlite.

Parameter Unit GR1 (Leca) GR2 (Perlite)

Bulk density
Specific density
Water capacity *

pF 0
pF 2.0
pF 2.9
pF 4.2

g·cm−3

g·cm−3

mm

0.40
1.81

37.0
16.5
13.5
3.0

0.27
1.85

39.0
19.8
17.0
4.4

* Water content was calculated for 50 mm substrate thickness.

The calculated water leachability for the vegetation layer was 22.5 mm in the case of expanded clay
aggregate and 32.6 mm in the case of perlite, and the values of the leachability coefficient amounted to
40.9% and 38.4%, respectively. Air permeability, calculated as the ratio of leachability and absolute
porosity, was 55.3 and 49.2%.

In the design of the vegetation layer, species of stonecrops (Sedum) from the family Crassulaceae
were used: spurium, telephium, floriferum and sexangulare. The choice of Sedum species was dependent
on extensive models, and by the plant care method, especially for the maintenance-free roof without
any possibility of irrigation [35].

The measurement period began on 1 April and ended on 31 October 2016. During that time,
all events with atmospheric precipitation were recorded. During the entire cycle, measurements of
moisture and runoff from the analyzed surfaces were made in real time. In the case of moisture,
measurements were taken using a multi-channel sensor TDR (Time Domain Reflectometry, E-TEST,
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Poland, Lublin) with data recorded at 1 min intervals. The range of accuracy of the sensors was
±0.02 cm3·cm−3 (water). The measurements of runoff was implemented with the use of a system
based on a set of tilt troughs and recoding of impulses using data loggers Hobo UX120 (model: Hobo
UX120–006M, Onset Computer Corporation, Bourne, USA). One measurement impulse was equal to
a runoff of 0.01 mm·min−1. The laser disdrometer (Precipitation Monitor: 5.4110.10 and LNM View
software) allowed the continuous measurement of rainfall (0.005 mm·h−1 minimum intensity and
0.16 mm minimum droplet size).

The retention properties of the model surfaces were designated by the retention indicator calculated
in relation to rainfall or to the control surface (RPIratio):

RPIratio = 1−
∑

runo f f GR∑
P

100% (1)

where: runoff GR is runoff green roof area, and P is precipitation. Using Equation (1) the runoff from
the green surfaces and the precipitation were determined.

2.2. RunoffWater Quality Monitoring

The quality analysis was carried out on the basis of water samples coming from runoff from model
surfaces, control surfaces and precipitation. Out of all recorded events, eight enabled us to obtain a
quantity allowing for determination. Rainwater for analysis was collected using adapted apparatus for
measuring real-time runoff from the surface. So, the times of the beginning of the event and the times
of starting the runoff and their end were known. The time between obtaining samples for analysis
and their direct determination was short and met the criteria for their preparation for determination.
The analyses of all indicators were carried out at the Faculty Laboratory for Environmental Research
of Wrocław University of Environmental and Life Sciences. In the determination of the pollution
indicators, the methods used followed the standards PN-EN 26777:1999, PN-82C-04576/08, PN-ISO
7150:2002; for phosphates, the method followed the PN-EN 1189-2000; for concentrations of metals,
with the method of atomic absorption spectrometry AAS.

For the independent samples, statistical tests were conducted with the use of the t-test,
and comparison was made of the quality indicators in runoff water and in rainwater. Two hypotheses
were proposed: the zero hypothesis H0: the quality indicators from the green surfaces were the same as
in the precipitation and control area; and the second hypothesis H1: the mean values of water quality
indicators for the green surfaces differ from those in rainwater and in water from the control surface.
The adopted level of significance was 5%. Conclusions concerning the equality of the mean values
were preceded with Levene tests.

2.3. RunoffModelling

The simulation for the experimental models was conducted with the use of the program, based on
Richards’ Equation (2), assuming one-dimensional flow direction, for the variant single porosity model.
The standard van Genuchten hydraulic model was adopted in the solution. The hysteresis effect was
not included, the variant without hysteresis gives the expected results [30].

∂θ
∂t

=
∂
∂z

[
K(θ) ·

(
∂h
∂z
− 1

)]
− S (2)

where θ is the volumetric content of water [L3·L−3], z is the spatial coordinate [L], t is the time [T],
K is the unsaturated hydraulic conductivity [L·T−1], and S is the unit uptake of water by the plants
[L3·L−3·T−1]. The effect of temperature gradients on the flow in a porous medium was neglected.
For the description of the hydraulic properties of the soil the van Genuchten–Mualem Equation (3)
was used, in the form [36–38]:
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θ(h) =

⎧⎪⎪⎨⎪⎪⎩ θr +
θs−θr

[1+|αh|n]m h < 0

θs h ≥ 0
(3)

K = KsSe
1/2

[
1−

(
1− Se

1/m
)m]2

(4)

Se =
θ− θr

θs − θr
(5)

where θr is the residual moisture [L3·L−3]; θs is the saturated moisture [L3·L−3]; Se is the effective
saturation (5); α is the constant [L−1]; n, m = 1− 1·n−1 is the form parameter; Ks is hydraulic conductivity
[L·T−1].

The modeled vertical profiles with a drainage and vegetation layer were discretized with the use
of 77 elements.

Solving Equations (3) and (4) requires the estimation of parameters θr, θs, α, n and Ks [36],
the values of which on the depend type of substrate. The parameters are shown in Table 2. The values
of the parameters were determined in laboratory conditions (Ks, θs), or adopted and calculated (θr, α,
n) [39]. Ks was measured in several replicates in laboratory conditions. The boundary conditions
at the boundary of the soil and the atmosphere can change from an unsaturated value to full soil
saturation, and depend on hydrological processes (infiltration and evapotranspiration, and atmospheric
precipitation), and, consequently, on the moisture and the soil substrate [30]. The initial water content
before the occurrence of subsequent events was determined by means of the time domain reflectometry
technique (TDR). The measurement interval was 30 seconds. The vegetation cover factor of the
experimental models was included. The model’s performance was evaluated statistically based on the
Nash–Sutcliffe (NSE) Equation (6), and the performance and mean square error RMSE (7). The range
of this statistic can be within (−∞,∞). The calculated Nash–Sutcliffe performance could be from −∞ to
1. NSE = 1 corresponds to a perfect match, when NSE = 0 model the predictions were as accurate as
the average observed.

RMSE =

√√√√√√√√√√√√√ t=te∑
t=1

[qmea(t) − qsim(t)]
2

t=te∑
t=1

1
(6)

NSE = 1−

t=te∑
t=1

(qmea(t) − qsim(t))2

t=te∑
t=1

(qmea(t) − qamea)
2

(7)

where qmea is the measured flowrate, qsim is the simulated flowrate, qamea is the average measured
flowrate, and te is the end of the run offmeasure.

Table 2. Parameters for the green roof model.

Model θr (cm3 cm−3) θs (cm3 cm−3) α (m m−1) n (−) Ks (mm min−1)

Substrate with leca GR1 0.015 0.731 0.1627 1.1298 15.95

Substrate with perliteGR2 0.001 0.787 0.0092 1.0137 0.610

Using the described and validated model, runoff simulations were conducted. The model was
calibrated for measured and theoretical runoffs were analyzed for 13 June 2016.
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3. Results and Discussion

The model study in the conditions of the differentiated vegetation layer in relation to the control
surface was conducted in the years 2012–2016. Detailed studies conducted in 2016 showed that 27
out of 37 events caused runoff. Twelve events generated runoff with intensity below 0.1mm·min−1,
and two above 1mm·min−1. Eight selected events from the entire observation period generated runoff,
the size of which enabled the determination of indicators. In each case, runoff was initiated by rainfall
larger than 10 mm. The stoppage of the runoff and its delay varied and depended not only on the type
of surface, but also on the substrate moisture content and rainfall intensity. For all events (Table 3) the
runoff was initiated each time, but the runoff delay and hold varied. This depended mainly on the
initial humidity of the ground and the intensity of the rain. Each green roof model reduced the mean
peak discharge indicator. For example, on day 5.10, rainfall with a total of 26.4 mm and an intensity
of 0.11 mm·min−1 was retained for models based on expanded clay and perlite in the amounts of 63
and 70.1%, respectively. In another case (5.09) at a significant intensity of 1.31 mm·min−1, but with a
smaller sum precipitation of 13.9 mm, the holding amounts was 28.9 and 50.7%, respectively.

Table 3. Rainfall and runoff characteristics of the studied events in experimental object.

Rainfall
Event

Rain
Depth
(mm)

Peak of Rain
Intensity

(mm·min−1)

Rain
Duration

(min)

Retained
Volume (%)

Flow Peak
(mm·min−1)

Peak
Reduction (%)

Moisture
(Initial) (% v/v)

Leca Perlite Leca Perlite Leca Perlite Leca Perlite

13.06 22.6 1.47 367 31.4 64.9 1.41 1.22 26.1 38.9 15.7 16.6
17.06 12.2 1.1 381 311 55.1 0.92 0.87 33.6 39 20.3 23.1
31.07 10.1 0.8 1249 55.8 63.4 0.57 0.53 40.5 47.7 19.1 21.3
21.08 21.2 0.4 466 43.2 68.3 0.29 0.26 44 62.7 17 19.1
5.09 13.9 1.31 458 28.9 50.7 1.19 1.12 29.1 38.9 19.9 22.8
17.09 20.7 0.22 686 54.3 62.2 0.18 0.16 42.4 49.8 22.3 23.6

3.1 29.8 0.26 1433 62.1 74 0.21 0.19 52.2 60 23.6 24.9
5.1 26.4 0.11 1640 63 70.1 0.09 0.08 51 59.1 25.3 27.1

The analyzed surfaces delayed the start of the runoff. The calculated retention performance
indicator amounted to 9 and 11 min, respectively (Figure 2).

For the event of the 13.06 used to calibrate the model, the mean square error (RMSE), (6) was
0.16 mm·min−1 (GR1, leca) and 0.12 (GR2, perlite), while the calculated statistics describing the relative
value of residual variance, the Nash–Sutcliffe efficiency (NSE) (7)), and the assumed values at the level
0.74 (GR1) and 0.84 (GR2). A simulation can be accepted as satisfactory when NSE >0.5 (a higher
model accuracy for NSE values close to 1). The calculated NSE and RMSE values for validation are
presented in the Table 4. During validation, the models designed as leca- and perlite-based displayed a
good representation of flow volume intensity, accurately simulating events observed in other periods.
It can, therefore, be concluded that in both cases the level of matching achieved was close to good.
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Figure 2. The intensity of runoff and accumulated precipitation for the surface GR1 and GR2 and the
control surface in June 2016.

Table 4. Standard measures of model evaluation.

Date of the Rain Intensity Substrate of Leca Substrate of Perlite

Event mm min−1 NSE RMSE NSE RMSE

(−) (%) (−) (%)

Calibration data

13.06 1.47 0.74 0.16 0.84 0.12

Validation data

17.06 1.1 0.75 0.15 0.83 0.12
20.06 0.2 0.65 0.028 0.69 0.023
31.07 0.8 0.79 0.07 0.82 0.05
9.08 0.05 0.57 0.009 0.63 0.008

Other
events

21.08 0.4 0.75 0.085 0.8 0.061
5.09 1.31 0.78 0.069 0.85 0.063
17.09 0.22 0.64 0.058 0.7 0.055

3.1 0.26 0.66 0.061 0.71 0.059
5.1 0.11 0.58 0.048 0.61 0.043

345



Sustainability 2020, 12, 4793

The water content and time and depth illustrate the conditions of infiltration in the green roof
systems (Figure 3). In the conditions of high saturation of the designed profiles, one can note that in
the model based on expanded clay extrudate (GR1) the state of moisture close to porosity was attained
in minute 45. In the case of surface GR2 a significant level of saturation was observed already in
minute 20. In this case, this may indicate an improvement of the retention capacity of the profile and of
the hydrological properties of the systems as a result of the application of the admixture of perlite in
the substrate.

 

Figure 3. Water content profiles in models with leca (GR1) and perlite (GR2) at different time steps for
13 June 2016.

Studies of green roofs, reflected in their reliability in the context of retention capacity, have been
conducted by other authors. Pala et al. [32] monitored the green roof of the University of Genova.
They confirmed that it can significantly mitigate the generation of runoff, with the median values
of retained volume and peak reduction equal to 94 and 98.7%, respectively. The authors applied
a conceptual linear reservoir and a Hydrus-1D models to simulate the hydrologic behavior of the
system. The simulations with both models reproduce acceptable matching capabilities the experimental
measurements, as confirmed by the Nash–Sutcliffe efficiency index that was generally greater than
0.60 [32]. Wong [40] conducted a study in the region of Hong Kong, a humid and tropical climate.
Thin layer (40 mm) solutions of green roofs ensured a reduction of runoff intensity at the expected level.
Despite the small thickness of the layers, controlled runoffwas achieved, and the retention capacity
and thus good performance were obtained in a relatively short time. The methods of modelling with
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the use of the program Hydrus applied by Feitosa and Wilkinson [41] showed that the effectiveness of
the analyzed systems, reflected in their reliability, decreased with increasing intensity and duration of
rainfall. Locatelli et al., on the basis of the analyses of statistical data from three locations, concluded
that in the case of a single event the peak discharge and the reduction of runoff volume decreased with
the extension of the period of event recurrence [42]. Data concerning the quality of runoff water in
the Swojec object were based on eight rainfall episodes. The increase in total nitrogen concentration
was recorded in the samples. The data were compared with the use of t-tests, assuming a 5% level
of significance. Two hypotheses were adopted: the zero hypothesis H0: the quality indicators from
the green surfaces were the same as in precipitation and control area; and the second hypothesis H1:
the mean values of the water quality indicators were different in relation to rainwater and water from
the control surface.

For each of events, samples were collected from the model green roofs, from the control surface,
and from atmospheric precipitation. The Analyzed indicators were total nitrogen (TN), NO2, NO3,
NH4,T-P, PO4, Cu, Zn, Pb, Cd and electrolytic conductivity. Contrary to the adopted hypothesis, there
was no distinct improvement of water quality in the runoff from the experimental surfaces. An increase
in the level of concentration of nutrients was noted in runoff from the same surfaces. Table 5 presents
the results of the water quality and mean values of the determined indicators. The load of total nitrogen
in the runoff from the green roofs exceeded the concentration in rainwater and amounted to 7.17 and
13.01 mg·L−1. Distinctly higher levels of concentration of total nitrogen for the substrate with perlite
could have been a result of the composition of the substrate. It should be emphasized that a variation
of the loads of that indicator was observed among all of the analyzed rainfall events, in particular for
surface GR2, as seen Figure 4. In order to illustrate the observed variability of the pollutant load in
relation to rainfall and control surface, frame charts were prepared. The lower and upper boundary
of each box indicate respectively the 25th and 75th percentiles. Whiskers above and below each box
indicate the 90th and 10th percentiles. For the NO3 and NO2 indicators, no significant differences were
observed compared to rainwater. The recorded values of NO2 were at trace.

Table 5. Summary of average indicators for green roof runoff, control site runoff and precipitation from
the green roof experimental models in Wroclaw-Swojec.

Pollution
Indicators

Green Roof
Substrate in Leca

Green Roof Substrate
in Perlite

Control
Site

Precipitation

N mg·L−1 7.17 13.01 5.52 5.23

NO3–N mg·L−1 1.96 3.93 1.72 1.68

NO2–N mg·L−1 0.01 0.01 0.059 0.065

NH4–N mg·L−1 0.15 0.10 0.128 0.187

P (total) mg·L−1 0.25 0.26 0.207 0.246

PO4–P mg·L−1 0.15 0.12 0.106 0.121

Pb (total) mg·L−1 113.8 61.5 110.2 103.6

Zn (total) mg·L−1 237.6 241.4 32.1 31.1

Cd (total) mg·L−1 2.3 1.2 1.3 1.3

Cu (total) mg·L−1 220.8 320.2 54.1 50.2

The content of ammonium nitrogen NH4 was relatively stable, both in relation to the experimental
surfaces and to the rainwater (maximum 0.53 mg·L−1). For the analyzed cases, the type of media did
not affect the value of the indicator.
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Figure 4. The range and average values for nutrients and conductivity in extensive roof experimental
models in Swojec object.
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The concentrations of PO4 in the runoff from the analyzed surfaces, and in rainwater, were
relatively uniform, but in the case of runoff from surface GR2 the concentrations were the lowest.
Phosphorus compounds in the alkaline soil environment can be bound by calcium and manganese.
This may indicate considerable concentrations discharged in the course of the vegetation season and
during the winter period. The maximum concentrations of biogens can be observed after at least a
dozen days from fertilization [43].

In a study concerned with the chemical composition of rainwaters, MacAvoy et al. [21] determined
for 9 rainfall events higher concentrations of NO3 and NH4 in runoff from green roofs relative to
that from a control surface. In that study it was also found that over the entire cycle of a 16-month
experiment the load of nitrates was reduced by up to 32%. An experimental study conducted by
Harper [44] showed that a considerable load of phosphates and nitrates was carried away in runoff in
the initial period of operation of a green roof system. As a result of a nine-month operation, the load of
phosphates was reduced by 5 mg·L−1 and that of nitrates by 10 mg·L−1. In studies on organic carbon
by Yang and Lusk, Mitchell et al. [45], Carpenter, Kuoppamaiki, and Beecham [6,46,47] a decrease of
concentrations was observed in the range from 500 to 50 mg·L−1.

In the analyzed runoff waters from the experimental surfaces, electrolytic conductivity assumed
higher values in relation to runoff from the control surface and rainwater (Figure 4). Studies by other
authors supported the results obtained in the experiment at Swojec. For example, Vijayaraghavan and
Joshi studied the outflows from four different green roof systems and found that a better quality of
runoffwater was generated at a lower conductivity, relative to atmospheric precipitations [48].

The analysis of the content of metals in runoff from the green surfaces revealed several times
higher concentrations of copper and zinc in comparison to those determined in rainwater. It can be
assumed that in this case, the structural materials of the model (galvanized steel, zinc) or components
of the substrate were a source of contamination with those elements (Table 4, Figure 5).

 

Figure 5. Range and average values for metals in extensive roof models in Swojec object.
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On average, the outflow was about 30 mg·l−1, Gnecco et al. [49]. A study conducted by
Vijayaraghavan and Raja [50], based on artificial green roof profiles with the use of biomass demonstrated
a high degree of reduction of the concentration of metals in relation to rainwater. The achieved efficiency
of the removal of metals reached the level of 92%. The literature indicates that at the stage of design it
is necessary to conduct an analysis of the materials used in the process of preparation of substrates.
The main objective of such analysis is to identify their effects as a source of contaminants. A study
conducted by Schwager et al. [51] on the leaching of certain metals and their sorption in selected
substrates, and especially copper and zinc, indicated a high variation in their liberation, depending on
the material. The time of equilibrium of those metals was high and amounted to 3 days

4. Conclusions

Green architecture, including green roofs, mitigate the effects of traditional building materials
on urban environments. This property is directly relevant to the quality of life of society. Therefore,
research into the properties of green architecture is important. A six-month study period in 2016 was
analyzed. The analyses of the quality of runoff from those systems were conducted, taking into account
certain pollution indicators and metals. In the study of the hydrological performance of the systems,
a unidimensional model of infiltration was applied for the analysis of the hydraulic parameters.
The model enabled the identification of parameters related with the infiltration that are usually
determined with experimental methods. The calculated statistics for the measured and simulated
values for the surfaces with expanded clay aggregates and with perlite indicated a good fit and enabled
the accurate simulation of events observed in the remaining periods. The mean concentrations of
nitrogen and phosphorus were higher than those determined in rainwater. The load of total nitrogen
exceeded the values of concentration in rainwater and amounted to 7.17 and 13.01 mg·L−1 for leca
and perlite, respectively. Therefore, at the level of 0.05, statistically significant differences were noted
in relation to specific concentrations in rainwater and runoff from the control surface. Electrolytic
conductivity assumed decidedly higher values, compared with runoff from the reference surface and
atmospheric precipitation.

Excessive levels of concentration of metals, especially zinc and copper, were observed in the
runoff from the green surfaces in relation both to the precipitation and to runoff from the control panel.
The proper level of system performance with regard to runoff quality can be determined on the basis
of longer observations. The calculated maximum retention performance indicator for the experimental
green surfaces, relative to rainfall, was up to 65%, and in relation to the control surface was up to 49%
(substrate with perlite). The peak discharge performance indicator was reduced by 26% in the case of
leca and by 38% in the case of perlite.
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Abstract: Freely available and reliable meteorological datasets are highly demanded in many scientific
and business applications. However, the structure of publicly available databases is often difficult to
follow, especially for users who only deal with this kind of dataset on occasion. The “climate” R
package aims to fill this gap with an easy-to-use interface for downloading global meteorological data
in a fast and consistent way. The package provides access to different sources of in-situ meteorological
data, including the Ogimet website, atmospheric vertical sounding gathered at the University of
Wyoming’s webpage, and hydrological and meteorological measurements collected by the Institute
of Meteorology and Water Management—National Research Institute (i.e., Polish Met Office). This
article also provides a quick overview of the key functionalities available within the climate R
package, and gives examples of an efficient and tidy workflow of meteorological data within the R
based environment. The automation procedures included in the packages allow one to download
data in a user-defined time resolution (from hourly to annual), for a user-defined time span, and
for a specified group of stations or countries. The package also contains metadata, including a list
of available stations, their geospatial information, and measurement descriptions with their units.
Finally, the obtained datasets can be processed in R or exported to external tools (e.g., spreadsheets or
GIS software).

Keywords: R; open-source software; dataset; meteorology; climate; SYNOP; geospatial information

1. Introduction

Meteorological conditions are key factors in many areas of human activity such as agriculture,
transport, power engineering, insurance and risk assessment [1], industrial and marketing planning [2],
tourism, sport, mass events [3,4], national security, and many more where atmospheric conditions may
have a direct or indirect impact [5–8]. Besides the financial and safety relevance of meteorological and
hydrological datasets [9], this kind of information is very often crucial to reliably answer a scientific
problem [10], which heavily relies on the quality of meteorological dataset used in this kind of research.

National meteorological agencies collect in-situ measurements of the highest quality according to
the standards of the World Meteorological Organization (WMO). They are simultaneously responsible
for maintaining and sharing their archived databases. A significant part of the meteorological
data is available for free from the global exchange of the surface synoptic observations (SYNOP),
meteorological information used by aircraft pilots (METAR), or upper air soundings (TEMP) reports.
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Even if most of this information is limited only to the main synoptic stations and covers only basic
meteorological parameters, the data itself usually provides better accuracy compared to commonly
applied coarse gridded reanalysis products [11,12].

The availability of meteorological archive databases varies among countries. In most cases, access
to such databases is usually not free of charge. However, the near-surface meteorological information
from synoptic stations all around the world is publicly available free of charge due to the exchange of
meteorological reports (e.g., FM-12 code established by the WMO) and is stored online. The ogimet.com
web service is one of the most popular repositories of meteorological data that is heavily based on
freely available data sources from the National Oceanic and Atmospheric Administration (NOAA)
archives processed in a raw and human-readable format. Most of the archive dataset starts around the
second part of 1999 and is being updated immediately after new reports are available.

The dataset representing atmospheric upper layers are also collected on the NOAA’s as
well as an independent data repositories. In this study, a publicly available repository of the
University of Wyoming (http://weather.uwyo.edu/upperair/sounding.html) was used, as it allows
for downloading atmospheric data representing vertical profiles of the atmosphere on any of the global
sounding stations dated back even up to 1960s. Moreover, this repository provides a quick summary
of thermodynamic atmospheric indices, which also can be a useful source of information for interested
groups of end-users.

Other data sources exist that can be more suited for locally targeted problems. Such an example
is a data source provided by the Polish Institute of Meteorology and Water Management—National
Research Institute (IMGW-PIB) that distributes their resources through an HTTP file server
(https://dane.imgw.pl/). Thanks to the actions of the Polish atmospheric-related communities against
limited access to collected data, the legislative changes were possible [13,14]. It ensured free access
to meteorological and hydrological data for most commonly applied non-commercial use cases since
January 2017. Nowadays, the way of the distribution of this operational data is one of the most liberal
among European meteorological services.

A typical workflow of downloading meteorological data from a repository (e.g., Ogimet)
conventionally using a web browser is to (1) select a country or station (2) for the given time range,
and (3) measurement interval (i.e., hourly/daily). As a single query is limited to a few tens of rows
per one search, thus creating a proper dataset requires manual and tedious routines. However, this
approach is not a standard for all repositories. For example, the Polish hydro-meteorological repository
requires a user to select the type of data, interval, and station of interest. Depending on the period
and interval, a single (ZIP archive) file contains one- or five-years of observations with one or two
files in every archive. Once the user selects the year (or five-year period), depending on the choices
made earlier, they may encounter one set of files in the case of monthly synoptic data, three sets of
files for the annual hydrological data, 13 sets for daily hydrological data, or about 60 sets in the case of
hourly synoptic data. Each case has a separate data structure and different documentation. Overall,
23 possible cases for the meteorological and hydrological data exist, each requiring an individual
approach for downloading and processing of the files. Since the beginning of 2017, the structure of
these data has undergone numerous changes, which have confused some users, thereby discouraging
them from using the repository.

The created package aims to supply access to the observational datasets which were missing so
far among the R atmospheric community that had used mostly tools for downloading gridded or
built-in datasets (e.g., ESD [15], rNOMADS [16], knmiR [17]). Partly this gap was covered by the rdwd
package [18], however, its functionality is restricted to the products of the German Meteorological
Service only. Keeping the aforementioned in mind, the main goal of the climate R package is to
deliver a convenient way of accessing global and regional repositories containing meteorological and
hydrological data. The choice of R [19] is related to the fact that this is currently one of the most popular
programming languages among environmental researchers and data scientists, and simultaneously, it is
free of charge. The created package aims at processing all formats of meteorological data independently
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of its origin in a tidy tabular form [20] that is suitable for various visualization and processing
applications. Abbreviations of the variables are specified according to the WMO standards and were
added to the package documentation. Relevant dictionaries attached to the climate package can be
read by imgw_meteo_abbrev or imgw_hydro_abbrev commands. The created package also contains a
database that clarifies the variables’ metadata and geographical coordinates of each stations’ location.
Thanks to this feature, users can directly use the output data in geospatial analysis using R [21]
programming language or external GIS software.

2. Methods and Materials

The climate package is distributed under the MIT license. However, users are obliged to follow
the regulations provided on the respective webpages, as the package only provides an interface to the
official repositories. The most stable version of the climate package is available at the Comprehensive
R Archive Network (CRAN), while its developer version is hosted on the GitHub platform at
http://rclimate.ml (mirrored to: https://github.com/bczernecki/climate), where third-party users
can contribute to its further development.

2.1. Installation and User Guide

The climate package can be installed and run on any modern computer with the R environment
version 3.1 or higher. The package was tested on a wide span of Windows instances and several Linux
and Mac OS X distributions, and has positively undergone numerous tests before being published
in the CRAN repository. The authors also deliberately avoided using external libraries in order to
reduce possible dependencies or installation issues. The stable version of the climate package hosted
on the official CRAN repository can be installed with the R’s install.packages("climate") and
activated using the library(climate) commands respectively. The development version is hosted on
the GitHub platform at (https://github.com/bczernecki/climate), where all instructions for installing
and using the package are provided. Additionally, users are encouraged to contribute, leave feedback,
or suggest their own ideas for further improvements that may be added in future releases.

2.2. Datasets

Archived data stored at (1) www.ogimet.com, (2) the University of Wyoming’s atmospheric
sounding database and (3) in the official IMGW-PIB’s repository, constitute the primary sources for
the data in the climate package (Figure 1).

Figure 1. The data sources used in the climate R package.
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The synoptic reports available in the Ogimet web service are dated back to the year 1999. This
global repository shares up to 17 variables (columns) representing instantaneous measurement for
an individual station in a given date and time. Data is divided into daily and hourly time intervals.
It contains information for the following: 2 meters air temperature (min., max., avg.) and dew point
temperature [◦C], atmospheric and sea level pressure [hPa], geographical coordinates [°], altitude [m],
relative humidity [%], wind speed and wind gust [km · h−1], wind direction [direction], cloudiness
[octants] and height of cloud base [km], visibility [km], sunshine duration and height of snow
cover [cm].

The historical sounding (i.e., upper air from the University of Wyoming’s repository) observations
are not available on the Ogimet website. Therefore, this capability was added to the climate package
due to the high demand for this kind of information among severe weather community, where
it is commonly used for analyzing thermodynamic and kinematic atmospheric parameters [22,23].
This is also crucial information for identifying the atmospheric processes responsible for air quality
problems [24]. The measurement interval is in most cases 12 hours (i.e., at 00 and 12 UTC, occasionally
on some stations at 06 UTC and 18 UTC) and the data are usually available a few hours after beginning
of the measurements. The sounding (also known as “rawinsonde”) data has 11 columns representing
the instantaneous measurement of the atmospheric vertical profile for a single station and time.
It contains information for the following parameters: atmospheric pressure [hPa], altitude [m], air
temperature and dew point [◦C], relative humidity [%] and mixing ratio [g · kg−1], wind speed [knots]
and wind direction [°], and thermodynamic properties along with measurement metadata.

The IMGW-PIB (i.e., Polish hydro-meteorological) dataset contains measurements back to the
1950s, and the database is continually being updated, usually on a monthly basis. The meteorological
data in the repository is divided, according to the hierarchy of stations, into (1) synoptic, (2)
climatological, and (3) precipitation data. The synoptic and climatological stations consist of (1)
hourly, (2) daily, and (3) monthly time intervals. The precipitation stations have no measurements
at an hourly interval. The synoptic data are the most extensive and contain over 100 meteorological
parameters. The climate data describes four essential meteorological components: air temperature
[◦C], wind speed [m · s−1], relative humidity [%], and cloudiness [octants]. The precipitation data
consist of the amount of precipitation with a description of the phenomena or surface precipitation
type (i.e., rain, snow, snow cover height). Due to a relatively broad range of parameters obtainable for
the meteorological data, the authors have thus decided to include a “vocabulary” that contains column
names (i.e., meteorological parameters) in a (1) short, (2) more descriptive, or (3) original (Polish)
forms. The hydrological data in the IMGW-PIB repository contains (1) daily, (2) monthly, and (3)
semi-annual/annual measurements. All hydrological data uses the hydrological year, which begins on
November 1st and ends on October 31st. Regardless of the temporal resolution, the hydrological data
contains measurements of the maximum, mean, and minimum for the following: water flow [m3 · s−1],
water temperature [◦C], and water level [cm]. Additionally, the daily dataset includes characteristics
of the ice and overgrowth phenomena observed at the station. Similar to the meteorological dataset,
a user can decide whether to add an extra description to the column names.

2.3. Core Functionality of the Climate R Package

The climate package currently consists of 21 functions with ten of them visible for the end-user
(Table 1). Three of them are intended for downloading meteorological data, one for hydrological data,
and four are auxiliary functions to improve the legibility and improve data exploration capabilities.
Despite a relatively large number of functions that might be potentially used, there are four main
functions called meteo_ogimet, sounding_wyoming, meteo_imgw and hydro_imgw that are
generic wrappers for other functions. They allow for simplified downloading of any requested data
in a convenient way. All available functions are documented on the package website and inside the
built-in R help system where the exemplary code is also provided.
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Table 1. The essential user-visible functions available in the climate package.

Function Description

Meteorological data—download

meteo_ogimet
A generic function for downloading hourly and daily dataset from the
Ogimet repository

sounding_wyoming
A function for downloading sounding (i.e., upper air) data for any station
in the world (i.e., vertical profiles of the atmosphere) from the University
of Wyoming repository

meteo_imgw
A generic function for downloading hourly, daily and monthly
meteorological dataset from the IMGW-PIB repository

Hydrological data—download

hydro_imgw
A generic function for downloading daily, monthly, and annual
hydrological dataset from the IMGW-PIB repository

Auxiliary functions and datasets

stations_ogimet
A function for downloading information about all stations available for
the selected country in the Ogimet repository

nearest_stations_ogimet
A function for downloading information about nearest stations to the
selected point available for the selected country in the Ogimet repository

imgw_meteo_stations
Built-in metadata for meteorological stations, their geographical
coordinates, and ID numbers (from the IMGW-PIB repository)

imgw_hydro_stations
Built-in metadata for hydrological stations, their geographical
coordinates, and ID numbers (from the IMGW-PIB repository)

imgw_meteo_abbrev
Dictionary explaining variables available for meteorological stations
(from the IMGW-PIB repository)

imgw_hydro_abbrev
Dictionary explaining variables available for hydrological stations (from
the IMGW-PIB repository)

2.4. Ogimet Meteorological Data

The generic function for downloading decoded SYNOP reports from the Ogimet repository
requires defining a set of arguments according to the schema provided below for the most generic
meteo_ogimet function.

meteo_ogimet(interval, date, coords, station, precip_split)

where:

• interval - temporal resolution of the data ("hourly", "daily") (argument not valid for:
ogimet_hourly and ogimet_daily functions)

• date - start and finish dates (e.g., date = c("2018-05-01", "2018-07-01") ) — character
or Date class object

• coords — logical argument (TRUE or FALSE); if TRUE coordinates are added
• station — WMO ID of meteorological station(s). Character or numeric vector
• precip_split — whether to split precipitation fields into 6/12/24 h, numeric fields (logical

value = TRUE (default) or FALSE); valid only for an hourly time step
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2.5. Sounding Data

The proposed solution is based on the decoded TEMP sounding (radiosonde) reports hosted on
the University of Wyoming (http://weather.uwyo.edu) server. It contains archived data for all upper
air profiling stations working globally in the WMO network. The syntax for downloading the single
sounding is as follows:

sounding_wyoming(wmo_id, yy, mm, dd, hh)

This function requires a few numeric arguments:

• wmo_id — international WMO station code
• year — year
• mm — month
• dd — day
• hh — hour (usually radiosondes are launched at 00 and 12 UTC)

The returned object contains a list of two data frames. The first consists of measurements in
a tabular form for 11 meteorological elements, while the second consists of metadata and the most
fundamental thermodynamic and atmospheric instability indices.

2.6. IMGW-PIB Meteorological Data

The extended range of meteorological near-surface measurements can be achieved, usually from
the regional met offices’ repositories. The publicly available Polish historical meteorological dataset
comprises of two sections: meteorological and actinometrical data. Each of these sections is divided
into subsections depending on the observational interval. The actinometric data was not implemented
in the climate package due to ongoing changes to the data storage, and it will be added after the
final format is determined.

The climate package contains an interface to the Polish IMGW-PIB dataset, which can be
downloaded with a very similar syntax to the global dataset described previously in a simplified way.
The schema shown below describes the use of the most generic meteo_imgw function and contains all
arguments that can be used to define requested data.

meteo_imgw(interval, rank, year, status, coords, station, col_names)

where:

• interval — temporal resolution of the data ("hourly", "daily", "monthly")
• rank — type of the stations to be downloaded ("synop", "climate", or "precip")
• year — vector of years (e.g., 1966:2000)
• status — logical argument (TRUE or FALSE); for removing status of the measurements
• coords — logical argument (TRUE or FALSE); if TRUE coordinates are added
• station — vector of stations; it can be an ID of a station (numeric) or a name of a stations

(capital letters)
• col_names — three types of column names possible: “short” — default, values with shortened

names, “full” — full English description, “Polish” — original names in the dataset

It is also worth noting that most of the arguments have predefined default values to support less
experienced users. For example, if the station argument is not given, then all available datasets (here:
data for all stations) are automatically downloaded. Only the interval, rank and year arguments
are mandatory. In case any of them is not defined, the user is given a hint on the correct syntax.
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2.7. IMGW-PIB Hydrological Data

The hydrological data is available in daily, monthly, and semiannual/annual temporal resolutions.
The definition of the arguments in hydro_imgw is an analogue to the previously described for the
meteorological data, with the syntax described below:

hydro_imgw(interval, year, coords, value, station, col_names)

where:

• interval — temporal resolution of the data (“daily”, "monthly",

"semiannual_and_annual")
• year — vector of years (e.g., 1966:2000)
• coords — logical argument TRUE or FALSE; if TRUE coordinates are added
• value — type of data (can be: state — "H" , flow — "Q", or temperature — "T").
• station — vector of stations; it can be an ID of a station (numeric) or a name of a stations

(capital letters)
• col_names — three types of column names possible: "short" — default, values with shortened

names, "full" — full English description, "polish" — original names in the dataset

3. Results

The purpose of this section is to show the capabilities of the created R package. The following
subsections provide examples for types of analyses that can be performed using the climate R
package together with other R packages available on CRAN.

3.1. Ogimet Meteorological Data—Use Case

The meteorological dataset use case provided below was based on hourly data from the Ogimet
repository for the defined time frame, i.e., 2018/01/01 – 2018/12/31, for the location of Svalbard
Lufthavn. The meteo_ogimet command allowed us to download 8761 observations for 22 variables
(Listing 1). The dplyr and openair packages [25] were used to analyze and visualize part of
downloaded results. After aggregating the data by the wind directions (the "ddd" column, Listing 2),
converting directions into angles given in degrees, and reformatting dates’ classes, it was possible to
align it to format required by external packages and plot the seasonal wind roses (Figure 2).

Listing 1. Example of the data download using the climate package.

library(climate)
df <- meteo_ogimet(interval = "hourly", date = c("2018-01-01", "2018-12-31"),

station = "01008")

#> [1] "01008"

#> |======================================================================| 100 %

head(df[, 2:11])

#> Date TC TdC TmaxC TminC ddd ffkmh Gustkmh P0hPa PseahPa

#> 2 2018-12-31 23:00:00 -14.3 -19.2 <NA> <NA> NNW 25.2 43.2 1000.5 1004.2

#> 3 2018-12-31 22:00:00 -13.7 -18.2 <NA> <NA> NW 21.6 32.4 1000.0 1003.8

#> 4 2018-12-31 21:00:00 -15.9 -18.5 <NA> <NA> ESE 10.8 21.6 999.9 1003.7

#> 5 2018-12-31 20:00:00 -16.8 -20.1 <NA> <NA> E 18.0 25.2 1000.1 1003.9

#> 6 2018-12-31 19:00:00 -17.2 -21.7 <NA> <NA> ESE 21.6 28.8 1000.5 1004.3

#> 7 2018-12-31 18:00:00 -18.3 -20.8 -15.5 -19.5 ESE 21.6 32.4 1000.7 1004.5
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Listing 2. Example of a code used for creating a rose wind for Svalbard Lufthan in 2018.

library(climate)
# downloading data

df <- meteo_ogimet(interval = "hourly", date = c("2018-01-01", "2018-12-31"),

station = c("01008"))
library(openair) # external package for plotting wind roses

# converting wind direction from character into degrees

wdir <- data.frame(ddd = c("CAL", "N", "NNE", "NE", "ENE", "E", "ESE", "SE", "SSE",

"S", "SSW", "SW", "WSW", "W", "WNW", "NW", "NNW"),

dir = c(NA, 0:15 * 22.5), stringsAsFactors = FALSE)

# changing the date column to the format required by the openair package

df$date <- as.POSIXct(df$Date, tz = "UTC")

df <- merge(df, wdir, by= "ddd", all.x = TRUE) # joining two datasets

df$ws <- df$ffkmh/3.6 # converting to m/s from km/h
df$gust <- df$Gustkmh/3.6 # converting to m/s from km/h
windRose(mydata = df, ws = "ws", wd = "dir", type = "season", paddle = FALSE,

main = "Svalbard Lufthavn (2018)", ws.int = 3, dig.lab = 3, layout = c(4, 1))

Figure 2. Seasonal wind roses for Svalbard Lufthavn in 2018 based on Ogimet dataset.

3.1.1. Searching for the Nearest Stations

The user can also use the climate package without knowing the station’s WMO ID. The nearest
synoptic stations can be found with the nearest_ogimet_stations function (Listing 3). It requires
users to provide a pair of geographical coordinates that point to the centroid of our area of
investigations. We can specify how many nearest meteorological stations an user wants to find.
As a result, we get a data frame with stations metadata and distance to given coordinates. Additionally
a simple map can be added with the argument add_map = TRUE. Exemplary results and the code is
given below Figure 3.

Listing 3. Example of downloading nearest stations according to a specified location (first six nearest
stations are shown).

library(climate)
ns = nearest_stations_ogimet(country = "United+Kingdom", point = c(-4, 56),

no_of_stations = 50, add_map = TRUE)

head(ns)

#> wmo_id station_names lon lat alt distance [km]

#> 29 03144 Strathallan -3.733348 56.31667 35 46.44794

#> 32 03155 Drumalbin -3.733348 55.61668 245 52.38975

#> 30 03148 Glen Ogle -4.316673 56.41667 564 58.71862

#> 27 03134 Glasgow Bishopton -4.533344 55.90002 59 60.88179

#> 35 03166 Edinburgh Gogarbank -3.350007 55.93335 57 73.30942

#> 28 03136 Prestwick RNAS -4.583345 55.51668 26 84.99537

360



Sustainability 2020, 12, 394

Figure 3. Example code for searching for the 50 nearest stations from the point of given coordinates
(longitude 5° W, latitude 56° N) in United Kingdom. First 22 records are shown in Listing 3.

3.2. Sounding Data—Use Case

Downloading data for a single vertical profile of the atmosphere requires providing date, hour,
and station’s name (Listing 4). The chosen use case showed an atmospheric sounding started at
00UTC on 4th April 2019 in Łeba, Poland (Figure 4). The returned data frame from the measurements
allowed users to plot temperature and humidity profiles on the Skew-T diagram generated thanks
to the RadioSonde package [26]. It showed a strong thermal inversion up to 800–850 m a.g.l. which
may strongly impact the air quality conditions in a near-surface layers [24]. The metadata and
thermodynamic calculations stored in the second element of the returned list were omitted on purpose
as no severe weather parameters related to atmospheric convection were detected.

Listing 4. Example of code to download sounding data, with Skew-T diagram.

library(climate)
library(RadioSonde) # an external package

profile <- sounding_wyoming(wmo_id = 12120,yy = 2019, mm = 4, dd = 4, hh = 0)

df <- profile[[1]]
colnames(df)[c(1, 3:4)] = c("press", "temp", "dewpt") # changing column names

RadioSonde::plotsonde(df, winds = FALSE, title = "2019-04-04 00UTC (LEBA, PL)",

col = c("red", "blue"), lwd = 3)
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Figure 4. Example of a downloaded sounding dataset plotted on Skew-T diagram.

3.3. IMGW-PIB—Use Case

Another use case shows the possibilities of the climate package when coupled with the GIS and
statistical capabilities of the R programming language (Figure 5). The downloaded data comprised
30 years of monthly mean air temperatures derived from the main meteorological stations in Poland.
Due to the missing or suspicious diagnosed values, some data were excluded, e.g., stations’ location
changes during the analyzed period or having a monthly mean air temperature during the summer
season of 0 °C. The next step was to create a function for calculating the slope coefficient of the linear
regression model that was later applied to the whole dataset.

362



Sustainability 2020, 12, 394

Figure 5. Air temperature trends in Poland per 100 years (◦C) based on the calculated slope of linear
regression for 1978-2017—IMGW-PIB dataset.

The obtained results (Listing 5) were later transformed into a spatial object using the sf

package [27] and visualized in the form of the map using the tmap package [28]. The created vector
layer can later be saved in any GIS format supported by the sf package interfacing between R and
the geospatial data abstraction library drivers (GDAL). One of the major advantages of using the R
programming language is being able to keep everything in one environment instead of the typical
situation where three different tools are applied for (1) data preprocessing, (2) statistical analysis,
and (3) spatial data visualization. Such an approach makes it possible to reduce the required time for
the entire research significantly and to focus more on the obtained results. However, the user must
be aware that the provided tool is only an interface for downloading the data, and that the obtained
results may inherit errors from the source repositories.
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Listing 5. Exemplary code for downloading, processing and visualizing data from the IMGW-PIB
repository.

library(ggplot2)
library(dplyr)
library(tidyr)
library(sf)
library(tmap)
library(rnaturalearth)
library(climate)
ms <- meteo_imgw("monthly", "synop", year = 1978:2017, coords = TRUE)

# calculating annual values

ms %>%

filter(!(mm > 5 && mm < 9 && t2m_mean_mon == 0)) %>%

select(station, X, Y, yy, mm, t2m_mean_mon) %>%

group_by(station, yy, X, Y) %>%

summarise(annual_mean_t2m = mean(t2m_mean_mon), n = n()) %>%

filter(n == 12) %>%

spread(yy, annual_mean_t2m) %>%

na.omit() -> trend

# extracting trends

regression <- function(x) {

df <- data.frame(yy = 1978:2017, temp = as.numeric(x))
coef(lm(temp ~ yy, data = df))[2]
}

trend$coef <- round(apply(trend[, -1:-4], 1, regression) * 100, 1)

trend <- st_as_sf(trend, coords = c("X", "Y"), crs = 4326)

# mapping the results

world <- ne_countries(scale = "medium", returnclass = "sf")

tm <- tm_shape(world) + tm_borders() +

tm_shape(trend, is.master = TRUE) + tm_dots(col = "coef", size = 4) +

tm_shape(trend) + tm_text(text = "coef")

tm

4. Conclusions

The climate R package allows users to obtain historical and most up-to-date meteorological
information from both: ground and upper parts of the atmosphere. Data downloaded by climate

gives possibilities for applying atmospheric data collected according to the WMO standards in an
intuitive and fully automated way. The package is designed to be user-friendly and envisages,
for the most part, environmental scientists wanting to obtain hydrological or meteorological
data for research purposes in an convenient and programmable way within the R programming
language. The usefulness and simplicity of the proposed solution can be especially valuable for many
non-atmospheric scientists struggling with typically sophisticated and time-consuming mechanisms
for accessing in-situ atmospheric data in a ready-to-use structure. The proposed solution with the
climate package lets to save time for typical data flow in data science projects where a significant
amount of time is spent on data preparation, while a core part of the computation is usually a
magnitude shorter when compared to data cleaning and preprocessing [29].

Therefore for future improvements, it is planned to enlarge the climate R package with new
local repositories so that more countries can conduct interdisciplinary research on meteorological data
using a single tool, which can be targeted on a local scale in combination with global meteorological
information. Also, new products (e.g., actinometric data in Poland) will be included once the
IMGW-PIB repository has a mature form.
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Abstract: This paper addresses the problem of noise in spa protection areas. Its aim is to determine the
delimitation of the areas that exceed a permissible noise level around the sanatorium on the example of
a health resort in Inowrocław. The determination of the exceedance of permissible noise levels allows
us to develop directly effective local policy tools to be included in planning documents. In order to
reduce noise infiltration, it is important to define environmental priorities. Taking into account their
impact on the health of users in the protection area, environmental priorities enable us to introduce
additional elements to street architecture. In order to properly manage space, in accordance with the
idea of sustainable development, zones of environmental sensitivity—and their socio-environmental
vulnerability—have been designated for assessing damage (exceeding permissible noise in health
facilities) and defining methods of building resilience (proper management). This has provided the
basis for a natural balance optimized for the people living in these areas. To achieve the goal above,
non-linear support vector machine (SVM) networks were used. This technique allows us to classify
the linearly inseparable data and to determine the optimal separation margin. The boundaries of the
areas which exceeded permissible noise levels (separation margin) were estimated on the basis of
noise pollution maps, created by means of the SVM technique. Thus, the study results in establishing
buffer zones where it is possible to use varied land utilization in terms of form and function, as
described in the planning documents. Such an activity would limit the spread of noise.

Keywords: noise; acoustic space; socio-environmental vulnerability; Support Vector Machines; spatial
policy; preventive healthcare; healthcare facilities

1. Introduction

The effect of environmental factors on human health is inevitable. Among health-affecting factors,
quite important are the physical factors of diverse nature: water, soil or air pollution [1]. Increasingly,
noise is being mentioned as air pollution caused by energy. Energy propagating in the air takes the form
of acoustic waves that are divided by frequency into ultrasound, audible sounds, and infrasound [2].
Noise is an undesirable, unpleasant, cumbersome, oppressive or harmful sound of excessive intensity
affecting the organ of hearing, the other senses and other parts of the body or the whole body [3–7].
Proper development of the acoustic environment is based on the formation of acoustic conditions so that
they are optimal from the point of view of health and human activities. Each person is characterized
by an individual reception of sounds. It is the sensitivity on noise. To get to know this sensitivity
it is important to properly manage and recognize social, environmental and health vulnerabilities.
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“Noise sensitivity” is defined as an individual and increased probability of perceiving sounds as
unpleasant [8–11]. Moreover, getting used to excessive noise levels causes indifference, which is caused
by exposure to a hazardous situation [12–16].

Noise can be characterized by its source (e.g., anthropogenic or natural causes) or by specific
physical values, such as power, intensity, frequency or duration. It should be noted that its relevant
parameters refer not only to strictly objective values considered to be unpleasant or harmful but also, to
the same extent, to the places where common sounds will cause unwanted or disturbing effects [17–19].
Organized urban spaces are treated like resources directly used by local residents. The conditions of
these spaces decide also on the possibilities for creating a proper base for planners who, to a greater or
lesser degree, introduce quantitative and qualitative changes in the area [20,21].

It is important then, to analyze the acoustic situation. The determination of physical parameters
such as density, open spaces, their shape, the greenery and the location of the buildings has a
significant effect on the noise spread in the environment [18,22]. Maps are a good tool for showing
the noise distribution in the area. It is accepted in the literature that an acoustic space map can
contain three different topics: a sound sources map, a map of psychoacoustic perception and a
noticeable quality of sound environment [23–30]. A map of sound sources provides information on
the different types of noise, including positive ones. Liu developed a map of perception of sound
sources based on their spatial-temporal variation [27,28]. He qualified the sources as anthropological,
biological and geographical, and showed that they are characteristic of urban landscapes and depend
on their composition.

Yerli and Demir, by examining seasonal variation of noise, identified the possibility of noise
reduction by greenery up to 20 dB [31]. The researchers showed the dependence of the noise level
on the time of year and the time of day (daytime noise for the spring–summer is higher by 4 dB).
Independently, the researchers demonstrated a relationship between the size of the paved surface
(passageways) in green areas and the noise level. The impact of the characteristics of the acoustic
properties of surface material used for paths on the feeling of annoyance caused by noise (perception
of background factor) was also described by Vlahov [32].

Urban noise pollution is gradually increasing, mainly because of rapid industrialization and
urbanization. A number of studies and reports refer to the fact that noise affects physiological and
mental health [33,34] and sound space is considered to be a key factor in creating a healthy city [35–37].
According to the World Health Organization, health is defined as a state of complete physical, mental,
and social well-being and not merely the absence of disease or infirmity. Particular attention should
be paid to the importance of recreational and health areas due to their tasks [38]. In these areas, the
noise level should be as low as possible, close to natural background levels. In Polish law spas have
the lowest values of equivalent sound level. The highest permissible value is 50 dB during the day,
whereas other areas have 68 dB. The Directive 2002/49/EC of the European Parliament and of the
Council of 25 June 2002 relating to the assessment and management of environmental noise, indicates
that it is necessary to adopt common methods to assess “environmental noise” and the definition of
“limit values”, in terms of harmonized indicators for the determination of noise levels. The harmful
effects of noise on the human body is a complex issue and it is related to a number of its space activities.
In the assessment of nuisance sounds, an indicator LAeq was used, which refers to the measured noise
value at the specific time of the measurement. The obtained results show the current acoustic climate
characteristic for a certain area [22,29]. The research presents on noise and its effects on human health.
The results are a good output model for the extrapolation of health effects and attempts to define them
in different periods of activity. The aim is the sustainable creation of such vulnerable spaces, especially
in terms of noise protection. Thus, the research question is how to monitor noise in spa areas and how
to counteract its spread.

Environmental noise depends on land development and usage. This paper presents, for the
first time, zones, within one park, where various development and land use should be conducted.
Usually, the area of the spa park is treated homogeneously. We propose to distinguish zoning and
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utilization zones and introduce various limitations in zones. This is necessary due to the fact that noise
sources are internal and result from the intensity of use. Many studies deal with environmental noise
research, most often regarded as a linear source. We use support vector machine (SVM) networks,
which gives the possibility to determine zones depending on many sources of noise and the need to
protect the acoustic climate of the protected space [39]. The residents and spa patients and also the
inhabitants of Inowrocław, who use the attractions of the health spa, are the sources of noise in the spa
area. The source of noise is, therefore, internal, anthropological, and the prevention of its spread will
be supported by creating separated areas with controlled absorbency.

Mathematical multi-criteria optimization methods are usually used to plan the reduction of
the impact of noise coming from various sources such as road and rail transport, construction and
operations, or resulting from human life. In addition, they are based on many purposes [40–43]. In this
way, an attempt is made to reduce the impact of noise along with optimizing the costs of decisions
and possible implementation. The use of the support vector machine, a technique to determine the
areas based on the noise measurements in spatial planning, is also new. The SVM algorithm is widely
used in solving data classification problems [44,45], object recognition [46], in technical, engineering
and environmental applications [47] and in medical diagnostics [48,49]. An interesting application
is the use of the SVM algorithm to model ship maneuvering movements to mitigate the impact of
noise problems [50]. The SVM is characterized by strong theoretical foundations based on statistics. Its
modern form was developed by Vapnik and discussed in detail in [51]. The SVM technique has been
gaining more and more popularity in recent years and it is still prevailing in line with the currently
used trends in scientific research on the use of artificial intelligence methods.

Its application primarily solves problems of linear and non-linearly separable data
classification [52–54], detects and identifies failures and errors in various systems [55,56], and assesses
risk in various branches of the economy [57,58]. In this paper, the range of special zone development
in the spa areas was determined by means of the SVM technique. Simultaneously, ways of developing
the area in order to reduce noise spread were proposed.

2. Materials and Methods

2.1. Research Object

Inowrocław is a city in the northern-west part of Poland, located in Kuyavia-Pomerania province.
It is one of 46 health resorts in Poland and it currently functions as:

• a large settlement,
• an industrial-economic and service center of a regional importance,
• an important railway junction and a significant road transport hub,
• a vocational education center,
• a health resort with a separate spa (Figure 1)

The spa function completes urban functions and generates income.
The lowland spa in Inowrocław was founded in 1875. Initially, the Health Spa and Resort (Solanki

I) covered the area of 5 ha. At present, its area is approximately 85 ha. The arrangement of the Health
Spa takes patients’ comfort into account most of all. There, one can find numerous walking alleys,
pedestrian zones and leisure areas with gazebos, brine graduation towers, mineral water drinking
sites, spa houses, natural medicine institutes and other objects of public interest.

The intention of health resorts is to provide an atmosphere supporting medical treatment.
Therefore, the spatial layout of health resorts should have elements unique to these types of areas. The
basis is a natural therapy complex, around which the parkland is located, often of a great value due to
its composition, aesthetic and cultural features. Moreover, organizing social life and entertainment
plays an important role in health resorts. Most of the noise in such a type of areas is associated with
human activities [59].
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Figure 1. The map of Inowrocław, along with the health spa and resort. Source: Authors.

2.2. The Measurement of an Equivalent Sound Level

Sound level measurements were carried out in accordance with Polish legislation
(PN—81/N—01306, PN-ISO 1996-1:1999) and were described also in the principles in the statement of
the State Inspectorate for Environmental Protection entitled “Methods of measurement of external
noise in the environment” with amendments that are adapted to the purposes of this study. Acoustic
data were collected with a sampling technique approved by the standard PN-ISO 1996-2:1999 [60]. In
this technique, the total duration of the measure was part of the period of reference time, which was
chosen to take the variability of noise emissions into account. The measurement points were located
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so as to best represent the space around health resorts. It was also considered to carry out the noise
measurements in conditions not exceeding the following limit values:

• temperature range from −10 ◦C to 40 ◦C,
• humidity from 25% to 98%,
• average wind speeds up to 5 m/s,
• atmospheric pressure from 940 hPa to 1060 hPa.

The designated indicator was the equivalent sound level LAeq. The measurements taken into
account were the eight least favorable hours for daytime and one least favorable hour at night. The
sound level was measured around the spa objects located in A zone of the health resort protection
area. The buildings of five sanatoriums are located around the park in its old part. The location of the
measurement points is shown in Figure 2, and the value of the measured equivalent sound level is
presented in Table 1 and Figure 3.

 

Figure 2. The maps of the health resort area with measuring points. Source: Authors.

The noise from all observable sources was measured at the designated points. The obtained
results show the currently prevailing acoustic conditions of the area (Figure 3—noise contour line).

371



Sustainability 2019, 11, 4199

Table 1. Measured values of the equivalent sound level [dB].

Point No.
The Name of

the Sanatorium

LAeq for 8 h
During the
Day [dB]

LAeq for 1 h
During the
Night [dB]

Point No.
The Name of

the
Sanatorium

LAeq for 8 h
During the
Day [dB]

LAeq for 1 h
During the
Night [dB]

1 Oaza 56.9 40.5 10 Kujawiak 48.5 45.1
2 Oaza 64.4 46.2 11 Kujawiak 45.7 42.4
3 Oaza 51.0 40.0 12 Przy Tężni 48.8 45.2
4 Oaza 55.9 40.1 13 Przy Tężni 54.2 46.8
2 Energetyk 64.4 46.2 14 Przy Tężni 47.9 41.6
3 Energetyk 51.0 40.0 15 Przy Tężni 54.3 45.3
5 Energetyk 58.8 47.6 20 Przy Tężni 54.6 45.8
6 Energetyk 52.0 48.1 16 Modrzew 52.8 41.5
7 Kujawiak 47.8 45.4 17 Modrzew 45.1 38.9
8 Kujawiak 62.9 50.8 18 Modrzew 47.9 40.7
9 Kujawiak 49.5 45.0 19 Modrzew 48.3 37.6

 
Figure 3. The maps of the health resort area with noise contour line. Source: Authors.

2.3. The SVM Neural Networks Used to Border the Land Use in Zones

Solutions that use artificial intelligence are more common [61]. The SVM classifiers, called the
support vectors network technique, were developed by Vapnik [51]. It is a new approach to building
and training a unidirectional network. They usually have a double-layer structure and may use
different types of activation functions [62]. SVM networks lack the defects typical of multi-layer
perceptron (MLP) networks, that is, the possibility of stopping the process of minimizing in one of
many local minima, and network architecture arbitrarily taken at the outset, which its future capacity
to generalize depends on.

Generally, in the case of linearly separable data, the SVM networks allow us to find a separation
hyperplane that separates two classes [61]. In the case of linearly inseparable data, the SVM method
can be used to find a hyperplane which classifies objects properly and, at the same time, has the highest
possible distance from typical clusters for each class (Figure 4). In the case of linearly inseparable data,
using the dimension raise, the SVM method allows us to find a curvilinear separation line with the
maximum possible margin. The paper presents the problem of using a non-linear SVM network to
classify data which are linearly inseparable, for example, the measurement of sound intensity in the
area of Inowrocław health resort.
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Figure 4. The optimal hyperplane with the maximum separation margin. Source: Authors.

The essence of the SVM method is the construction of an optimal hyperplane, which separates
data belonging to different classes, with a maximum margin of trust (separation margin). The margin
of trust shall be understood as the distance of the hyperplane from the nearest points on which support
vectors will be formed (Figure 4). The points, where the support vectors are formed, are located close
to the hyperplane and define its position. However, at the same time, they are the most difficult to
classify. More information about the classification of linearly separable data and methods of building
an optimal hyperplane can be found, inter alia, in the following works: [62–65].

A commonly used solution to classify linearly inseparable data is a projection of the original
data to the function space (space of attributes), in which the data are linearly separable with a
probability close to 1. Usually, the dimension of the space of attributes-K is a lot larger than the
dimension of the space of the original-N, and a carried-out transformation of one space into another
is a non-linear transformation [66]. The graphic presentation of the non-linear transformation of the
linearly inseparable data is shown in Figure 5a,b. The linearly inseparable data in the two-dimensional
space of the original-N (Figure 5a) were transformed to the space of attributes-K (Figure 5b), which is
defined with the Gaussian functions (1)

φ(x) = exp

⎛⎜⎜⎜⎜⎝−‖(x− c)‖2
σ2

⎞⎟⎟⎟⎟⎠ (1)

where: σ—the width of the Gaussian function, c—the Gaussian function centers, x—the input vector.

Figure 5. (a) Linearly inseparable data in space of original. Source: Authors; (b) Linearly separable
data in space of attributes. Source: Authors.
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After a non-linear transformation, the data become linearly separable and they can be separated
by one separation plane. The location of the class separating hyperplane is determined in the space of
attributes (Figure 5b), and in the space of the original, only its picture can be observed (Figure 5a).

Assuming that a set of training pairs is being classified (xi, di), i = 1, . . . , N, in which the required
value di is equal to 1 or −1 and xi the input vector is projected in the space of attributes-K, the dimension
is represented by a set of attributes φ j(x), j = 1, . . . , K. After the transformation, Equation (2) for
hyperspace separating data in the space of attributes shall be recorded as

g(x) =
K∑

j=1

wjφ j(x) + b = 0 (2)

where: wj—the weight from a neuron in the hidden layer to the output neuron (Figure 5), b—polarization
that specifies the hyperplane location in relation to the origin of a coordination system.

The signal of the output neuron for the network, with the architecture shown in Figure 5, is
defined by Equation (3)

y(x) = wTφ(x) + b (3)

Analyzing the basic structure of the SVM neural network (Figure 6) one will notice that the
structure is comparable to that of the radial basis function networks (RBF) and the difference is that the
basic functions φ(x) may take a linear, polynomial, radial or sigmoidal form.

 

Figure 6. The basic architecture of the non-linear support vector machine (SVM) network.
Source: Authors.

The aim of training the non-linear SVM network is similar to the determination of values of the
vector of weights w so as to determine the optimal hyperplane for the linearly inseparable data, which
shall minimize the probability of classification error while maintaining the condition of maximizing
the separation margin. While classifying the linearly inseparable data, it is necessary to define a
non-negative complementary variable λ, which is needed to reduce the current width of the separation
margin. A problem defined this way is referred to as a primary problem [54,55] that shall be noted
as (4)

min
{
φ(w,λ)

}
=

1
2

wTw + C
p∑

i=1

λi (4)

with restrictions (5)
di

(
wTφ(x)i + b

)
≥ 1− λi

λi ≥ 0
(5)

where: C—a parameter is taken arbitrarily by the user.
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In the early stages of the non-linear SVM network training, a number of support vectors are
usually equal to the number of training data. During the training process, depending on the value of
the C parameter (limit value), network complexity is reduced and support vectors are formed for only
some of the points. The support vectors are formed on those points for which a condition is fulfilled (6)

wTφ(xi) + b = ±1 (6)

It is worth noting that the higher the value of the parameter C, the narrower the separation margin
and the smaller the number of support vectors. For small values of the parameter, the C network is
approximated in its activity to the linear network, which extends the separation margin.

The output signal (7) of the non-linear SVM network is eventually defined as [39]

y(x) = wTφ(x) + b =

Psv∑
i=1

αidiK(x, xi) + b (7)

where: Psv—the number of the support vectors xi, which is equal to the number of non-zero Lagrange
multipliers, K(x, xi)—the kernel function.

The output signal of the non-linear SVM network depends on the kernel function K(x, xi), not
on the base function φ(x), as in the case of radial networks. Because of that, it becomes obvious that
it is necessary to build a network with the resulting structure shown in Figure 7, whereas the most
commonly used kernel functions are presented in Table 2.

 

Figure 7. The architecture resulting from the non-linear SVM network. Source: Authors.

Table 2. Examples of kernel functions.

Type Kernel Equation K(x, xi) Comment

linear K(x, xi) = xTx

polynomial K(x, xi) =
(
xTx + 1

)b b—degree polynomial

radial (Gaussian) K(x, xi) =
[
−
(
1/2σ2

)(
‖x− xi‖2

)]
σ—for all kernels

sigmoidal K(x, xi) = tanh
(
β1xTx + β0

)
restrictions on the β0 i β1

If a linear kernel is applied, the built network is fully linear without a hidden layer. The application
of a sigmoid function leads to the architecture corresponding to perceptron neural network with
one hidden layer. Using the Gaussian function results in a radial basic function network, in which
the number of basic functions and their centers is equated with the support vectors. Similarly, in
sigmoidal networks, the number of neurons in the hidden layer is determined by the number of the
support vectors.
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For the tested health spa and resort, the use of SVM led to the designation of isolines of the sound
level distribution in the area (Figure 7). This allowed us to distinguish the areas of “acoustic safety”
(Figure 7). The task of automatic classification was based on noise intensity measurements. The results,
along with the geolocation of the measurement points, were the data that were entered into the input
layer. The process of classification and determination of individual zones has been carried out taking
into account: the selection of a kernel function type, the selection of network parameters (architecture,
C parameter) and the use of weights selection in relation to the chosen network parameters. The values
of the signal in the output layer allowed us to qualify the data to appropriate classes.

Besides the distinction, the areas are characterized by an increased sound level which is adverse
for users.

3. Results and Discussion

The Health Spa and Resort in Inowrocław displays many features associated with healthcare,
entertainment, recreation, and relaxation. Its sound space is formed by all the events taking place there.
Special attention should be given to keeping the noise level as low as possible, close to the natural
background level [18,67].

In Polish legislation, the acceptable noise level in the daytime and nighttime (other sources of
noise—environmental noise) for spa parks (A protection zone), is 45 dB and 40 dB. The measurement
of an equivalent sound level in the area of the park for the daytime shows exceeded limit values by
7 dB, while at night the limits are exceeded on average by 4 dB. Noticeable changes in the sound level
for a human is a level of 3 dB. So, the above values indicate a significant increase in sound intensity.

The information, included in the map of the acoustic climate, is primarily used to identify an
existing acoustic situation in the studied area. They designate the areas where the exceedance of noise
limit values occurred. The maps enable us to estimate the population size exposed to the excessive
noise and to estimate possible changes to the acoustic climate in relation to the environment protection
against the noise. For the greenery in the areas, such maps have not been prepared because there is
a belief that those areas represent silence zones. In large parks, where the accumulation of different
functions can be observed, proper zoning is essential as it improves acoustic comfort. The map showing
the distribution of sounds is a helpful tool to create a protection area properly. The boundaries of the
areas with the exceeded permissible noise levels (separation margin) were estimated on the basis of the
noise pollution maps, created by means of the SVM technique. That is 45 dB during the night and
60 dB in the daytime and it should be applied including varied land utilization in terms of form and
function, described in the planning documents. In these zones, additional elements of land utilization
may be introduced to limit the noise infiltration (Figure 8).
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Figure 8. Acoustic zones established with the SVM neural networks. Source: Authors.

In the area around the health resort, relationships between sound, environment, and people
using it, and those expressed as an acoustic comfort, were presented by Tse. In addition to the visual
evaluation of landscape, the evaluation of acoustic comfort played an important role in accepting the
urban park [68].

The researchers recommend including the analyses of the process of urban sprawl and its impact
on the health of population, as potential determinants of health. The development of spatial policy
and legal regulations should come from proper planning and integral multi-sectoral approach towards
these issues, so as to protect and improve the health of population in a more and more urbanized living
environment [69–72].

The existence of the problem of noise nuisance for the health spa area visitors cannot be concluded
only from the measurements. Guests staying in the area may, in fact, pay attention to noise which is
not taken into account in the standards. A complete assessment of these feelings can only be obtained
on the basis of surveys carried out among people residing in the area. They can be the basis for
determining a subjective nuisance of the received noise [73,74]. The direction of the future research
should be the search for an effective policy of monitoring noise as an air pollution. In addition, it
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must be considered to what extent air pollution and other sources of pollution can cause short- and
long-term health effects with a certain exposure to noise, and what relationships exist between health
outcomes and sensitivity in the noise delivery.

The presented classification model was developed with regard to a number of spatially distributed
sampling points. This method can easily be extended to the continuous systems of monitoring
perception and acoustic properties of a certain location.

4. Conclusions

Maintaining the right proportions in sustainable park management requires a balance between
the noise generated and the impact on the environment. Is the analyzed area vulnerable to changes,
especially with regard to noise protection? Yes, but as a special area—a spa park—changes must be
rational and should take into account both social and environmental aspects as well as natural aspects.

Shaping the noise climate of the greenery is influenced by many factors, such as:

• the size of the area,
• the accumulation of sound sources,
• the terrain shape,
• natural or artificial obstacles,
• the selection of sampling points,
• the number of visitors (capacity and functional program).

The tested object, the health spa and resort, is a multi-functional area comprising of objects related
to healthcare, entertainment, recreation and relaxation. Increasingly, programs for the development
of such areas offer diversity, adapting to the new needs of users. Health resorts change their
profiles from healthcare centers to multi-functional spa, wellness and recreational places with catering
and entertainment.

The space of the tested health spa area is characterized by noise infiltration between the zones.
Therefore, there is the need of separating silence zones from the noisy ones by creating neutral zones.
This note, which is primarily a recommendation for designing spatial systems in new areas, in the case
of “Solanki” may be replaced by the introduction of acoustic partitions. However, often for aesthetic
reasons, constructing engineering partitions requires masking elements such as evergreen plants. In
addition, linear partitions, considering the gravity flow of air masses, can disturb natural ventilation.
The composition of dense greenery and buildings is important for the noise interference issue. Noise is
often generated by sports zones and playgrounds as well as by materials used for path cladding. The
adjustment of a park’s functional program to its absorbency may be the solution to the problem of
reducing noise (anthropocentric), especially in historical parks.

Polish spatial policy, in accordance with the provisions of the Act of 27 March 2003 on spatial
planning and development (Off. J. of 2016 item 778 as amended), hereinafter referred to as the SPD
Act, based primarily on the findings of the planning documents, which include a municipal study of
the conditions and directions of the spatial development and a local zoning plan, in accordance with
article 10 paragraph 2 subparagraph 3, takes into account protected areas and policies of a protection
of the environment and its resources, nature conservation, landscape conversation, including cultural
landscapes and health resorts.

Poland is a country with a distinctive diversity of space functioning in Europe, but at the same
time, with very severe processes of spatial order and degradation of landscape physiognomy. There
are also growing problems with the management of cities and municipalities land utilization.

The paper presents an innovative approach to the classification of zones located in health spa
areas, depending on the noise and done by means of the SVM technique. The proposed approach has
allowed us not only to classify the areas with exceeded noise standards but also to determine the course
and width of the separation margin. This margin has been identified as an area where the spread of
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noise to neighboring areas will be reduced by the adopted solution. Proposals of a development zone
and a buffer zone for exceeded noise levels are shown in Tables 3 and 4.

Table 3. Proposals supporting spatial decision-making reinforcing the basic healthcare functions of
health spa areas.

Current Status Zone A Separation Margin Zone B

Park development
Park development
(paths, high greenery,
low greenery)

Change of park
management (acoustic
barriers)

Change of park
management (change of
track surface, change of
track width depending
on the boundary
absorption of zones)

Sanatorium buildings
limiting the amount of
acceptable space in
sanatorium buildings

Slopes—earth acoustic
barriers

change of building
elements (windows,
doors) to muted—less
noisy

Table 4. Proposals of preventive actions concerning records in the documents on spatial policy and
changes in the management technique.

Current Status Reform Guidelines

residents are indifferent to the public domain
management technique

strengthening the role of civic organizations to
establish partnership in development policy

lack of entries in the planning documents for parks,
health areas and healthcare facilities, which are based
on the acoustic analysis and study of the experience
of space users

• conditioning records concerning the spatial and
functional management of spa areas taken from
the results of the acoustic space analysis and the
research relating to the experience of users;

• seasonal monitoring of the area’s absorbency
based on the results of acoustic analyses and
surveys on sound perception;

• the requirement of assessing acoustic comfort in
order to protect health values of the resorts

uncontrolled spatial policy system
obligatory monitoring to control the appropriateness
of activities (the reduction of sound-active materials
and the introduction of functional program)

inefficient ways to write the land destination and
utilization in the planning documents of the areas

changes to the law in order to introduce modern and
effective methods of managing the land destination
and utilization in accordance with the principles of
sustainable development

Greenery has a beneficial effect on the urban environment (limits the spread of dust, gases, and
noise). It also provides the space necessary for recreation. The location and size of a health resort area
are very important factors in determining the quality of relaxation. In larger areas, different functions
are accumulated. For this reason, sports or recreational zones may appear there next to zones for
silence and walking.

A special type of greenery is a health spa area. They are part of health resorts and, therefore,
subject to regulations in the Act of 28 July 2005 on health resort treatment, health resorts and Spa protection
areas and health resort municipalities (Off. J. of 2016. item. 879 as amended) and also to the Polish
standard of “Health resorts”. The term “health resort” is a combination of medical and recreational
functions in the area. The basis of activity in these areas is a balance between various elements of the
natural and cultural environment. Health spa areas are health protection zones—separated from the
area of a health resort, in order to protect medicinal features and medicinal natural raw materials,
which are the benefits of the environment and equipment. They are characterized by a rational shaping
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of the landscape and their spatial arrangement should take into account proper zones. However, for
such a diverse area, it is extremely difficult to separate various subareas of silence and recreation and
to prevent the noise infiltration between them.

Spa objects, as sensitive areas, are not monitored in terms of the existing noise level. Sanatoriums,
located mostly on the outskirts of health spa and resort areas, should offer peace and relaxation in their
space. The measurements of the equivalent sound level around these buildings show, above all, that
the patients are the source of the noise. Changes should include determining the limits of the health
spa areas’ absorbency in sensitive spaces and other ways of development such as acoustic barriers (in
the zone as the separation margin) to prevent the spread of noise.
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