## mathematics

# Mathematical Physics II 

Edited by
Enrico De Micheli
Printed Edition of the Special Issue Published in Mathematics

Mathematical Physics II

## Mathematical Physics II

Editor

## Enrico De Micheli

MDPI • Basel • Beijing • Wuhan • Barcelona •Belgrade • Manchester $\bullet$ Tokyo • Cluj • Tianjin

Editor
Enrico De Micheli
Consiglio Nazionale delle Ricerche
Italy

Editorial Office
MDPI
St. Alban-Anlage 66
4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Mathematics (ISSN 2227-7390) (available at: https:/ /www.mdpi.com/journal/mathematics/special_ issues/Mathematical_Physic_II).

For citation purposes, cite each article independently as indicated on the article page online and as indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Article Number, Page Range.
(C) 2020 by the authors. Articles in this book are Open Access and distributed under the Creative Commons Attribution (CC BY) license, which allows users to download, copy and build upon published articles, as long as the author and publisher are properly credited, which ensures maximum dissemination and a wider impact of our publications.
The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons license CC BY-NC-ND.

## Contents

About the Editor ..... vii
Preface to "Mathematical Physics II" ..... ix
Ilwoo Cho and Palle JorgensenPrimes in Intervals and Semicircular Elements Induced by $p$-Adic Number Fields $\mathbb{Q}_{p}$ overPrimes $p$Reprinted from: Mathematics 2019, 7, 199, doi:10.3390/math70201991
Jin Liang and Chengwei Zhang
Study on Non-Commutativity Measure of Quantum Discord
Reprinted from: Mathematics 2019, 7, 543, doi:10.3390/math7060543 ..... 37
Tongshuai Liu and Huanhe Dong
The Prolongation Structure of the Modified Nonlinear Schrödinger Equation and Its Initial-Boundary Value Problem on the Half Line via the Riemann-Hilbert Approach Reprinted from: Mathematics 2019, 7, 170, doi:10.3390/math7020170 ..... 45
Enrico De Micheli
On the Connection between Spherical Laplace Transform and Non-Euclidean Fourier Analysis Reprinted from: Mathematics 2020, 8, 287, doi:10.3390/math8020287 ..... 63
Salem Ben Saïd, Sara al-Blooshi, Maryam al-Kaabi, Aisha al-Mehrzi and Fatima al-Saeedi A Deformed Wave Equation and Huygens' Principle
Reprinted from: Mathematics 2019, 8, 10, doi:10.3390/math8010010 ..... 93
Mutaz Mohammad
On the Gibbs Effect Based on the Quasi-Affine Dual Tight Framelets System Generated Using the Mixed Oblique Extension Principle
Reprinted from: Mathematics 2019, 7, 952, doi:10.3390/math7100952 ..... 105
Ping Chen, Suizheng Qiu, Shichao Liu, Yi Zhou, Yong Xin, Shixin Gao, Xi Qiu and Huaiyu Lu
Preliminary Analysis of a Fully Ceramic Microencapsulated Fuel Thermal-Mechanical Performance
Reprinted from: Mathematics 2019, 7, 448, doi:10.3390/math7050448 ..... 119
Bing Dai, Ying Chen, Guoyan Zhao, Weizhang Liang and Hao Wu
A Numerical Study on the Crack Development Behavior of Rock-Like Material Containing Two Intersecting Flaws
Reprinted from: Mathematics 2019, 7, 1223, doi:10.3390/math7121223 ..... 133
Neda Moayyeri, Sadjad Gharehbaghi and Vagelis Plevris
Cost-Based Optimum Design of Reinforced Concrete Retaining Walls Considering Different Methods of Bearing Capacity Computation Reprinted from: Mathematics 2019, 7, 1232, doi:10.3390/math7121232 ..... 149

## About the Editor

Enrico De Micheli is currently Senior Researcher at the National Research Council (CNR) of Italy and teaches Quantum Information Theory and Computation at the Information Technology Institute (ISICT) of the University of Genova (Italy). He received his degree in Theoretical Physics from the University of Genova in 1986. He worked as research fellow at the Institute for Scientific Research (IRST) of Trento. He has been visiting scientist at the University of British Columbia in Vancouver (Canada). He is reviewer of the AMS and Editor/Referee of several mathematical journals and has published some 60 papers in peer-reviewed journals. His research interests include Special Functions of Mathematical Physics, Potential Theory, Quantum Mechanics, Thermal Quantum Field Theory, Approximation Theory, Inverse Problems, and Computational Physics.

## Preface to "Mathematical Physics II"

The mysterious charm of Mathematical Physics is beautifully represented in the celebrated 1960 paper of Eugene Wigner "The Unreasonable Effectiveness of Mathematics in the Natural Sciences." It is indeed hard for us to understand the astonishing appropriateness of the language of mathematics for the formulation of the laws of physics and its capability to do predictions, appropriateness that emerged immediately at the beginning of the scientific thought and was splendidly depicted by Galileo: "The grand book, the Universe, is written in the language of Mathematics." Paraphrasing the words of Bertrand Russell, in this marriage the supreme beauty, cold and austere, of Mathematics complements the supreme beauty, warm and engaging, of Physics. This book, which consists of nine articles, gives a flavor of this beauty and covers various topics related to physics and engineering. A brief outline of these topics is given hereafter.

The study of free probability in certain probability spaces induced by functions on $p$-adic number fields is here a very interesting example of the application of $p$-adic mathematical methods for modeling physical phenomena. Within the quantum information processing framework is presented the analysis of a non-commutative measure of quantum discord in the two-qubit case. The Riemann-Hilbert problem plays relevant but different roles in two papers. In one paper, the Riemann-Hilbert problem, formulated with respect to the spectral parameter, and the prolongation structure theory are used to analyze the modified nonlinear Schrödinger equation. In the other case, the Riemann-Hilbert structure emerges from the holomorphic extension of certain Legendre expansions, leading thus to an explicit connection between spherical Laplace transform and non-Euclidean Fourier transform. Remaining in the spectral analysis field, the study of a deformed wave equation, with the Laplacian being replaced by a differential-difference Dunkl operator, shows its relation with a generalized Fourier transform and the non-existence of the related Huygens principle. The Gibbs phenomenon is then the subject of a paper where the primary tool of analysis is the representation of suitable functions in terms of dual tight framelets. Finally, numerical analysis and optimization methods are the main mathematical devices used to study equations that are relevant in the study of material properties, such as thermomechanical performances, flaw dynamics, and bearing capacity of structures.

In conclusion, as Editor of this Special Issue, I wish to thank the authors of the articles for their valuable contributions, the referees for their precious reviews, and Ms. Julie Shi and Ms. Grace Wang of MDPI for their kind assistance.

Enrico De Micheli
Editor
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#### Abstract

In this paper, we study free probability on (weighted-)semicircular elements in a certain Banach $*$-probability space $\left(\mathfrak{L S}, \tau^{0}\right)$ induced by measurable functions on $p$-adic number fields $\mathbb{Q}_{p}$ over primes $p$. In particular, we are interested in the cases where such free-probabilistic information is affected by primes in given closed intervals of the set $\mathbb{R}$ of real numbers by defining suitable "truncated" linear functionals on $\mathfrak{L S}$.
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## 1. Introduction

In $[1,2]$, we constructed-and-studied weighted-semicircular elements and semicircular elements induced by $p$-adic number fields $\mathbb{Q}_{p}$, for all $p \in \mathcal{P}$, where $\mathcal{P}$ is the set of all primes in the set $\mathbb{N}$ of all natural numbers. In this paper, we consider certain "truncated" free-probabilistic information of the weighted-semicircular laws and the semicircular law of [1]. In particular, we are interested in free distributions of certain free reduced words in our (weighted-)semicircular elements under conditions dictated by the primes $p$ in a "suitable" closed interval $\left[t_{1}, t_{2}\right]$ of the set $\mathbb{R}$ of real numbers. Our results illustrate how the original (weighted-)semicircular law(s) of [1] is (resp., are) distorted by truncations on $\mathcal{P}$.

### 1.1. Preview and Motivation

Relations between primes and operators have been widely studied not only in mathematical fields (e.g., [3-6]), but also in other scientific fields (e.g., [7]). For instance, we studied how primes act on certain von Neumann algebras generated by $p$-adic and Adelic measure spaces in [8,9]. Meanwhile, in [10], primes are regarded as linear functionals acting on arithmetic functions, understood as Krein-space operators under the representation of [11]. Furthermore, in [12,13], free-probabilistic structures on Hecke algebras $\mathcal{H}\left(G L_{2}\left(\mathbb{Q}_{p}\right)\right)$ are studied for $p \in \mathcal{P}$. These series of works are motivated by number-theoretic results (e.g., $[4,5,7]$ ).

In [2], we constructed weighted-semicircular elements $\left\{Q_{p, j}\right\}_{j \in \mathbb{Z}}$ and corresponding semicircular
 measurable functions on a $p$-adic number field $\mathbb{Q}_{p}$, for $p \in \mathcal{P}$. In [1], the free product Banach $*$-probability space $\left(\mathfrak{L S}, \tau^{0}\right)$ of the measure spaces $\left\{\mathfrak{L} \mathfrak{S}_{p}(j)\right\}_{p \in \mathcal{P}, j \in \mathbb{Z}}$ of [2] were constructed over both primes and integers, and weighted-semicircular elements $\left\{Q_{p, j}\right\}_{p \in \mathcal{P}, j \in \mathbb{Z}}$ and semicircular elements $\left\{\Theta_{p, j}\right\}_{p \in \mathcal{P}, j \in \mathbb{Z}}$ were studied in $\mathfrak{L S}$, as free generators.

In this paper, we are interested in the cases where the free product linear functional $\tau^{0}$ of [1] on the Banach $*$-algebra $\mathfrak{L S}$ is truncated in $\mathcal{P}$. The distorted free-distributional data from such truncations are considered. The main results characterize how the original free distributions on $\left(\mathfrak{L} \mathfrak{S}, \tau^{0}\right)$ are affected by the given truncations on $\mathcal{P}$.

### 1.2. Overview

We briefly introduce the backgrounds of our works in Section 2. In the short Sections 3-8, we construct the Banach $*$-probability space $\left(\mathfrak{L} \subseteq, \tau^{0}\right)$ and study weighted-semicircular elements $Q_{p, j}$ and corresponding semicircular elements $\Theta_{p, j}$ in $\left(\mathfrak{L S}, \tau^{0}\right)$, for all $p \in \mathcal{P}, j \in \mathbb{Z}$.

In Section 9, we define a free-probabilistic sub-structure $\mathbb{L} \mathbb{S}=\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$ of the Banach $*$-probability space $\left(\mathfrak{L S}, \tau^{0}\right)$, having possible non-zero free distributions, and study free-probabilistic properties of $\mathbb{L S}$. Then, truncated linear functionals of $\tau^{0}$ on $\mathbb{L} \mathbb{S}$ and truncated free-probabilistic information on $\mathbb{L} \mathbb{S}$ are studied. The main results illustrate how our truncations distort the original free distributions on $\mathbb{L S}$ (and hence, on $\mathfrak{L S}$ ).

In Section 10, we study free sums $X$ of $\mathbb{L} \mathbb{S}$ having their free distribution, the (weighted-)semicircular law(s), under truncation. Note that, in general, if free sums $X$ have more than one summand as operators, then $X$ cannot be (weighted-)semicircular in $\mathbb{L} \mathbb{S}$. However, certain truncations make them be

In Section 11, we investigate a type of truncation (compared with those of Sections 9 and 10). In particular, certain truncations inducing so-called prime-neighborhoods are considered. The unions of such prime-neighborhoods provide corresponding distorted free probability on $\mathbb{L} \mathbb{S}$ (different from that of Sections 9 and 10).

## 2. Preliminaries

In this section, we briefly introduce the backgrounds of our proceeding works.

### 2.1. Free Probability

Readers can review free probability theory from [14,15] (and the cited papers therein). Free probability is understood as the noncommutative operator-algebraic version of classical measure theory and statistics. The classical independence is replaced by the freeness, by replacing measures on sets with linear functionals on noncommutative (*-)algebras. It has various applications not only in pure mathematics (e.g., [16-20]), but also in related topics (e.g., see [2,8-11]). Here, we will use the combinatorial free probability theory of Speicher (e.g., see [14]).

In the text, without introducing detailed definitions and combinatorial backgrounds, free moments and free cumulants of operators will be computed. Furthermore, the free product of $*$-probability spaces in the sense of $[14,15]$ is considered without detailed introduction.

Note now that one of our main objects, the $*$-algebra $\mathcal{M}_{p}$ of Section 3, are commutative, and hence, (traditional, or usual "noncommutative") free probability theory is not needed for studying functional analysis or operator algebra theory on $\mathcal{M}_{p}$, because the freeness on this commutative structure is trivial. However, we are not interested in the free-probability-depending operator-algebraic structures of commutative algebras, but in statistical data of certain elements to establish (weighted-)semicircular elements. Such data are well explained by the free-probability-theoretic terminology and language. Therefore, as in [2], we use "free-probabilistic models" on $\mathcal{M}_{p}$ to construct and study our (weighted-)semicircularity by using concepts, tools, and techniques from free probability theory "non-traditionally." Note also that, in Section 8, we construct "traditional" free-probabilistic structures, as in [1], from our "non-traditional" free-probabilistic structures of Sections 3-7 (like the free group factors; see, e.g., $[15,19])$.

### 2.2. Analysis of $\mathbb{Q}_{p}$

For more about $p$-adic and Adelic analysis, see [7]. Let $p \in \mathcal{P}$, and let $\mathbb{Q}_{p}$ be the $p$-adic number field. Under the $p$-adic addition and the $p$-adic multiplication of [7], the set $\mathbb{Q}_{p}$ forms a field algebraically. It is equipped with the non-Archimedean norm $|\cdot|_{p}$, which is the inherited $p$-norm on the set $\mathbb{Q}$ of all rational numbers defined by:

$$
|x|_{p}=\left|p^{k} \frac{a}{b}\right|_{p}=\frac{1}{p^{k}}
$$

whenever $x=p^{k} \frac{a}{b}$ in $\mathbb{Q}$, where $k, a \in \mathbb{Z}$, and $b \in \mathbb{Z} \backslash\{0\}$. For instance,

$$
\left|\frac{8}{3}\right|_{2}=\left|2^{3} \times \frac{1}{3}\right|_{2}=\frac{1}{2^{3}}=\frac{1}{8}
$$

and:

$$
\left|\frac{8}{3}\right|_{3}=\left|3^{-1} \times 8\right|_{3}=\frac{1}{3^{-1}}=3,
$$

and:

$$
\left|\frac{8}{3}\right|_{q}=\frac{1}{q^{0}}=1 \text {, whenever } q \in \mathcal{P} \backslash\{2,3\}
$$

The $p$-adic number field $\mathbb{Q}_{p}$ is the maximal $p$-norm closure in $\mathbb{Q}$. Therefore, under norm topology, it forms a Banach space (e.g., [7]).

Let us understand the Banach field $\mathbb{Q}_{p}$ as a measure space,

$$
\mathbb{Q}_{p}=\left(\mathbb{Q}_{p}, \sigma\left(\mathbb{Q}_{p}\right), \mu_{p}\right)
$$

where $\sigma\left(\mathbb{Q}_{p}\right)$ is the $\sigma$-algebra of $\mathbb{Q}_{p}$ consisting of all $\mu_{p}$-measurable subsets, where $\mu_{p}$ is a left-and-right additive invariant Haar measure on $\mathbb{Q}_{p}$ satisfying:

$$
\mu_{p}\left(\mathbb{Z}_{p}\right)=1
$$

where $\mathbb{Z}_{p}$ is the unit disk of $\mathbb{Q}_{p}$, consisting of all $p$-adic integers $x$ satisfying $|x|_{p} \leq 1$. Moreover, if we define:

$$
\begin{equation*}
U_{k}=p^{k} \mathbb{Z}_{p}=\left\{p^{k} x \in r \mathbb{Q}_{p}: x \in \mathbb{Z}_{p}\right\} \tag{1}
\end{equation*}
$$

for all $k \in \mathbb{Z}$ (with $U_{0}=\mathbb{Z}_{p}$ ), then these $\mu_{p}$-measurable subsets $U_{k}$ 's of (1) satisfy:

$$
\mathbb{Q}_{p}=\cup_{k \in \mathbb{Z}} U_{k}
$$

and:

$$
\begin{equation*}
\mu_{p}\left(U_{k}\right)=\frac{1}{p^{k}}=\mu_{p}\left(x+U_{k}\right), \forall x \in \mathbb{Q}_{p} \tag{2}
\end{equation*}
$$

and:

$$
\cdots \subset U_{2} \subset U_{1} \subset U_{0}=\mathbb{Z}_{p} \subset U_{-1} \subset U_{-2} \subset \cdots
$$

In fact, the family $\left\{U_{k}\right\}_{k \in \mathbb{Z}}$ forms a basis of the Banach topology for $\mathbb{Q}_{p}$ (e.g., [7]).
Define now subsets $\partial_{k}$ of $\mathbb{Q}_{p}$ by:

$$
\begin{equation*}
\partial_{k}=U_{k} \backslash U_{k+1}, \text { for all } k \in \mathbb{Z} \tag{3}
\end{equation*}
$$

We call such $\mu_{p}$-measurable subsets $\partial_{k}$ the $k^{\text {th }}$ boundaries of $U_{k}$ in $\mathbb{Q}_{p}$, for all $k \in \mathbb{Z}$. By (2) and (3), one obtains that:

$$
\mathbb{Q}_{p}=\underset{k \in \mathbb{Z}}{\sqcup_{k}} \partial_{k}
$$

and:

$$
\begin{equation*}
\mu_{p}\left(\partial_{k}\right)=\mu_{p}\left(U_{k}\right)-\mu_{p}\left(U_{k+1}\right)=\frac{1}{p^{k}}-\frac{1}{p^{k+1}} \tag{4}
\end{equation*}
$$

and:

$$
\partial_{k_{1}} \cap \partial_{k_{2}}= \begin{cases}\partial_{k_{1}} & \text { if } k_{1}=k_{2} \\ \varnothing & \text { otherwise }\end{cases}
$$

for all $k, k_{1}, k_{2} \in \mathbb{Z}$, where $\sqcup$ is the disjoint union and $\varnothing$ is the empty set.
Now, let $\mathcal{M}_{p}$ be the algebra,

$$
\begin{equation*}
\mathcal{M}_{p}=\mathbb{C}\left[\left\{\chi_{S}: S \in \sigma\left(\mathbb{Q}_{p}\right)\right\}\right] \tag{5}
\end{equation*}
$$

where $\chi_{S}$ are the usual characteristic functions of $S \in \sigma\left(\mathbb{Q}_{p}\right)$.
Then the algebra $\mathcal{M}_{p}$ of (5) forms a well-defined $*$-algebra over $\mathbb{C}$, with its adjoint,

$$
\left(\sum_{S \in \sigma\left(G_{p}\right)} t_{S} \chi_{S}\right)^{*} \stackrel{\text { def }}{=} \sum_{S \in \sigma\left(G_{p}\right)} \overline{t_{S}} \chi_{S}
$$

where $t_{S} \in \mathbb{C}$, having their conjugates $\overline{t_{S}}$ in $\mathbb{C}$.
Let $\sum_{S \in \sigma\left(G_{p}\right)} t_{S} \chi_{S} \in \mathcal{M}_{p}$. Then, one can define the $p$-adic integral by:

$$
\begin{equation*}
\int_{\mathbb{Q}_{p}}\left(\sum_{S \in \sigma\left(\mathbb{Q}_{p}\right)} t_{S} \chi_{S}\right) d \mu_{p}=\sum_{S \in \sigma\left(\mathbb{Q}_{p}\right)} t_{S} \mu_{p}(S) \tag{6}
\end{equation*}
$$

Note that, by (4), if $S \in \sigma\left(\mathbb{Q}_{p}\right)$, then there exists a subset $\Lambda_{S}$ of $\mathbb{Z}$, such that:

$$
\begin{equation*}
\Lambda_{S}=\left\{j \in \mathbb{Z}: S \cap \partial_{j} \neq \varnothing\right\} \tag{7}
\end{equation*}
$$

satisfying:

$$
\begin{aligned}
\int_{\mathbb{Q}_{p}} \chi_{S} d \mu_{p} & =\int_{\mathbb{Q}_{p}} \sum_{j \in \Lambda_{S}} \chi_{S \cap \partial_{j}} d \mu_{p} \\
& =\sum_{j \in \Lambda_{S}} \mu_{p}\left(S \cap \partial_{j}\right)
\end{aligned}
$$

by (6)

$$
\begin{equation*}
\leq \sum_{j \in \Lambda_{S}} \mu_{p}\left(\partial_{j}\right)=\sum_{j \in \Lambda_{S}}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right) \tag{8}
\end{equation*}
$$

by (4), for all $S \in \sigma\left(\mathbb{Q}_{p}\right)$, where $\Lambda_{S}$ is in the sense of (7).
Proposition 1. Let $S \in \sigma\left(\mathbb{Q}_{p}\right)$, and let $\chi_{S} \in \mathcal{M}_{p}$. Then, there exist $r_{j} \in \mathbb{R}$, such that:

$$
\begin{equation*}
0 \leq r_{j} \leq 1 \text { in } \mathbb{R}, \text { forall } j \in \Lambda_{S} \tag{9}
\end{equation*}
$$

and:

$$
\int_{\mathbb{Q}_{p}} \chi_{S} d \mu_{p}=\sum_{j \in \Lambda_{S}} r_{j}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right) .
$$

Proof. The existence of $r_{j}=\frac{\mu_{p}\left(S \cap \partial_{j}\right)}{\mu_{p}\left(\partial_{j}\right)}$, for all $j \in \mathbb{Z}$, is guaranteed by (7) and (8). The $p$-adic integral in (9) is obtained by (8).

## 3. Free-Probabilistic Model on $\mathcal{M}_{p}$

Throughout this section, fix a prime $p \in \mathcal{P}$, and let $\mathbb{Q}_{p}$ be the corresponding $p$-adic number field and $\mathcal{M}_{p}$ be the $*$-algebra (5) consisting of $\mu_{p}$-measurable functions on $\mathbb{Q}_{p}$. Here, we establish a suitable (non-traditional) free-probabilistic model on $\mathcal{M}_{p}$ implying $p$-adic analytic data.

Let $U_{k}$ be the basis elements (1) of the topology for $\mathbb{Q}_{p}$ with their boundaries $\partial_{k}$ of (3), i.e.,

$$
\begin{equation*}
U_{k}=p^{k} \mathbb{Z}_{p}, \text { forall } k \in \mathbb{Z} \tag{10}
\end{equation*}
$$

and:

$$
\partial_{k}=U_{k} \backslash U_{k+1}, \text { for all } k \in \mathbb{Z}
$$

Define a linear functional $\varphi_{p}: \mathcal{M}_{p} \rightarrow \mathbb{C}$ by the $p$-adic integration (6),

$$
\begin{equation*}
\varphi_{p}(f)=\int_{\mathbb{Q}_{p}} f d \mu_{p}, \text { forall } f \in \mathcal{M}_{p} \tag{11}
\end{equation*}
$$

Then, by (9) and (11), one obtains:

$$
\varphi_{p}\left(\chi_{U_{j}}\right)=\frac{1}{p^{\prime}} \text { and } \varphi_{p}\left(\chi_{\partial_{j}}\right)=\frac{1}{p^{\prime}}-\frac{1}{p^{j+1}},
$$

for all $j \in \mathbb{Z}$.
Definition 1. We call the pair $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ the $p$-adic (non-traditional) free probability space for $p \in \mathcal{P}$, where $\varphi_{p}$ is the linear functional (11) on $\mathcal{M}_{p}$.

Remark 1. As we discussed in Section 2.1, we study the measure-theoretic structure $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ as a free-probabilistic model on $\mathcal{M}_{p}$ for our purposes. Therefore, without loss of generality, we regard $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ as a non-traditional free-probabilistic structure. In this sense, we call $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ the $p$-adic free probability space for $p$. The readers can understand $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ as the pair of a commutative $*$-algebra $\mathcal{M}_{p}$ and a linear functional $\varphi_{p}$, having as its name the $p$-adic free probability space.

Let $\partial_{k}$ be the $k^{\text {th }}$ boundary $U_{k} \backslash U_{k+1}$ of $U_{k}$ in $\mathbb{Q}_{p}$, for all $k \in \mathbb{Z}$. Then, for $k_{1}, k_{2} \in \mathbb{Z}$, one obtains that:

$$
\chi_{\partial_{k_{1}}} \chi_{\partial_{k_{2}}}=\chi_{\partial_{k_{1}} \cap \partial_{k_{2}}}=\delta_{k_{1}, k_{2}} \chi_{\partial_{k_{1}}}
$$

by (4), and hence,

$$
\begin{align*}
\varphi_{p}\left(\chi_{\partial_{k_{1}}} \chi_{\partial_{k_{2}}}\right) & =\delta_{k_{1}, k_{2}} \varphi_{p}\left(\chi_{\partial_{k_{1}}}\right) \\
& =\delta_{k_{1}, k_{2}}\left(\frac{1}{p^{k_{1}}}-\frac{1}{p^{k_{1}+1}}\right) \tag{12}
\end{align*}
$$

where $\delta$ is the Kronecker delta.
Proposition 2. Let $\left(j_{1}, \ldots, j_{N}\right) \in \mathbb{Z}^{N}$, for $N \in \mathbb{N}$. Then:

$$
\prod_{l=1}^{N} \chi_{\partial_{j_{l}}}=\delta_{\left(j_{1}, \ldots, j_{N}\right)} \chi_{\partial_{j_{1}}} \text { in } \mathcal{M}_{p}
$$

and hence,

$$
\begin{equation*}
\varphi_{p}\left(\prod_{l=1}^{N} \chi_{j_{j_{l}}}\right)=\delta_{\left(j_{1}, \ldots, j_{N}\right)}\left(\frac{1}{p^{j_{1}}}-\frac{1}{p^{j_{1}+1}}\right), \tag{13}
\end{equation*}
$$

where:

Proof. The proof of (13) is done by induction on (12).
Thus, one can get that, for any $S \in \sigma\left(\mathbb{Q}_{p}\right)$,

$$
\begin{equation*}
\varphi_{p}\left(\chi_{S}\right)=\varphi_{p}\left(\sum_{j \in \Lambda_{S}} \chi_{S \cap \partial_{j}}\right) \tag{14}
\end{equation*}
$$

where $\Lambda_{S}$ is in the sense of (7).

$$
\begin{align*}
& =\sum_{j \in \Lambda_{S}} \varphi_{p}\left(\chi_{S \cap \partial_{j}}\right)=\sum_{j \in \Lambda_{S}} \mu_{p}\left(S \cap \partial_{j}\right)  \tag{15}\\
& =\sum_{j \in \Lambda_{S}} r_{j}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right),
\end{align*}
$$

by (13), where $0 \leq r_{j} \leq 1$ are in the sense of (9) for all $j \in \Lambda_{S}$.
Furthermore, if $S_{1}, S_{2} \in \sigma\left(\mathbb{Q}_{p}\right)$, then:

$$
\begin{align*}
\chi_{S_{1}} \chi_{S_{2}} & =\left(\sum_{k \in \Lambda_{S_{1}}} \chi_{S_{1} \cap \partial_{k}}\right)\left(\sum_{j \in \Lambda_{S_{2}}} \chi_{S_{2} \cap \partial_{j}}\right) \\
& =\sum_{(k, j) \in \Lambda_{S_{1}} \times \Lambda_{S_{2}}} \delta_{k, j} \chi_{\left(S_{1} \cap S_{2}\right) \cap \partial_{j}}  \tag{16}\\
& =\sum_{j \in \Lambda_{S_{1}, S_{2}}} \chi_{\left(S_{1} \cap S_{2}\right) \cap \partial_{j}}
\end{align*}
$$

where:

$$
\Lambda_{S_{1}, S_{2}}=\Lambda_{S_{1}} \cap \Lambda_{S_{2}}
$$

Proposition 3. Let $S_{l} \in \sigma\left(\mathbb{Q}_{p}\right)$, and let $\chi_{S_{l}} \in\left(\mathcal{M}_{p}, \varphi_{p}\right)$, for $l=1, \ldots, N$, for $N \in \mathbb{N}$. Let:

$$
\Lambda_{S_{1}, \ldots, S_{N}}=\bigcap_{l=1}^{N} \Lambda_{S_{l}} \text { in } \mathbb{Z},
$$

where $\Lambda_{S_{l}}$ are in the sense of (7), for $l=1, \ldots, N$. Then, there exist $r_{j} \in \mathbb{R}$, such that:

$$
0 \leq r_{j} \leq 1 \text { in } \mathbb{R}, \text { for } j \in \Lambda_{S_{1}, \ldots, S_{N^{\prime}}}
$$

and:

$$
\begin{equation*}
\varphi_{p}\left(\prod_{l=1}^{N} \chi_{S_{l}}\right)=\sum_{j \in \Lambda_{S_{1}, \ldots, S_{N}}} r_{j}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right) . \tag{17}
\end{equation*}
$$

Proof. The proof of (17) is done by induction on (16) with the help of (15).
4. Representations of $\left(\mathcal{M}_{p}, \varphi_{p}\right)$

Fix a prime $p$ in $\mathcal{P}$, and let $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ be the $p$-adic free probability space. By understanding $\mathbb{Q}_{p}$ as a measure space, construct the $L^{2}$-space $H_{p}$,

$$
\begin{equation*}
H_{p} \stackrel{\text { def }}{=} L^{2}\left(\mathbb{Q}_{p}, \sigma\left(\mathbb{Q}_{p}\right), \mu_{p}\right)=L^{2}\left(\mathbb{Q}_{p}\right) \tag{18}
\end{equation*}
$$

over $\mathbb{C}$. Then, this $L^{2}$-space $H_{p}$ of (18) is a well-defined Hilbert space equipped with its inner product $<,>_{2}$,

$$
\begin{equation*}
\left\langle h_{1}, h_{2}\right\rangle_{2} \stackrel{\text { def }}{=} \int_{\mathbb{Q}_{p}} h_{1} h_{2}^{*} d \mu_{p} \tag{19}
\end{equation*}
$$

for all $h_{1}, h_{2} \in H_{p}$.
Definition 2. We call the Hilbert space $H_{p}$ of (18), the p-adic Hilbert space.
By the definition (18) of the $p$-adic Hilbert space $H_{p}$, our $*$-algebra $\mathcal{M}_{p}$ acts on $H_{p}$, via an algebra-action $\alpha^{p}$,

$$
\begin{equation*}
\alpha^{p}(f)(h)=\text { fh }, \text { forallh } \in H_{p}, \tag{20}
\end{equation*}
$$

for all $f \in \mathcal{M}_{p}$.

Notation: Denote $\alpha^{p}(f)$ of (20) by $\alpha_{f}^{p}$, for all $f \in \mathcal{M}_{p}$. Furthermore, for convenience, denote $\alpha_{\chi_{S}}^{p}$ simply by $\alpha_{S}^{p}$, for all $S \in \sigma\left(\mathbb{Q}_{p}\right)$.

By (20), the linear morphism $\alpha^{p}$ is indeed a well-determined $*$-algebra-action of $\mathcal{M}_{p}$ acting on $H_{p}$ (equivalently, every $\alpha_{f}^{p}$ is a $*$-homomorphism from $\mathcal{M}_{p}$ into the operator algebra $B\left(H_{p}\right)$ of all bounded operators on $H_{p}$, for all $f \in \mathcal{M}_{p}$ ), since:

$$
\begin{aligned}
\alpha_{f_{1} f_{2}}^{p}(h) & =f_{1} f_{2} h=f_{1}\left(f_{2} h\right) \\
& =f_{1}\left(\alpha_{f_{2}}^{p}(h)\right)=\alpha_{f_{1}}^{p} \alpha_{f_{2}}^{p}(h)
\end{aligned}
$$

for all $h \in H_{p}$, implying that:

$$
\begin{equation*}
\alpha_{f_{1} f_{2}}^{p}=\alpha_{f_{1}}^{p} \alpha_{f_{2}}^{p} \tag{21}
\end{equation*}
$$

for all $f_{1}, f_{2} \in \mathcal{M}_{p}$; and:

$$
\begin{aligned}
\left\langle\alpha_{f}^{p}\left(h_{1}\right), h_{2}\right\rangle_{2} & =\left\langle f h_{1}, h_{2}\right\rangle_{2}=\int_{\mathbb{Q}_{p}} f h_{1} h_{2}^{*} d \mu_{p} \\
& =\int_{\mathbb{Q}_{p}} h_{1} f h_{2}^{*} d \mu_{p}=\int_{\mathbb{Q}_{p}} h_{1}\left(h_{2} f^{*}\right)^{*} d \mu_{p} \\
& =\int_{\mathbb{Q}_{p}} h_{1}\left(f^{*} h_{2}\right)^{*} d \mu_{p}=\left\langle h_{1}, \alpha_{f^{*}}^{p}\left(h_{2}\right)\right\rangle_{2},
\end{aligned}
$$

for all $h_{1}, h_{2} \in H_{p}$, for all $f \in \mathcal{M}_{p}$, implying that:

$$
\begin{equation*}
\left(\alpha_{f}^{p}\right)^{*}=\alpha_{f^{*}}, \text { forallf } \in \mathcal{M}_{p} \tag{22}
\end{equation*}
$$

where $<_{1}>_{2}$ is the inner product (19) on $H_{p}$.
Proposition 4. The linear morphism $\alpha^{p}$ of (20) is a well-defined $*$-algebra-action of $\mathcal{M}_{p}$ acting on $H_{p}$. Equivalently, the pair $\left(H_{p}, \alpha^{p}\right)$ is a Hilbert-space representation of $\mathcal{M}_{p}$.

Proof. The proof is done by (21) and (22).
Definition 3. The Hilbert-space representation $\left(H_{p}, \alpha^{p}\right)$ is said to be the $p$-adic representation of $\mathcal{M}_{p}$.
Depending on the $p$-adic representation $\left(H_{p}, \alpha^{p}\right)$ of $\mathcal{M}_{p}$, one can construct the $C^{*}$-subalgebra $M_{p}$ of the operator algebra $B\left(H_{p}\right)$.

Definition 4. Define the $C^{*}$-subalgebra $M_{p}$ of the operator algebra $B\left(H_{p}\right)$ by:

$$
\begin{equation*}
M_{p} \stackrel{\text { def }}{=} \overline{\alpha^{p}\left(\mathcal{M}_{p}\right)}=\overline{\mathbb{C}\left[\alpha_{f}^{p}: f \in \mathcal{M}_{p}\right]}, \tag{23}
\end{equation*}
$$

where $\bar{X}$ mean the operator-norm closures of subsets $X$ of $B\left(H_{p}\right)$. Then, this $C^{*}$-algebra $M_{p}$ is called the $p$-adic $C^{*}$-algebra of the $p$-adic free probability space $\left(\mathcal{M}_{p}, \varphi_{p}\right)$.

## 5. Free-Probabilistic Models on $M_{p}$

Throughout this section, let us fix a prime $p \in \mathcal{P}$, and let $\left(\mathcal{M}_{p}, \varphi_{p}\right)$ be the corresponding $p$-adic free probability space. Let $\left(H_{p}, \alpha^{p}\right)$ be the $p$-adic representation of $\mathcal{M}_{p}$, and let $M_{p}$ be the $p$-adic $C^{*}$-algebra (23) of $\left(\mathcal{M}_{p}, \varphi_{p}\right)$.

We here construct suitable free-probabilistic models on $M_{p}$. In particular, we are interested in a system $\left\{\varphi_{j}^{p}\right\}_{j \in \mathbb{Z}}$ of linear functionals on $M_{p}$, determined by the $j^{\text {th }}$ boundaries $\left\{\partial_{j}\right\}_{j \in \mathbb{Z}}$ of $\mathbb{Q}_{p}$.

Define a linear functional $\varphi_{j}^{p}: M_{p} \rightarrow \mathbb{C}$ by a linear morphism,

$$
\begin{equation*}
\varphi_{j}^{p}(a) \stackrel{\text { def }}{=}\left\langle a\left(\chi_{\partial_{j}}\right), \chi_{\partial_{j}}\right\rangle_{2}, \tag{24}
\end{equation*}
$$

for all $a \in M_{p}$, for all $j \in \mathbb{Z}$, where $<_{,}>_{2}$ is the inner product (19) on the $p$-adic Hilbert space $H_{p}$ of (18).
Remark that if $a \in M_{p}$, then:

$$
a=\sum_{S \in \sigma\left(\mathbb{Q}_{p}\right)} t_{S} \alpha_{S}^{p}, \text { in } M_{p}
$$

(with $t_{S} \in \mathbb{C}$ ), where $\sum$ is a finite or infinite (i.e., limit of finite) sum(s) under the $C^{*}$-topology for $M_{p}$. Thus, the linear functionals $\varphi_{j}^{p}$ of (24) are well defined on $M_{p}$, for all $j \in \mathbb{Z}$, i.e., for any fixed $j \in \mathbb{Z}$, one has that:

$$
\begin{align*}
\left|\varphi_{j}^{p}(a)\right| & =\left|\sum_{S \in \sigma\left(\mathbb{Q}_{p}\right)} t_{S}\left\langle\chi_{S \cap \partial_{j}}, \chi_{\partial_{j}}\right\rangle_{2}\right|  \tag{25}\\
& =\left|\sum_{S \in \sigma\left(\mathbb{Q}_{p}\right)} t_{S} \mu_{p}\left(\chi_{S \cap \partial_{j}}\right)\right| \\
& \leq \mu_{p}\left(\partial_{j}\right)\left|\sum_{S \in \sigma\left(\mathbb{Q}_{p}\right)} t_{S}\right| \leq\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right)\|a\|,
\end{align*}
$$

where:

$$
\|a\|=\sup \left\{\|a(h)\|_{2}: h \in H_{p} \text { with }\|h\|_{2}=1\right\}
$$

is the $C^{*}$-norm on $M_{p}$ (inherited by the operator norm on the operator algebra $B\left(H_{p}\right)$ ), and $\|\cdot\|_{2}$ is the Hilbert-space norm,

$$
\|f\|_{2}=\sqrt{\langle f, f\rangle_{2}}, \forall f \in H_{p}
$$

induced by the inner product $<,>_{2}$ of (19). Therefore, for any fixed integer $j \in \mathbb{Z}$, the corresponding linear functional $\varphi_{j}^{p}$ of (24) is bounded on $M_{p}$.

Definition 5. Let $j \in \mathbb{Z}$, and let $\varphi_{j}^{p}$ be the linear functional (24) on the $p$-adic $C^{*}$-algebra $M_{p}$. Then, the pair $\left(M_{p}, \varphi_{j}^{p}\right)$ is said to be the $j^{\text {th }} p$-adic (non-traditional) $C^{*}$-probability space.

Remark 2. As in Section 4, the readers can understand the pairs $\left(M_{p}, \varphi_{j}^{p}\right)$ simply as structures consisting of a commutative $C^{*}$-algebra $M_{p}$ and linear functionals $\varphi_{j}^{p}$ on $M_{p}$, whose names are $j^{\text {th }} p$-adic $C^{*}$-probability spaces for all $j \in \mathbb{Z}$, for $p \in \mathcal{P}$.

Fix $j \in \mathbb{Z}$, and take the corresponding $j^{\text {th }} p$-adic $C^{*}$-probability space $\left(M_{p}, \varphi_{j}^{p}\right)$. For $S \in \sigma\left(\mathbb{Q}_{p}\right)$ and a generating operator $\alpha_{S}^{p}$ of $M_{p}$, one has that:

$$
\begin{align*}
\varphi_{j}^{p}\left(\alpha_{S}^{p}\right) & =\left\langle\alpha_{S}^{p}\left(\chi_{\partial_{j}}\right), \chi_{\partial_{j}}\right\rangle_{2}=\left\langle\chi_{S \cap \partial_{j},} \chi_{\partial_{j}}\right\rangle_{2}  \tag{26}\\
& =\int_{\mathbb{Q}_{p}} \chi_{S \cap \partial_{j}} \chi_{\partial_{j}}^{*} d \mu_{p}=\int_{\mathbb{Q}_{p}} \chi_{S \cap \partial_{j}} \chi_{\partial_{j}} d \mu_{p}
\end{align*}
$$

by (19)

$$
\begin{align*}
& =\int_{\mathbb{Q}_{p}} \chi_{S \cap \partial_{j}} d \mu_{p}=\mu_{p}\left(S \cap \partial_{j}\right) \\
& =r_{S}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right) \tag{27}
\end{align*}
$$

for some $0 \leq r_{S} \leq 1$ in $\mathbb{R}$, for $S \in \sigma\left(\mathbb{Q}_{p}\right)$.
Proposition 5. Let $S \in \sigma\left(\mathbb{Q}_{p}\right)$ and $\alpha_{S}^{p}=\alpha_{\chi_{S}}^{p} \in\left(M_{p}, \varphi_{j}^{p}\right)$, for a fixed $j \in \mathbb{Z}$. Then, there exists $r_{S} \in \mathbb{R}$, such that:

$$
0 \leq r_{S} \leq 1 \text { in } \mathbb{R}
$$

and:

$$
\begin{equation*}
\varphi_{j}^{p}\left(\left(\alpha_{S}^{p}\right)^{n}\right)=r_{S}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right), \text { for all } n \in \mathbb{N} . \tag{28}
\end{equation*}
$$

Proof. Remark that the generating operator $\alpha_{S}^{p}$ is a projection in $M_{p}$, in the sense that:

$$
\left(\alpha_{S}^{p}\right)^{*}=\alpha_{S}^{p}=\left(\alpha_{S}^{p}\right)^{2}, \text { in } M_{p}
$$

so,

$$
\left(\alpha_{S}^{p}\right)^{n}=\alpha_{S}^{p}, \text { for all } n \in \mathbb{N} .
$$

Thus, for any $n \in \mathbb{N}$, we have:

$$
\varphi_{j}^{p}\left(\left(\alpha_{S}^{p}\right)^{n}\right)=\varphi_{j}^{p}\left(\alpha_{S}^{p}\right)=r_{S}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right),
$$

for some $0 \leq r_{S} \leq 1$ in $\mathbb{R}$, by (27).
As a corollary of (28), one obtains the following corollary.
Corollary 1. Let $\partial_{k}$ be the $k^{\text {th }}$ boundaries (10) of $\mathbb{Q}_{p}$, for all $k \in \mathbb{Z}$. Then:

$$
\begin{equation*}
\varphi_{j}^{p}\left(\left(\alpha_{\partial_{k}}^{p}\right)^{n}\right)=\delta_{j, k}\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right) \tag{29}
\end{equation*}
$$

for all $n \in \mathbb{N}$, for all $j \in \mathbb{Z}$.
Proof. The formula (29) is shown by (28).
6. Semigroup $C^{*}$-Subalgebras $\mathfrak{S}_{p}$ of $M_{p}$

Let $M_{p}$ be the $p$-adic $C^{*}$-algebra (23) for an arbitrarily-fixed $p \in \mathcal{P}$. Take operators:

$$
\begin{equation*}
P_{p, j}=\alpha_{\partial_{j}}^{p} \in M_{p} \tag{30}
\end{equation*}
$$

where $\partial_{j}$ are the $j^{\text {th }}$ boundaries (10) of $\mathbb{Q}_{p}$, for the fixed prime $p$, for all $j \in \mathbb{Z}$.
Then, these operators $P_{p, j}$ of (30) are projections on the $p$-adic Hilbert space $H_{p}$ in $M_{p}$, i.e.,

$$
P_{p, j}^{*}=P_{p, j}=P_{p, j^{\prime}}^{2}
$$

for all $j \in \mathbb{Z}$. We now restrict our interest to these projections $P_{p, j}$ of (30).
Definition 6. Fix $p \in \mathcal{P}$. Let $\mathfrak{S}_{p}$ be the $C^{*}$-subalgebra:

$$
\begin{equation*}
\mathfrak{S}_{p}=C^{*}\left(\left\{P_{p, j}\right\}_{j \in \mathbb{Z}}\right)=\overline{\mathbb{C}\left[\left\{P_{p, j}\right\}_{j \in \mathbb{Z}}\right]} \text { of } M_{p} \tag{31}
\end{equation*}
$$

where $P_{p, j}$ are projections (30), for all $j \in \mathbb{Z}$. We call this $C^{*}$-subalgebra $\mathfrak{S}_{p}$ the $p$-adic boundary ( $C^{*}$-) subalgebra of $M_{p}$.

The $p$-adic boundary subalgebra $\mathfrak{S}_{p}$ of the $p$-adic $C^{*}$-algebra $M_{p}$ satisfies the following structure theorem.

Proposition 6. Let $\mathfrak{S}_{p}$ be the $p$-adic boundary subalgebra (31) of the $p$-adic $C^{*}$-algebra $M_{p}$. Then:

$$
\begin{equation*}
\mathfrak{S}_{p} \stackrel{* \text {-iso }}{=} \underset{j \in \mathbb{Z}}{\oplus}\left(\mathbb{C} \cdot P_{p, j}\right) \stackrel{* \text {-iso }}{=} \mathbb{C}^{\oplus \mid \mathbb{Z}} \tag{32}
\end{equation*}
$$

in $M_{p}$.

Proof. The proof of (32) is done by the mutual orthogonality of the projections $\left\{P_{p, j}\right\}_{j \in \mathbb{Z}}$ in $M_{p}$. Indeed, one has:

$$
P_{p, j_{1}} P_{p, j_{2}}=\alpha \alpha_{\partial_{j_{1}}}^{p} \alpha_{\partial_{j_{2}}}^{p}=\alpha_{\partial_{j_{1}} \cap \partial_{j_{2}}}^{p}=\delta_{j_{1}, j_{2}} P_{p, j_{1}},
$$

in $\mathfrak{S}_{p}$, for all $j_{1}, j_{2} \in \mathbb{Z}$.
Define now linear functionals $\varphi_{j}^{p}$ (for a fixed prime $p$ ) by:

$$
\begin{equation*}
\varphi_{j}^{(p)}=\left.\varphi_{j}^{p}\right|_{\mathfrak{S}_{p}} o n \mathfrak{S}_{p} \tag{33}
\end{equation*}
$$

where $\varphi_{j}^{p}$ in the right-hand side of (33) are the linear functionals (24) on $M_{p}$, for all $j \in \mathbb{Z}$.

## 7. Weighted-Semicircular Elements

Let $M_{p}$ be the $p$-adic $C^{*}$-algebra, and let $\mathfrak{S}_{p}$ be the $p$-adic boundary subalgebra (31) of $M_{p}$, satisfying the structure theorem (32). Fix $p \in \mathcal{P}$. Recall that the generating projections $P_{p, j}$ of $\mathfrak{S}_{p}$ satisfy:

$$
\begin{equation*}
\varphi_{j}^{(p)}\left(P_{p, j}\right)=\frac{1}{p^{j}}-\frac{1}{p^{j+1}}, \forall j \in \mathbb{Z}, \tag{34}
\end{equation*}
$$

by (33) (also see (28) and (29)).
Now, let $\phi$ be the Euler totient function, an arithmetic function:

$$
\phi: \mathbb{N} \rightarrow \mathbb{C}
$$

defined by:

$$
\begin{equation*}
\phi(n)=|\{k \in \mathbb{N}: k \leq n, \operatorname{gcd}(n, k)=1\}|, \tag{35}
\end{equation*}
$$

for all $n \in \mathbb{N}$, where $|X|$ mean the cardinalities of sets $X$ and $g c d$ is the greatest common divisor.
It is well known that:

$$
\phi(n)=n\left(\prod_{q \in \mathcal{P}, q \mid n}\left(1-\frac{1}{q}\right)\right),
$$

for all $n \in \mathbb{N}$, where " $q \mid n$ " means " $q$ divides $n$." For instance,

$$
\begin{equation*}
\phi(p)=p-1=p\left(1-\frac{1}{p}\right), \forall p \in \mathcal{P} \tag{36}
\end{equation*}
$$

Thus:

$$
\begin{aligned}
\varphi_{j}^{(p)}\left(P_{p, j}\right) & =\left(\frac{1}{p^{j}}-\frac{1}{p^{j+1}}\right)=\frac{1}{p^{j}}\left(1-\frac{1}{p}\right) \\
& =\frac{p}{p^{j+1}}\left(1-\frac{1}{p}\right)=\frac{\phi(p)}{p^{j+1}}
\end{aligned}
$$

by (34), (35), and (36), for all $P_{p, j} \in \mathfrak{S}_{p}$. More generally,

$$
\begin{equation*}
\varphi_{j}^{(p)}\left(P_{p, k}\right)=\delta_{j, k}\left(\frac{\phi(p)}{p^{j+1}}\right), \forall p \in \mathcal{P}, k \in \mathbb{Z} \tag{37}
\end{equation*}
$$

Now, for a fixed prime $p$, define new linear functionals $\tau_{j}^{p}$ on $\mathfrak{S}_{p}$, by linear morphisms satisfying that:

$$
\begin{equation*}
\tau_{j}^{p}=\frac{1}{\phi(p)} \varphi_{j}^{(p)}, o n \mathfrak{S}_{p}, \tag{38}
\end{equation*}
$$

for all $j \in \mathbb{Z}$, where $\varphi_{j}^{p}$ are in the sense of (33).

Then, one obtains new (non-traditional) $C^{*}$-probabilistic structures,

$$
\begin{equation*}
\left\{\mathfrak{S}_{p}(j)=\left(\mathfrak{S}_{p}, \tau_{j}^{p}\right): p \in \mathcal{P}, j \in \mathbb{Z}\right\} \tag{39}
\end{equation*}
$$

where $\tau_{j}^{p}$ are in the sense of (38).
Proposition 7. Let $\mathfrak{S}_{p}(j)=\left(\mathfrak{S}_{p}, \tau_{j}^{p}\right)$ be in the sense of (39), and let $P_{p, k}$ be generating operators of $\mathfrak{S}_{p}(j)$, for $p \in \mathcal{P}, j \in \mathbb{Z}$. Then:

$$
\begin{equation*}
\tau_{j}^{p}\left(P_{p, k}^{n}\right)=\frac{\delta_{j, k}}{p^{j+1}}, \text { foralln } \in \mathbb{N} \tag{40}
\end{equation*}
$$

Proof. The formula (40) is proven by (37) and (38). Indeed, since $P_{p, k}$ are projections in $\mathfrak{S}_{p}(j)$,

$$
\tau_{j}^{p}\left(P_{p, k}^{n}\right)=\tau_{j}^{p}\left(P_{p, k}\right)=\delta_{j, k}\left(\frac{1}{p^{j+1}}\right)
$$

for all $n \in \mathbb{N}$, for all $p \in \mathcal{P}$, and $j, k \in \mathbb{Z}$.

### 7.1. Semicircular and Weighted-Semicircular Elements

Let $(A, \varphi)$ be an arbitrary (traditional or non-traditional) topological *-probability space ( $C^{*}$-probability space, or $W^{*}$-probability space, or Banach $*$-probability space, etc.), consisting of a (noncommutative, resp., commutative) topological $*$-algebra $A\left(C^{*}\right.$-algebra, resp., $W^{*}$-algebra, resp., Banach $*$-algebra, etc.), and a (bounded or unbounded) linear functional $\varphi$ on $A$.

Definition 7. Let a be a self-adjoint element in $(A, \varphi)$. It is said to be even in $(A, \varphi)$, if all odd free moments of a vanish, i.e.,

$$
\begin{equation*}
\varphi\left(a^{2 n-1}\right)=0, \text { foralln } \in \mathbb{N} \tag{41}
\end{equation*}
$$

Let a be a "self-adjoint," and "even" element of $(A, \varphi)$ satisfying (41). Then, it is said to be semicircular in $(A, \varphi), i f:$

$$
\begin{equation*}
\varphi\left(a^{2 n}\right)=c_{n}, \text { foralln } \in \mathbb{N} \tag{42}
\end{equation*}
$$

where $c_{k}$ are the $k^{\text {th }}$ Catalan number,

$$
c_{k}=\frac{1}{k+1}\binom{2 k}{k}=\frac{1}{k+1} \frac{(2 k)!}{(k!)^{2}}=\frac{(2 k)!}{k!(k+1)!},
$$

for all $k \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.
It is well known that, if $k_{n}(\ldots)$ is the free cumulant on $A$ in terms of a linear functional $\varphi$ (in the sense of [14]), then a self-adjoint element $a$ is semicircular in $(A, \varphi)$, if and only if:

$$
k_{n}(\underbrace{a, a, \ldots \ldots, a}_{n \text {-times }})= \begin{cases}1 & \text { if } n=2  \tag{43}\\ 0 & \text { otherwise }\end{cases}
$$

for all $n \in \mathbb{N}$ (e.g., see [14]). The above equivalent free-distributional data (43) of the semicircularity (42) are obtained by the Möbius inversion of [14].

Motivated by (43), one can define the weighted-semicircularity.
Definition 8. Let $a \in(A, \varphi)$ be a self-adjoint element. It is said to be weighted-semicircular in $(A, \varphi)$ with its weight $t_{0}$ (in short, $t_{0}$-semicircular), if there exists $t_{0} \in \mathbb{C}^{\times}=\mathbb{C} \backslash\{0\}$, such that:

$$
k_{n}(\underbrace{a, a, \ldots, a}_{n \text {-times }})= \begin{cases}t_{0} & \text { if } n=2  \tag{44}\\ 0 & \text { otherwise }\end{cases}
$$

for all $n \in \mathbb{N}$, where $k_{n}(\ldots)$ is the free cumulant on $A$ in terms of $\varphi$.
By the definition (44) and by the Möbius inversion of [14], one obtains the following free-moment characterization (45) of the weighted-semicircularity (44): A self-adjoint element $a$ is $t_{0}$-semicircular in $(A, \varphi)$, if and only if there exists $t_{0} \in \mathbb{C}^{\times}$, such that:

$$
\varphi\left(a^{n}\right)=\omega_{n} t_{0}^{\frac{n}{2}} c_{\frac{n}{2}},
$$

where:

$$
\omega_{n}= \begin{cases}1 & \text { if } n \text { is even }  \tag{45}\\ 0 & \text { if } n \text { is odd }\end{cases}
$$

for all $n \in \mathbb{N}$, where $c_{m}$ are the $m^{\text {th }}$ Catalan numbers for all $m \in \mathbb{N}_{0}$.
Thus, from below, we use the weighted-semicircularity (44) and its characterization (45) alternatively.

### 7.2. Tensor Product Banach $*$-Algebra $\mathfrak{L S _ { p }}$

Let $\mathfrak{S}_{p}(k)=\left(\mathfrak{S}_{p}, \tau_{k}^{p}\right)$ be a (non-traditional) $C^{*}$-probability space (39), for $p \in \mathcal{P}, k \in \mathbb{Z}$. Define bounded linear transformations $\mathbf{c}_{p}$ and $\mathbf{a}_{p}$ "acting on the $p$-adic boundary subalgebra $\mathfrak{S}_{p}$ of $M_{p}, "$ by linear morphisms satisfying,

$$
\mathbf{c}_{p}\left(P_{p, j}\right)=P_{p, j+1}
$$

and:

$$
\begin{equation*}
\mathbf{a}_{p}\left(P_{p, j}\right)=P_{p, j-1} \tag{46}
\end{equation*}
$$

on $\mathfrak{S}_{p}$, for all $j \in \mathbb{Z}$.
By (46), these linear transformations $\mathbf{c}_{p}$ and $\mathbf{a}_{p}$ are bounded under the operator-norm induced by the $C^{*}$-norm on $\mathfrak{S}_{p}$. Therefore, the linear transformations $\mathbf{c}_{p}$ and $\mathbf{a}_{p}$ are regarded as Banach-space operators "acting on $\mathfrak{S}_{p}$," by regarding $\mathfrak{S}_{p}$ as a Banach space (under its $C^{*}$-norm). i.e., $\mathbf{c}_{p}$ and $\mathbf{a}_{p}$ are elements of the operator space $B\left(\mathfrak{S}_{p}\right)$ consisting of all bounded operators on the Banach space $\mathfrak{S}_{p}$.

Definition 9. The Banach-space operators $\mathbf{c}_{p}$ and $\mathbf{a}_{p}$ of (46) are called the p-creation, respectively, the $p$-annihilation on $\mathfrak{S}_{p}$, for $p \in \mathcal{P}$. Define a new Banach-space operator $l_{p} \in B\left(\mathfrak{S}_{p}\right)$ by:

$$
\begin{equation*}
l_{p}=\mathbf{c}_{p}+\mathbf{a}_{p} o n \mathfrak{S}_{p} \tag{47}
\end{equation*}
$$

We call it the $p$-radial operator on $\mathfrak{S}_{p}$.
Let $l_{p}$ be the $p$-radial operator $\mathbf{c}_{p}+\mathbf{a}_{p}$ of $(47)$ on $\mathfrak{S}_{p}$. Construct a closed subspace $\mathfrak{L}_{p}$ of $B\left(\mathfrak{S}_{p}\right)$ by:

$$
\begin{equation*}
\mathfrak{L}_{p}=\overline{\mathbb{C}\left[l_{p}\right]} \subset B\left(\mathfrak{S}_{p}\right) \tag{48}
\end{equation*}
$$

where $\bar{Y}$ means the operator-norm-topology closure of every subset $Y$ of the operator space $B\left(\mathfrak{S}_{p}\right)$.
By the definition (48), $\mathfrak{L}_{p}$ is not only a closed subspace, but also a well-defined Banach algebra embedded in the vector space $B\left(\mathfrak{S}_{p}\right)$. On this Banach algebra $\mathfrak{L}_{p}$, define the adjoint $(*)$ by:

$$
\begin{equation*}
\sum_{k=0}^{\infty} s_{k} l_{p}^{k} \in \mathfrak{L}_{p} \longmapsto \sum_{k=0}^{\infty} \overline{s_{k}} l_{p}^{k} \in \mathfrak{L}_{p} \tag{49}
\end{equation*}
$$

where $s_{k} \in \mathbb{C}$ with their conjugates $\overline{s_{k}} \in \mathbb{C}$.
Then, equipped with the adjoint (49), this Banach algebra $\mathfrak{L}_{p}$ of (48) forms a Banach $*$-algebra inside $B\left(\mathfrak{S}_{p}\right)$.

Definition 10. Let $\mathfrak{L}_{p}$ be a Banach $*$-algebra (48) in the operator space $B\left(\mathfrak{S}_{p}\right)$ for $p \in \mathcal{P}$. We call it the $p$-radial (Banach-*-) algebra on $\mathfrak{S}_{p}$.

Let $\mathfrak{L}_{p}$ be the $p$-radial algebra (48) on $\mathfrak{S}_{p}$. Construct now the tensor product Banach $*$-algebra $\mathfrak{L} \mathfrak{S}_{p}$ by:

$$
\begin{equation*}
\mathfrak{L} \mathfrak{S}_{p}=\mathfrak{L}_{p} \otimes_{\mathbb{C}} \mathfrak{S}_{p} \tag{50}
\end{equation*}
$$

where $\otimes_{\mathbb{C}}$ is the tensor product of Banach $*$-algebras (Remark that $\mathfrak{S}_{p}$ is a $C^{*}$-algebra and $\mathfrak{L}_{p}$ is a Banach $*$-algebra; and hence, the tensor product Banach $*$-algebra $\mathfrak{L S}_{p}$ of (50) is well-defined.).

Take now a generating element $l_{p}^{k} \otimes P_{p, j}$, for some $k \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}$, and $j \in \mathbb{Z}$, where $P_{p, j}$ is in the sense of (30) in $\mathfrak{S}_{p}$, with axiomatization:

$$
l_{p}^{0}=1_{\mathfrak{S}_{p}}, \text { the identity operator on } \mathfrak{S}_{p}
$$

in $B\left(\mathfrak{S}_{p}\right)$, satisfying:

$$
1_{\mathfrak{S}_{p}}\left(P_{p, j}\right)=P_{p, j}, \text { for all } P_{p, j} \in \mathfrak{S}_{p}
$$

for all $j \in \mathbb{Z}$.
By (50) and (32), the elements $l_{p}^{k} \otimes P_{p, j}$ indeed generate $\mathfrak{L} \mathfrak{S}_{p}$ under linearity, because:

$$
\left(l_{p} \otimes P_{p, j}\right)^{k}=l_{p}^{k} \otimes P_{p, j},
$$

for all $k \in \mathbb{N}_{0}$, and $j \in \mathbb{Z}$, for $p \in \mathcal{P}$, and their self-adjointness. We now focus on such generating operators of $\mathfrak{L S}$.

Define a linear morphism:

$$
E_{p}: \mathfrak{L S}_{p} \rightarrow \mathfrak{S}_{p}
$$

by a linear transformation satisfying that:

$$
\begin{equation*}
E_{p}\left(l_{p}^{k} \otimes P_{p, j}\right)=\frac{\left(p^{j+1}\right)^{k+1}}{\left[\frac{k}{2}\right]+1} l_{p}^{k}\left(P_{p, j}\right) \tag{51}
\end{equation*}
$$

for all $k \in \mathbb{N}_{0}, j \in \mathbb{Z}$, where $\left[\frac{k}{2}\right]$ is the minimal integer greater than or equal to $\frac{k}{2}$, for all $k \in \mathbb{N}_{0}$; for example,

$$
\left[\frac{3}{2}\right]=2=\left[\frac{4}{2}\right] .
$$

By the cyclicity (48) of the tensor factor $\mathfrak{L}_{p}$ of $\mathfrak{L}^{\mathfrak{S}_{p}}$, and by the structure theorem (32) of the other tensor factor $\mathfrak{S}_{p}$ of $\mathfrak{L} \mathfrak{S}_{p}$, the above morphism $E_{p}$ of (51) is a well-defined bounded surjective linear transformation.

Now, consider how our $p$-radial operator $l_{p}$ of (47) works on $\mathfrak{S}_{p}$. Observe first that: if $\mathbf{c}_{p}$ and $\mathbf{a}_{p}$ are the $p$-creation, respectively, the $p$-annihilation on $\mathfrak{S}_{p}$, then:

$$
\mathbf{c}_{p} \mathbf{a}_{p}\left(P_{p, j}\right)=P_{p, j}=\mathbf{a}_{p} \mathbf{c}_{p}\left(P_{p, j}\right),
$$

for all $j \in \mathbb{Z}, p \in \mathcal{P}$, and hence:

$$
\begin{equation*}
\mathbf{c}_{p} \mathbf{a}_{p}=1_{\mathfrak{S}_{p}}=\mathbf{a}_{p} \mathbf{c}_{p} \circ n \mathfrak{S}_{p} \tag{52}
\end{equation*}
$$

Lemma 1. Let $\mathbf{c}_{p}$, a $\mathbf{a}_{p}$ be the $p$-creation, respectively, the $p$-annihilation on $\mathfrak{S}_{p}$. Then:

$$
\mathbf{c}_{p}^{n} \mathbf{a}_{p}^{n}=\left(\mathbf{c}_{p} \mathbf{a}_{p}\right)^{n}=1_{\mathfrak{S}_{p}}=\left(\mathbf{a}_{p} \mathbf{c}_{p}\right)^{n}=\mathbf{a}_{p} \mathbf{c}_{p},
$$

and:

$$
\begin{equation*}
\mathbf{c}_{p}^{n_{1}} \mathbf{a}_{p}^{n_{2}}=\mathbf{a}_{p}^{n_{2}} \mathbf{c}_{p}^{n_{1}} o n \mathfrak{S}_{p}, \tag{53}
\end{equation*}
$$

for all $n, n_{1}, n_{2} \in \mathbb{N}_{0}$.
Proof. The formula (53) holds by (52).
By (53), one can get that:

$$
l_{p}^{n}=\left(\mathbf{c}_{p}+\mathbf{a}_{p}\right)^{n}=\sum_{k=0}^{n}\binom{n}{k} \mathbf{c}_{p}^{k} \mathbf{a}_{p}^{n-k} \text { on } \mathfrak{S}_{p}
$$

with identities;

$$
\begin{equation*}
\mathbf{c}_{p}^{0}=1_{\mathfrak{S}_{p}}=\mathbf{a}_{p}^{0} \tag{54}
\end{equation*}
$$

for all $n \in \mathbb{N}$, where:

$$
\binom{n}{k}=\frac{n!}{k!(n-k)!}, \forall k \leq n \in \mathbb{N}_{0}
$$

Thus, one obtains the following proposition.
Proposition 8. Let $l_{p} \in \mathfrak{L}_{p}$ be the $p$-radial operator on $\mathfrak{S}_{p}$. Then:

$$
\begin{align*}
& l_{p}^{2 m-1} \text { does not contain } 1_{\mathfrak{S}_{p}}-\text { term, and }  \tag{55}\\
& l_{p}^{2 m} \text { contains its } 1_{\mathfrak{S}_{p}}-\text { term, }\binom{2 m}{m} \cdot 1_{\mathfrak{S}_{p}} \tag{56}
\end{align*}
$$

for all $m \in \mathbb{N}$.
Proof. The proofs of (55) and (56) are done by straightforward computations by (53) and (54). See [1] for more details.
7.3. Weighted-Semicircular Elements $Q_{p, j}$ in $\mathfrak{L S}_{p}$

Fix $p \in \mathcal{P}$, and let $\mathfrak{L} \mathfrak{S}_{p}=\mathfrak{L}_{p} \otimes_{\mathbb{C}} \mathfrak{S}_{p}$ be the tensor product Banach $*$-algebra (50) and $E_{p}$ be the linear transformation (51) from $\mathfrak{L} \mathfrak{S}_{p}$ onto $\mathfrak{S}_{p}$. Throughout this section, fix a generating element:

$$
\begin{equation*}
Q_{p, j}=l_{p} \otimes P_{p, j} o f \mathfrak{L} \mathfrak{S}_{p} \tag{57}
\end{equation*}
$$

for $j \in \mathbb{Z}$, where $P_{p, j}$ is a projection (30) generating $\mathfrak{S}_{p}$. Observe that:

$$
\begin{equation*}
Q_{p, j}^{n}=\left(l_{p} \otimes P_{p, j}\right)^{n}=l_{p}^{n} \otimes P_{p, j} \tag{58}
\end{equation*}
$$

for all $n \in \mathbb{N}$, for all $j \in \mathbb{Z}$.
If $Q_{p, j} \in \mathfrak{L} \mathfrak{S}_{p}$ is in the sense of (57) for $j \in \mathbb{Z}$, then:

$$
\begin{equation*}
E_{p}\left(Q_{p, j}^{n}\right)=E_{p}\left(l_{p}^{n} \otimes P_{p, j}\right)=\frac{\left(p^{j+1}\right)^{n+1}}{\left[\frac{n}{2}\right]+1} l_{p}^{n}\left(P_{p, j}\right) \tag{59}
\end{equation*}
$$

by (51) and (58), for all $n \in \mathbb{N}$.
Now, for a fixed $j \in \mathbb{Z}$, define a linear functional $\tau_{p, j}^{0}$ on $\mathfrak{L} \mathfrak{S}_{p}$ by:

$$
\begin{equation*}
\tau_{p, j}^{0}=\tau_{j}^{p} \circ E_{p} \circ n \mathfrak{L} \mathfrak{S}_{p} \tag{60}
\end{equation*}
$$

where $\tau_{j}^{p}=\frac{1}{\phi(p)} \varphi_{j}^{(p)}$ is the linear functional (38) on $\mathfrak{S}_{p}$.
By the bounded-linearity of both $\tau_{j}^{p}$ and $E_{p}$, the morphism $\tau_{p, j}^{0}$ of (60) is a bounded linear functional on $\mathfrak{L S}$.

By (59) and (60), if $Q_{p, j}$ is in the sense of (57), then:

$$
\begin{equation*}
\tau_{p, j}^{0}\left(Q_{p, j}^{n}\right)=\frac{\left(p^{j+1}\right)^{n+1}}{\left[\frac{n}{2}\right]+1} \tau_{j}^{p}\left(l_{p}^{n}\left(P_{p, j}\right)\right) \tag{61}
\end{equation*}
$$

for all $n \in \mathbb{N}$.
Theorem 1. Let $Q_{p, j}=l_{p} \otimes P_{p, j} \in\left(\mathfrak{L}_{p}, \tau_{p, j}^{0}\right)$, for a fixed $j \in \mathbb{Z}$. Then, $Q_{p, j}$ is $p^{2(j+1)}$-semicircular in $\left(\mathfrak{L} \mathfrak{S}_{p}, \tau_{p, j}^{0}\right)$. More precisely,

$$
\begin{equation*}
\tau_{p, j}^{0}\left(Q_{p, j}^{n}\right)=\omega_{n}\left(p^{2(j+1)}\right)^{\frac{n}{2}} c_{\frac{n}{2}}, \tag{62}
\end{equation*}
$$

for all $n \in \mathbb{N}$, where $\omega_{n}$ are in the sense of (45). Equivalently, if $k_{n}^{0, p, j}(\ldots)$ is the free cumulant on $\mathfrak{L} \mathfrak{S}_{p}$ in terms of the linear functional $\tau_{p, j}^{0}$ of (61) on $\mathfrak{S S}{ }_{p}$, then:

$$
k_{n}^{0, p, j}(\underbrace{Q_{p, j}, Q_{p, j}, \ldots, Q_{p, j}}_{n \text {-times }})= \begin{cases}p^{2(j+1)} & \text { if } n=2  \tag{63}\\ 0 & \text { otherwise, }\end{cases}
$$

for all $n \in \mathbb{N}$.
Proof. The free-moment formula (62) is obtained by (55), (56) and (61). The free-cumulant formula (63) is obtained by (62) under the Möbius inversion of [14]. See [1] for details.

## 8. Semicircularity on $\mathfrak{L S}$

For all $p \in \mathcal{P}, j \in \mathbb{Z}$, let:

$$
\begin{equation*}
\mathfrak{L} \mathfrak{S}_{p}(j)=\left(\mathfrak{L} \mathfrak{S}_{p}, \tau_{p, j}^{0}\right) \tag{64}
\end{equation*}
$$

be a Banach $*$-probabilistic model of the Banach $*$-algebra $\mathfrak{L S}_{p}$ of (50), where $\tau_{p, j}^{0}$ is the linear functional (60).

Definition 11. We call the pairs $\mathfrak{L} \mathfrak{G}_{p}(j)$ of (64) the $j^{\text {texth }} p$-adic filters, for all $p \in \mathcal{P}, j \in \mathbb{Z}$.
Let $Q_{p, k}=l_{p} \otimes P_{p, k}$ be the $k^{\text {th }}$ generating elements of the $j^{\text {th }} p$-adic filter $\mathfrak{L S}_{p}(j)$ of (64), for all $k \in \mathbb{Z}$, for fixed $p \in \mathcal{P}, j \in \mathbb{Z}$. Then, the generating elements $\left\{Q_{p, k}\right\}_{k \in \mathbb{Z}}$ of the $j^{\text {th }} p$-adic filter $\mathfrak{L} \mathfrak{S}_{p}(j)$ satisfy that:

$$
k_{n}^{0, p, j}\left(Q_{p, k}, \ldots, Q_{p, k}\right)= \begin{cases}\delta_{j, k} p^{2(j+1)} & \text { if } n=2 \\ 0 & \text { otherwise },\end{cases}
$$

and:

$$
\begin{equation*}
\tau_{p, j}^{0}\left(Q_{p, k}^{n}\right)=\delta_{j, k}\left(\omega_{n}\left(p^{2(j+1)}\right)^{\frac{n}{2}} c_{\frac{n}{2}}\right) \tag{65}
\end{equation*}
$$

for all $p \in \mathcal{P}, j \in \mathbb{Z}$, for all $n \in \mathbb{N}$, by (62) and (63), where:

$$
\omega_{n}= \begin{cases}1 & \text { if } n \text { is even } \\ 0 & \text { if } n \text { is odd }\end{cases}
$$

for all $n \in \mathbb{N}$.
For the family:

$$
\left\{\mathfrak{L}_{p}(j)=\left(\mathfrak{L} \mathfrak{S}_{p}, \tau_{p, j}^{0}\right): p \in \mathcal{P}, j \in \mathbb{Z}\right\}
$$

of $j^{\text {th }} p$-adic filters of (64), one can define the free product Banach $*$-probability space,

$$
\begin{equation*}
\mathfrak{L S} \stackrel{\text { denote }}{=}\left(\mathfrak{L S}, \tau^{0}\right) \stackrel{\text { def }}{=} \underset{p \in \mathcal{P}, j \in \mathbb{Z}}{\star} \mathfrak{L S}_{p}(j) . \tag{66}
\end{equation*}
$$

as in [14,15], with:

Note that the pair $\mathfrak{L S}=\left(\mathfrak{L S}, \tau^{0}\right)$ of (66) is a well-defined "traditional or noncommutative" Banach $*$-probability space. For more about the (free-probabilistic) free product of free probability spaces, see [14,15].

Definition 12. The Banach $*$-probability space $\mathfrak{L S}=\left(\mathfrak{L S}, \tau^{0}\right)$ of (66) is called the free Adelic filtration.
Let $\mathfrak{L S}$ be the free Adelic filtration (66). Then, by (65), one can take a subset:

$$
\mathcal{Q}=\left\{Q_{p, j}=l_{p} \otimes P_{p, j} \in \mathfrak{L S}_{p}(j)\right\}_{p \in \mathcal{P}, j \in \mathbb{Z}}
$$

of $\mathfrak{L S}$, consisting of " $j$ th" generating elements $Q_{p, j}$ of the " $j$ th" $p$-adic filters $\mathfrak{L} \mathfrak{S}_{p}(j)$, which are the free blocks of $\mathfrak{L S}$, for all $j \in \mathbb{Z}$, for all $p \in \mathcal{P}$.

Lemma 2. Let $\mathcal{Q}$ be the above family in the free Adelic filtration $\mathfrak{L S}$. Then, all elements $Q_{p, j}$ of $\mathcal{Q}$ are $p^{2(j+1)}$-semicircular in the free Adelic filtration $\mathfrak{L S}$.

Proof. Since all self-adjoint elements $Q_{p, j}$ of the family $\mathcal{Q}$ are chosen from mutually-distinct free blocks $\mathfrak{L} \mathfrak{S}_{p}(j)$ of $\mathfrak{L S}$, they are $p^{2(j+1)}$-semicircular in $\mathfrak{L} \mathfrak{S}_{p}(j)$. Indeed, since every element $Q_{p, j} \in \mathcal{Q}$ is from a free block $\mathfrak{L} \mathfrak{S}_{p}(j)$, the powers $Q_{p, j}^{n}$ are free reduced words with their lengths- $N$ in $\mathfrak{L} \mathfrak{S}_{p}(j)$ in $\mathfrak{L} \mathfrak{S}$. Therefore, each element $Q_{p, j} \in \mathcal{Q}$ satisfies that:

$$
\tau^{0}\left(Q_{p, j}^{n}\right)=\tau_{p, j}^{0}\left(Q_{p, j}^{n}\right)=\omega_{n} p^{n(j+1)} \mathcal{c}_{\frac{n}{2}},
$$

equivalently,

$$
\begin{aligned}
k_{n}^{0}\left(Q_{p, j}, \ldots, Q_{p, j}\right) & =k_{n}^{0, p, j}\left(Q_{p, j}, \ldots, Q_{p, j}\right) \\
& = \begin{cases}p^{2(j+1)} & \text { if } n=2 \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

for all $n \in \mathbb{N}$, by (62) and (63), where $k_{n}^{0}(\ldots)$ is the free cumulant on $\mathfrak{L S}$ in terms of $\tau^{0}$. Therefore, all elements $Q_{p, j} \in \mathcal{Q}$ are $p^{2(j+1)}$-semicircular in $\mathfrak{L} \mathfrak{S}$, for all $p \in \mathcal{P}, j \in \mathbb{Z}$.

Furthermore, since all $p^{2(j+1)}$-semicircular elements $Q_{p, j} \in \mathcal{Q}$ are taken from the mutually-distinct free blocks $\mathfrak{L S} \mathscr{S}_{p}(j)$ of $\mathfrak{L S}$, they are mutually free from each other in the free Adelic filtration $\mathfrak{L S}$ of (66), for all $p \in \mathcal{P}, j \in \mathbb{Z}$.

Recall that a subset $S=\left\{a_{t}\right\}_{t \in \Delta}$ of an arbitrary (topological or pure-algebraic) $*$-probability space $(A, \varphi)$ is said to be a free family, if, for any pair $\left(t_{1}, t_{2}\right) \in \Delta^{2}$ of $t_{1} \neq t_{2}$ in a countable (finite or infinite) index set $\Delta$, the corresponding free random variables $a_{t_{1}}$ and $a_{t_{2}}$ are free in $(A, \varphi)$ (e.g., $\left.[7,14]\right)$.

Definition 13. Let $S=\left\{a_{t}\right\}_{t \in \Delta}$ be a free family in an arbitrary topological $*$-probability space $(A, \varphi)$. This family $S$ is said to be a free (weighted-)semicircular family, if it is not only a free family, but also a set consisting of all (weighted-)semicircular elements $a_{t}$ in $(A, \varphi)$, for all $t \in \Delta$.

Therefore, by the construction (66) of the free Adelic filtration $\mathfrak{L S}$, we obtain the following result.
Theorem 2. Let $\mathfrak{L S}$ be the free Adelic filtration (66), and let:

$$
\begin{equation*}
\mathcal{Q}=\left\{Q_{p, j} \in \mathfrak{L} \mathfrak{S}_{p}(j)\right\}_{p \in \mathcal{P}, j \in \mathbb{Z}} \subset \mathfrak{L} \mathfrak{S} \tag{67}
\end{equation*}
$$

where $\mathfrak{L S}_{p}(j)$ are the $j^{\text {th }} p$-adic filters, the free blocks of $\mathfrak{L S}$. Then, this family $\mathcal{Q}$ of (67) is a free weighted-semicircular family in $\mathfrak{L S}$.

Proof. Let $\mathcal{Q}$ be a subset (67) in $\mathfrak{L S}$. Then, all elements $Q_{p, j}$ of $\mathcal{Q}$ are $p^{2(j+1)}$-semicircular in $\mathfrak{L S}$ by the above lemma, for all $p \in \mathcal{P}, j \in \mathbb{Z}$. Furthermore, all elements $Q_{p, j}$ of $\mathcal{Q}$ are mutually free from each other in $\mathfrak{L S}$, because they are contained in the mutually-distinct free blocks $\mathfrak{L} \mathfrak{S}_{p}(j)$ of $\mathfrak{L S}$, for all $p \in \mathcal{P}, j \in \mathbb{Z}$. Therefore, the family $\mathcal{Q}$ of (67) is a free weighted-semicircular family in $\mathfrak{L S}$.

Now, take elements:

$$
\begin{equation*}
\Theta_{p, j} \stackrel{\text { def }}{=} \frac{1}{p^{j+1}} Q_{p, j}, \forall p \in \mathcal{P}, j \in \mathbb{Z} \tag{68}
\end{equation*}
$$

in $\mathfrak{L S}$, where $Q_{p, j} \in \mathcal{Q}$, where $\mathcal{Q}$ is the free weighted-semicircular family (67) in the free Adelic filtration $\mathfrak{L S}$.

Then, by the self-adjointness of $Q_{p, j}$, these operators $\Theta_{p, j}$ of (68) are self-adjoint in $\mathfrak{L S}$, as well, because:

$$
p^{j+1} \in \mathbb{Q} \subset \mathbb{R} \text { in } \mathbb{C},
$$

satisfying $\overline{p^{j+1}}=p^{j+1}$, for all $p \in \mathcal{P}, j \in \mathbb{Z}$.
Furthermore, one obtains the following free-cumulant computation; if $k_{n}^{0}(\ldots)$ is the free cumulant on $\mathfrak{L S}$ in terms of $\tau^{0}$, then:

$$
\begin{align*}
k_{n}^{0}\left(\Theta_{p, j}, \ldots, \Theta_{p, j}\right) & =k_{n}^{0, p, j}\left(\frac{1}{p^{j+1}} Q_{p, j}, \ldots, \frac{1}{p^{j+1}} Q_{p, j}\right) \\
& =\left(\frac{1}{p^{j+1}}\right)^{n} k_{n}^{0, p, j}\left(Q_{p, j}, \ldots, Q_{p, j}\right) \tag{69}
\end{align*}
$$

by the bimodule-map property of the free cumulant (e.g., see [14]), for all $n \in \mathbb{N}$, where $k_{n}^{0, p, j}(\ldots)$ are the free cumulants (63) on the free blocks $\mathfrak{L} \mathfrak{S}_{p}(j)$ in terms of the linear functionals $\tau_{p, j}^{0}$ of (60) on $\mathfrak{L} \mathfrak{S}_{p}$, for all $p \in \mathcal{P}, j \in \mathbb{Z}$.

Theorem 3. Let $\Theta_{p, j}=\frac{1}{p^{j+1}} Q_{p, j}$ be free random variables (68) of the free Adelic filtration $\mathfrak{L S}$, for $Q_{p, j} \in \mathcal{Q}$. Then, the family:

$$
\begin{equation*}
\Theta=\left\{\Theta_{p, j} \in \mathfrak{L S}_{p}(j): p \in \mathcal{P}, j \in \mathbb{Z}\right\} \tag{70}
\end{equation*}
$$

forms a free semicircular family in $\mathfrak{L S}$.
Proof. Consider that:

$$
\begin{aligned}
& k_{n}^{0}\left(\Theta_{p, j}, \ldots, \Theta_{p, j}\right)=\left(\frac{1}{p^{j+1}}\right)^{n} k_{n}^{0, p, j}\left(Q_{p, j}, \ldots, Q_{p, j}\right) \text { by (69) } \\
& \quad= \begin{cases}\left(\frac{1}{p^{j+1}}\right)^{2} k_{2}^{0, p, j}\left(Q_{p, j}, Q_{p, j}\right) & \text { if } n=2 \\
\left(\frac{1}{p^{j+1}}\right)^{n} k_{n}^{0, p, j}\left(Q_{p, j}, \ldots, Q_{p, j}\right)=0 & \text { otherwise }\end{cases}
\end{aligned}
$$

by the $p^{2(j+1)}$-semicircularity of $Q_{p, j} \in \mathcal{Q}$ in $\mathfrak{L S}$ :

$$
= \begin{cases}\left(\frac{1}{p^{j+1}}\right)^{2}\left(p^{j+1}\right)^{2}=1 & \text { if } n=2  \tag{71}\\ 0 & \text { otherwise }\end{cases}
$$

for all $n \in \mathbb{N}$.
By the free-cumulant computation (71), these self-adjoint free random variables $\Theta_{p, j} \in \mathfrak{L} \mathfrak{S}_{p}(j)$ are semicircular in $\mathfrak{L S}$ by (43), for all $p \in \mathcal{P}, j \in \mathbb{Z}$.

Furthermore, the family $\Theta$ of (70) forms a free family in $\mathfrak{L S}$, because all elements $\Theta_{p, j}$ are the scalar-multiples of $Q_{p, j} \in \mathcal{Q}$, contained in mutually-distinct free blocks $\mathfrak{L} \mathfrak{S}_{p}(j)$ of $\mathfrak{L S}$, for all $j \in \mathbb{Z}$, $p \in \mathcal{P}$.

Therefore, this family $\Theta$ of (70) is a free semicircular family in $\mathfrak{L S}$.

Now, define a Banach $*$-subalgebra $\mathbb{L S}$ of $\mathfrak{L S}$ by:

$$
\begin{equation*}
\mathbb{L S} \stackrel{\text { def }}{=} \overline{\mathbb{C}[\mathcal{Q}]} i n \mathfrak{L} \mathfrak{S} \tag{72}
\end{equation*}
$$

where $\mathcal{Q}$ is the free weighted-semicircular family (67) and $\bar{Y}$ means the Banach-topology closures of subsets $Y$ of $\mathfrak{L S}$.

Then, one can obtain the following structure theorem for the Banach $*$-algebra $\mathbb{L} \mathbb{S}$ of (72) in $\mathfrak{L S}$.
Theorem 4. Let $\mathbb{L} \mathbb{S}$ be the Banach *-subalgebra (72) of the free Adelic filtration $\mathfrak{L S}$ generated by the free weighted-semicircular family $\mathcal{Q}$ of (67). Then:

$$
\begin{equation*}
\mathbb{L} \mathbb{S}=\overline{\mathbb{C}[\Theta]} \text { in } \mathfrak{L S} \tag{73}
\end{equation*}
$$

where $\Theta$ is the free semicircular family (70) and where " $=$ " means "being identically same as sets." Moreover,

$$
\begin{equation*}
\mathbb{L} \stackrel{S}{*-i s o}_{p \in \mathcal{P}^{\star}, j \in \mathbb{Z}} \overline{\mathbb{C}\left[\left\{Q_{p, j}\right\}\right]} \stackrel{* \text {-iso }}{=} \overline{\mathbb{C}}\left[\mathcal{P}_{p \in \mathcal{P}^{\star}, j \in \mathbb{Z}}\left\{Q_{p, j}\right\}\right], \tag{74}
\end{equation*}
$$

in $\mathfrak{L S}$, where "*-iso" means "being Banach-*-isomorphic," and:

$$
\overline{\mathbb{C}\left[\left\{Q_{p, j}\right\}\right]} \text { are Banach } * \text {-subalgebras of } \mathfrak{L S}(j)
$$

for all $p \in \mathcal{P}, j \in \mathbb{Z}$, in $\mathfrak{L} \mathfrak{S}$.
Here, $(\star$ ) in the first $*$-isomorphic relation of (74) is the (free-probability-theoretic) free product of $[14,15]$, and $(\star)$ in the second $*$-isomorphic relation of (74) is the (pure-algebraic) free product (generating noncommutative algebraic free words in the family $\mathcal{Q}$ ).

Proof. Let $\mathbb{L} \mathbb{S}$ be the Banach $*$-subalgebra (72) of $\mathfrak{L S}$. Then, all generating operators $Q_{p, j} \in \mathcal{Q}$ of $\mathbb{L} \mathbb{S}$ are contained in mutually-distinct free blocks $\mathfrak{L S} \mathscr{S}_{p}(j)$ of $\mathfrak{L S}$, and hence, the Banach $*$-subalgebras $\overline{\mathbb{C}\left[\left\{Q_{p, j}\right\}\right]}$ of $\mathfrak{L S}$ are contained in the free blocks $\mathfrak{L S} \mathscr{S}_{p}(j)$, for all $p \in \mathcal{P}, j \in \mathbb{Z}$. Therefore, as embedded sub-structures of $\mathfrak{L S}$, they are free from each other. Equivalently,

$$
\begin{equation*}
\mathbb{L} \mathbb{S}^{*-\text { iso }}=\underset{p \in \mathcal{P}, j \in \mathbb{Z}}{ } \overline{\mathbb{C}\left[\left\{Q_{p, j}\right\}\right]} \text { in } \mathfrak{L} \mathfrak{S}, \tag{75}
\end{equation*}
$$

by (66).
Since every free block $\overline{\mathbb{C}\left[\left\{Q_{p, j}\right\}\right]}$ of the Banach $*$-algebra $\mathbb{L} \mathbb{S}$ of (75) is generated by a single self-adjoint (weighted-semicircular) element, every operator $T$ of $\mathbb{L S}$ is a limit of linear combinations of free words in the free family $\mathcal{Q}$ of (67), which form noncommutative free "reduced" words (in the sense of $[14,15]$ ), as operators in $\mathbb{L S}$ of (75). Note that every (pure-algebraic) free word in $\mathcal{Q}$ has a unique free reduced word in $\mathbb{L S}$, under operator-multiplication on $\mathfrak{L S}$ (and hence, on $\mathbb{L} \mathbb{S}$ ). Therefore, the $*$-isomorphic relation (75) guarantees that:

$$
\begin{equation*}
\left.\mathbb{L} \mathbb{S} \stackrel{* \text {-iso }}{=} \overline{\mathbb{C}}{ }_{p \in \mathcal{P}^{\star}, j \in \mathbb{Z}}\left\{Q_{p, j}\right\}\right] \tag{76}
\end{equation*}
$$

where the free product $(\star)$ in (76) is pure-algebraic.
Remark that, indeed, the relation (76) holds well, because all weighted-semicircular elements of $\mathcal{Q}$ are self-adjoint; if:

$$
T=\prod_{l=1}^{N} Q_{p_{l}, j_{l}}^{n_{l}} \in \mathbb{L} \mathbb{S}
$$

is a free (reduced) word (as an operator), then:

$$
T^{*}=\prod_{l=1}^{N} Q_{p_{N-l+1}, j_{N-l+1}}^{n_{N-l+1}} \in \mathbb{L} \mathbb{S}
$$

is a free word of $\mathbb{L S}$ in $\mathcal{Q}$, as well. Therefore, by (75) and (76), the structure theorem (74) holds true.
Note now that $Q_{p, j} \in \mathcal{Q}$ satisfy:

$$
Q_{p, j}=p^{j+1} \Theta_{p, j}, \text { for all } p \in \mathcal{P}, j \in \mathbb{Z}
$$

where $\Theta_{p, j}$ are semicircular elements in the family $\Theta$ of (70). Therefore, the free blocks of (75) satisfy that:

$$
\begin{equation*}
\overline{\mathbb{C}\left[\left\{Q_{p, j}\right\}\right]}=\overline{\mathbb{C}\left[\left\{p^{j+1} \Theta_{p, j}\right\}\right]}=\overline{\mathbb{C}\left[\left\{\Theta_{p, j}\right\}\right]} \tag{77}
\end{equation*}
$$

for all $p \in \mathcal{P}, j \in \mathbb{Z}$.
Thus, one can get that:

$$
\begin{equation*}
\mathbb{L S} \stackrel{* \text { iso }}{=}_{p \in \mathcal{P}_{, j \in \mathbb{Z}}^{\star}}^{\mathbb{C}\left[\left\{\Theta_{p, j}\right\}\right]} \tag{78}
\end{equation*}
$$

by (75) and (77).
With similar arguments of (75), we have:

$$
\begin{equation*}
\mathbb{L} \mathbb{S}=\overline{\mathbb{C}}[\Theta], \text { set }- \text { theoretically } \tag{79}
\end{equation*}
$$

by (78).
Therefore, the identity (73) holds true by (79).
As a sub-structure, one can restrict the linear functional $\tau^{0}$ of (66) on $\mathfrak{L S}$ to that on $\mathbb{L} \mathbb{S}$, i.e., one can obtain the Banach $*$-probability space,

$$
\begin{equation*}
\left(\mathbb{L} \mathbb{S},\left.\tau^{0} \stackrel{\text { denote }}{=} \tau^{0}\right|_{\mathbb{L} \mathbb{C}}\right) \tag{80}
\end{equation*}
$$

Definition 14. Let $\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$ be the Banach $*$-probability space (80). Then, we call $\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$ the semicircular (free Adelic sub-)filtration of $\mathfrak{L S}$.

Note that, by (66), all elements of the semicircular filtration ( $\mathbb{L S}, \tau^{0}$ ) provide "possible" non-vanishing free distributions in the free Adelic filtration $\mathfrak{L S}$. Especially, all free reduced words of $\mathfrak{L S}$ in the generator set $\left\{Q_{p, j}\right\}_{p \in P, j \in \mathbb{Z}}$ have non-zero free distributions only if they are contained in $\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$. Therefore, studying free-distributional data on $\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$ is to study possible non-zero free-distributional data on $\mathfrak{L S}$.

## 9. Truncated Linear Functionals on $\mathbb{L S}$

In number theory, one of the most interesting, but difficult topics is to find a number of primes or a density of primes contained in closed intervals $\left[t_{1}, t_{2}\right]$ of the real numbers $\mathbb{R}$ (e.g., $[3,6,21,22]$ ). Since the theory is deep, we will not discuss more about it here. Hhowever, motivated by the theory, we consider certain "suitable" truncated linear functionals on our semicircular filtration ( $\mathbb{L S}, \tau^{0}$ ) of (80) in the free Adelic filtration $\mathfrak{L S}$ of (66).

Notation: From below, we will use the following notations to distinguish their structural differences;
$\mathbb{L S} \stackrel{\text { denote }}{=}$ the Banach $*$-subalgebra (72) of $\mathfrak{L S}$,
$\mathbb{L} \mathbb{S}_{0} \stackrel{\text { denote }}{=}$ the semicircular filtration $\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$ of (80).

### 9.1. Linear Functionals $\left\{\tau_{(t)}\right\}_{t \in \mathbb{R}}$ on $\mathbb{L} \mathbb{S}$

Let $\mathbb{L} \mathbb{S}_{0}$ be the semicircular filtration $\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$ of the free Adelic filtration $\mathfrak{L S}$. Furthermore, let $\mathcal{Q}$ and $\Theta$ be the free weighted-semicircular family (67), respectively, the free semicircular family (70) of $\mathfrak{L S}$, generating $\mathbb{L S}$ by (73) and (74). We here truncate $\tau^{0}$ on $\mathbb{L S}$ for a fixed real number $t \in \mathbb{R}$.

First, recall and remark that:

$$
\tau^{0}=\underset{p \in \mathcal{P}, j \in \mathbb{Z}}{\star} \tau_{p, j}^{0} \text { on } \mathbb{L} \mathbb{S},
$$

by (66) and (80). Therefore, one can sectionize $\tau^{0}$ over $\mathcal{P}$, as follows;

$$
\tau^{0}=\underset{p \in \mathcal{P}}{\star} \tau_{p}^{0} \text { on } \mathbb{L} \mathbb{S},
$$

with:

$$
\begin{equation*}
\tau_{p}^{0}=\underset{j \in \mathbb{Z}}{\star} \tau_{p, j}^{0} \text { on } \mathbb{L} \mathbb{S}_{p}, \text { forall } p \in \mathcal{P} \tag{81}
\end{equation*}
$$

where:

$$
\begin{equation*}
\mathbb{L S}_{p} \stackrel{\text { def }}{=} \underset{j \in \mathbb{Z}}{\star} \overline{\mathbb{C}\left[\left\{\Theta_{p, j}\right\}\right]} \subset \mathbb{L S} \subset \mathfrak{L} \mathfrak{S}, \tag{82}
\end{equation*}
$$

for each $p \in \mathcal{P}$, under (74).
From below, we understand the Banach $*$-subalgebras $\mathbb{L} \mathbb{S}_{p}$ of $\mathbb{L} \mathbb{S}$ as free-probabilistic sub-structures,

$$
\begin{equation*}
\mathbb{L S}_{(p)} \stackrel{\text { denote }}{=}\left(\mathbb{L}_{p}, \tau_{p}^{0}\right), \text { forallp } \in \mathcal{P} \tag{83}
\end{equation*}
$$

Lemma 3. Let $\mathbb{L}_{\mathbb{S}_{l}}$ be in the sense of (82) in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$, for $l=1,2$. Then, $\mathbb{L} \mathbb{S}_{p_{1}}$ and $\mathbb{L}_{p_{2}}$ are free in $\mathbb{L} \mathbb{S}_{0}$, if and only if $p_{1} \neq p_{2}$ in $\mathcal{P}$.

Proof. The proof is directly done by (81) and (82). Indeed,

$$
\begin{aligned}
\mathbb{L S} & =\underset{p \in \mathcal{P}, j \in \mathbb{Z}}{\star} \overline{\mathbb{C}\left[\left\{\Theta_{p, j}\right\}\right]} \\
& =\underset{p \in \mathcal{P}}{\star}\left(\underset{j \in \mathbb{Z}}{\star} \overline{\mathbb{C}\left[\left\{\Theta_{p, j}\right\}\right]}\right)=\underset{p \in \mathcal{P}}{\star} \mathbb{L} \mathbb{S}_{p},
\end{aligned}
$$

by (80) and (82).
Therefore, $\mathbb{L} \mathbb{S}_{p_{1}}$ and $\mathbb{L} \mathbb{S}_{p_{2}}$ are free in $\mathbb{L} \mathbb{S}_{0}$, if and only if $p_{1} \neq p_{2}$ in $\mathcal{P}$.
Fix now $t \in \mathbb{R}$, and define a new linear functional $\tau_{(t)}$ on $\mathbb{L S}$ by:

$$
\tau_{(t)} \stackrel{\text { def }}{=}\left\{\begin{array}{lc}
\stackrel{\star}{p \leq t} \tau_{p}^{0} & \text { on } \underset{p \leq t}{\star} \mathbb{L} \mathbb{S}_{p} \subset \mathbb{L} \mathbb{S}  \tag{84}\\
O & \text { on } \mathbb{L S} \backslash\left(\underset{p \leq t}{\star} \mathbb{L} \mathbb{S}_{p}\right),
\end{array}\right.
$$

where $\tau_{p}^{0}$ are the linear functionals (81) on the Banach $*$-subalgebras $\mathbb{L} \mathbb{S}_{p}$ of (82) in $\mathbb{L} \mathbb{S}_{0}$, for all $p \in \mathcal{P}$, and $O$ means the zero linear functional on $\mathbb{L} \mathbb{S}$, satisfying that:

$$
O(T)=0, \text { for all } T \in \mathbb{L} \mathbb{S}
$$

For convenience, if there is no confusion, we simply write the definition (84) as:

$$
\begin{equation*}
\tau_{(t)} \stackrel{\text { denote }}{=} \underset{p \leq t}{\star} \tau_{p}^{0} . \tag{85}
\end{equation*}
$$

By the definition (84) (with a simpler expression (85)), one can easily verify that, if $t<2$ in $\mathbb{R}$, then the corresponding linear functional $\tau_{(t)}$ is identical to the zero linear functional $O$ on $\mathbb{L S}$. To avoid such triviality, one may refine $\tau_{(t)}$ of (84) by:

$$
\tau_{(t)} \stackrel{\text { def }}{=} \begin{cases}\tau_{(t)} \text { of (84) } & \text { if } t \geq 2  \tag{86}\\ O & \text { if } t<2\end{cases}
$$

for all $t \in \mathbb{R}$.
In the following text, $\tau_{(t)}$ mean the linear functionals in (86), satisfying (84) whenever $t \geq 2$, for all $t \in \mathbb{R}$. In fact, we are not interested in the cases where $t<2$.

For example,

$$
\tau_{\left(\frac{\sqrt{3}}{2}\right)}=O, \tau_{(2.1003)}=\tau_{2}^{0}, a n d \tau_{(6)}=\tau_{2}^{0} \star \tau_{3}^{0} \star \tau_{5}^{0}
$$

on $\mathbb{L} \mathbb{S}$, under (85), etc.
Theorem 5. Let $Q_{p, j} \in \mathcal{Q}$ and $\Theta_{p, j} \in \Theta$ in the semicircular filtration $\mathbb{L}_{0}$, for $p \in \mathcal{P}, j \in \mathbb{Z}$, and let $t \in \mathbb{R}$ and $\tau_{(t)}$, the corresponding linear functional (86) on $\mathbb{L S}$. Then:

$$
\tau_{(t)}\left(Q_{p, j}^{n}\right)= \begin{cases}\omega_{n} p^{2(j+1)} c_{\frac{n}{2}} & \text { if } t \geq p \\ 0 & \text { if } t<p\end{cases}
$$

and:

$$
\tau_{(t)}\left(\Theta_{p, j}^{n}\right)= \begin{cases}\omega_{n} c_{n}^{2} & \text { if } t \geq p  \tag{87}\\ 0 & \text { if } t<p\end{cases}
$$

for all $n \in \mathbb{N}$.
Proof. By the $p^{2(j+1)}$-semicircularity of $Q_{p, j} \in \mathcal{Q}$, the semicircularity of $\Theta_{p, j} \in \Theta$ in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$, and by the definition (86), if $t \geq p$ in $\mathbb{R}$, then:

$$
\begin{aligned}
\tau_{(t)}\left(Q_{p, j}^{n}\right) & =\tau_{p}^{0}\left(Q_{p, j}^{n}\right)=\tau_{p, j}^{0}\left(Q_{p, j}^{n}\right) \\
& =\omega_{n} p^{2(j+1)} C_{\frac{n}{2}},
\end{aligned}
$$

and:

$$
\begin{aligned}
\tau_{(t)}\left(\Theta_{p, j}^{n}\right) & =\tau_{p}^{0}\left(\Theta_{p, j}^{n}\right)=\tau_{p, j}^{0}\left(\Theta_{p, j}^{n}\right) \\
& =\omega_{n} c_{\frac{n}{2}},
\end{aligned}
$$

by (62), (71), and (81), for all $n \in \mathbb{N}$.
If $t<p$, then:

$$
\tau_{(t)}=\underset{2 \leq q<t<p \text { in } \mathcal{P}}{\star} \tau_{q}^{0} \text { or } O, \text { on } \mathbb{L} \mathbb{S} .
$$

Therefore, in such cases,

$$
\tau_{(t)}\left(Q_{p, j}^{n}\right)=\tau_{(t)}\left(\Theta_{p, j}^{n}\right)=0, \text { for all } n \in \mathbb{N}
$$

by (84), (85), and (86).
Therefore, the free-distributional data (87) for the linear functional $\tau_{(t)}$ hold on $\mathbb{L S}$.
The above theorem shows how the original free-probabilistic information on the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$ is affected by the new free-probabilistic models on $\mathbb{L S}$, under "truncated" linear functionals $\tau_{(t)}$ of $\tau^{0}$ on $\mathbb{L S}$, for $t \in \mathbb{R}$.

Definition 15. Let $\tau_{(t)}$ be the linear functionals (86) on $\mathbb{L S}$, for $t \in \mathbb{R}$. Then, the corresponding new Banach *-probability spaces,

$$
\begin{equation*}
\mathbb{L} \mathbb{S}_{(t)} \stackrel{\text { denote }}{=}\left(\mathbb{L} \mathbb{S}, \tau_{(t)}\right) \tag{88}
\end{equation*}
$$

are called the semicircular $t$-(truncated-)filtrations of $\mathbb{L} \mathbb{S}\left(o r\right.$, of $\left.\mathbb{L} \mathbb{S}_{0}\right)$.
Note that if $t$ is "suitable" in the sense that " $\tau_{(t)} \neq O$ on $\mathbb{L S}$," then the free-probabilistic structure $\mathbb{L S}_{(t)}$ of (88) is meaningful.

Notation and Assumption 9.1 (NA 9.1, from below): In the following, we will say " $t \in \mathbb{R}$ is suitable," if the semicircular $t$-filtration " $\mathbb{L} \mathbb{S}_{(t)}$ of (88) is meaningful," in the sense that: $\tau_{(t)} \neq O$ fully on $\mathbb{L} \mathbb{S}$.

Now, let us consider the following concepts.
Definition 16. Let $\left(A_{k}, \varphi_{k}\right)$ be Banach $*$-probability spaces (or $C^{*}$-probability spaces, or $W^{*}$-probability spaces, etc.), for $k=1,2$. A Banach $*$-probability space $\left(A_{1}, \varphi_{1}\right)$ is said to be free-homomorphic to a Banach $*$-probability space $\left(A_{2}, \varphi_{2}\right)$, if there exists a bounded $*$-homomorphism:

$$
\Phi: A_{1} \rightarrow A_{2}
$$

such that:

$$
\varphi_{2}(\Phi(a))=\varphi_{1}(a)
$$

for all $a \in A_{1}$. Such $a *$-homomorphism $\Phi$ is called a free-homomorphism.
If $\Phi$ is both a $*$-isomorphism and a free-homomorphism, then $\Phi$ is said to be a free-isomorphism, and we say that $\left(A_{1}, \varphi_{1}\right)$ and $\left(A_{2}, \varphi_{2}\right)$ are free-isomorphic. Such a free-isomorphic relation is nothing but the equivalence in the sense of Voiculescu (e.g., [15]).

By (87), we obtain the following free-probabilistic-structural theorem.
Theorem 6. Let $\mathbb{L} \mathbb{S}_{q}=\underset{j \in \mathbb{Z}}{\star} \overline{\mathbb{C}}\left[\left\{Q_{q, j}\right\}\right]$ be Banach $*$-subalgebras (82) of $\mathbb{L} \mathbb{S}$, for all $q \in \mathcal{P}$. Let $t \in \mathbb{R}$ be suitable in the sense of $N A 9.1$ and $\mathbb{L S}_{(t)}$ be the corresponding semicircular $t$-filtration (88). Construct a Banach *-probability space $\mathbb{L} \mathbb{S}^{t}$ by a Banach $*$-probabilistic sub-structure of the semicircular filtration $\mathbb{L}_{0}$,

$$
\begin{equation*}
\mathbb{L} \mathbb{S}^{t} \stackrel{\text { def }}{=} \underset{p \leq t}{\star}\left(\mathbb{L} \mathbb{S}_{p}, \tau_{p}^{0}\right)=\left(\underset{p \leq t}{\star} \mathbb{L} \mathbb{S}_{p}, \underset{p \leq t}{\star} \tau_{p}^{0}\right), \tag{89}
\end{equation*}
$$

where $\tau_{p}^{0}=\underset{j \in \mathbb{Z}}{\star} \tau_{p, j}^{0}$ are in the sense of (81). Then:

$$
\begin{equation*}
\mathbb{L S}^{t} \text { isfree - homomorphicto } \mathbb{L}_{(t)} \tag{90}
\end{equation*}
$$

Proof. Let $\mathbb{L} \mathbb{S}_{(t)}$ be the semicircular $t$-filtration (88) of $\mathbb{L S}$, and let $\mathbb{L} \mathbb{S}^{t}$ be a Banach $*$-probability space (89), for a suitably fixed $t \in \mathbb{R}$.

Define a bounded linear morphism:

$$
\Phi_{t}: \mathbb{L} \mathbb{S}^{t} \rightarrow \mathbb{L S}_{(t)}
$$

by the natural embedding map,

$$
\begin{equation*}
\Phi_{t}(T)=\operatorname{Tin} \mathbb{L} \mathbb{S}_{(t)}, \text { for all } T \in \mathbb{L} \mathbb{S}^{t} \tag{91}
\end{equation*}
$$

Then, this morphism $\Phi_{t}$ is an injective bounded $*$-homomorphism from $\mathbb{L S}^{t}$ into $\mathbb{L S}_{(t)}$, by (72), (75), (82), (89), and (91).

Therefore, one obtains that:

$$
\tau_{(t)}(\Phi(T))=\tau_{(t)}(T)=\left(\underset{p \leq t \text { in } \mathcal{P}}{\star} \tau_{p}^{0}\right)(T)=\tau^{t}(T),
$$

for all $T \in \mathbb{L} \mathbb{S}^{t}$, by (87).
It shows that the Banach $*$-probability space $\mathbb{L} \mathbb{S}^{t}$ of (89) is free-homomorphic to the semicircular $t$-filtration $\mathbb{L S}_{(t)}$ of (88). Therefore, the statement (90) holds under the free-homomorphism $\Phi_{t}$ of (91).

The above theorem shows that the Banach $*$-probability spaces $\mathbb{L} \mathbb{S}^{t}$ of (89) are free-homomorphic to the semicircular $t$-filtrations $\mathbb{L S}_{(t)}$ of (88), for all $t \in \mathbb{R}$. Note that it "seems" they are not free-isomorphic, because:

$$
\left(\underset{q \leq t \text { in } \mathcal{P}}{\star} \mathbb{L} \mathbb{S}_{q}\right) \varsubsetneqq\left(\underset{p \in \mathcal{P}}{\star} \mathbb{L} \mathbb{S}_{p}\right)=\mathbb{L} \mathbb{S},
$$

set-theoretically, for $t \in \mathbb{R}$. However, we are not sure at this moment that they are free-isomorphic or not, because we have the similar difficulties discussed in [19].

Remark 3. The famous main result of [19] says that: if $L\left(F_{n}\right)$ are the free group factors (group von Neumann algebras) of the free groups $F_{n}$ with $n$-generators, for all:

$$
n \in \mathbb{N}_{>1}^{\infty}=(\mathbb{N} \backslash\{1\}) \cup\{\infty\}
$$

then either (I) or (II) holds true, where:
(I) $L\left(F_{n}\right) \stackrel{* \text {-iso }}{=} L\left(F_{\infty}\right)$, for all $n \in \mathbb{N}_{>1}^{\infty}$,
(II) $L\left(F_{n_{1}}\right) \stackrel{* \text {-iso }}{\neq L} L\left(F_{n_{2}}\right)$, if and only if $n_{1} \neq n_{2} \in \mathbb{N}_{>1}^{\infty}$,
where "*-iso" means "being $W^{*}$-isomorphic." Depending on the author's knowledge, he does not know which one is true at this moment.

We here have similar troubles. Under the similar difficulties, we are not sure at this moment that $\mathbb{L} \mathbb{S}^{t}$ and $\mathbb{L}_{(t)}$ (or $\mathbb{L} \mathbb{S}^{t}$ and $\mathbb{L} \mathbb{S}$ ) are $*$-isomorphic or not (and hence, free-isomorphic or not).

However, definitely, $\mathbb{L} \mathbb{S}^{t}$ is free-homomorphic "into" $\mathbb{L} \mathbb{S}_{(t)}$ in the semicircular filtration $\mathbb{L}_{0}$, by the above theorem.

The above free-homomorphic relation (90) lets us understand all
"non-zero" free distributions of free reduced words of $\mathbb{L} \mathbb{S}_{(t)}$ as those of $\mathbb{L} \mathbb{S}^{t}$, for all $t \in \mathbb{R}$, by the injectivity of a free-homomorphism $\Phi_{t}$ of (91).

Corollary 2. All free reduced words $T$ of the semicircular $t$-filtration $\mathbb{L}_{(t)}$ in $\mathcal{Q} \cup \Theta$, having non-zero free distributions, are contained in the Banach $*$-probability space $\mathbb{L} \mathbb{S}^{t}$ of (89), whenever $t$ is suitable. The converse holds true, as well.

Proof. The proof of this characterization is done by (87), (89), and (90). In particular, the injectivity of the free-homomorphism $\Phi_{t}$ of (91) guarantees that this characterization holds.

Therefore, whenever we consider a non-zero free-distribution having free reduced words $T$ of semicircular $t$-filtrations $\mathbb{L} \mathbb{S}_{(t)}$, they are regarded as free random variables of the Banach $*$-probability spaces $\mathbb{L} \mathbb{S}^{t}$ of (89), for all suitable $t \in \mathbb{R}$.

### 9.2. Truncated Linear Functionals $\tau_{t_{1}<t_{2}}$ on $\mathbb{L S}$

In this section, we generalize the semicircular $t$-filtrations $\mathbb{L S}_{(t)}$ by defining so-called truncated linear functionals on the Banach $*$-algebra $\mathbb{L S}$.

Throughout this section, let $\left[t_{1}, t_{2}\right]$ be a closed interval in $\mathbb{R}$, satisfying:

$$
\left|t_{1}-t_{2}\right| \neq 0, \text { for } t_{1}<t_{2} \in \mathbb{R} .
$$

For such a fixed closed interval $\left[t_{1}, t_{2}\right]$, define the corresponding linear functional $\tau_{t_{1}<t_{2}}$ on the semicircular filtration $\mathbb{L} \mathbb{S}$ by:

$$
\tau_{t_{1}<t_{2}} \stackrel{\text { def }}{=} \begin{cases}t_{1} \leq p \stackrel{\star}{\leq} t_{2} \text { in } \mathcal{P}  \tag{92}\\ \tau_{p}^{0} & \text { on } \underset{t_{1} \leq p \leq t_{2} \text { in } \mathcal{P}}{\stackrel{\star}{L} \mathbb{S}_{p} \subset \mathbb{L} \mathbb{S}} \\ O & \text { on } \mathbb{L S} \backslash\left(\underset{t_{1} \leq p \leq t_{2} \text { in } \mathcal{P}}{\stackrel{\star}{ } \mathbb{S}}\right),\end{cases}
$$

where $\tau_{p}^{0}$ are the linear functionals (81) on the Banach $*$-subalgebras $\mathbb{L} \mathbb{S}_{p}$ of (82) in $\mathbb{L} \mathbb{S}$, for $p \in \mathcal{P}$. Similar to Section 9.1, if there is no confusion, then we simply write the definition (92) as:

$$
\begin{equation*}
\tau_{t_{1}<t_{2}} \stackrel{\text { denote }}{=} \underset{t_{1} \leq \hat{p} \leq t_{2}}{\star} \tau_{p}^{0} o n \mathbb{L} \mathbb{S} . \tag{93}
\end{equation*}
$$

To make the linear functionals $\tau_{t_{1}<t_{2}}$ of (92) be non-zero-linear functionals on $\mathbb{L} \mathbb{S}$, the interval [ $\left.t_{1}, t_{2}\right]$ must be taken "suitably." For example,

$$
\tau_{t_{1}<t_{2}}=O, \text { whenever } t_{2}<2
$$

and:

$$
\tau_{8<10}=O, \tau_{14<16}=O, \text { and } \tau_{\frac{3}{7}<\frac{3}{2}}=O, \text { etc. }
$$

but:

$$
\tau_{\frac{3}{2}<8}=\tau_{(8)}=\tau_{2}^{0} \star \tau_{3}^{0} \star \tau_{5}^{0} \star \tau_{7}^{0}
$$

and:

$$
\tau_{7<14}=\tau_{7}^{0} \star \tau_{11}^{0} \star \tau_{13}^{0},
$$

under (93) on $\mathbb{L} \mathbb{S}$.
It is not difficult to check that the definition (92) of truncated linear functionals $\tau_{t_{1}<t_{2}}$ covers the definition of linear functionals $\tau_{(t)}$ of (86). In particular, $\tau_{(t)}$ is "suitable" in the sense of NA 9.1, then:

$$
\tau_{(t)}=\tau_{2<t}=\tau_{s<t}, \text { for all } 2 \geq s \in \mathbb{R}
$$

For our purposes, we will axiomatize:

$$
\tau_{p<p}=\tau_{p}^{0}, \text { for all } p \in \mathcal{P} \subset \mathbb{R},
$$

notationally, where $\tau_{p}^{0}$ are the linear functionals (81), for all $p \in \mathcal{P}$, under (93). Remark that the very above axiomatized notations $\tau_{p<p}$ will be used only when $p$ are primes.

Definition 17. Let $\left[t_{1}, t_{2}\right]$ be a given interval in $\mathbb{R}$ and $\tau_{t_{1}<t_{2}}$, the corresponding linear functional (92) on $\mathbb{L} \mathbb{S}$. Then, we call it the $\left[t_{1}, t_{2}\right]$ (-truncated)-linear functional on $\mathbb{L S}$. The corresponding Banach $*$-probability space:

$$
\begin{equation*}
\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}=\left(\mathbb{L} \mathbb{S}, \tau_{t_{1}<t_{2}}\right) \tag{94}
\end{equation*}
$$

is said to be the semicircular a $\left[t_{1}, t_{2}\right]$ (-truncated)-filtration.
As we discussed in the above paragraphs, the semicircular $\left[t_{1}, t_{2}\right]$-filtration $\mathbb{L S}_{t_{1}<t_{2}}$ of (94) will be "meaningful," if $t_{1}<t_{2}$ are suitable in $\mathbb{R}$, as in NA 9.1.

Notation and Assumption 9.2 (NA 9.2, from below): In the rest of this paper, if we write " $t_{1}<t_{2}$ are suitable," then this means " $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ is meaningful," in the sense that $\tau_{t_{1}<t_{2}} \neq O$ fully on $\mathbb{L} \mathbb{S}$, with additional axiomatization:

$$
\tau_{p<p}=\tau_{p}^{0}, \text { for } p \in \mathcal{P} \text { in } \mathbb{R},
$$

in the sense of (93).

Theorem 7. Let $t_{1} \leq 2$ and $t_{2}$ be suitable in $\mathbb{R}$ in the sense of $N A$ 9.1.
The semicircular $\left[t_{1}, t_{2}\right]$-filtration $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ is not only suitable in the sense of NA 9.2, but also, it is free-isomorphic to the semicirculart2-filtration $\mathbb{L}_{\left(\mathbb{S}_{2}\right)}$ of (88).

$$
\begin{equation*}
\text { The Banach } * \text { - probability space } \mathbb{L S}^{t_{2}} \text { of (89) is free - homomorphic to } \mathbb{L S}_{t_{1}<t_{2}} \text {. } \tag{96}
\end{equation*}
$$

Proof. Suppose $t_{1} \leq 2$, and $t_{2}$ are suitable in $\mathbb{R}$ in the sense of NA 9.1. Then, $t_{1}<t_{2}$ are suitable in $\mathbb{R}$ in the sense of NA 9.2. Therefore, both the semicircular $t_{2}$-filtration $\mathbb{L S}_{\left(t_{2}\right)}$ and the semicircular [ $\left.t_{1}, t_{2}\right]$-filtration $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ are meaningful.

Since $t_{1}$ is assumed to be less than or equal to two, the linear functional $\tau_{t_{1}<t_{2}}=\tau_{\left(t_{2}\right)}$, by (86) and (92), including the case where $\tau_{2<2}=\tau_{2}^{0}$, in the sense of (93). Therefore,

$$
\mathbb{L S}_{t_{1}<t_{2}}=\left(\mathbb{L} \mathbb{S}, \tau_{t_{1}<t_{2}}\right)=\left(\mathbb{L} \mathbb{S}, \tau_{\left(t_{2}\right)}\right)=\mathbb{L}_{\left(t_{2}\right)}
$$

Therefore, $\mathbb{L}_{t_{1}<t_{2}}$ and $\mathbb{L} \mathbb{S}_{\left(t_{2}\right)}$ are free-isomorphic under the identity map on $\mathbb{L} \mathbb{S}$, acting as a free-isomorphism. Therefore, the statement (95) holds.

By (90), the Banach $*$-probability space $\mathbb{L S}^{t_{2}}$ of (89) is free-homomorphic to $\mathbb{L S}_{\left(t_{2}\right)}$. Therefore, under the hypothesis, $\mathbb{L} \mathbb{S}^{t_{2}}$ is free-homomorphic to $\mathbb{L}_{t_{1}<t_{2}}$ by (95). Equivalently, the statement (96) holds.

The above theorem characterizes the free-probabilistic structures for semicircular $\left[t_{1}, t_{2}\right]$-filtrations $\mathbb{L}_{t_{1}<t_{2}}$, whenever $t_{1} \leq 2$, and $t_{2}$ are suitable, by (95) and (96). Therefore, we now restrict our interests to the cases where:

$$
t_{1} \geq 2 \text { in } \mathbb{R}
$$

Therefore, we focus on the semicircular $\left[t_{1}, t_{2}\right]$-filtration $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$, where:

$$
2 \leq t_{1}<t_{2} \text { are suitable in } \mathbb{R}
$$

in the sense of NA 9.2.
Theorem 8. Let $2 \leq t_{1}<t_{2}$ be suitable in $\mathbb{R}$, and let $\mathbb{L}_{t_{1}<t_{2}}$ be the semicircular $\left[t_{1}, t_{2}\right]$-filtration (94). Then, the Banach $*$-probability space:

$$
\begin{equation*}
\mathbb{L S}^{t_{1}<t_{2}} \stackrel{\text { def }}{=} \stackrel{\star}{t_{1} \leq p \leq t_{2} i n \mathcal{P}}\left(\mathbb{L S}_{p}, \tau_{p}^{0}\right) \tag{97}
\end{equation*}
$$

equipped with its linear functional $\tau^{t_{1}<t_{2}}=\underset{t_{1} \leq p \leq t_{2}}{\star} \tau_{p}^{0}$, is free-homomorphic to $\mathbb{L}_{\mathbb{S}_{1}<t_{2}}$ in $\mathbb{L} \mathbb{S}$, i.e., if $2 \leq$ $t_{1}<t_{2}$ are suitable in $\mathbb{R}$,

$$
\begin{equation*}
\mathbb{L} \mathbb{S}^{t_{1}<t_{2}} \text { is free-homomorphic to } \mathbb{L} \mathbb{S}_{t_{1}<t_{2}} \text { in } \mathbb{L} \mathbb{S}_{0} \tag{98}
\end{equation*}
$$

Proof. Let $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$ be in the sense of (97) in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$, i.e.,

$$
\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}=\left(\underset{t_{1} \leq \hat{p} \leq t_{2}}{\star} \mathbb{L} \mathbb{S}_{p}, \tau^{t_{1}<t_{2}}=\underset{t_{1} \leq \hat{p} \leq t_{2}}{\star} \tau_{p}^{0}\right)
$$

as a free-probabilistic sub-structure of the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$.
By (94), one can define the embedding map $\Phi$ from $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$ into $\mathbb{L S}$, satisfying:

$$
\Phi(T)=T, \text { for all } T \in \mathbb{L}^{t_{1}<t_{2}}
$$

Then, for any $T \in \mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$, one can get that:

$$
\tau^{t_{1}<t_{2}}(T)=\tau_{t_{1}<t_{2}}(T)=\tau^{0}(T)
$$

Therefore, the Banach $*$-probability space $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$ is free-homomorphic to $\mathbb{L}_{t_{1}<t_{2}}$ in $\mathbb{L} \mathbb{S}$. Therefore, the relation (98) holds.

Remark again that we are not sure if $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$ and $\mathbb{L S}_{t_{1}<t_{2}}$ are free-isomorphic, or not, at this moment (see Remark 9.1 above). However, similar to (90), one can verify that all free reduced words $T$ of $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$ have non-zero free distributions embedded in $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$, and conversely, all free reduced words of $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ having non-zero free distributions are contained in $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$.

Corollary 3. Let $T$ be a free reduced word of the semicircular $\left[t_{1}, t_{2}\right]$-filtration $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ in $\mathcal{Q} \cup \Theta$, and assume that the free distribution of $T$ is non-zero for $\tau_{t_{1}<t_{2}}$. Then, $T$ is an element of the Banach $*$-probability space $\mathbb{L} \mathbb{S}^{t_{1}<t_{2}}$ of (97). The converse holds true.

### 9.3. More about Free-Probabilistic Information on $\mathbb{L}_{t_{1}<t_{2}}$

In this section, we discuss more about free-probabilistic information in semicircular [ $\left.t_{1}, t_{2}\right]$-filtrations $\mathbb{L}_{t_{1}<t_{2}}$, for $t_{1}<t_{2} \in \mathbb{R}$ (which are not necessarily suitable in the sense of NA 9.2).

First, let us mention about the following trivial cases.
Proposition 9. Let $\mathbb{L}_{\mathbb{S}_{1}<t_{2}}$ be the semicircular $\left[t_{1}, t_{2}\right]$-filtration for $t_{1}<t_{2}$ in $\mathbb{R}$.

$$
\begin{equation*}
\text { If } t_{2}<2 \text { in } \mathbb{R} \text {, then all elements of } \mathbb{L} \mathbb{S}_{t_{1}<t_{2}} \text { have the zero free distribution. } \tag{99}
\end{equation*}
$$

Let $t_{1}, t_{2} \geq 2$ in $\mathbb{R}$. If the closed interval $\left[t_{1}, t_{2}\right]$ does not contain a prime in $\mathbb{R}$, then all elements of $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ have the zero free distribution.

Proof. The proofs of the statements (99) and (100) are done immediately by (90), (95), (96), and (98).
Even though the above results (99) and (100), themselves, are trivial, they illustrate how our original (non-zero) free-distributional data on the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$ are distorted under our "unsuitable" truncations.

Now, suppose $t_{1}<t_{2}$ are suitable in $\mathbb{R}$, and:

$$
t_{1} \rightarrow \infty \text { in } \mathbb{R},
$$

in the sense that: $t_{1}$ is big "enough" in $\mathbb{R}$. The existence of such suitable intervals $\left[t_{1}, t_{2}\right]$ in $\mathbb{R}$ is guaranteed by the prime number theorem (e.g., [5,6]).

More precisely, let us collect all suitable pairs $\left(t_{1}, t_{2}\right)$ in $\mathbb{R}^{2}$, i.e.,

$$
\left\{\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2}: t_{1}<t_{2} \text { are suitable in } \mathbb{R}\right\}
$$

and consider its boundary.
First, consider that if $p \rightarrow \infty$ in $\mathcal{P}$ (under the usual total ordering on $\mathcal{P}$, inherited by that on $\mathbb{R})$, then:

$$
\lim _{p \rightarrow \infty \text { in } \mathcal{P}} p^{2(j+1)}= \begin{cases}0 & \text { if } j<-1  \tag{101}\\ 1 & \text { if } j=-1 \\ \infty, \text { undefined } & \text { if } j>-1\end{cases}
$$

for an arbitrarily-fixed $j \in \mathbb{Z}$.
Theorem 9. Let $\left(t_{n}\right)_{n=1}^{\infty}$ and $\left(s_{n}\right)_{n=1}^{\infty}$ be monotonically "strictly"-increasing $\mathbb{R}$-sequences, satisfying:

$$
t_{n}<s_{n} \text { are suitable in } \mathbb{R},
$$

for all $n \in \mathbb{N}$. By the suitability, there exists at least one prime $p_{n} \in \mathcal{P}$, such that:

$$
\begin{equation*}
t_{n} \leq p_{n} \leq s_{n}, \text { foralln } \in \mathbb{N}, \tag{102}
\end{equation*}
$$

where the corresponding $\mathbb{R}$-sequence $\left(p_{n}\right)_{n=1}^{\infty}$ is monotonically increasing.
Let $Q_{p_{n}, j}$ be the corresponding $p_{n}^{2(j+1)}$-semicircular element in the free weighted-semicircular family $\mathcal{Q}$, as a free random variable of the semicircular $\left[t_{n}, s_{n}\right]$-filtration $\mathbb{L} \mathbb{S}_{t_{n}<s_{n}}$, where $p_{n}$ are the primes of (102), for all $n \in \mathbb{N}$, for any $j \in \mathbb{Z}$. Then:

$$
\lim _{n \rightarrow \infty}\left(\tau_{t_{n}<s_{n}}\left(Q_{p_{n}, j}^{k}\right)\right)= \begin{cases}0 & \text { if } j<-1  \tag{103}\\ \omega_{k} c_{\frac{k}{2}} & \text { if } j=-1 \\ \infty & \text { if } j>-1\end{cases}
$$

for all $k \in \mathbb{N}$.
Proof. Suppose $p_{n}$ are the primes satisfying (102) for given suitable:

$$
t_{n}<s_{n} \text { in } \mathbb{R}
$$

in the sense of NA 9.2, for all $n \in \mathbb{N}$. Then, for the $p_{n}^{2(j+1)}$-semicircular elements $Q_{p_{n}, j} \in \mathcal{Q}$ (in $\mathbb{L} \mathbb{S}_{0}$ ), one has that:

$$
\tau_{t_{n}<s_{n}}\left(Q_{p_{n}, j}^{k}\right)=\left(\underset{t_{n} \leq q \leq s_{n} \text { in } \mathcal{P}}{\stackrel{\star}{\tau_{q}}} \tau_{q}^{0}\right)\left(Q_{p_{n}, j}^{k}\right)=\tau_{p_{n}}^{0}\left(Q_{p_{n}, j}^{k}\right)
$$

by (102)

$$
\begin{equation*}
=\tau_{p_{n}, j}^{0}\left(Q_{p_{n}, j}^{k}\right)=\omega_{k} p_{n}^{2(j+1)} c_{\frac{k}{2}}, \tag{104}
\end{equation*}
$$

for all $k \in \mathbb{N}$.
Thus, we have that:

$$
\lim _{n \rightarrow \infty}\left(\tau_{t_{n}<s_{n}}\left(Q_{p_{n}, j}^{k}\right)\right)=\lim _{n \rightarrow \infty}\left(\omega_{k} p_{n}^{2(j+1)} c_{\frac{k}{2}}\right)
$$

by (104);

$$
\begin{gathered}
=\lim _{p \rightarrow \infty}\left(\omega_{k} p^{2(j+1)} c_{\frac{k}{2}}\right)=\left(\omega_{k} c_{\frac{k}{2}}\right)\left(\lim _{p \rightarrow \infty} p^{2(j+1)}\right) \\
= \begin{cases}0 & \text { if } j<-1 \\
\omega_{k} c_{\frac{k}{2}} & \text { if } j=-1 \\
\infty & \text { if } j>-1\end{cases}
\end{gathered}
$$

by (101), for all $k \in \mathbb{N}$. Therefore, the estimation (103) holds.
The above estimation (103) illustrates the asymptotic free-distributional data of our $p^{2(j+1)}$-semicircular elements $\left\{Q_{p, j} \in \mathcal{Q}\right\}_{p \in \mathcal{P}}$ (for a fixed $j \in \mathbb{Z}$ ), under our suitable truncations, as $p \rightarrow \infty$ in $\mathcal{P}$.

Corollary 4. Let $t_{1}<t_{2}$ be suitable in $\mathbb{R}$ under NA 9.2, $t_{1}$ be suitably big (i.e., $t_{1} \rightarrow \infty$ ) in $\mathbb{R}$, and $j \leq-1$ be arbitrarily fixed in $\mathbb{Z}$. Then, there exists $t_{0} \in \mathbb{R}$, such that:

$$
\left|\tau_{t_{1}<t_{2}}\left(Q_{p, j}^{n}\right)-t_{0}\right| \rightarrow 0
$$

where:

$$
t_{0}= \begin{cases}0 & \text { if } j<-1  \tag{105}\\ \omega_{n} c_{\frac{n}{2}} & \text { if } j=-1\end{cases}
$$

for all $n \in \mathbb{N}$.
Under the same hypothesis, if $j>-1$ in $\mathbb{Z}$, then:

$$
\begin{equation*}
\left|\tau_{t_{1}<t_{2}}\left(Q_{p, j}^{n}\right)\right| \rightarrow \infty \tag{106}
\end{equation*}
$$

for all $n \in \mathbb{N}$.
Proof. The estimations (105) and (106), for suitably big $t_{1} \in \mathbb{R}$, are obtained by (103).
10. Semicircularity of Certain Free Sums in $\mathbb{L S}_{t_{1}<t_{2}}$

As in Section 9, we will let $\mathbb{L} \mathbb{S}$ be the Banach $*$-subalgebra (72) of the free Adelic filtration $\mathfrak{L S}$, and let $\mathbb{L} \mathbb{S}_{0}$ be the semicircular filtration $\left(\mathbb{L S}, \tau^{0}\right)$ of (80).

Let $(A, \varphi)$ be an arbitrary topological $*$-probability space and $a \in(A, \varphi)$. We say a free random variable $a$ is a free sum in $(A, \varphi)$, if:

$$
a=\sum_{l=1}^{N} x_{l}, \text { with } x_{l} \in(A, \varphi)
$$

and the summands $x_{1}, \ldots, x_{N}$ of $a$ are free from each other in $(A, \varphi)$, for $N \in \mathbb{N} \backslash\{1\}$.
Let $t_{1}<t_{2}$ be suitable in $\mathbb{R}$ in the sense of $\mathbf{N A} 9.2$, and let $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ be the corresponding semicircular [ $\left.t_{1}, t_{2}\right]$-filtration. Now, we define free random variables $X$ and $Y$ of $\mathbb{L} \mathbb{S}$,

$$
\begin{equation*}
X=\sum_{l=1}^{N} Q_{p_{l}, j_{l}}^{n_{l}} \text { and } Y=\sum_{l=1}^{N} \Theta_{p_{l}, j_{l}}^{n_{l}} \tag{107}
\end{equation*}
$$

for $Q_{p_{l}, j_{l}} \in \mathcal{Q}$ and $\Theta_{p_{l} j_{l}} \in \Theta$, for all $l=1, \ldots, N$, for $N \in \mathbb{N} \backslash\{1\}$.
Remark that, the operator $X$ ( or $Y$ ) of (107) is a free sum in $\mathbb{L S}$, if and only if the summands $Q_{p_{l}, j_{l}}^{n_{l}}$ (resp., $\Theta_{p_{l}, j_{l}}^{n_{l}}$ ), which are the free reduced words with their lengths one, are free from each other in $\mathbb{L} \mathbb{S}$, if and only if $Q_{p_{l}, j_{l}}$ (resp., $\Theta_{p_{l}, j_{l}}$ ) are contained in the mutually-distinct free blocks $\overline{\mathbb{C}\left[\left\{Q_{p_{l} j_{l}}\right\}\right]}$ of $\mathbb{L} \mathbb{S}$ by (74), if and only if the pairs $\left(p_{l}, j_{l}\right)$ are mutually distinct from each other in the Cartesian product $\mathcal{P} \times \mathbb{Z}$, for all $l=1, \ldots, N$. i.e., the given operators $X$ and $Y$ of (107) are free sums in $\mathbb{L} \mathbb{S}$, if and only if:

$$
\begin{equation*}
\left(p_{l_{1}}, j_{l_{1}}\right) \neq\left(p_{l_{2}}, j_{l_{2}}\right) i n \mathcal{P} \times \mathbb{Z} \tag{108}
\end{equation*}
$$

for all $l_{1} \neq l_{2}$ in $\{1, \ldots, N\}$.
Lemma 4. Let $X$ and $Y$ be in the sense of (107) in the semicircular filtration $\mathbb{L S}_{0}$. Assume that the pairs $\left(p_{l}, j_{l}\right)$ are mutually distinct from each other in $\mathcal{P} \times \mathbb{Z}$, for all $l=1, \ldots, N$, for $N \in \mathbb{N} \backslash\{1\}$. Then:

$$
\tau^{0}(X)=\sum_{l=1}^{N}\left(\omega_{n_{l}} p_{l}^{2\left(j_{l}+1\right)} c_{\frac{n_{l}}{2}}\right)
$$

and:

$$
\begin{equation*}
\tau^{0}(Y)=\sum_{l=1}^{N}\left(\omega_{n_{l}} c_{\frac{n_{l}}{2}}\right) \tag{109}
\end{equation*}
$$

Proof. Let $X$ and $Y$ be given as above in $\mathbb{L} \mathbb{S}_{0}$. By the assumption that the pairs $\left(p_{l}, j_{l}\right)$ are mutually distinct from each other in $\mathcal{P} \times \mathbb{Z}$, these operators $X$ and $Y$ satisfy the condition (108); equivalently, they are free sums in $\mathbb{L} \mathbb{S}_{0}$.

Therefore, one has that:

$$
\begin{aligned}
\tau^{0}(X) & =\sum_{l=1}^{N} \tau^{0}\left(Q_{p_{l}, j_{l}}^{n_{l}}\right)=\sum_{l=1}^{N} \tau_{p_{l}, j_{l}}^{0}\left(Q_{p_{l}, j_{l}}^{n_{l}}\right) \\
& =\sum_{l=1}^{N}\left(\omega_{n_{l}} p_{l}^{2\left(j_{l}+1\right)}{ }_{c_{\frac{n_{l}}{2}}}\right),
\end{aligned}
$$

by the $p_{l}^{2\left(j_{l}+1\right)}$-semicircularity of $Q_{p_{l}, j_{l}} \in \mathcal{Q}$, for all $l=1, \ldots, N$.
Similarly, one can get that:

$$
\tau^{0}(Y)=\sum_{l=1}^{N} \tau_{p_{l}, j_{l}}^{0}\left(\Theta_{p_{l}, j_{l}}^{n_{l}}\right)=\sum_{l=1}^{N}\left(\omega_{n_{l}} c_{\frac{n_{l}}{2}}\right),
$$

by the semicircularity of $\Theta_{p_{l}, j_{l}} \in \Theta$, for all $l=1, \ldots, N$.

Now, for the operators $X$ and $Y$ of (107), we consider how our truncation distorts the free-distributional data (109).

For a given closed interval $\left[t_{1}, t_{2}\right]$ in $\mathbb{R}$, where $t_{1}<t_{2}$ are suitable in $\mathbb{R}$, we define:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]}=\left\{p \in \mathcal{P}: t_{1} \leq p \leq t_{2}\right\}=\mathcal{P} \cap\left[t_{1}, t_{2}\right]
$$

and:

$$
\begin{equation*}
\mathcal{P}_{\left[t_{1}, t_{2}\right]}^{c}=\mathcal{P} \backslash \mathcal{P}_{\left[t_{1}, t_{2}\right]} \tag{110}
\end{equation*}
$$

in $\mathcal{P}$.
By (110), the family $\left\{\mathcal{P}_{\left[t_{1}, t_{2}\right]}, \mathcal{P}_{\left[t_{1}, t_{2}\right]}^{c}\right\}$ forms a partition of the set $\mathcal{P}$ of all primes for the fixed interval $\left[t_{1}, t_{2}\right]$. Of course, if $t_{1}<t_{2}$ are not suitable, then:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]}=\varnothing \text {, and hence, } \mathcal{P}=\mathcal{P}_{\left[t_{1}, t_{2}\right]}^{c} .
$$

Theorem 10. Let $X$ and $Y$ be the operators (107), and assume they are free sums in the semicircular filtration $\mathbb{L} \mathbb{S}_{0} ;$ and let $\mathbb{L} \mathbb{S}_{t_{1}<t_{2}}$ be the semicircular $\left[t_{1}, t_{2}\right]$-filtration for suitable $t_{1}<t_{2}$ in $\mathbb{R}$. Then:

$$
\tau_{t_{1}<t_{2}}(X)=\sum_{p_{l} \in \mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}}\left(\omega_{n_{l}} p_{l}^{2\left(j_{l}+1\right)} c_{\frac{n_{l}}{2}}\right),
$$

and:

$$
\begin{equation*}
\tau_{t_{1}<t_{2}}(Y)=\sum_{p_{l} \in \mathcal{P}_{\left[t_{1}<t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}}\left(\omega_{n_{l}} c_{\frac{n_{l}}{2}}\right), \tag{111}
\end{equation*}
$$

where:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}=\mathcal{P}_{\left[t_{1}, t_{2}\right]} \cap\left\{p_{1}, \ldots, p_{N}\right\} \text { in } \mathcal{P}
$$

where $\mathcal{P}_{\left[t_{1}, t_{2}\right]}$ is in the sense of (110) in $\mathcal{P}$. Clearly, if $\mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}$ is empty in $\mathcal{P}$, then the formulas in (111) vanish.

Proof. The proof of (111) is done by (95), (96), (98), and (109). Indeed, if:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}=\mathcal{P}_{\left[t_{1}, t_{2}\right]} \cap\left\{p_{1}, \ldots, p_{N}\right\} \text { in } \mathcal{P},
$$

where $\mathcal{P}_{\left[t_{1}, t_{2}\right]}$ is in the sense of (110), and if:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)} \neq \varnothing,
$$

then:

$$
\tau_{t_{1}<t_{2}}(X)=\sum_{p_{l} \in \mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}} \tau_{p_{l}, j_{l}}^{0}\left(Q_{p_{l}, j_{l}}^{n_{l}}\right)
$$

by (98)

$$
=\sum_{p_{l} \in \mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}}\left(\omega_{n_{l}} p_{l}^{2\left(j_{l}+1\right)} c_{\frac{n_{l}}{2}}\right),
$$

by the $p^{2(j+1)}$-semicircularity of $Q_{p, j} \in \mathcal{Q}$.
Similarly, one can get that:

$$
\tau_{t_{1}<t_{2}}(Y)=\sum_{p_{l} \in \mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}}\left(\omega_{n_{l}} \mathcal{C}_{\frac{n_{l}}{2}}\right)
$$

by the semicircularity of $\Theta_{p, j} \in \Theta$. Therefore, the free-distributional data (111) holds, whenever:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)} \neq \varnothing \text { in } \mathcal{P} .
$$

Definitely, if:

$$
\mathcal{P}_{\left[t_{1}, t_{2}\right]:\left(p_{1}, \ldots, p_{N}\right)}=\varnothing,
$$

then:

$$
\tau_{t_{1}<t_{2}}(X)=O(X)=0=O(Y)=\tau_{t_{1}<t_{2}}(Y)
$$

Therefore, the truncated free-distributional data (111) hold.
Remark 4. Let us compare the free-distributional data (109) and (111). One can check the differences between them dictated by the choices of $\left[t_{1}, t_{2}\right]$ in $\mathbb{R}$. Thus, the formula (111) also illustrates how our truncations on $\mathcal{P}$ distort the original free-probabilistic information on the semicircular filtration $\mathbb{L S}_{0}$.

Let $q_{0}$ be a fixed prime in $\mathcal{P}$. Choose $t_{0}<s_{0} \in \mathbb{R}$ such that: (i) these quantities $t_{0}$ and $s_{0}$ satisfy:

$$
t_{0} \leq q_{0} \leq s_{0} \text { in } \mathbb{R}
$$

and (ii) $q_{0}$ is the only prime in the closed interval $\left[t_{0}, s_{0}\right]$ in $\mathbb{R}$.
By the Archimedean property on $\mathbb{R}$ (or the axiom of choice), the existence of such interval $\left[t_{0}, s_{0}\right]$, satisfying (i) and (ii) for the fixed prime $q_{0}$, is guaranteed; however, the choices of the quantities $t_{0}<s_{0}$ are of course not unique.

Definition 18. Let $q_{0} \in \mathcal{P}$, and let $t<s \in \mathbb{R}$ be the real numbers satisfying the conditions (i) and (ii) of the above paragraph. Then, the suitable closed interval $[t, s]$ is called a $q_{0}$-neighborhood.

Depending on prime-neighborhoods, one can obtain the following semicircularity condition on our semicircular truncated-filtrations.

Corollary 5. Let $p \in \mathcal{P},[t, s]$ be a $p$-neighborhood in $\mathbb{R}$, and $\mathbb{L}_{S_{t<s}}$ be the corresponding semicircular $[t, s]$-filtration. If $X$ and $Y$ are free sums formed by (107) in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$, then:

$$
\tau_{t<s}(X)=\sum_{l=1}^{N} \delta_{p_{, p l}}\left(\omega_{n_{l}} p_{l}^{2\left(j_{l}+1\right)}{ }_{C_{\frac{n_{l}}{2}}}\right),
$$

and:

$$
\begin{equation*}
\tau_{t<s}(Y)=\sum_{l=1}^{N} \delta_{p, p_{l}}\left(\omega_{n_{l}} c_{\frac{n_{l}}{2}}\right) \tag{112}
\end{equation*}
$$

where $\delta$ is the Kronecker delta.
Proof. The free-distributional data (112) are a special case of (111), under the prime-neighborhood condition. Indeed, in this case,

$$
\mathcal{P}_{[t, s]:\left(p_{1}, \ldots, p_{N}\right)}=\{p\} \cap\left\{p_{1}, \ldots, p_{N}\right\}= \begin{cases}\{p\} & \text { or } \\ \varnothing, & \end{cases}
$$

where $\mathcal{P}_{[t, s]:\left(p_{1}, \ldots, p_{N}\right)}$ is in the sense of (111).
More general to (112), we obtain the following result.
Proposition 10. Let $p \in \mathcal{P}$ and $[t, s]$ be a $p$-neighborhood in $\mathbb{R}$, and let $\mathbb{L}_{\mathbb{S}_{t<s}}$ be the corresponding semicircular $[t, s]$-filtration. Then, a free random variable $T \in \mathbb{L}_{t<s}$ has its non-zero free distribution, if and only if there exists a non-zero summand $T_{0}$ of $T$, such that:

$$
\begin{equation*}
T_{0} \in \mathbb{L} \mathbb{S}_{p} i n \mathbb{L} \mathbb{S}_{t<s} \tag{113}
\end{equation*}
$$

where $\mathbb{L}_{p}=\underset{j \in \mathbb{Z}}{\star} \overline{\mathbb{C}\left[\left\{\Theta_{p, j}\right\}\right]}$ is a Banach $*$-subalgebra (82) of $\mathbb{L} \mathbb{S}$.

Proof. By (98), if $T \in \mathbb{L} \mathbb{S}_{t<s}$ has its non-zero free distribution, then there exists a non-zero summand $T_{0}$ of $T$ which can be a linear combination of free reduced words contained in $\underset{t \leq q \leq s \text { in } \mathcal{P}}{\star} \mathbb{L} \mathbb{S}_{q}$, and hence,

$$
\begin{equation*}
T_{0} \in \underset{t \leq q \leq s \text { in } \mathcal{P}}{\star} \mathbb{L} \mathbb{S}_{q} \tag{114}
\end{equation*}
$$

where $\mathbb{L} \mathbb{S}_{q}$ are in the sense of (82), for $q \in \mathcal{P}$.
Since $[t, s]$ is a $p$-neighborhood, the relation (114) is equivalent to:

$$
\begin{equation*}
T_{0} \in \mathbb{L} \mathbb{S}_{p} \tag{115}
\end{equation*}
$$

Clearly, the converse holds true as well, by (98).
Therefore, a free random variable $T \in \mathbb{L}_{t<s}$ has its non-zero free distribution, if and only if $T$ contains its non-zero summand $T_{0} \in \mathbb{L S}_{p}$, by (115); equivalently, the statement (113) holds true.

By (112) and (113), we obtain the following interesting result.
Theorem 11. Let $X_{1}=\sum_{l=1}^{N} Q_{p_{l}, j_{l}}$ and $Y_{1}=\sum_{l=1}^{N} \Theta_{p_{l}, j_{l}}$ be in the sense of (107) in the semicircular filtration $\mathbb{L}_{0}$, and assume that $\left(p_{l}, j_{l}\right)$ are mutually distinct in $\mathcal{P} \times \mathbb{Z}$, for $l=1, \ldots, N$, for $N \in \mathbb{N} \backslash\{1\}$. Suppose we fix:

$$
p_{l_{0}} \in\left\{p_{1}, \ldots, p_{N}\right\}
$$

and take a $p_{l_{0}}$-neighborhood $\left[t_{0}, s_{0}\right]$ in $\mathbb{R}$. Then:

$$
\begin{gather*}
X_{1} \text { isp }_{l_{0}}^{2\left(j_{l_{0}}+1\right)}-\text { semicircular in } \mathbb{L S}_{t_{0}<s_{0}}  \tag{116}\\
Y_{1} \text { is semicircular in } \mathbb{L} \mathbb{S}_{t_{0}<s_{0}} \tag{117}
\end{gather*}
$$

where $\mathbb{L S}_{t_{0}<s_{0}}$ is the semicircular $\left[t_{0}, s_{0}\right]$-filtration.
Proof. Let $X_{1}$ and $Y_{1}$ be given as above in $\mathbb{L S}$, and fix $p_{l_{0}} \in\left\{p_{1}, \ldots, p_{N}\right\}$. Note that, by the assumption, these operators $X_{1}$ and $Y_{1}$ form free sums in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$, having $N$-many summands. Note also that they are self-adjoint in $\mathbb{L} \mathbb{S}$ by the self-adjointness of their summands.

By (113), if an operator $T$ has its non-zero free distribution in the semicircular $\left[t_{0}, s_{0}\right]$-filtration $\mathbb{L S}_{t_{0}<s_{0}}$, where $\left[t_{0}, s_{0}\right]$ is a $p_{l_{0}}$-neighborhood in $\mathbb{R}$, then it must have its non-zero summand $T_{0}$,

$$
T_{0} \in \mathbb{L} \mathbb{S}_{p_{0}} \text { in } \mathbb{L} \mathbb{S}_{t_{0}<s_{0}}
$$

By the very construction of $X_{1}$ and $Y_{1}$, they contain their summands,

$$
Q_{p_{l_{0}}, j_{l_{0}}}, \Theta_{p_{l_{0}}, j_{0}} \in \mathbb{L} \mathbb{S}_{p_{l_{0}}} \text { in } \mathbb{L} \mathbb{S}_{t_{0}<s_{0}}
$$

Consider now that:

$$
\begin{aligned}
X_{1}^{n} & =\sum_{\left(i_{1}, \ldots, i_{n}\right) \in\{1, \ldots, N\}^{n}}\left(\prod_{k=1}^{N} Q_{p_{i_{k}}, j_{i_{k}}}\right) \\
& =Q_{p_{l_{0}, j_{0}}}^{n}+\sum_{\left(i_{1}, \ldots, i_{n}\right) \neq\left(l_{0}, \ldots, l_{0}\right)}\left(\prod_{k=1}^{N} Q_{p_{k_{l}}, j_{k_{l}}}\right) \\
& =Q_{p_{l_{0}, j_{0}}^{n}}^{n}+[\text { Rest Terms }],
\end{aligned}
$$

and similarly,

$$
\begin{equation*}
Y_{1}^{n}=\Theta_{p_{l_{0}, j} j_{0}}^{n}+[\text { RestTerms }]^{\prime} \tag{118}
\end{equation*}
$$

for all $n \in \mathbb{N}$.
It is not difficult to check that:

$$
\begin{equation*}
\tau_{t_{0}<s_{0}}([\text { Rest Terms }])=0=\tau_{t_{0}<s_{0}}\left([\text { Rest Terms }]^{\prime}\right), \tag{119}
\end{equation*}
$$

by (98) and (113), where [Rest Terms], and [Rest Terms] ${ }^{\prime}$ are from (118).
Therefore, one obtains that:

$$
\begin{aligned}
\tau_{t_{0}<s_{0}}\left(X_{1}^{n}\right) & =\tau_{t_{0}<s_{0}}\left(Q_{p_{l_{0}}, j_{0}}^{n}\right)=\tau_{p_{l_{0}}}^{0}\left(Q_{p_{l_{0}}, j_{l_{0}}}^{n}\right) \\
& =\tau_{p_{l_{0}}, j_{l_{0}}}^{0}\left(Q_{p_{l_{0}}, j_{l_{0}}}^{n}\right)=\omega_{n} p_{l_{0}}^{2\left(j_{l_{0}}+1\right)}{ }_{c \frac{n}{2}}
\end{aligned}
$$

and, similarly,

$$
\begin{equation*}
\tau_{t_{0}<s_{0}}\left(Y_{1}^{n}\right)=\tau_{p_{l_{0}}, j_{0}}^{0}\left(\Theta_{p_{l_{0}}, j_{l_{0}}}^{n}\right)=\omega_{n} c_{\frac{n}{2}} \tag{120}
\end{equation*}
$$

for all $n \in \mathbb{N}$, by (119).
Therefore, the free sum $X_{1} \in \mathbb{L} \mathbb{S}$ is $p_{l_{0}}^{2\left(j_{l_{0}}+1\right)}$-semicircular in $\mathbb{L} \mathbb{S}_{t_{0}<s_{0}}$; and the free sum $Y_{1} \in \mathbb{L} \mathbb{S}$ is semicircular in $\mathbb{L S}_{t_{0}<s_{0}}$, by (120). Therefore, the statements (116) and (117) hold true.

The above theorem shows that, if there is a free sum $T$ in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$ and if we "nicely" truncate the linear functional $\tau^{0}$ on $\mathbb{L} \mathbb{S}$, then one can focus on the non-zero summand $T_{0}$ of $T$, whose the free distribution not only determines the truncated free distribution of $T$, but also follows the (weighted-)semicircular law.

## 11. Applications of Prime-Neighborhoods

In Section 9, we considered the semicircular truncated-filtrations $\mathbb{L}_{t<s}$ for $t<s \in \mathbb{R}$ and studied how $[t, s]$-truncations on $\mathcal{P}$ affect, or distort, the original free-distributional data on the semicircular filtration $\mathbb{L} \mathbb{S}_{0}=\left(\mathbb{L} \mathbb{S}, \tau^{0}\right)$. As a special case, in Section 10 , we introduced $p$-neighborhoods for primes $p$ and considered corresponding truncated free distributions on $\mathbb{L} \mathbb{S}$.

In this section, by using prime-neighborhoods, we provide a completely "new" model of truncated free probability on $\mathbb{L S}$ and study how the original free-distributional data on $\mathbb{L} \mathbb{S}_{0}$ are distorted under this new truncation model.

Let us now regard the set $\mathcal{P}$ of all primes as a totally ordered set (a TOset),

$$
\begin{equation*}
\mathcal{P}=\left\{q_{1}<q_{2}<q_{3}<q_{4}<q_{5}<\ldots\right\} \tag{121}
\end{equation*}
$$

under the usual inequality $(\leq)$ on $\mathcal{P}$, i.e.,

$$
q_{1}=2, q_{2}=3, q_{3}=5, q_{4}=7, q_{5}=11, \text { etc. }
$$

For each $q_{k} \in \mathcal{P}$ of (121), determine a $q_{k}$-neighborhood $B_{k}$

$$
\begin{equation*}
B_{k} \stackrel{\text { denote }}{=}\left[t_{k}, s_{k}\right] i n \mathbb{R}, \tag{122}
\end{equation*}
$$

for all $k \in \mathbb{N}$.
Let $\tau_{B_{k}}$ be our truncated linear functionals $\tau_{t_{k}<s_{k}}$ of (92) on the Banach $*$-algebra $\mathbb{L} \mathbb{S}$, i.e.,

$$
\begin{equation*}
\tau_{B_{k}}=\tau_{t_{k}<s_{k}}, \text { for allk } \in \mathbb{N} . \tag{123}
\end{equation*}
$$

Then, by the truncated linear functionals of (123), one can have the corresponding semicircular $B_{k}$-filtrations,

$$
\begin{equation*}
\mathbb{L S}_{B_{k}}=\mathbb{L}_{t_{k}<s_{k}}=\left(\mathbb{L} \mathbb{S}, \tau_{B_{k}}\right) \tag{124}
\end{equation*}
$$

for all $k \in \mathbb{N}$.
We now focus on the system:

$$
\begin{equation*}
\mathbf{T}=\left\{\tau_{B_{k}}\right\}_{k=1}^{\infty} \tag{125}
\end{equation*}
$$

of $q_{k}$-neighborhood-truncated linear functionals (123) for all $k \in \mathbb{N}$.

Let $F$ be a "finite" subset of the TOset $\mathcal{P}$ of (121), and for such a set $F$, define a new linear functional $\tau_{F}$ on $\mathbb{L S}$ induced by the system $\mathbf{T}$ of (125), by:

$$
\begin{equation*}
\tau_{F}=\sum_{q_{k} \in F} \tau_{B_{k}} o n \mathbb{L} \mathbb{S} \tag{126}
\end{equation*}
$$

Before proceeding, let us consider the following result obtained from (113).
Lemma 5. Let $p \in \mathcal{P}$ and $[t, s]$ be a p-neighborhood in $\mathbb{R}$, and let $\mathbb{L} \mathbb{S}_{t<s}$ be the semicircular $[t, s]$-filtration. Let $\tau_{p}^{0}=\underset{j \in \mathbb{Z}}{\star} \tau_{p, j}^{0}$ be the linear functional (81) on the Banach $*$-subalgebra $\mathbb{L}_{p}$ of (82) in the semicircular filtration $\mathbb{L} \mathbb{S}_{0}$. Define a linear functional $\tau^{p}$ on the Banach $*$-algebra $\mathbb{L} \mathbb{S}$ by:

$$
\tau^{p}(T) \stackrel{\text { def }}{=} \begin{cases}\tau_{p}^{0}(T) & \text { if } T \in \mathbb{L} \mathbb{S}_{p} \text { in } \mathbb{L S} \\ O(T)=0 & \text { otherwise }\end{cases}
$$

for all $T \in \mathbb{L} \mathbb{S}$. Then, the Banach $*$-probability space $\left(\mathbb{L} \mathbb{S}, \tau^{p}\right)$ is free-isomorphic to $\mathbb{L}_{t<s}$, i.e.,

$$
\begin{equation*}
[t, s] \text { is a } p-n e i g h b o r h o o d ~ \Rightarrow \mathbb{L}_{t<s} \text { and }\left(\mathbb{L} \mathbb{S}, \tau^{p}\right) \text { are free-isomorphic. } \tag{127}
\end{equation*}
$$

Proof. Under the hypothesis, it is not hard to check:

$$
\tau_{t<s}=\tau^{p} \text { on } \mathbb{L} \mathbb{S} .
$$

Therefore, the identity map on $\mathbb{L S}$ becomes a free-isomorphism from $\mathbb{L} \mathbb{S}_{t<s}$ onto $\left(\mathbb{L S}, \tau^{p}\right)$.
If a finite subset $F$ is a singleton subset of $\mathcal{P}$, then the free probability on $\mathbb{L} \mathbb{S}$ determined by the corresponding linear functional $\tau_{F}$ of (126) is already considered in Section 10 and in (127). Therefore, we now restrict our interests to the cases where finite subsets $F$ have more than one element in $\mathcal{P}$.

Lemma 6. Let $F$ be a finite subset of the TOset $\mathcal{P}$ of (121), and let $\tau_{F}$ be the corresponding linear functional (126) on $\mathbb{L S}$. Then:

$$
\begin{equation*}
\tau_{F}=\sum_{q_{k} \in F} \tau^{q_{k}} o n \mathbb{L} \mathbb{S}, \tag{128}
\end{equation*}
$$

where $\tau^{q_{k}}$ are in the sense of (127).
Proof. The proof of (128) is done by (126) and (127) because:

$$
\left(\mathbb{L} \mathbb{S}, \tau^{q_{k}}\right) \text { and } \mathbb{L} \mathbb{S}_{B_{k}}
$$

are free-isomorphic for all $q_{k} \in F$. Therefore, the linear functional $\tau_{F}$ of (126) satisfies that:

$$
\tau_{F}=\sum_{q_{k} \in F} \tau_{B_{k}}=\sum_{q_{k} \in F} \tau^{q_{k}} \text { on } \mathbb{L} \mathbb{S} .
$$

By (113), (116), (117), and (128), one obtains the following result.
Theorem 12. Let $T=\prod_{l=1}^{N} Q_{p_{l}, j_{l}}^{n_{l}}$ or $S=\prod_{l=1}^{N} \Theta_{p_{l}, j_{l}}^{n_{l}}$ be a free reduced word of $\mathbb{L} \mathbb{S}$ with its length- $N$, for $N \in \mathbb{N}$. If:

$$
F \cap\left\{p_{1}, \ldots, p_{N}\right\}=\varnothing \text { in } \mathcal{P}
$$

then:

$$
\begin{equation*}
\tau_{F}(T)=0=\tau_{F}(S) \tag{129}
\end{equation*}
$$

While, if $F \cap\left\{p_{1}, \ldots, p_{N}\right\} \neq \varnothing$ in $\mathcal{P}$, then:

$$
\tau_{F}(T)=\sum_{q \in F \cap\left\{p_{1}, \ldots, p_{N}\right\}}\left(\omega_{n} q^{2(j+1)} \mathcal{C}_{\frac{n}{2}}\right),
$$

respectively,

$$
\begin{equation*}
\tau_{F}(S)=\left|F \cap\left\{p_{1}, \ldots, p_{N}\right\}\right|\left(\omega_{n} c_{\frac{n}{2}}\right) \tag{130}
\end{equation*}
$$

where $|X|$ mean the cardinalities of sets $X$.
Proof. Let $T$ and $S$ be given free reduced words with their length- $N$ in $\mathbb{L} \mathbb{S}$, for $N \in \mathbb{N}$. If:

$$
F \cap\left\{p_{1}, \ldots, p_{N}\right\}=\varnothing \text { in } \mathcal{P}
$$

then we obtain the formula (129) by (127) and (128). Indeed,

$$
\tau_{F}(T)=\sum_{q \in F} \tau^{q}(T)=0=\sum_{q \in F} \tau^{q}(S)=\tau_{F}(S)
$$

Now, assume that:

$$
F \cap\left\{p_{1}, \ldots, p_{N}\right\}=\left\{p_{i_{1}}, \ldots, p_{i_{k}}\right\} \text { in } \mathcal{P}
$$

for some $k \in \mathbb{N}$, such that $1 \leq k \leq N$. Then:

$$
\tau_{F}(T)=\left(\sum_{l=1}^{k} \tau_{p_{i_{l}}}^{0}\right)(T)=\sum_{l=1}^{k} \tau_{p_{i_{l}}}^{0}(T)
$$

by (126) and (128)

$$
\begin{align*}
& =\sum_{l=1}^{k} \tau_{p_{i_{l}}}^{0}\left(Q_{p_{i_{l}}, j_{i_{l}}}^{n_{i_{l}}}\right)=\sum_{l=1}^{k} \tau_{p_{i_{l}, j_{l}}}^{0}\left(Q_{p_{i_{l}}, j_{i_{l}}}^{n_{i_{l}}}\right)  \tag{131}\\
& =\sum_{l=1}^{k}\left(\omega_{n_{l}} p_{i_{l}}^{2\left(j_{i_{l}}+1\right)}{ }_{\frac{n_{l}}{2}}^{k}\right) .
\end{align*}
$$

Similarly,

$$
\tau_{F}(S)=\sum_{l=1}^{k}\left(\omega_{n_{l}} c \frac{n_{l}}{2}\right)=k \cdot\left(\omega_{n_{l}} c_{\frac{n_{l}}{2}}\right) .
$$

Therefore, the free-distributional data (130) hold.
The above free-distributional data (129) and (130) characterize the free-probabilistic information on Banach *-probability spaces

$$
\left(\mathbb{L} \mathbb{S}, \tau_{F}\right)
$$

for any finite subsets $F$ of $\mathcal{P}$.
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#### Abstract

In this paper, we are concerned with the non-commutativity measure of quantum discord. We first present an explicit expression of the non-commutativity measure of quantum discord in the two-qubit case. Then we compare the geometric quantum discords for two dynamic models with their non-commutativity measure of quantum discords. Furthermore, we show that the results conducted by the non-commutativity measure of quantum discord are different from those conducted by both or one of the Hilbert-Schmidt distance discord and trace distance discord. These intrinsic differences indicate that the non-commutativity measure of quantum discord is incompatible with at least one of the well-known geometric quantum discords in the quantitative and qualitative representation of quantum correlations.
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## 1. Introduction

In recent years, because quantum information processing is superior to classical information processing, quantum information theory and technology have developed dramatically (cf., e.g., [1-6]). As an important resource in quantum computation, quantum correlations have been investigated extensively in the last decades. So far, many forms of quantum correlations have been proposed; for example, quantum discord [7], quantum deficit [8], quantum correlation derived from the distance between the reduced states [9]. Among various quantum correlations, quantum discord and its derived measures are important (cf., e.g., $[3,5-8,10-13]$ ). Most of them are not so hard to calculate and are more robust against the effects of decoherence [10,14]. Quantum discord was initially introduced by Ollivier and Zurek and by Henderson and Vedral [7,8]. In 2010, Dakic, Vedral and Brukner [12] find a "Necessary and Sufficient Condition for Nonzero Quantum Discord" (geometric quantum discord for the Hilbert-Schmidt norm). Since then, several equivalent measures have been introduced. Recently, the non-commutativity measure of quantum discord has been discussed in [13]. In this work, we first study the problem "how to give an explicit expression of the non-commutativity measure of quantum discord in the two-qubit case?" Then we compare the geometric quantum discords (the Hilbert-Schmidt distance discord and trace distance discord) for two dynamic models of open quantum systems with their non-commutativity measure of quantum discords. We select open quantum systems as our resource quantum systems since they are significant quantum systems and they can induce occurrence of decoherence which can cause decreasing of quantum correlations and may induce failure of the algorithms.

## 2. Non-Commutativity Measure of Quantum Discord and Geometric Quantum Discords

Consider a composite quantum system $\mathcal{H}_{A B}$, which consists of two subsystems $A$ and $B$. Quantum discord is the difference of two natural quantum extensions of the classical mutual information. In [8], the authors pointed out that the quantum discord reaches zero for and only for the classical-quantum
state. So we can look at the quantum discord as the 'distance' between the state $\rho$ and the set of classical-quantum states. The state $\rho \in \mathcal{H}_{A B}$ is classical-quantum state if and only if $\rho$ can be written the following form (cf. [10]):

$$
\rho=\sum_{i}|i><i|_{A} \otimes \rho_{B}^{i}
$$

where $\left\{\mid i>_{A}\right\}$ is any orthonormal basis of subsystem $A$ and $\rho_{B}$ is a quantum state of subsystem $B$.
It is known that if $\rho \in \mathcal{H}_{A B}$ is a quantum state $\rho \in \mathcal{H}_{A B}$, then (cf. [13])

$$
\rho=\sum_{i j} E_{i j} \otimes B_{i j}
$$

where $E_{i j}=|i><j|_{A}$ and $B_{i j}=<i_{A}|\rho| j_{A}>$. In [13], two non-commutativity measures are presented by:

$$
\begin{equation*}
D_{N 1}^{\prime}(\rho)=\sum_{\Omega}\left\|\left[B_{i j}, B_{i^{\prime} j^{\prime}}\right]\right\|_{2}, \quad D_{N 1}(\rho)=\sum_{\Omega}\left\|\left[B_{i j}, B_{i^{\prime} j^{\prime}}\right]\right\|_{T r}, \tag{1}
\end{equation*}
$$

where $\Omega$ is the set of all the possible pairs (regardless of the order), $[\because \cdot \cdot]$ denotes the commutator, $\|\cdot\|_{2}$ is the Hilbert-Schmidt norm (i.e., $\|A\|_{2}=\sqrt{\operatorname{Tr}\left(A^{\dagger} A\right)}$ ) and $\|\cdot\| \|_{T r}$ is the trace norm (i.e., $\|A\|_{T r}=\operatorname{Tr}\left(\sqrt{A^{\dagger} A}\right)$ ).

Clearly:
(1) $D_{N 1}(\rho)=0$ and $D_{N 1}^{\prime}(\rho)=0$ if and only if $\rho$ is a quantum-classical state.
(2) $D_{N 1}$ and $D_{N 1}^{\prime}$ are invariant under local unitary operations.

Moreover, we see that if $\rho=\sum_{i j} A_{i j} \otimes E_{i j}^{\prime}$. According to Equation (1), we have:

$$
\begin{equation*}
D_{N}^{\prime}(\rho)=\sum_{\Omega^{\prime}}\left\|\left[A_{i j}, A_{i^{\prime} j^{\prime}}\right]\right\|_{2}, \quad D_{N}(\rho)=\sum_{\Omega^{\prime}}\left\|\left[A_{i j}, A_{i^{\prime} j^{\prime}}\right]\right\|_{T r} \tag{2}
\end{equation*}
$$

where $E_{i j}^{\prime}=|i><j|_{B}, A_{i j}=<i_{B}|\rho| j_{B}>$ and $\left\{\mid i>_{B}\right\}$ is any orthonormal basis of subsystem $B$, and $D_{N}(\rho)\left(D_{N}^{\prime}(\rho)\right)$ equals zero if and only if $\rho$ is a zero-discord state.

The Hilbert-Schmidt distance discord (cf., e.g., [12]) is defined by:

$$
D_{H s}(\rho)=\min _{\chi \in C Q} d_{H s}(\rho, \chi), \quad d_{H s}(\rho, \chi)=\|\rho-\chi\|_{2}^{2}
$$

where CQ is the set of classical-quantum states. The trace distance discord (cf., e.g., [15]) is defined by:

$$
D_{T r}(\rho)=\min _{\chi \in C Q} d_{T r}(\rho, \chi), \quad d_{T r}(\rho, \chi)=\|\rho-\chi\|_{T r}
$$

Both the Hilbert-Schmidt distance discord and the trace distance discord are geometric quantum discords.

## 3. An Explicit Expression of The Non-Commutativity Measure of Quantum Discord in the Two-Qubit Case

Since the non-commutativity measures of quantum discord are invariant under local unitary operations, every state $\rho$ is locally unitary equivalent to:

$$
\begin{equation*}
\rho=\frac{1}{4}\left(I \otimes I+X \sigma \otimes I+I \otimes Y \sigma+\sum_{i} c_{i} \sigma_{i} \otimes \sigma_{i}\right), \tag{3}
\end{equation*}
$$

where $X=\left(x_{1}, x_{2} . x_{3}\right), Y=\left(y_{1}, y_{2}, y_{3}\right), \sigma=\left(\begin{array}{l}\sigma_{1} \\ \sigma_{2} \\ \sigma_{3}\end{array}\right)$ in two qubits, and $\sigma_{i}(i=1,2,3)$ are the three Pauli matrices (cf. [5]), which is called Bloch's representation. Therefore, if the state $\rho$ satisfies Equation (3), we deduce that:

$$
\begin{gathered}
A_{00}=\frac{1}{4}\left(\begin{array}{cc}
1+x_{3}+y_{y} 3+c_{3} & x_{1}-i x_{2} \\
x_{1}+i x_{2} & 1-x_{3}+y_{y} 3-c_{3}
\end{array}\right), \quad A_{01}=\frac{1}{4}\left(\begin{array}{cc}
y_{1}-i y_{2} & c_{1}-c_{2} \\
c_{1}+c_{2} & y_{1}-i y_{2}
\end{array}\right), \\
A_{10}=\frac{1}{4}\left(\begin{array}{cc}
y_{1}+i y_{2} & c_{1}+c_{2} \\
c_{1}-c_{2} & y_{1}+i y_{2}
\end{array}\right), \quad A_{11}=\frac{1}{4}\left(\begin{array}{cc}
1+x_{3}-y_{y} 3-c_{3} & x_{1}-i x_{2} \\
x_{1}+i x_{2} & 1-x_{3}-y_{y} 3+c_{3}
\end{array}\right) . \\
{\left[A_{00}, A_{01}\right]^{\dagger}\left[A_{00}, A_{01}\right]=\frac{1}{64}\left(\begin{array}{cc}
u^{2}+K_{+}^{2}\left(c_{1}+c_{2}\right)^{2} & 2 c_{1} c_{2} K_{+}\left(x_{1}-i x_{2}\right) \\
2 c_{1} c_{2} K_{+}\left(x_{1}+i x_{2}\right) & c_{1}^{2} y_{2}^{2}+c_{2}^{2} y_{1}^{2}+K_{+}^{2}\left(c_{1}-c_{2}\right)^{2}
\end{array}\right),} \\
{\left[A_{00}, A_{10}\right]^{\dagger}\left[A_{00}, A_{10}\right]=\frac{1}{64}\left(\begin{array}{cc}
u^{2}+K_{+}^{2}\left(c_{1}-c_{2}\right)^{2} & -2 c_{1} c_{2} K_{+}\left(x_{1}-i x_{2}\right) \\
-2 c_{1} c_{2} K_{+}\left(x_{1}+i x_{2}\right) & c_{1}^{2} y_{2}^{2}+c_{2}^{2} y_{1}^{2}+K_{+}^{2}\left(c_{1}+c_{2}\right)^{2}
\end{array}\right),} \\
{\left[A_{00}, A_{11}\right]^{\dagger}\left[A_{00}, A_{11}\right]=\frac{1}{16}\left(\begin{array}{cc}
\left(x_{1}^{2}+x_{2}^{2}\right) c_{3}^{2} & 0 \\
0 & \left(x_{1}^{2}+x_{2}^{2}\right) c_{3}^{2}
\end{array}\right),} \\
{\left[A_{01}, A_{10}\right]^{\dagger}\left[A_{01}, A_{10}\right]=\frac{1}{16}\left(\begin{array}{cc}
c_{1}^{2} c_{2}^{2} & 0 \\
0 & c_{1}^{2} c_{2}^{2}
\end{array}\right),} \\
{\left[A_{01}, A_{11}\right]^{\dagger}\left[A_{01}, A_{11}\right]=\frac{1}{64}\left(\begin{array}{cc}
u^{2}+K_{-}^{2}\left(c_{1}+c_{2}\right)^{2} & -2 c_{1} c_{2} K_{-}\left(x_{1}-i x_{2}\right) \\
-2 c_{1} c_{2} K_{-}\left(x_{1}+i x_{2}\right) & c_{1}^{2} y_{2}^{2}+c_{2}^{2} y_{1}^{2}+K_{-}^{2}\left(c_{1}-c_{2}\right)^{2}
\end{array}\right),} \\
{\left[A_{10}, A_{11}\right]^{\dagger}\left[A_{10}, A_{11}\right]=\frac{1}{64}\left(\begin{array}{cc}
u^{2}+K_{-}^{2}\left(c_{1}-c_{2}\right)^{2} & 2 c_{1} c_{2} K_{-}\left(x_{1}-i x_{2}\right) \\
2 c_{1} c_{2} K_{-}\left(x_{1}+i x_{2}\right) & c_{1}^{2} y_{2}^{2}+c_{2}^{2} y_{1}^{2}+K_{-}^{2}\left(c_{1}+c_{2}\right)^{2}
\end{array}\right) .}
\end{gathered}
$$

Finally, we obtain:

$$
\begin{aligned}
D_{N}(\rho) & =\frac{\sum_{i=1}^{4} \mu_{i}+4\left|c_{1} c_{2}\right|+\left|c_{3}\right| \sqrt{x_{1}^{2}+x_{2}^{2}}}{8} \\
D_{N}^{\prime}(\rho) & =\frac{\sqrt{u^{2}+K_{-}^{2}\left(c_{1}^{2}+c_{2}^{2}\right)}+\sqrt{u^{2}+K_{+}^{2}\left(c_{1}^{2}+c_{2}^{2}\right)}+\left|c_{1} c_{2}\right|+\left|c_{3}\right| \sqrt{x_{1}^{2}+x_{2}^{2}}}{2 \sqrt{2}}
\end{aligned}
$$

in Equation (2), where:

$$
\begin{gathered}
K_{ \pm}=c 3 \pm x 3, u=\sqrt{c_{1}^{2} y_{2}^{2}+c_{2}^{2} y_{1}^{2}} \\
\mu_{1,2}=\sqrt{\left|u^{2}+K_{+}^{2} \pm 2 c_{1} c_{2} K_{+} \sqrt{K_{+}^{2}+\left(x_{1}^{2}+x_{2}^{2}\right)}\right|} \\
\mu_{3,4}=\sqrt{\left|u^{2}+K_{-}^{2} \pm 2 c_{1} c_{2} K_{-} \sqrt{K_{-}^{2}+\left(x_{1}^{2}+x_{2}^{2}\right)}\right|}
\end{gathered}
$$

## 4. Comparisons between Two Geometric Quantum Discords for Two Dynamic Models of Open Quantum Systems and Corresponding Non-Commutativity Measure of Quantum Discords

It is known that a real physical system is never perfectly closed. Environment acting on the quantum system are regarded as noise. In mathematics, it means that there exist a series of operators (referred to as $\left\{E_{u}\right\}$ ) acting on the density matrix. In this way, quantum operations can be represented in an elegant form known as the operator-sum (Kraus) representation, and by [16] we see that:

$$
\sum_{u, v} E_{u, v}^{\dagger} E_{u, v}=I, \quad E_{u, v}=E_{u_{A}} \otimes E_{v_{B}}
$$

Thus, the related density matrix can be written in the following form:

$$
\begin{equation*}
\rho(t)=\sum_{u, v} E_{u, v} \rho(0) E_{u, v}^{\dagger} \tag{4}
\end{equation*}
$$

Dephasing channel. It is known that the dephasing channel is the only channel that has possibility of having no energy penalty when quantum information loses. If two qubits pass through the dephasing channel respectively, the Hamiltonian ([16]):

$$
H=\hbar q a^{\dagger} a\left(b^{\dagger}+b\right)
$$

where $a$ and $a^{\dagger}$, and $b$ and $b^{\dagger}$ are the annihilation operator and creation operator of $A$ and $B$ respectively, and the Kraus operators are:

$$
\begin{gather*}
E_{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & \sqrt{1-\hbar q}
\end{array}\right) \quad E_{1}=\left(\begin{array}{cc}
0 & 0 \\
0 & \sqrt{\hbar q}
\end{array}\right)  \tag{5}\\
E_{0}=E_{0_{A}}=E_{0_{B}}, E_{1}=E_{1_{A}}=E_{1_{B}}
\end{gather*}
$$

where $q=1-e^{-2 \gamma t}$ is photon scattering rate for the system, and $\gamma$ is phase damping dissipation rate. In this paper, we suppose $\hbar=1$.

For the Hilbert-Schmidt distance discord and trace distance discord, the dephasing channel has an important property: the freezing phenomenon (or the semi-freezing phenomenon). However, the non-commutativity measures of quantum discord is different. Actually, if we consider the initial state:

$$
\rho_{1}(0)=\frac{1}{4}\left(I \otimes I+\sum_{i} c_{i}(0) \sigma_{i} \otimes \sigma_{i}\right)
$$

with Equations (4) and (5), we have:

$$
\rho_{1}(t)=\frac{1}{4}\left(I \otimes I+\sum_{i} c_{i}(t) \sigma_{i} \otimes \sigma_{i}\right)
$$

where:

$$
c_{1}(t)=c_{1}(0) e^{-2 \gamma t}, \quad c_{2}(t)=c_{2}(0) e^{-2 \gamma t}, \quad c_{3}(t)=c_{3}(0) .
$$

In Figure 1, we plot the time evolution of four different quantum discords for $c_{1}(0)=0.6$, $c_{2}(0)=0, c_{3}(0)=0.2$. The plot clearly shows that the Hilbert-Schmidt distance discord and trace distance discord have the sharp transition when $t^{\prime}=0.5493 / \gamma$. If $t<t^{\prime}$, their values keep constant. If we change the initial condition (mainly about $c_{3}$ ), we can increase the time of the values keeping constant. However, the non-commutativity measures of quantum discord do not have this feature. They are strictly monotonous decreasing and strictly convex with time growing. Moreover, no matter what value of $c_{3}$ (except zero) could be, they still remain strictly monotonous decreasing.

Multimode vacuum field coupling the qubits. Consider a system consists of two qubits, with $\omega$ being the transition frequency and two-level energy separated by the energy gap $\hbar \omega$. The qubits are coupled to a multimode radiation field whose modes are initially in the vacuum state $\mid 0>$. The evolution system in time is governed by the following master equation (cf., e.g., [17-19]):

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}=-i \omega \sum_{i=1}^{2}\left[\sigma_{3}^{i}, \rho\right]-i \sum_{i \neq j}^{2} \xi_{i j}\left[\sigma_{+}^{i} \sigma_{-}^{j}, \rho\right]+\frac{1}{2} \sum_{i, j=1}^{2} \zeta_{i j}\left(2 \sigma_{-}^{j} \rho \sigma_{+}^{i}-\left\{\sigma_{+}^{j} \sigma_{-,}^{i} \rho\right\}\right) \tag{6}
\end{equation*}
$$

where $\sigma_{ \pm}^{i}$ are the raising and lowering operators and $\sigma_{3}^{i}$ is the energy operator (Pauli operator) of the ith qubit. The spontaneous decay rates of the qubits caused by the vacuum field $\gamma^{\prime}=\xi_{i i}$ coupling
with the qubits. If $i \neq j, \xi_{i j}$ and $\zeta_{i j}$ in Equation (6) are described by the collective damping and the "dipole-dipole" interaction, and take the forms:

$$
\begin{gathered}
\xi_{i j}=\frac{3}{2} \gamma^{\prime}\left[\frac{\sin \left(k r_{i j}\right)}{k r_{i j}}+\frac{\cos \left(k r_{i j}\right)}{\left(k r_{i j}\right)^{2}}-\frac{\sin \left(k r_{i j}\right)}{\left(k r_{i j}\right)^{3}}\right] \\
\zeta_{i j}=\frac{3}{4} \gamma^{\prime}\left[-\frac{\cos \left(k r_{i j}\right)}{k r_{i j}}+\frac{\sin \left(k r_{i j}\right)}{\left(k r_{i j}\right)^{2}}+\frac{\cos \left(k r_{i j}\right)}{\left(k r_{i j}\right)^{3}}\right]
\end{gathered}
$$

where $k=\frac{2 \pi}{\lambda}$ is the wave vector with $\lambda$ being the atomic resonant wavelength and $r_{i j}=\left|r_{i}-r_{j}\right|$ is the distance between the qubits, we assume that the atomic dipole moments are parallel to each other and are polarized in the direction perpendicular to the interatomic axis.


Figure 1. A two-qubit system under the operation of Dephasing channel where $c_{1}(0)=0.6, c_{2}(0)=0$, $c_{3}(0)=0.2$, and NC means non-commutativity.

For this model, we consider initial state:

$$
\rho_{2}(0)=|\Psi><\Psi|,|\Psi>=\sqrt{\alpha}| 11>+\sqrt{1-\alpha} \mid 00>.
$$

Then $\rho_{2}(t)$ in the standard basis $\{|11>,|10>,|01>| 00>$,$\} take the following forms:$

$$
\begin{aligned}
& \rho_{11}^{(2)}(t)=\alpha e^{-2 \gamma^{\prime} t} \\
& \rho_{13,41}^{(2)}(t)=\sqrt{\alpha(1-\alpha)} e^{-\gamma^{\prime} t} \\
& \rho_{22,33}^{(2)}(t)=a_{1}\left[e^{-\xi_{12}^{+} t}-e^{-2 \gamma^{\prime} t}\right]+a_{2}\left[e^{-\xi_{12}^{-} t}-e^{-2 \gamma^{\prime} t}\right] \\
& \rho_{23,32}^{(2)}(t)=a_{1}\left[e^{-\xi_{12}^{+} t}-e^{-2 \gamma^{\prime} t}\right]+a_{2}\left[e^{-\xi_{12}^{-} t}-e^{-2 \gamma^{\prime} t}\right] \\
& \rho_{44}^{(2)}(t)=1-\rho_{11}^{2}(t)-\rho_{22}^{2}(t)-\rho_{33}^{2}(t)
\end{aligned}
$$

where $\xi_{12}^{ \pm}=\gamma^{\prime} \pm \xi_{12}, a_{1,2}=\alpha \xi_{12}^{ \pm} / \xi_{12}^{\mp}$. In Figure 2, we show the change of the discord with respect to $\gamma t$ and $\alpha$ as $\xi_{i j}=0$, where the values are normalized.


Figure 2. Change of the initial state $\mid \Psi>$ with respect to $\gamma t$ and $\alpha$ as the interatomic distance is $\xi_{i j}=0$.
For this model, the trace distance discord is symmetrical about $\alpha=0.5$. Moreover, compared to the trace distance discord, we find that the non-commutativity measure of quantum discord and the Hilbert-Schmidt distance discord have more similar properties at different $\alpha$ values. On the other hand, the Hilbert-Schmidt distance discord will revive after $\alpha$ large enough. In this aspect, the non-commutativity measure of quantum discord are closer to the trace distance discord.

## 5. Conclusions

In conclusion, we present an explicit expression of the non-commutativity measure of quantum discord in the two-qubit case. We also compare the non-commutativity measure of quantum discord with the geometric quantum discord in the models of two qubits passing through the dephasing channel and the multimode vacuum field coupling the qubits, respectively. Our study shows that the non-commutativity measures of quantum discord lose some important features of the geometric quantum discords, such as the freezing phenomenon in the dephasing channel and the revival in the multimode vacuum field coupling the qubits.
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#### Abstract

In this paper, the Lax pair of the modified nonlinear Schrödinger equation (mNLS) is derived by means of the prolongation structure theory. Based on the obtained Lax pair, the mNLS equation on the half line is analyzed with the assistance of Fokas method. A Riemann-Hilbert problem is formulated in the complex plane with respect to the spectral parameter. According to the initial-boundary values, the spectral function can be defined. Furthermore, the jump matrices and the global relations can be obtained. Finally, the potential $q(x, t)$ can be represented by the solution of this Riemann-Hilbert problem.
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## 1. Introduction

In mathematics and physics, nonlinear partial differential equations play an important role due to their abundant mathematical structure and properties. Many works on nonlinear evolution equations have been studied, such as the Hamiltonian structure [1,2], the infinite conservation laws [3,4], the Bäcklund transformation [5,6] and so on [7-9]. Besides, the exact solution of these equations, which can be expressed in various forms by different methods, is also a significant subject of soliton research [10-22]. In recent years, with the development of soliton theory, more and more researchers pay attention to the Riemann-Hilbert approach. The Riemann-Hilbert approach was introduced by Fokas to analyze the initial-boundary values problem for linear and nonlinear partial differential equations [23,24]. In the past 20 years, many researchers have discussed a lot of nonlinear integrable equations for the initial-boundary values problem [25-32,32-41]. They have all made a great contribution to the development of this method. The core idea of this method is to construct the associated Riemann-Hilbert problem by the Lax pair of the integrable equation, and then in addition to the initial-boundary values problem, the long-time asymptotic behavior of the solution can be analyzed [42-46]. However, as we all know, it is difficult to determine whether a nonlinear evolution equation possesses a Lax pair or not. As far as we are concerned, the prolongation structure method is an efficient way to obtain the Lax pair, which was firstly proposed in 1975 by Wahlquist and Estabrook [47]. In recent years, a large number of scholars have improved this method, for example, Hermann deduced the prolongation structure method connection in 1976 [48], Deconinck applied the prolongation structure method to semi-discrete systems firstly [49], Wang used this approach to get the integrability of many nonlinear wave equation [50] and so on [51,52]. In this way, we can get the

Lax pair of the nonlinear evolution equation easily as long as it is integrable.
In this paper, we mainly talk about the modified nonlinear Schrödinger(mNLS) equation

$$
\begin{equation*}
i q_{t}+q_{x x}+i\left(|q|^{2} q\right)_{x}+2 \rho|q|^{2} q=0 \tag{1}
\end{equation*}
$$

which is very important in plasma physics. Recently, many properties of this equation have been studied, such as the Hamiltonian structure [53], the Darboux transformation [54], the numerical solutions $[55,56]$ and so on $[57,58]$. Actually, it can become the derivative NLS equation by certain gauge transformation [59]. In this paper, we mainly discuss the mNLS equation on the half line. For simplicity, we let $\rho=1$. Supposing that the solution $q(x, t)$ of the mNLS equation exists, and the initial-boundary values are defined as follows,
Initial values:

$$
\begin{equation*}
q_{0}(x)=q(x, 0), 0<x<\infty \tag{2}
\end{equation*}
$$

Boundary values:

$$
\begin{equation*}
g_{0}(t)=q(0, t), g_{1}(t)=q_{x}(0, t), 0<t<T . \tag{3}
\end{equation*}
$$

In order to formulate a Riemann-Hilbert problem, we need to reconstruct the Lax pair of Equation (1). Based on the initial-boundary values, the corresponding spectral functions can be defined. Eventually, the potential function $q(x, t)$ can be expressed in terms of the solution of this Riemann-Hilbert problem.

This paper is divided into four sections. The construction of the prolongation structure for the mNLS equation is in Section 2 and then in Section 3, we reconstruct the Lax pair to formulate the Riemann-Hilbert problem and some conditions and relations are derived. In the last section, we define the spectral functions according to the initial-boundary values and the Riemann-Hilbert problem is investigated.

## 2. The Prolongation Structures of the mNLS Equation

In order to obtain the Lax pair of the mNLS equation, we analyze the prolongation structure of this equation. This process mainly involves a fundamental theorem in Lie algebra [51].

Theorem 1. Suppose $X$ and $Y$ are two elements of Lie algebra $g=\operatorname{sl}(n+1, C)$ with $[X, Y]=a Y,(a \neq 0)$ and $X \in$ range ad $Y$, it means that there exist $Z \in g$ such that $[Y, Z]=X$, so we obtain $Y=e_{ \pm}$and $X= \pm \frac{1}{2} a h$, where $e_{ \pm}$are the nilpotent and $h$ is the neutral elements of $g$.

In the beginning, we introduce these variables

$$
\begin{equation*}
\bar{u}=p, u_{x}=v, \bar{u}_{x}=p_{x}=q . \tag{4}
\end{equation*}
$$

Then Equation (1) is equivalent to this set of equations as follows

$$
\left\{\begin{array}{l}
u_{x}-v=0,  \tag{5}\\
p_{x}-q=0, \\
i u_{t}+v_{x}+2 i u u_{x} \bar{u}+i u^{2} \bar{u}_{x}+2 u^{2} \bar{u}=0, \\
i p_{t}-q_{x}+2 i \bar{u} \bar{u}_{x} u+i \bar{u}^{2} u_{x}-2 \bar{u}^{2} u=0 .
\end{array}\right.
$$

We define the set of two-forms $I=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right\}$,where

$$
\left\{\begin{array}{l}
\alpha_{1}=d u \wedge d t+v d t \wedge d x  \tag{6}\\
\alpha_{2}=d p \wedge d t+q d t \wedge d x \\
\alpha_{3}=i d u \wedge d x-d v \wedge d t+\left(2 i u v p+i u^{2} q+2 u^{2} p\right) d t \wedge d x \\
\alpha_{4}=i d p \wedge d x+d q \wedge d t+\left(i p^{2} v+2 i p q u-2 p^{2} u\right) d t \wedge d x
\end{array}\right.
$$

It is easy to find that $I$ is a closed ideal, actually, $d I \subset I$. After that, we define the differential one-forms

$$
\begin{equation*}
\omega^{i}=d y^{i}-F^{i}\left(u, v, p, q ; y^{i}\right) d x-G^{i}\left(u, v, p, q ; y^{i}\right) d t \tag{7}
\end{equation*}
$$

At the same time, we suppose $F^{i}=F_{j}^{i} y^{j}, G^{i}=F_{j}^{i} y^{j}$. According to the general theory of exterior differential systems, if $\tilde{I}=I \bigcup \omega^{i}$ is a closed ideal, it must satisfy

$$
\begin{equation*}
d \omega^{i}=\sum_{i=1}^{4}\left(f_{j}^{i} \alpha^{j}\right)+n_{j}^{i} \wedge \omega^{j} \tag{8}
\end{equation*}
$$

Combining (5)-(8), we obtain

$$
\left\{\begin{array}{l}
F_{v}=F_{q}=0  \tag{9}\\
i G_{v}+F_{u}=0 \\
i G_{q}-F_{p}=0 \\
-G_{u} v-G_{p} q+\left(2 i u v p+i q u^{2}+2 u^{2} p\right) G_{v} \\
-\left(2 i p q u+i p^{2} v-2 p^{2} u\right) G_{q}+[F, G]=0
\end{array}\right.
$$

where the bracket $[$,$] denotes the Lie bracket, namely [F, G]=F G-G F$.
After a lengthy calculation, one solution of this set of equations can be derived

$$
\begin{align*}
& F=x_{0}+u x_{1}+p x_{2}  \tag{10}\\
& G=i x_{1} v-i x_{2} q-u^{2} p x_{1}-p^{2} u x_{2}+i u x_{3}-i p x_{4}-i p u x_{5}+x_{6}
\end{align*}
$$

with the integrability conditions

$$
\begin{align*}
& 2 i x_{1}-x_{3}-i\left[x_{1}, x_{5}\right]=0,2 i x_{2}+x_{4}+i\left[x_{2}, x_{5}\right]=0 \\
& i\left[x_{0}, x_{3}\right]+\left[x_{1}, x_{6}\right]=0,-i\left[x_{0}, x_{4}\right]+\left[x_{2}, x_{6}\right]=0  \tag{11}\\
& {\left[x_{0}, x_{5}\right]+\left[x_{1}, x_{4}\right]-\left[x_{2}, x_{3}\right]=0,\left[x_{1}, x_{3}\right]=0,\left[x_{2}, x_{4}\right]=0,\left[x_{0}, x_{6}\right]=0}
\end{align*}
$$

where all $\left\{x_{i}\right\}, i=\{1,2, \ldots, 6$.$\} are pending matrices. Here \left\{x_{1}, x_{2}, \ldots, x_{6}\right\}$ depend on an incomplete Lie algebra, called prolongation algebra.

The next step is to embed the prolongation algebra in $s l(n+1, C)$. According to (11) and Theorem 1, we deduce that $x_{1}$ and $x_{2}$ is nilpotent and $x_{5}$ is neutral element. So we have

$$
x_{1}=\left(\begin{array}{ll}
0 & \xi  \tag{12}\\
0 & 0
\end{array}\right), x_{2}=\left(\begin{array}{cc}
0 & 0 \\
-\xi & 0
\end{array}\right), x_{5}=\left(\begin{array}{cc}
-\xi^{2} & 0 \\
0 & \xi^{2}
\end{array}\right) .
$$

Bringing the above results into (11), we obtain

$$
\begin{align*}
& x_{0}=\left(\begin{array}{cc}
-i \xi^{2}+i & 0 \\
0 & i \xi^{2}-i
\end{array}\right), x_{3}=\left(\begin{array}{cc}
0 & -2 i \xi^{3}+2 i \xi^{2} \\
0 & 0
\end{array}\right) \\
& x_{4}=\left(\begin{array}{cc}
0 & 0 \\
-2 i \xi^{3}+2 i \xi & 0
\end{array}\right), x_{6}=\left(\begin{array}{cc}
-2 i \xi^{4}-2 i+4 i \xi^{2} & 0 \\
0 & 2 i \xi^{4}+2 i+4 i \xi^{2}
\end{array}\right) \tag{13}
\end{align*}
$$

where $\xi$ is spectral parameter. Hence, the expressions of $F$ and $G$ can be presented eventually

$$
\begin{align*}
& F=\left(\begin{array}{cc}
-i \xi^{2}+i & \xi q \\
-\xi \bar{q} & i \xi^{2}-i
\end{array}\right) \\
& G=\left(\begin{array}{cc}
-2 i \xi^{4}-2 i+4 i \xi^{2}+i \xi^{2}|q|^{2} & 2 \xi^{3} q-2 \xi q-\xi|q|^{2} q+i \xi q_{x} \\
-2 \xi^{3} \bar{q}+2 \xi \bar{\xi}+\xi|q|^{2} \bar{q}+i \bar{\xi}_{x} & 2 i \xi^{4}+2 i-4 i \xi^{2}-i \xi^{2}|q|^{2}
\end{array}\right) . \tag{14}
\end{align*}
$$

So, the mNLS equation admits Lax pair

$$
\begin{equation*}
\psi_{x}=F \psi, \psi_{t}=G \psi \tag{15}
\end{equation*}
$$

where $\psi=\left(v_{1}, v_{2}\right)^{T}$.

## 3. Spectral Analysis

From the previous paragraph, we know the Lax pair of the mNLS equation. By introducing

$$
Q=\left(\begin{array}{cc}
0 & q  \tag{16}\\
-\bar{q} & 0
\end{array}\right), \sigma_{3}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

where the $\bar{q}$ denotes the conjugation of $q$, the Lax pair (15) can be rewritten in this form

$$
\left\{\begin{array}{l}
\psi_{x}+i \xi^{2} \sigma_{3} \psi-i \sigma_{3} \psi=\xi Q \psi  \tag{17}\\
\psi_{t}+2 i \xi^{4} \sigma_{3}+2 i \sigma_{3}-4 i \xi^{2} \sigma_{3}=-i \xi^{2} Q^{2}+2 i \xi^{3} Q-2 \xi Q+\xi Q^{3}+i \xi \sigma_{3} Q_{x}
\end{array}\right.
$$

In our analysis, we assume that $q$ decays to zero sufficiently fast as $x \rightarrow \pm \infty$. So, it is correct to extend the column vector $\psi$ to a $2 \times 2$ matrix. For simplicity, we substitute $\lambda^{2}$ for $\xi^{2}-1$. Letting $\psi=\Psi e^{-i\left(\zeta^{2} x+2 \xi^{4} t\right) \sigma_{3}}$, then the Lax pair (17) becomes

$$
\begin{align*}
& \Psi_{x}+i \xi^{2}\left[\sigma_{3}, \Psi\right]=\xi Q \Psi \\
& \Psi_{t}+2 i \xi^{4}\left[\sigma_{3}, \Psi\right]=\left(-i \xi^{2} Q^{2} \sigma_{3}+2 \xi^{3} Q-2 \xi Q+\xi Q^{3}+i \xi \sigma_{3} Q_{x}\right) \Psi \tag{18}
\end{align*}
$$

We can write (18) in full derivative form

$$
\begin{equation*}
d\left(e^{i\left(\xi^{2} x+2 \xi^{4} t\right) \hat{\sigma}_{3}} \Psi(x, t ; \xi)\right)=e^{i\left(\lambda^{2} x+2 \lambda^{4} t\right) \hat{\sigma}_{3}} U(x, t ; \xi) \Psi \tag{19}
\end{equation*}
$$

where

$$
\begin{align*}
U & =U_{1} d x+U_{2} d t \\
& =\xi Q d x+\left(-i \xi^{2} Q^{2} \sigma_{3}+2 \xi^{3} Q-2 \xi Q+\xi Q^{3}+i \xi \sigma_{3} Q_{x}\right) d t \tag{20}
\end{align*}
$$

and $\hat{\sigma}_{3}$ denotes the operator to matrix by $\hat{\sigma}_{3} M=\left[\sigma_{3}, M\right]$, hence it is easy to prove $e^{\hat{\sigma}_{3}} M=e^{\sigma_{3}} M e^{-\sigma_{3}}$, where $M$ is a $2 \times 2$ matrix.

### 3.1. The Reconstruction of Lax Pair

Expanding the solution of (19) in this way

$$
\begin{equation*}
\Psi=D+\frac{\Psi_{1}}{\xi}+\frac{\Psi_{2}}{\xi^{2}}+\frac{\Psi_{3}}{\xi^{3}}+\mathcal{O}\left(\frac{1}{\xi^{4}}\right), \xi \rightarrow \infty \tag{21}
\end{equation*}
$$

where $D, \Psi_{1}, \Psi_{2}, \Psi_{3}$ are independent of $\xi$. Bringing this equation into the first equation of (18), and comparing the same order of $\xi^{\prime}$ 's frequency, we obtain the following equations

$$
\begin{align*}
& O(1): D_{x}+i\left[\sigma_{3}, \Psi_{2}\right]-i\left[\sigma_{3}, D\right]=Q \Psi_{1} \\
& O(\xi): i\left[\sigma_{3}, \Psi_{1}\right]=Q D  \tag{22}\\
& O\left(\xi^{2}\right): i\left[\sigma_{3}, D\right]=0
\end{align*}
$$

Using the same method, taking (21) into another equation of (18), we have

$$
\begin{align*}
& O(1): D_{t}-4 i\left[\sigma_{3}, \Psi_{2}\right]+2 i\left[\sigma_{3}, D\right]=-i Q^{2} \sigma_{3} \Psi_{2}+2 Q \Psi_{3}-2 Q \Psi_{1}+Q^{3} \Psi_{1}+i \sigma_{3} Q_{x} \Psi_{1} ; \\
& O(\xi): 2 i\left[\sigma_{3}, \Psi_{3}\right]-4 i\left[\sigma_{3}, \Psi_{1}\right]=-i Q^{2} \sigma_{3} \Psi_{1}+2 Q \Psi_{2}-2 Q D+Q^{3} D+i \sigma_{3} Q_{x} D ; \\
& O\left(\xi^{2}\right): 2 i\left[\sigma_{3}, \Psi_{2}\right]-4 i\left[\sigma_{3}, D\right]=-i Q^{2} \sigma_{3} D+2 Q \Psi_{1} ;  \tag{23}\\
& O\left(\xi^{3}\right): 2 i\left[\sigma_{3}, \Psi_{1}\right]=2 Q D ; \\
& O\left(\xi^{4}\right): 2 i\left[\sigma_{3}, D\right]=0 .
\end{align*}
$$

For (22), We find that $D$ is a diagonal matrix from $O\left(\xi^{2}\right)$. Without loss of generality, we suppose

$$
D=\left(\begin{array}{cc}
D_{0}^{11} & 0  \tag{24}\\
0 & D_{0}^{22}
\end{array}\right)
$$

From $O(\xi)$ we have

$$
\begin{equation*}
\Psi_{1}^{o}=\frac{i}{2} Q D \sigma_{3} . \tag{25}
\end{equation*}
$$

where $\Psi_{1}^{0}$ denotes the off-diagonal part of $\Psi_{1}$. So, we can get $D_{x}$ from $O(1)$ easily

$$
\begin{equation*}
D_{x}=\frac{i}{2} Q^{2} \sigma_{3} D \tag{26}
\end{equation*}
$$

For (23), after a lengthy calculation, we get

$$
\begin{align*}
D_{t} & =\frac{3 i}{4} Q^{4} \sigma_{3} D+\frac{1}{2} Q Q_{x} D-\frac{1}{2} Q_{x} Q D \\
& =\left(\frac{3 i}{4}|q|^{4}+\bar{q} q_{x}-q \bar{q}_{x}\right) \sigma_{3} D . \tag{27}
\end{align*}
$$

The mNLS equation admits the conservation law

$$
\begin{equation*}
2\left(|q|^{2}\right)_{t}=\left(2 i q_{x} \bar{q}-3|q|^{4}-2 i q \bar{q}_{x}\right)_{x} . \tag{28}
\end{equation*}
$$

From the above results, we find (26) and (27) admit the conservation law. Define

$$
\begin{equation*}
D(x, t)=e^{i \int_{(0,0)}^{(x, t)} \Delta(x, t) \sigma_{3}} \tag{29}
\end{equation*}
$$

where $\Delta$ is the differential one-form, and it is given by

$$
\begin{equation*}
\Delta(x, t)=\Delta_{1} d x+\Delta_{2} d t=-\frac{1}{2} q \bar{q} d x+\left[\frac{3}{4} q^{2} \bar{q}^{2}+\frac{i}{2}\left(q \bar{q}_{x}-q_{x} \bar{q}\right)\right] d t . \tag{30}
\end{equation*}
$$

It is not difficult to find that the integral is path independent. So, we introduce

$$
\begin{equation*}
\Psi(x, t ; \xi)=e^{i \int_{(0,0)}^{(x, t)} \Delta \bar{\sigma}_{3}} \mu(x, t ; \xi) D(x, t), 0<x<\infty, 0<t<T . \tag{31}
\end{equation*}
$$

Then the form of the Lax pair (18) can be replaced with

$$
\begin{equation*}
d\left(e^{i\left(\lambda^{2} x+2 \lambda^{4} t\right) \hat{\sigma}_{3}} \mu(x, t ; \xi)\right)=W(x, t ; \xi) \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
& W(x, t ; \xi)=e^{i\left(\lambda^{2} x+2 \lambda^{4} t\right) \hat{\sigma}_{3}} V(x, t ; \xi) \mu \\
& V=V_{1} d x+V_{2} d t=e^{-i \int_{(0,0)}^{(x, t)} \Delta \hat{\sigma}_{3}}\left(U-i \Delta \sigma_{3}\right) \tag{33}
\end{align*}
$$

Considering the definitions of $U$ and $\Delta$, we have

$$
\begin{align*}
& V_{1}(x, t ; \xi)=\left(\begin{array}{cc}
\frac{i}{2} q \bar{q} & \xi q e^{-2 i \int_{(0,0)}^{(x, t)} \Delta} \\
-\xi \bar{\xi} e^{2 i \int_{(0,0)}^{(x, t)} \Delta} & -\frac{i}{2} q \bar{q}
\end{array}\right),  \tag{34}\\
& V_{2}(x, t ; \xi)=\left(\begin{array}{cc}
V_{2}^{11}(x, t ; \xi) & V_{2}^{12}(x, t ; \xi) \\
V_{2}^{21}(x, t ; \xi) & V_{2}^{22}(x, t ; \xi)
\end{array}\right) .
\end{align*}
$$

where

$$
\begin{aligned}
& V_{2}^{11}(x, t ; \xi)=i \xi^{2} q \bar{q}-\frac{3 i}{4} q^{2} \bar{q}^{2}+\frac{1}{2}\left(q \bar{q}_{x}-q_{x} \bar{q}\right), \\
& V_{2}^{12}(x, t ; \xi)=\left(2 \xi^{3}-2 \xi q-\xi q|q|^{2}+i \xi q_{x}\right) e^{-2 i \int_{(0,0)}^{(x, t)} \Delta,} \\
& V_{2}^{21}(x, t ; \xi)=\left(-2 \xi^{3} \bar{q}+2 \tilde{\zeta} \bar{q}+\xi \bar{\xi}|q|^{2}+i \xi \bar{q}_{x}\right) e^{2 i \int_{(0,0)}^{(x, t)} \Delta}, \\
& V_{2}^{22}(x, t ; \xi)=-i \xi^{2} q \bar{q}+\frac{3 i}{4} q^{2} \bar{q}^{2}-\frac{1}{2}\left(q \bar{q}_{x}-q_{x} \bar{q}\right) .
\end{aligned}
$$

Thus, (32) changes into

$$
\left\{\begin{array}{l}
\mu_{x}+i \lambda^{2}\left[\sigma_{3}, \mu\right]=V_{1} \mu  \tag{35}\\
\mu_{t}+2 i \lambda^{4}\left[\sigma_{3}, \mu\right]=V_{2} \mu
\end{array}\right.
$$

### 3.2. The Riemann-Hilbert Problem And Some Relations

Supposing that $q(x, t)$ is smooth function in the domain $D=\{0<x<\infty, 0<t<T\}$. Then we define the eigenfunctions $\mu_{j}(x, t ; \xi)(j=1,2,3)$ of (34) as follows

$$
\begin{equation*}
\mu_{j}(x, t ; \xi)=I+\int_{\left(x_{j}, t_{j}\right)}^{(x, t)} e^{-i\left(\lambda x+2 \lambda^{2} t\right) \hat{\sigma}_{3}} W\left(x^{\prime}, t^{\prime} ; \xi\right), 0<x<\infty, 0<t<T \tag{36}
\end{equation*}
$$

The integral curve is from $\left(x_{j}, t_{j}\right)$ to $(x, t)$, where $\left(x_{1}, t_{1}\right)=(0, T),\left(x_{2} . t_{2}\right)=(0,0)$ and $\left(x_{3}, t_{3}\right)=$ $(\infty, t)$. Furthermore, the point $(x, t)$ is an arbitrary point in the domain $D$. We know that the integral of (36) is independent of the path of integration. Without loss of generality, we will consider the particular integral paths as follows, see Figure 1.




Figure 1. Integral paths.
By this method, we get

$$
\left\{\begin{array}{l}
\mu_{1}(x, t ; \xi)=I+\int_{0}^{x} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}}\left(V_{1} \mu_{1}\right)\left(x^{\prime}, t ; \lambda\right) d x^{\prime}  \tag{37}\\
-e^{-i \lambda^{2} x \hat{\sigma}_{3}} \int_{t}^{T} e^{2 i \lambda^{4}\left(t^{\prime}-t\right) \hat{\sigma}_{3}}\left(V_{2} \mu_{1}\right)\left(0, t^{\prime} ; \xi\right) d t^{\prime} \\
\mu_{2}(x, t ; \xi)=I+\int_{0}^{x} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}}\left(V_{1} \mu_{2}\right)\left(x^{\prime}, t ; \xi\right) d x^{\prime} \\
-e^{-i \lambda^{2} x \hat{\sigma}_{3}} \int_{0}^{t} e^{2 i \lambda^{4}\left(t^{\prime}-t\right) \hat{\sigma}_{3}}\left(V_{2} \mu_{2}\right)\left(0, t^{\prime} ; \xi\right) d t^{\prime} \\
\mu_{3}(x, t ; \xi)=I-\int_{\infty}^{x} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}}\left(V_{1} \mu_{3}\right)\left(x^{\prime}, t ; \xi\right) d x^{\prime}
\end{array}\right.
$$

Noting that the first column of $\mu_{j}$ includes $e^{-2 i\left[\lambda^{2}\left(x^{\prime}-x\right)+2 \lambda^{4}\left(t^{\prime}-t\right)\right]}$. So, in different integral paths, we have the following inequalities

$$
\left\{\begin{array}{l}
\ell_{1}:\left(x_{1}, t_{1}\right) \rightarrow(x, t): 0<x^{\prime}<x, t<t^{\prime}<T  \tag{38}\\
\ell_{2}:\left(x_{2}, t_{2}\right) \rightarrow(x, t): 0<x^{\prime}<x, 0<t^{\prime}<t \\
\ell_{3}:\left(x_{3}, t_{3}\right) \rightarrow(x, t): x<x^{\prime}<\infty
\end{array}\right.
$$

Due to the exponential function decaying sufficiently, these inequalities imply that the first of the functions $\mu_{j}(x, t ; \xi),(j=1,2,3)$ are analytic if

$$
\begin{align*}
& \mu_{1}^{(1)}(x, t ; \xi): \xi \in\left\{\operatorname{Im} \tilde{\xi}^{2} \geq 0\right\} \cap\left\{\operatorname{Im} \tilde{\xi}^{4} \leq 0\right\} \\
& \mu_{2}^{(1)}(x, t ; \xi): \xi \in\left\{\operatorname{Im} \tilde{\xi}^{2} \geq 0\right\} \cap\left\{\operatorname{Im} \xi^{4} \geq 0\right\}  \tag{39}\\
& \mu_{3}^{(1)}(x, t ; \xi): \xi \in\left\{\operatorname{Im} \tilde{z}^{2} \leq 0\right\}
\end{align*}
$$

At the same time, the second column of the functions $\mu_{j}(x, t ; \xi),(j=1,2,3)$ are analytic if

$$
\begin{align*}
& \mu_{1}^{(2)}(x, t ; \xi): \xi \in\left\{\operatorname{Im} \tilde{\xi}^{2} \leq 0\right\} \cap\left\{\operatorname{Im} \tilde{\xi}^{4} \geq 0\right\} \\
& \mu_{2}^{(2)}(x, t ; \xi): \xi \in\left\{\operatorname{Im} \tilde{\xi}^{2} \leq 0\right\} \cap\left\{\operatorname{Im} \tilde{\xi}^{4} \leq 0\right\}  \tag{40}\\
& \mu_{3}^{(2)}(x, t ; \xi): \xi \in\left\{\operatorname{Im} \tilde{\xi}^{2} \geq 0\right\}
\end{align*}
$$

Hence, we get

$$
\begin{align*}
& \mu_{1}(x, t ; \xi)=\left(\mu_{1}^{D_{2}}(x, t ; \xi), \mu_{1}^{D_{3}}(x, t ; \xi)\right), \\
& \mu_{2}(x, t ; \xi)=\left(\mu_{2}^{D_{1}}(x, t ; \xi), \mu_{2}^{D_{4}}(x, t ; \xi)\right),  \tag{41}\\
& \mu_{3}(x, t ; \xi)=\left(\mu_{3}^{D_{3} \cup D_{4}}(x, t ; \xi), \mu_{3}^{D_{1} \cup D_{2}}(x, t ; \xi)\right) .
\end{align*}
$$

where $\mu_{j}^{D_{i}}$ stands for $\mu_{j}$ is analytic if $\xi \in D_{i}$, where $D_{i}=\omega_{i} \cup\left(-\omega_{i}\right),-\omega_{i}=\left\{-\xi \in C \mid \xi \in \omega_{i}\right\}, \omega_{i}=$ $\left\{\xi \in C \left\lvert\, \frac{i-1}{4} \pi<\xi<\frac{i}{4} \pi\right.\right\}$, see Figure 2.


Figure 2. $D_{j}, j=1,2,3,4$.
The eigenfunctions $\mu_{j}(j=1,2,3)$ possess these properties.

- $\quad \operatorname{det} \mu_{1}(x, t ; \xi)=\operatorname{det} \mu_{2}(x, t ; \xi)=\operatorname{det} \mu_{3}(x, t ; \xi)=1 ;$
- $\mu_{j}^{11}(x, t ; \xi)=\overline{\mu_{j}^{22}(x, t ; \bar{\xi})}, \mu_{j}^{12}(x, t ; \xi)=\overline{\mu_{j}^{21}(x, t ; \bar{\xi})}$;
- $\mu_{j}^{11}(x, t ;-\xi)=\mu_{j}^{11}(x, t ; \xi), \mu_{j}^{12}(x, t ;-\xi)=-\mu_{j}^{12}(x, t ; \xi)$,
$\mu_{j}^{21}(x, t ;-\xi)=-\mu_{j}^{21}(x, t ; \xi), \mu_{j}^{22}(x, t ;-\xi)=\mu_{j}^{22}(x, t ; \xi)$.
where the eigenfunctions $\mu_{j}(x, t ; \xi)=\left(\begin{array}{cc}\mu_{j}^{11}(x, t ; \xi) & \mu_{j}^{12}(x, t ; \xi) \\ \mu_{j}^{21}(x, t ; \xi) & \mu_{j}^{22}(x, t ; \xi)\end{array}\right)(j=1,2,3)$.
For the purpose of formulating a Riemann-Hilbert problem, our main task is to find the jump matrices for every $D_{i}(i=1,2,3,4)$ to any other regions. Then we define the spectral functions $s(\xi)$ and $S(\xi)$

$$
\left\{\begin{array}{l}
\mu_{3}(x, t ; \xi)=\mu_{2}(x, t ; \xi) e^{-i\left(\lambda^{2} x+2 \lambda^{4} t\right) \hat{\sigma}_{3}} s(\xi)  \tag{42}\\
\mu_{1}(x, t ; \xi)=\mu_{2}(x, t ; \xi) e^{-i\left(\lambda^{2} x+2 \lambda^{4} t\right) \hat{\sigma}_{3}} S(\xi)
\end{array}\right.
$$

According to the above definition, we have

$$
\begin{equation*}
\mu_{1}(x, t ; \xi)=\mu_{3}(x, t ; \xi) e^{-i\left(\lambda^{2} x+2 \lambda^{4} t\right) \hat{\sigma}_{3}}(s(\xi))^{-1} S(\xi) \tag{43}
\end{equation*}
$$

Combining (37) with (42), we acquire

$$
\begin{equation*}
s(\xi)=\mu_{3}(0,0 ; \xi), S(\xi)=\left(e^{2 i \lambda^{4} T \hat{\sigma}_{3}} \mu_{2}(0, T ; \xi)\right)^{-1} \tag{44}
\end{equation*}
$$

Owing to (37), it is clear to see that

$$
\begin{align*}
& \mu_{1}(0, t ; \xi)=I-\int_{t}^{T} e^{2 i \lambda^{4}\left(t^{\prime}-t\right) \hat{\sigma}_{3}}\left(V_{2} \mu_{1}\right)\left(0, t^{\prime} ; \xi\right) d t^{\prime} \\
& \mu_{2}(0, t ; \xi)=I+\int_{0}^{t} e^{2 i \lambda^{4}\left(t^{\prime}-t\right) \hat{\sigma}_{3}}\left(V_{2} \mu_{2}\right)\left(0, t^{\prime} ; \xi\right) d t^{\prime}  \tag{45}\\
& \mu_{3}(x, 0 ; \xi)=I+\int_{\infty}^{x} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}}\left(V_{1} \mu_{3}\right)\left(x^{\prime}, 0 ; \xi\right) d x^{\prime} \\
& \mu_{2}(x, 0 ; \xi)=I+\int_{0}^{x} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}}\left(V_{1} \mu_{2}\right)\left(x^{\prime}, 0 ; \xi\right) d x^{\prime}
\end{align*}
$$

Considering the initial values $q(x, 0)=u_{0}(x), q(0, t)=g_{0}(t)$, boundary values $q(0, t)=g_{0}(t)$ and $q_{x}(0, t)=g_{1}(t)$. For convenience, the initial-boundary values of $\bar{q}(x, t)$ can be written in this form, namely $\bar{q}(x, 0)=\bar{u}_{0}(x), \bar{q}(0, t)=\bar{g}_{0}(t)$, and $\bar{q}_{x}(0, t)=\bar{g}_{1}(t)$. Then $V_{2}(0, t ; \xi)$ and $V_{1}(x, 0 ; \xi)$ can be expressed with

$$
\begin{align*}
& V_{1}(x, 0 ; \xi)=\left(\begin{array}{cc}
\frac{i}{2}\left|u_{0}\right|^{2} & \xi u_{0} e^{i} \int_{0}^{x}\left|u_{0}\right|^{2} d x^{\prime} \\
-\xi \bar{u}_{0} e^{-i \int_{0}^{x}\left|u_{0}\right|^{2} d x^{\prime}} & -\frac{i}{2}\left|u_{0}\right|^{2}
\end{array}\right), \\
& V_{2}(0, t ; \xi)=\left(\begin{array}{cc}
V_{2}^{11}(0, t ; \xi) & V_{2}^{12}(0, t ; \xi) \\
V_{2}^{21}(0, t ; \xi) & V_{2}^{22}(0, t ; \xi)
\end{array}\right) \tag{46}
\end{align*}
$$

where

$$
\begin{aligned}
& V_{2}^{11}(0, t ; \xi)=i \xi^{2}\left|g_{0}\right|^{2}-\frac{3 i}{4}\left|g_{0}\right|^{4}-\frac{1}{2}\left(g_{0} \bar{g}_{1}-g_{1} \bar{g}_{0}\right)=-V_{2}^{22}(x, t ; \xi) \\
& V_{2}^{12}(0, t ; \xi)=\left(2 \xi^{3} g_{0}-2 \xi g_{0}-\xi g_{0}\left|g_{0}\right|^{2}+i \xi g_{1}\right) e^{-2 i \int_{0}^{t} \Delta_{2}\left(0, t^{\prime}\right) d t^{\prime}} \\
& V_{2}^{21}(0, t ; \xi)=\left(-2 \xi^{3} \bar{g}_{0}+2 \xi \bar{g}_{0}+\xi \bar{g}_{0}\left|g_{0}\right|^{2}+i \xi \bar{g}_{1}\right) e^{2 i \int_{0}^{t} \Delta_{2}\left(0, t^{\prime}\right) d t^{\prime}}
\end{aligned}
$$

with

$$
\Delta_{2}\left(0, t^{\prime}\right)=\frac{3}{4}\left|g_{0}\right|^{4}+\frac{i}{2}\left(g_{0} \overline{g_{1}}-g_{1} \bar{g}_{0}\right)
$$

Due to $\mu_{j}$ have symmetry, the $s(\xi)$ and $S(\xi)$ also have symmetry

$$
\begin{gathered}
s_{11}(\tilde{\xi})=\overline{s_{22}(\bar{\xi})}, s_{21}(\xi)=\overline{s_{12}(\bar{\xi})}, \\
s_{11}(\tilde{\xi})=\overline{s_{22}(\bar{\xi})}, s_{21}(\tilde{\xi})=\overline{s_{12}(\bar{\xi})}
\end{gathered}
$$

Without loss of generality, we assume

$$
s(\xi)=\left(\begin{array}{ll}
\overline{a(\bar{\xi})} & b(\xi)  \tag{47}\\
\overline{b(\bar{\xi})} & a(\xi)
\end{array}\right), S(\xi)=\left(\begin{array}{ll}
\overline{A(\bar{\xi})} & B(\xi) \\
\overline{B(\bar{\xi})} & A(\xi)
\end{array}\right)
$$

According to (42) and (44), we have

$$
\begin{align*}
& s(\xi)=I-\int_{\infty}^{0} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}}\left(V_{1} \mu_{3}\right)\left(x^{\prime}, 0 ; \xi\right) d x^{\prime} \\
& S(\xi)=\left(I+\int_{0}^{T} e^{2 i \lambda^{4} t^{\prime} \hat{\sigma}_{3}}\left(V_{2} \mu_{2}\right)\left(0, t^{\prime} ; \xi\right) d t^{\prime}\right)^{-1} \tag{48}
\end{align*}
$$

The spectral functions $s(\xi), S(\xi)$ have the following properties

- $\binom{b(\xi)}{a(\xi)}=\binom{\mu_{3}^{12}(0,0 ; \xi)}{\mu_{3}^{22}(0,0 ; \xi)}=\mu_{3}^{(2)}(0,0 ; \xi)$,
$\binom{e^{-4 i \lambda^{4} T} B(\xi)}{\overline{A(\bar{\xi})}}=\binom{\mu_{2}^{12}(0, T ; \xi)}{\mu_{2}^{22}(0, T ; \xi)}=\mu_{2}^{(2)}(0, T ; \xi)$.
- $a(-\xi)=a(\xi), b(-\xi)=-b(\xi)$,
$A(-\xi)=A(\xi), B(-\xi)=-B(\xi)$.
- $\operatorname{dets}(\xi)=\operatorname{det} S(\xi)=1$.
- $a(\xi)=1+O\left(\frac{1}{\xi}\right), b(\xi)=O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty, \operatorname{Im} \xi^{2} \geq 0$,
$A(\xi)=1+O\left(\frac{1}{\xi}\right), B(\xi)=O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty$, Im $^{4} \geq 0$.
These spectral functions do not exist independently, but depend on each other and satisfy certain relationships, we call it global relation

$$
\begin{equation*}
B(\xi) a(\xi)-A(\xi) b(\xi)=e^{4 i \lambda^{4} T} c^{+}(\xi), \operatorname{Im}^{2} \geq 0 \tag{49}
\end{equation*}
$$

where

$$
c^{+}(\xi)=\int_{0}^{\infty} e^{2 i \lambda^{2} x^{\prime}}\left(V_{1} \mu_{3}\right)\left(x^{\prime}, T ; \xi\right) d x^{\prime}
$$

For simplicity, we define $M(x, t ; \xi)$

$$
\begin{align*}
& M_{+}=\left(\frac{\mu_{2}^{D_{1}}}{a(\xi)}, \mu_{3}^{D_{1} \cup D_{2}}\right), \xi \in D_{1} \\
& M_{-}=\left(\frac{\mu_{1}^{D_{2}}}{d(\xi)}, \mu_{3}^{D_{1} \cup D_{2}}\right), \xi \in D_{2} \\
& M_{+}=\left(\mu_{3}^{D_{3} \cup D_{4}}, \frac{\mu_{1}^{D_{3}}}{\overline{d(\bar{\xi})}}\right), \xi \in D_{3}  \tag{50}\\
& M_{-}=\left(\mu_{3}^{D_{3} \cup D_{4}}, \frac{\mu_{2}^{D_{4}}}{a(\bar{\xi})}\right), \xi \in D_{4}
\end{align*}
$$

where

$$
\begin{equation*}
d(\xi)=a\left((\xi) \overline{A(\bar{\xi})}-b(\xi) \overline{B(\bar{\xi})}, \xi \in \bar{D}_{2}\right. \tag{51}
\end{equation*}
$$

Synthesizing the above definitions, we can get

$$
\begin{equation*}
\operatorname{det} M(x, t ; \xi)=1 \tag{52}
\end{equation*}
$$

and

$$
\begin{equation*}
M(x, t ; \xi)=I+O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty \tag{53}
\end{equation*}
$$

Theorem 2. Given a smooth function $q(x, t)$. Define $M(x, t ; \xi)$ as (50), and define $\mu_{j}(x, t ; \xi)(j=1,2,3)$ like (37). Then the jump matrices can be derived through

$$
\begin{equation*}
M_{+}(x, t ; \xi)=M_{-}(x, t ; \xi) J(x, t ; \xi), \xi^{4} \in R \tag{54}
\end{equation*}
$$

where

$$
J= \begin{cases}J_{1}(x, t ; \xi), & \arg \xi^{2}=0  \tag{55}\\ J_{2}(x, t ; \xi), & \arg \xi^{2}=\frac{\pi}{2} \\ J_{3}(x, t ; \xi)=J_{2} J_{1}^{-1} J_{4}, & \arg \xi^{2}=\pi \\ J_{4}(x, t ; \xi), & \arg \xi^{2}=\frac{3}{2} \pi\end{cases}
$$

and

$$
\begin{align*}
& J_{1}=\left(\begin{array}{cc}
\frac{1}{a \overline{ }} & \frac{b}{\bar{a}} e^{-2 i \theta(\xi)} \\
\frac{\bar{b}}{a} e^{2 i \theta(\xi)} & 1
\end{array}\right), \\
& J_{2}=\left(\begin{array}{cc}
1 & 0 \\
-\Gamma(\xi) e^{2 i \theta(\xi)} & 1
\end{array}\right),  \tag{56}\\
& J_{4}=\left(\begin{array}{cc}
1 & \overline{\Gamma(\bar{\xi})} e^{2 i \theta(\xi)} \\
0 & 1
\end{array}\right) .
\end{align*}
$$

with

$$
\begin{align*}
& \theta(\xi)=\lambda^{2} x+2 \lambda^{4} t=\left(\xi^{2}-1\right) x+2\left(\xi^{2}-1\right)^{2} t \\
& \Gamma(\xi)=\frac{\overline{B(\bar{\xi})}}{a(\xi) d(\xi)} \tag{57}
\end{align*}
$$

According to definition, we have to consider the residue conditions of $M(x, t ; \xi)$. By analyzing, we can know that both $a(\xi)$ and $d(\xi)$ have an even zero. Hence, we suppose that

1. $a(\xi)$ has $2 n$ simple zeros $\left\{\varepsilon_{j}\right\}_{j=1}^{2 n}, 2 n=2 n_{1}+2 n_{2}$. Furthermore, $\varepsilon_{j}\left(j=1,2, \ldots, 2 n_{1}\right)$ lie in $D_{1}$, $\bar{\varepsilon}_{j}\left(j=1,2, \ldots, 2 n_{2}\right)$ lie in $D_{2}$.
2. $d(\xi)$ has $2 N$ simple zeros $\left\{\gamma_{j}\right\}_{j=1}^{2 N}, 2 N=2 N_{1}+2 N_{2}$. In addition, $\gamma_{j}\left(j=1,2, \ldots, 2 N_{1}\right)$ lie in $D_{3}$, $\bar{\gamma}_{j}\left(j=1,2, \ldots, 2 N_{2}\right)$ lie in $D_{4}$.
3. $a(\xi)$ and $d(\xi)$ do not have any of the same zeros.

Theorem 3. For convenience, the mark $[M(x, t ; \xi)]_{1}$ denotes the first column of $M(x, t ; \xi)$. Similarly, $[M(x, t ; \xi)]_{2}$ denotes the second column. At the same time, we let $\dot{a}(\xi)=\frac{d a}{d \xi}$. Then, we get the residue condition as follows:

$$
\begin{align*}
& \text { (i) } \operatorname{Res}\left\{[M(x, t ; \xi)]_{1}, \varepsilon_{j}\right\}=\frac{1}{\dot{a}\left(\varepsilon_{j}\right) b\left(\varepsilon_{j}\right)} e^{2 i \theta\left(\varepsilon_{j}\right)}\left[M\left(x, t ; \varepsilon_{j}\right)\right]_{2}, j=1,2, \ldots, 2 n_{1} \text {, } \\
& \text { (ii) } \operatorname{Res}\left\{[M(x, t ; \xi)]_{2}, \bar{\varepsilon}_{j}\right\}=\frac{1}{\overline{\dot{a}\left(\bar{\varepsilon}_{j}\right) b\left(\bar{\varepsilon}_{j}\right)}} e^{-2 i \theta\left(\bar{\varepsilon}_{j}\right)}\left[M\left(x, t ; \bar{\varepsilon}_{j}\right)\right]_{1}, j=1,2, \ldots, 2 n_{2} \text {, } \\
& \text { (iii) } \quad \operatorname{Res}\left\{[M(x, t ; \xi)]_{1}, \gamma_{j}\right\}=\frac{\overline{B\left(\bar{\gamma}_{j}\right)}}{a\left(\gamma_{j}\right) \dot{d}\left(\gamma_{j}\right)} e^{2 i \theta\left(\gamma_{j}\right)}\left[M\left(x, t ; \gamma_{j}\right)\right]_{2}, j=1,2, \ldots, 2 N_{1} \text {, }  \tag{58}\\
& \text { (iv) } \operatorname{Res}\left\{[M(x, t ; \xi)]_{2}, \bar{\gamma}_{j}\right\}=\frac{B\left(\bar{\gamma}_{j}\right)}{\overline{a\left(\bar{\gamma}_{j}\right) \dot{d}\left(\bar{\gamma}_{j}\right)}} e^{2 i \theta\left(\bar{\gamma}_{j}\right)}\left[M\left(x, t ; \bar{\gamma}_{j}\right)\right]_{1}, j=1,2, \ldots, 2 N_{2} \text {. }
\end{align*}
$$

Proof. Just prove (i), and the other proof can be proved in the same way. Firstly, we take account of $M(x, t ; \xi)=\left(\frac{\mu_{2}^{D_{1}} a(\xi)}{,} \mu_{3}^{D_{1} \cup D_{2}}\right)$, the simple zeros $\varepsilon_{j}\left(j=1,2, \ldots, 2 n_{1}\right)$ of $a(\xi)$ are the simple poles of $\frac{\mu_{2}^{D_{1}}}{a(\xi)}$. Then we get

$$
\operatorname{Res}\left\{\frac{\mu_{2}^{D_{1}}(x, t ; \xi)}{a(\xi)}, \varepsilon_{j}\right\}=\lim _{\xi \rightarrow \varepsilon_{j}}\left(\xi-\varepsilon_{j}\right) \frac{\mu_{2}^{D_{1}}(x, t ; \xi)}{a(\xi)}=\lim _{\xi \rightarrow \varepsilon_{j}} \frac{\mu_{2}^{D_{1}}\left(x, t ; \varepsilon_{j}\right)}{a(\xi)-a\left(\varepsilon_{j}\right)} \underset{\zeta-\varepsilon_{j}}{ }=\frac{\mu_{2}^{D_{1}}\left(x, t ; \varepsilon_{j}\right)}{\dot{a}\left(\varepsilon_{j}\right)},
$$

Then taking $\xi=\varepsilon_{j}$ into the equation

$$
\mu_{3}^{D_{1} \cup D_{2}}=e^{-2 i \theta(\xi)} b(\xi) \mu_{2}^{D_{1}}+a(\xi) \mu_{2}^{D_{4}}
$$

we obtain

$$
\mu_{3}^{D_{1} \cup D_{2}}\left(x, t ; \varepsilon_{j}\right)=e^{-2 i \theta\left(\varepsilon_{j}\right)} b\left(\varepsilon_{j}\right) \mu_{2}^{D_{1}}\left(x, t ; \varepsilon_{j}\right)+a\left(\varepsilon_{j}\right) \mu_{2}^{D_{4}}\left(x, t ; \varepsilon_{j}\right),
$$

Finally,

$$
\operatorname{Res}\left\{\frac{\mu_{2}^{D_{1}}}{a(\xi)}, \varepsilon_{j}\right\}=\frac{e^{2 i \theta\left(\varepsilon_{j}\right)}}{\dot{a}\left(\varepsilon_{j}\right) b\left(\varepsilon_{j}\right)} \mu_{3}^{D_{1} \cup D_{2}}\left(x, t ; \varepsilon_{j}\right)
$$

Now, we discuss how to derive the potential $q(x, t)$ from the spectral functions $\mu_{j}(x, t ; \xi)(j=1,2,3)$. Reviewing what we did before, when (21) is a solution of (19), we have $\Psi_{1}^{o}=\frac{i}{2} Q D \sigma_{3}$. Suppose

$$
\mu=I+\frac{m^{(1)}}{\xi}+\frac{m^{(2)}}{\xi^{2}}+\frac{m^{(3)}}{\xi^{3}}+O\left(\xi^{4}\right), \xi \rightarrow \infty
$$

is a solution of (32).
As $\xi \rightarrow \infty$, letting $m(x, t)=m_{12}^{(1)}(x, t)$, namely

$$
m(x, t)=\lim _{\xi \rightarrow \infty}\left(\xi \mu_{j}(x, t ; \xi)\right)_{12}
$$

By direct calculation, we have

$$
\begin{equation*}
q(x, t)=2 i m(x, t) e^{2 i \int_{(0,0)}^{(x, t)} \Delta_{m}(x, t)} \tag{59}
\end{equation*}
$$

After that, it is clear to find that

$$
\begin{equation*}
q \bar{q}=4|m|^{2}, q \bar{q}_{x}-q_{x} \bar{q}=4\left(m \bar{m}_{x}-m_{x} \bar{m}\right)-32 i|m|^{4} \tag{60}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta=-2|m|^{2} d x+\left[2 i\left(m \bar{m}_{x}-m_{x} \bar{m}\right)+28|m|^{4}\right] d t \tag{61}
\end{equation*}
$$

Eventually, we can get the final form of the potential $q(x, t)$.

## 4. The Spectral Map and the Regular Riemann-Hilbert Problem

### 4.1. The Spectral Map

Definition 1. For initial values $q_{0}(x)=q(x, 0)$, the map $\mathbb{S}$ can be defined by

$$
\mathbb{S}:\left\{q_{0}(x)\right\} \rightarrow\{a(\xi), b(\xi)\}
$$

with

$$
\binom{b(\xi)}{a(\xi)}=\mu_{3}^{(2)}(x, 0 ; \xi), \operatorname{Im}^{2} \geq 0
$$

where $\mu_{3}(x, 0 ; \xi)$ is the unique solution of the Volterra linear integral equation

$$
\mu_{3}(x, 0 ; \xi)=I+\int_{\infty}^{x} e^{i \lambda^{2}\left(x^{\prime}-x\right) \hat{\sigma}_{3}} V_{1}\left(x^{\prime}, 0 ; \xi\right) \mu_{3}\left(x^{\prime}, 0 ; \xi\right) d x^{\prime}
$$

and $V_{1}(x, 0 ; \xi)$ is given by Equation (46).
Proposition 1. $a(\xi)$ and $b(\xi)$ possess these properties.
(i) $a(\xi)$ and $b(\xi)$ are analytic for $\left\{\xi \in C \mid \operatorname{Im} \xi^{2}>0\right\}$ and continuous for $\left\{\xi \in C \mid \operatorname{Im} \tilde{\xi}^{2} \geq 0\right\}$,
(ii) $a(\xi) \overline{a(\bar{\xi})}-b(\xi) \overline{b(\bar{\xi})}=1, \xi^{2} \in R$,
(iii) $a(\xi)=1+O\left(\frac{1}{\xi}\right), b(\xi)=O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty, \operatorname{Im} \xi^{2} \geq 0$,
(iv) $a(-\xi)=a(\xi), b(-\xi)=-b(\xi), \operatorname{Im} \xi^{2} \geq 0$,
(v) We define $\mathbb{Q}:\{a(\xi), b(\xi)\} \rightarrow\left\{q_{0}(x)\right\}$, as the inverse of map $\mathbb{S}$, with

$$
\begin{equation*}
q_{0}(x)=2 i m(x) e^{4 i \int_{0}^{x}\left|m\left(x^{\prime}\right)\right|^{2} d x^{\prime}}, m(x)=\lim _{\xi \rightarrow \infty}\left(\xi M^{(x)}(x, \xi)\right)_{12} \tag{62}
\end{equation*}
$$

where $M^{(x)}(x, \xi)$ is the unique solution of the following Riemann-Hilbert problem.

- $M^{(x)}(x, \xi)=\left\{\begin{array}{ll}M_{-}^{(x)}(x, \xi), & \operatorname{Im} \tilde{\xi}^{2} \leq 0 \\ M_{+}^{(x)}(x, \xi), & \operatorname{Im} \tilde{\xi}^{2} \geq 0\end{array}\right.$ is a meromorphic function.
- $M_{+}^{(x)}(x, \xi)=M_{-}^{(x)}(x, \xi) J^{(x)}(x, \xi), \xi^{2} \in R$,
where

$$
J^{(x)}(x, \xi)=\left(\begin{array}{cc}
\frac{1}{a(\xi) \bar{a}(\bar{\xi})} & \frac{b(\xi)}{a(\xi)} e^{-2 i \lambda^{2} x}  \tag{63}\\
-\frac{b(\bar{\zeta})}{a(\xi)} e^{2 i \lambda^{2} x} & 1
\end{array}\right), \xi^{2} \in R
$$

- $M^{(x)}(x, \xi)=I+O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty$.
- a( $\xi)$ has $2 n$ simple zeros $\left\{\varepsilon_{j}\right\}_{j=1}^{2 n}, 2 n=2 n_{1}+2 n_{2}$, such that $\varepsilon_{j},\left(j=1,2, \ldots, 2 n_{1}\right)$ lie in $D_{1}$, and $\bar{\varepsilon}_{j}$, $\left(j=1,2, \ldots, 2 n_{2}\right)$ lie in $D_{2}$.
- The first column of $M_{+}^{(x)}$ has simple poles at $\xi=\varepsilon_{j}, j=1,2, \ldots, 2 n_{1}$. Furthermore, the second column of $M_{-}^{(x)}$ has simple poles at $\xi=\bar{\varepsilon}_{j}, j=1,2, \ldots, 2 n_{2}$. The relevant residues are given by

$$
\begin{align*}
& \operatorname{Res}\left\{\left[M^{(x)}(x, \xi)\right]_{1,}, \varepsilon_{j}\right\}=\frac{e^{2 i\left(\varepsilon_{j}^{2}-1\right)} x}{\dot{a}\left(\varepsilon_{j}\right) b\left(\varepsilon_{j}\right)}\left[M^{(x)}\left(x, \varepsilon_{j}\right)\right]_{2}, j=1,2, \ldots, 2 n_{1},  \tag{64}\\
& \operatorname{Res}\left\{\left[M^{(x)}(x, \tilde{\xi})\right]_{2}, \bar{\varepsilon}_{j}\right\}=\frac{e^{-2 i\left(\bar{\varepsilon}_{j}^{2}-1\right)} x}{\overline{\dot{a}\left(\bar{\varepsilon}_{j}\right) b\left(\bar{\varepsilon}_{j}\right)}}\left[M^{(x)}\left(x, \bar{\varepsilon}_{j}\right)\right]_{1}, j=1,2, \ldots, 2 n_{2} \tag{65}
\end{align*}
$$

Definition 2. For boundary values $g_{0}(t)=q(0, t), g_{1}(t)=q_{x}(0, t)$, the map $\tilde{\mathbb{S}}$ can be defined by

$$
\tilde{\mathbb{S}}:\left\{g_{0}(t), g_{1}(t)\right\} \rightarrow\{A(\xi), B(\xi)\}
$$

with

$$
\binom{B(\xi)}{A(\xi)}=\mu_{1}^{(2)}(0, t ; \xi), \operatorname{Im} \tilde{\xi}^{2} \geq 0
$$

where $\mu_{1}(0, t ; \xi)$ is the unique solution of the Volterra linear integral equation

$$
\mu_{1}(0, t ; \xi)=I-\int_{t}^{T} e^{2 i \lambda^{4}\left(t^{\prime}-t\right) \hat{\sigma}_{3}} V_{2}\left(0, t^{\prime} ; \xi\right) \mu_{1}\left(0, t^{\prime}, \xi\right) d t^{\prime}
$$

and $V_{2}(0, t ; \xi)$ is given by (46).
Proposition 2. $A(\xi)$ and $B(\xi)$ possess these properties.
(i) $A(\xi)$ and $B(\xi)$ are analytic for $\left\{\xi \in C \mid \operatorname{Im} \xi^{4}>0\right\}$ and continuous $\left\{\xi \in C \mid \operatorname{Im} \xi^{4} \geq 0\right\}$,
(ii) $A(\xi) \overline{A(\bar{\xi})}-B(\xi) \overline{B(\bar{\xi})}=1, \xi^{4} \in R$,
(iii) $A(\xi)=1+O\left(\frac{1}{\xi}\right), B(\xi)=O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty, \operatorname{Im}^{4} \geq 0$,
(iv) $A(-\xi)=A(\xi), B(-\xi)=-B(\xi), \operatorname{Im} \xi^{4} \geq 0$,
(v) We define $\tilde{\mathbb{Q}}:\{A(\tilde{\xi}), B(\xi)\} \rightarrow\left\{g_{0}(t), g_{1}(t)\right\}$, as the inverse of map $\tilde{\mathbb{S}}$, with

$$
\begin{align*}
& g_{0}(t)=2 i m_{12}^{(1)}(t) e^{2 i \int_{0}^{t} \Delta_{2}\left(t^{\prime}\right) d t^{\prime}} \\
& g_{1}(t)=\left(4 m_{12}^{(2)}+\left|g_{0}(t)\right|^{2} m_{12}^{(1)}(t)\right) e^{2 i \int_{0}^{t} \Delta_{2}\left(t^{\prime}\right) d t^{\prime}}+i g_{0}(t)\left(2 m_{22}^{(2)}(t)+\left|g_{0}(t)\right|^{2}\right) \tag{66}
\end{align*}
$$

where

$$
\Delta_{2}(t)=4\left|m_{12}^{(1)}\right|^{4}+8\left(\operatorname{Re}\left[m_{12}^{(1)} \bar{m}_{12}^{(3)}\right]-\left|m_{12}^{(1)}\right|^{2} \operatorname{Re}\left[m_{22}^{(2)}\right]\right),
$$

with the functions $m^{(i)}(t)(i=1,2,3$. $)$ are depend on

$$
M^{(t)}(t, \xi)=I+\frac{m^{(1)}(t)}{\xi}+\frac{m^{(2)}(t)}{\xi^{2}}+\frac{m^{(3)}(t)}{\xi^{3}}+O\left(\frac{1}{\xi^{4}}\right), \xi \rightarrow \infty,
$$

where $M^{t}(t, \xi)$ is the unique solution of the following Riemann-Hilbert problem

- $M^{(t)}(t, \xi)=\left\{\begin{array}{ll}M_{-}^{(t)}(t, \xi), & \operatorname{Im} \xi^{4} \leq 0 \\ M_{+}^{(t)}(t, \xi), & \operatorname{Im} \xi^{4} \geq 0\end{array}\right.$ is a meromorphic function.
- $M_{+}^{(t)}(t, \xi)=M_{-}^{(t)}(t, \xi) J^{(t)}(t, \xi), \xi^{4} \in R$,
where

$$
J^{(t)}(t, \xi)=\left(\begin{array}{cc}
\frac{1}{A(\xi) \overline{A(\bar{\xi})}} & \frac{B(\xi)}{A(\bar{\zeta})}  \tag{67}\\
e^{-4 i \lambda^{4} t} \\
-\frac{\overline{B(\bar{\xi})}}{A(\bar{\zeta})} e^{4 i \lambda^{4} t} & 1
\end{array}\right), \xi^{4} \in R .
$$

- $M^{(t)}(t, \xi)=I+O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty$.
- $A(\xi)$ has $2 N$ simple zeros $\left\{\gamma_{j}\right\}_{j=1}^{2 N}, 2 N=2 N_{1}+2 N_{2}$, such that $\gamma_{j}\left(j=1,2, \ldots, 2 N_{1}\right)$ lie in $D_{3}$, and $\bar{\gamma}_{j}\left(j=1,2, \ldots, 2 N_{2}\right)$ lie in $D_{4}$.
- The first column of $M_{+}^{(t)}$ has simple poles at $\xi=\gamma_{j}, j=1,2, \ldots, 2 N_{1}$. And the second column of $M_{-}^{(t)}$ has simple poles at $\xi=\bar{\gamma}_{j}, j=1,2, \ldots, 2 N_{2}$. The relevant residues are given by

$$
\begin{align*}
& \operatorname{Res}\left\{\left[M^{(t)}(t, \xi)\right]_{1}, \gamma_{j}\right\}=\frac{e^{4 i\left(\gamma_{j}^{2}-1\right)^{2} t}}{\dot{A}\left(\gamma_{j}\right) B\left(\gamma_{j}\right)}\left[m^{(t)}\left(t, \gamma_{j}\right)\right]_{2}, j=1,2, \ldots, 2 N_{1}  \tag{68}\\
& \operatorname{Res}\left\{\left[M^{(t)}(t, \xi)\right]_{2}, \bar{\gamma}_{j}\right\}=\frac{e^{-4 i\left(\bar{\gamma}_{j}^{2}-1\right)^{2} t}}{\overline{\dot{A}\left(\bar{\gamma}_{j}\right) b\left(\bar{\gamma}_{j}\right)}}\left[M^{(t)}\left(t, \bar{\gamma}_{j}\right)\right]_{1}, j=1,2, \ldots, 2 N_{2} \tag{69}
\end{align*}
$$

### 4.2. The Regular Riemann-Hilbert Problem

Theorem 4. Given the smooth function $q_{0}(x)$, which is compatible with $g_{0}(t)$ and $g_{1}(t)$. The spectral functions $a(\xi), b(\xi), A(\xi)$, and $B(\xi)$ are defined according to the previous definitions. Furthermore, they satisfy the global relation (49). Clearly, it becomes $B(\xi) a(\xi)-A(\xi) b(\xi)=0$ when $\xi \rightarrow \infty$. Define the $M(x, t ; \xi)$ as the solution of this following Riemann-Hilbert problem.

- $M(x, t ; \xi)$ is a sectionally meromorphic function in $\left\{\xi \in C \mid \xi^{4} \in R\right\}$.
- The residue condition of $M(x, t ; \xi)$ satisfies Theorem 3
- $M(x, t ; \xi)$ satisfies the jump condition

$$
M_{+}(x, t ; \xi)=M_{-}(x, t ; \xi) J(x, t ; \xi), \xi^{4} \in R,
$$

where the jump matrices are defined by (55)-(57).

- $M(x, t ; \xi)=I+O\left(\frac{1}{\xi}\right), \xi \rightarrow \infty$.

Then, $M(x, t ; \xi)$ not only exists but is unique. In this way, the solution of the mNLS equation can be derived, which can be defined by

$$
\begin{align*}
& q(x, t)=2 i m(x, t) e^{2 i \int_{(0,0)}^{(x, t)} \Delta} \\
& m(x, t)=\lim _{\zeta \rightarrow \infty}\left(\xi \mu_{j}(x, t ; \xi)\right)_{12},  \tag{70}\\
& \Delta=-2|m|^{2} d x+\left[2 i\left(m \bar{m}_{x}-m_{x} m\right)+28|m|^{4}\right] d t .
\end{align*}
$$

Besides, $q(x, t)$ also satisfies the initial-boundary values condition

$$
q(x, 0)=q_{0}(x), q(0, t)=g_{0}(t), \text { and } q_{x}(0, t)=g_{1}(t) .
$$

Proof. Actually, if there are no zeros of $a(\xi)$ and $d(\xi)$, then the $2 \times 2$ function $M(x, t ; \xi)$ satisfies a non-singular Riemann-Hilbert problem. Due to the jump matrices $J(x, t ; \xi)$ possessing symmetry, we can find that this problem has a unique solution. On the other hand, when $a(\xi)$ and $d(\xi)$ have a certain number of zeros, by specific mapping, the singular Riemann-Hilbert problem can become no zeros with a system of algebraic equations; the unique solvability can be proved by the following theorem.

Theorem 5. The Riemann-Hilbert problem in Theorem 4 with the vanishing boundary condition

$$
M(x, t ; \xi) \rightarrow 0, \xi \rightarrow \infty
$$

has only the zero solution.
Proof. Firstly, we suppose that the matrix function $M(x, t ; \xi)$ is a solution of the Riemann-Hilbert problem in Theorem 4. At the same time, $A^{\dagger}$ means the complex conjugate transpose of $A$, where $A$ is a $2 \times 2$ matrix. We define

$$
\begin{align*}
& H_{+}(\xi)=M_{+}(\xi) M_{-}^{+}(-\bar{\xi}), \operatorname{Im} \tilde{\zeta}^{4} \geq 0 \\
& H_{-}(\xi)=M_{-}(\xi) M_{+}^{+}(-\bar{\xi}), \operatorname{Im}^{4} \leq 0 \tag{71}
\end{align*}
$$

where the $x$ and $t$ are dependent with each other. $H_{+}(\xi)$ and $H_{-}(\xi)$ are analytic in $\left\{\xi \in C \mid \operatorname{Im} \xi^{4}>0\right\}$ and $\left\{\xi \in C \mid \operatorname{Im} \xi^{4}<0\right\}$, respectively. Due to the symmetry, we can obtain from (54) and (55)

$$
\begin{equation*}
J_{1}^{\dagger}(-\bar{\xi})=J_{1}(\xi), J_{3}^{\dagger}(-\bar{\xi})=J_{3}(\xi), J_{2}^{\dagger}(-\bar{\xi})=J_{4}(\xi) . \tag{72}
\end{equation*}
$$

Then

$$
\begin{align*}
& H_{+}(\xi)=M_{-}(\xi) J(\tilde{\xi}) M_{-}^{\dagger}(-\bar{\xi}), \operatorname{Im}^{4} \in R \\
& H_{-}(\xi)=M_{-}(\xi) J^{\dagger}(-\bar{\xi}) M_{-}^{\dagger}(-\bar{\xi}), \operatorname{Im}^{4} \in R . \tag{73}
\end{align*}
$$

From the above two equations, it is easy to find that $H_{+}(\xi)=H_{-}(\xi)$. This means that $H_{+}(\xi)$ and $H_{-}(\xi)$ define an entire function decaying at infinity, hence the $H_{+}(\xi) \equiv 0$ and $H_{-}(\xi) \equiv 0$. Finding $J_{3}(i \hbar)(\hbar \in R)$ is a $2 \times 2$ unit Hermitian matrix for any $\hbar \in R$. It is not difficult to see that $J_{3}(i \hbar)(\hbar \in R)$ is a positive definite matrix. Now that $H_{-}(\hbar)=0$ for $\hbar \in i R$, we have

$$
\begin{equation*}
M_{+}(i \hbar) J_{3}(i \hbar) M_{+}^{+}(i \hbar)=0 . \tag{74}
\end{equation*}
$$

After simple calculation, we have $M_{+}(i \hbar)=0$ for $\hbar \in R$. Therefore, $M_{+}(\xi)=0, M_{-}(\xi)=0$.
Remark 1. $q(x, t)$ satisfies the $m N L S$ equation.
In fact, if $M(x, t ; \xi)$ is the solution of the Riemann-Hilbert problem defined by Theorem 4 and $q(x, t)$ is defined as the previous definition, with the help of the dressing method [45], we can find that $q(x, t)$ satisfies the Lax pair (18). Hence, $q(x, t)$ satisfies the mNLS equation.

Remark 2. Using the same proof method in Reference [32] can we prove that $q(x, t)$ satisfies the initial values $q(x, 0)=q_{0}(x)$ and boundary values $q(0, t)=g_{0}(t), q_{x}(0, t)=g_{1}(t)$, so in this paper, we leave this proof out.

## 5. Conclusions

In this paper, we mainly studied the initial-boundary values problem for the mNLS equation on the half line. Before we did this, with the help of prolongation structure theory, the Lax pair of this equation was derived. Then we reconstructed the Lax pair to obtain a Riemann-Hilbert problem, and therefore, the potential function has been represented by its solution. In future work, the long time asymptotic behavior for the solutions will be analyzed.

Author Contributions: All authors contributed equally to the writing of this paper. All authors read and approved the final manuscript.
Funding: This work was supported by Nature Science Foundation of Shandong Province of China (No.ZR2018MA017), China Postdoctoral Science Foundation funded project (No.2017M610436), Open Fund of the Key Laboratory of Meteorological Disaster of Ministry of Education (Nanjing University of Information Science and Technology) (No.KLME201801).
Conflicts of Interest: The authors declare no conflict of interest.

## References

1. $\mathrm{Xu}, \mathrm{X} . \mathrm{X} . ;$ Sun, Y.P. Two symmetry constraints for a generalized Dirac integrable hierarchy. J. Math. Anal. Appl. 2018, 458, 1073-1090. [CrossRef]
2. Mcanally, M.; Ma, W.X. An integrable generalization of the D-Kaup-Newell soliton hierarchy and its bi-Hamiltonian reduced hierarchy. Appl. Math. Comput. 2018, 323, 220-227. [CrossRef]
3. Ma, W.X. Conservation laws by symmetries and adjoint symmetries. Discret. Contin. Dynam. Syst. Ser. S 2017, 11, 707-721. [CrossRef]
4. $\mathrm{Xu}, \mathrm{X} . \mathrm{X}$. A deformed reduced semi-discrete Kaup-Newell equation, the related integrable family and Darboux transformation. Appl. Math. Comput. 2015, 251, 275-283. [CrossRef]
5. Hirota, R. A new form of Bäcklund transformations and its relation to the inverse scattering problem. Progr. Theor. Phys. 1974, 52, 1498-1512. [CrossRef]
6. $\mathrm{Xu}, \mathrm{X} . \mathrm{X}$.; Sun, Y.P. An integrable coupling hierarchy of Dirac integrable hierarchy, its Liouville integrability and Darboux transformation. J. Nonlinear Sci. Appl. 2017, 10, 3328-3343. [CrossRef]
7. Zhang, L.J.; Khalique, M. Classification and bifurcation of a class of second-order ODEs and its application to nonlinear PDEs. Discret. Contin. Dynam. Syst. Ser. S 2017, 11, 777-790. [CrossRef]
8. Lou, S.Y.; Ruan, H.Y.; Chen, D.F.; Chen, W.Z. Similarity reductions of the KP equation by a direct method. J. Phys. A Gen. Phys. 1999, 24, 1455. [CrossRef]
9. Ablowitz, M.J.; Segur, H. Solitons and the Inverse Scattering Transform; Siam: Philadelphia, PA, USA, 1981.
10. Gu, J.Y.; Zhang, Y.; Dong, H.H. Dynamic behaviors of interaction solutions of (3+1)-dimensional Shallow Water wave equation. Comput. Math. Appl. 2018, 76, 1408-1419. [CrossRef]
11. Liu, Y.; Dong, H.H.; Zhang, Y. Solutions of a discrete integrable hierarchy by straightening out of its continuous and discrete constrained flows. Anal. Math. Phys. 2018. [CrossRef]
12. Ma, W.X.; Zhou, Y. Lump solutions to nonlinear partial differential equations via Hirota bilinear forms. J. Differ. Eq. 2018, 264, 2633-2659. [CrossRef]
13. Zhang, Y.; Dong, H.H.; Zhang, X.E.; Yang, H.W. Rational solutions and lump solutions to the generalized (3+1)-dimensional Shallow Water-like equation. Comput. Math. Appl. 2016, 73, 246-252. [CrossRef]
14. Wang, H.; Wang, Y.H.; Dong, H.H. Interaction solutions of a (2+1)-dimensional dispersive long wave system. Comput. Math. Appl. 2018, 75, 2625-2628. [CrossRef]
15. Dong, H.Y.; Lu, C.N.; Yang, H.W. The finite volume WENO with Lax-Wendroff scheme for nonlinear system of Euler equations. Mathematics 2018, 6, 211. [CrossRef]
16. Lu, C.N.; Gao, Q.Q.; Fu, C.; Yang, H.W. Finite element method of BBM-Burgers equation with dissipative term based on Adaptive Moving Mesh. Discret. Dynam. Nat. Soc. 2017, 2017, 3427376. [CrossRef]
17. Tao, M.S.; Dong, H.H. Algebro-Geometric solutions for a discrete integrable equation. Discret. Dynam. Nat. Soc. 2017, 2017, 5258375. [CrossRef]
18. Hirota, R. Exact N -soliton solutions of the wave equation of long waves in Shallow-Water and in nonlinear lattices. J. Math. Phys. 1973, 14, 180-184. [CrossRef]
19. Feng, B.F.; Maruno, K.; Ohta, Y. A two-component generalization of the reduced Ostrovsky equation and its integrable semi-discrete analogue. J. Phys. A Math. Theor. 2016, 50, 055201. [CrossRef]
20. Feng, B.F.; Kawahara, T. Stationary travelling-wave solutions of an unstable KdV-Burgers equation. Phys. D Nonlinear Phenom. 2000, 137, 228-236. [CrossRef]
21. Tao, M.S.; Zhang, N.; Gao, D.Z.; Yang, H.W. Symmetry analysis for three-dimensional dissipation Rossby waves. Adv. Differ. Eq. 2018, 2018, 300. [CrossRef]
22. Ma, W.X.; Li, J.; Khalique, C.M. A Study on Lump Solutions to a Generalized Hirota-Satsuma-Ito Equation in (2+1)-Dimensions. Complexity 2018, 2018, 9059858. [CrossRef]
23. Fokas, A.S. A unified transform method for solving linear and certain nonlinear PDEs. Proc. R. Soc. Math. Phys. Eng. Sci. 1997, 453, 1411-1443. [CrossRef]
24. Fokas, A.S. On a class of physically important integrable equations. Phys. D Nonlinear Phenom. 1995, 87, 145-150. [CrossRef]
25. Fokas, A.S. A Unified Approach to Boundary Value Problems; Society for Industrial and Applied Mathematics: Philadelphia, PA, USA, 2008.
26. Fokas, A.S. Integrable nonlinear evolution equations on the half-Line. Commun. Math. Phys. 2002, 230, 1-39. [CrossRef]
27. Lenells, J. The derivative nonlinear Schrödinger equation on the half-line. Phys. D Nonlinear Phenom. 2009, 237, 3008-3019. [CrossRef]
28. Lenells, J. Initial-boundary value problems for integrable evolution equations with $3 \times 3$ Lax pairs. Phys. D Nonlinear Phenom. 2012, 241, 857-875. [CrossRef]
29. Lenells, J. The Degasperis-Procesi equation on the half-line. Nonlinear Anal. Theory Methods Appl. 2013, 76, 122-139. [CrossRef]
30. Lenells, J.; Fokas, A. Boundary-value problems for the stationary axisymmetric Einstein equations: A rotating disc. Nonlinearity 2009, 24, 177-206. [CrossRef]
31. Lenells, J. An integrable generalization of the sine-Gordon equation on the half-line. Ima J. Appl. Math. 2012, 76, 554-572. [CrossRef]
32. Xu, J.; Fan, E.G. A Riemann-Hilbert approach to the initial-boundary problem for derivative nonlinear Schröingder equation. Acta Math. Sci. 2014, 34, 973-994. [CrossRef]
33. Xu, J.; Fan, E.G. The initial-boundary value problem for the Ostrovsky-Vakhnenko equation on the half-line. Math. Phys. Anal. Geom. 2016, 19, 20. [CrossRef]
34. Xu, J.; Fan, E.G. Initial-boundary value problem for integrable nonlinear evolution equation with $3 \times 3$ Lax pairs on the interval. Stud. Appl. Math. 2016, 136, 321-354. [CrossRef]
35. Xu, J.; Fan, E.G. The three-wave equation on the half-line. Phys. Lett. A 2014, 378, 26-33. [CrossRef]
36. Geng, X.G.; Liu, H.; Zhu, J.Y. Initial-boundary value problems for the coupled nonlinear Schrödinger equation on the half-Line. Stud. Appl. Math. 2015, 135, 310-346. [CrossRef]
37. Tian, S.F. Initial-boundary value problems for the general coupled nonlinear Schrödinger equation on the interval via the Fokas method. J. Differ. Eq. 2017, 262, 506-558. [CrossRef]
38. Xu, J.; Fan, E.G. The unified transform method for the Sasa-Satsuma equation on the half-line. Physics 2013, 17, 445-452. [CrossRef] [PubMed]
39. Zhang, N.; Xia, T.C.; Fan, E.G. A Riemann-Hilbert approach to the Chen-Lee-Liu equation on the half line. Acta Math. Appl. Sin. Engl. Ser. 2018, 34, 493-515. [CrossRef]
40. Ma, W.X. Application of the Riemann-Hilbert approach to the multicomponent AKNS integrable hierarchies. Nonlinear Anal. Real World Appl. 2019, 47, 1-17. [CrossRef]
41. Hu, B.B.; Xia, T.C.; Ma, W.X. Riemann-Hilbert approach for an initial-boundary value problem of the two-component modified Korteweg-de Vries equation on the half-line. Appl. Math. Comput. 2018, 332, 148-159. [CrossRef]
42. Deift, P.; Zhou, X. A steepest descent method for oscillatory Riemann-Hilbert problems. Asymptotics for the mKdV equation. Ann. Math. 1993, 137, 295-368. [CrossRef]
43. Lenells, J. The nonlinear steepest descent method: Asymptotics for initial-boundary value problems. SIAM J. Math. Anal. 2015, 48, 273-311. [CrossRef]
44. Xu, J.; Fan, E.G. Long-time asymptotic for the derivative nonlinear Schrödinger equation with step-like initial value. Math. Phys. Anal. Geom. 2013, 16, 253-288. [CrossRef]
45. Lenells, J. Dressing for a novel integrable generalization of the nonlinear Schrödinger equation. J. Nonlinear Sci. 2009, 20, 709-722. [CrossRef]
46. Deift, P.; Zhou, X. Long-time asymptotics for solutions of the NLS equation with initial data in a weighted Sobolev space. Commun. Pure Appl. Math. 2010, 56, 1029-1077. [CrossRef]
47. Wahlquist, H.D.; Estabrook, F.B. Prolongation structures of nonlinear evolution equations. J. Math. Phys. 2008, 16, 1293-1297. [CrossRef]
48. Hermann, R. Pseudopotentials of Estabrook and Wahlquist, the Geometry of Solitons, and the Theory of Connections. Phys. Rev. Lett. 1976, 36, 791-795. [CrossRef]
49. Deconinck, B. A Constructive Test for Integrability of Semi-Discrete Systems. Phys. Lett. A 1996, 223, 45-54. [CrossRef]
50. Wang, D.S. Integrability of the coupled KdV equations derived from two-layer fluids: Prolongation structures and Miura transformations. Nonlinear Anal. 2010, 73, 270-281. [CrossRef]
51. Humphreys, J.E. Introduction to Lie Algebras and Representation Theory; Springer: New York, NY, USA, 1972.
52. Morris, H.C. Prolongation structures and nonlinear evolution equations in two spatial dimensions. II. A generalized nonlinear Schrödinger equation. J. Math. Phys. 1977, 18, 285-288. [CrossRef]
53. Karsten, T. Hamiltonian form of the modified nonlinear Schrödinger equation for gravity waves on arbitrary depth. J. Fluid Mech. 2011, 670, 404-426.
54. Wen, X.Y.; Yang, Y.Q.; Yan, Z.Y. Generalized perturbation ( $n, M$ )-fold Darboux transformations and multi-rogue-wave structures for the modified self-steepening nonlinear Schrödinger equation. Phys. Rev. E Stat. Nonlinear Soft Matter Phys. 2015, 92, 012917. [CrossRef] [PubMed]
55. Brizhik, L.; Eremko, A.; Piette, B.; Zakrzewski, W. Static solutions of a D-dimensional modified nonlinear Schrödinger equation. Nonlinearity 2003, 16, 1481-1497. [CrossRef]
56. Liu, J.Q.; Wang, Z.Q. Symmetric solutions to a modified nonlinear Schrödinger equation. Nonlinearity 2007, 21, 121. [CrossRef]
57. Strampp, W. Lax-pairs, spectral problems, and recursion operators. J. Math. Phys. 1984, 25, 2905-2909. [CrossRef]
58. Maimistov, A.I. Evolution of solitary waves which are approximately solitons of a nonlinear Schrödinger equation. Soviet J. Exp. Theor. Phys. 1993, 77, 727-731.
59. Mihalache, D.; Truta, N.; Panoiu, N.; Baboiu, D. Analytic method for solving the modified nonlinear Schrödinger equation describing soliton propagation along optical fibers. Phys. Rev. A 1993, 47, 3190-3194. [CrossRef] [PubMed]
(C) 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).

## Article

# On the Connection between Spherical Laplace Transform and Non-Euclidean Fourier Analysis 

Enrico De Micheli ${ }^{\dagger}$<br>IBF -Consiglio Nazionale delle Ricerche, Via De Marini, 6-16149 Genova, Italy; enrico.demicheli@cnr.it<br>$\dagger$ Dedicated to the memory of Professor Giovanni Alberto Viano.

Received: 17 January 2020; Accepted: 17 February 2020; Published: 20 February 2020


#### Abstract

We prove that, if the coefficients of a Fourier-Legendre expansion satisfy a suitable Hausdorff-type condition, then the series converges to a function which admits a holomorphic extension to a cut-plane. Next, we introduce a Laplace-type transform (the so-called Spherical Laplace Transform) of the jump function across the cut. The main result of this paper is to establish the connection between the Spherical Laplace Transform and the Non-Euclidean Fourier Transform in the sense of Helgason. In this way, we find a connection between the unitary representation of $\mathrm{SO}(3)$ and the principal series of the unitary representation of $\operatorname{SU}(1,1)$.
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## 1. Introduction

It is well known that the classical Fourier transform refers to the decomposition of a function belonging to an appropriate space into exponentials, which can be viewed as the irreducible unitary representations of the additive group of the real numbers. However, in the current most popular interpretation, particularly in connection with non-commutative groups, the phrase harmonic analysis has lost its original function-theoretic meaning and now it generally refers not to functions but to representations. It thus becomes natural to regard irreducible representations as the basic building blocks of the theory in place of exponential functions [1]. There are however examples in the theory of the semi-simple non-compact Lie groups where the classical setup prevails, in the sense that one can find a class of functions which play a role similar to that played by the exponentials on the real line. A typical example thereof is the group $\operatorname{SU}(1,1)$ : hereafter, we shall work at the level of homogeneous spaces associated with this group and, accordingly, we shall study the spherical functions that can be constructed in these spaces.

Within this framework, a fundamental role is played by the Helgason construction of the so-called non-Euclidean Fourier analysis [2]. The working ambient is the symmetric space $\mathrm{SU}(1,1) / \mathrm{SO}(2)$, i.e., the non-Euclidean disk. By the use of the Poisson kernel, the analog of the plane waves are constructed in the case of the hyperbolic disk and, successively, an integral representation of the conical functions $P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh r)$ (i.e., the Legendre functions of the first kind with index $\left.\left(-\frac{1}{2}+\mathrm{i} \mu\right), \mu \in \mathbb{R}\right)$ is derived in terms of these hyperbolic waves. It can thus be proved for these functions a product formula, which corresponds to the classical product formula of the exponentials. Finally, a Fourier transform on the non-Euclidean disk can be set up, which is exactly the tool analogous to the classical Fourier transform. In this connection, it is worth recalling that the conical functions can be associated with the
principal series of the irreducible unitary representation of the group $\operatorname{SU}(1,1)$, which acts transitively on the hyperbolic disk.

Consider now an isotropic cone in $\mathbb{R}^{3}$. We focus on the two-sheeted hyperboloid interior to the cone. By stereographic projection, the upper sheet of the two-sheeted hyperboloid can be mapped into the interior of the unit disk. Since the connected component of the two-sheeted hyperboloid is the homogeneous space $\mathrm{SO}_{0}(1,2) / \mathrm{SO}(2)$, the non-Euclidean Fourier analysis coincides with the harmonic analysis on $\mathrm{SO}_{0}(1,2) / \mathrm{SO}(2)$. We can thus define and study the Fourier transform on the two-sheeted hyperboloid.

Harmonic analysis can be studied also on the one-sheeted hyperboloid, which is a pseudo-Riemannian symmetric space $\mathrm{SO}_{0}(1,2) / \mathrm{SO}_{0}(1,1)$. It is then possible to construct on this symmetric space spherical functions, which turn out to be the Legendre functions of the second kind. A peculiar feature of this space is that it can be equipped with the partial ordering associated with the light cone in $\mathbb{R}^{3}$ : namely, $x \geqslant y \Leftrightarrow(x-y)$ belongs to the closed future cone of $\mathbb{R}^{3}$. The one-sheeted hyperboloid equipped with this ordering relation is a causal symmetric space [3]. Accordingly, we can introduce a Volterra algebra of kernels, i.e., kernels $K(x, y)$ whose support is contained in the set $\Gamma \doteq\left\{(x, y) \in X_{2} \times X_{2}: x \geqslant y\right\}$, where $X_{2}$ is the one-sheteed hyperboloid. A kernel $K$ is said to be invariant under $G \equiv \mathrm{SO}_{0}(1,2)$ if for any $g \in G: K(g x, g y)=K(x, y),(x, y) \in \Gamma$. An invariant Volterra kernel $K$ can be identified with a function $f$ on $G$ through the equality: $K\left(g e_{2}, e_{2}\right)=f(g)$, where $g \in G$ and $e_{2}=(0,0,1)$ (see next Figure 1 ) is the point which features $h e_{2}=e_{2}$, with $h \in \mathrm{SO}_{0}(1,1)$ [4-7]. Successively, the spherical Laplace transform for this class of functions can be defined. This transform, as the ordinary Laplace transform, is holomorphic in a half-plane and, in the specific case of the spherical Laplace transform, this analyticity property follows from the analyticity property of the Legendre functions of the second kind $Q_{\lambda}(\cdot)$, which are holomorphic in the half-plane $\mathbb{C}_{(-1)}^{(+)} \doteq\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda>-1\}$. These latter functions are indeed the spherical functions on ordered symmetric spaces in the sense of Faraut et al. [7].


Figure 1. Horocyclic fibration of the one-sheteed hyperboloid $X_{2}^{+}$.

Another question closely related to this type of problems is the holomorphic extension associated with Fourier-Legendre expansions of the type: $\frac{1}{4 \pi} \sum_{n=0}^{\infty}(2 n+1) a_{n} P_{n}(\cos \theta)$, where $P_{n}(\cdot)$ denotes the Legendre polynomials. In this paper, we prove that, if the sequence $\left\{(n+1)^{2} a_{n}\right\}_{n=0}^{\infty}$ satisfies a suitable Hausdorff-type condition [8], then the function $f(\cos \theta)$, to which the Fourier-Legendre series converges in the interval $(-1,1)$, admits a holomorphic extension to the complex $\cos \theta$-plane cut along the semi-axis $[1,+\infty)$. The first result we prove is a basic feature of the holomorphic extension associated with Fourier-Legendre series: the dual analyticity property. To classes of functions which are holomorphic in the $\cos \theta$-plane cut along $[1,+\infty)$, there correspond classes of functions, denoted $\tilde{a}(\lambda)(\lambda \in \mathbb{C})$, which are expressed as a spherical Laplace transform, holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$, of Carlsonian-type (i.e., of suitable exponential growth; see next Theorem 1) and, therefore, unique interpolants of the coefficients $a_{n}$ of the Fourier-Legendre series, i.e., $\left.\tilde{a}(\lambda)\right|_{\lambda=n}=a_{n}(n=0,1,2, \ldots)$.

At this point, two strictly related problems emerge. On the one hand, the possibility of connecting, via analytic continuation, the completeness of the spherical functions for $\mathrm{SO}(3)$ to the completeness of the corresponding expansion of $\operatorname{SL}(2, \mathbb{R})$, which is the group acting transitively on the upper half-plane, where the model of the non-Euclidean geometry can be realized, while, on the other hand, continuing the unitary representations of $\mathrm{SO}(3)$ to give the unitary representations of $\operatorname{SL}(2, \mathbb{R})$. The first problem has been initially tackled by Stein and Wainger [9], while, for what concerns the second one, the reader is referred to the work of R. Hermann [10]. However, both of these problems require linking the spherical Laplace transform to the non-Euclidean Fourier analysis. When we consider the ordinary Laplace transform of a function $f \in L^{1}(0,+\infty) \cap L^{2}(0,+\infty)$,

$$
\tilde{f}(\lambda)=\int_{0}^{+\infty} e^{-\lambda v} f(v) \mathrm{d} v \quad(\lambda \in \mathbb{C}, \operatorname{Re} \lambda>0)
$$

we obtain for $\lambda=\mathrm{i} \mu(\mu \in \mathbb{R})$ :

$$
\widetilde{f}(\mathrm{i} \mu)=\int_{-\infty}^{+\infty} e^{-\mathrm{i} \mu v} f(v) \mathrm{d} v \quad(\mu \in \mathbb{R})
$$

which is precisely the Fourier transform of $f(v)$, it being well-defined in view of the assumption $f \in$ $L^{1}(0,+\infty)$. Since $f \in L^{1}(0,+\infty) \cap L^{2}(0,+\infty)$, the Fourier transform can be inverted to recover $f(v)$ in terms of $\tilde{f}(\mathrm{i} \mu)$ through the inverse Fourier transform, which converges to $f(v)$ as a limit in the mean order two. Correspondingly, we pass from the non-unitary representation $e^{-\lambda v}(\lambda \in \mathbb{C}, \operatorname{Re} \lambda>0, \mu \equiv \operatorname{Im} \lambda \in \mathbb{R})$ to the unitary irreducible representation $e^{-\mathrm{i} \mu v}(\mu, v \in \mathbb{R})$ that we mentioned at the beginning of the Introduction. This connection can be extended. One of our results consists indeed of proving that the spherical Laplace transform reduces to the non-Euclidean Fourier transform at $\operatorname{Re} \lambda=-\frac{1}{2}$, which is precisely the value corresponding to the principal series of the unitary representations of the group $\mathrm{SU}(1,1)$, which acts transitively on the hyperbolic disk. This result has been obtained by establishing a bridge between the harmonic analysis on the one-sheeted hyperboloid and the harmonic analysis on the two-sheeted hyperboloid.

The harmonic analysis in causal symmetric spaces has been a subject of growing interest in the last three decades, and the research on these topics has flowed in various directions. Some papers have been devoted to the proof of the Paley-Wiener theorem for spherical Laplace transform [11,12] and others have treated the inversion problem extended up to the so-called $\Theta$-transform [13]. In [14], Bertram has studied the compact symmetric space and its non-compact dual, both realized as real forms of their common complexification; this analysis has been performed by exploring the Ramanujan garden and by the use of the so-called Master Theorem. Working in a different direction, Gindinkin and Krötz [15] have studied the complex crown of Riemannian symmetric spaces and non-compactly causal symmetric spaces.

This allowed them to prove the conjecture that every non-compactly causal symmetric space occurs as a component of a distinguished boundary of some complex crown [15]. Finally, it is worth recalling that the question of relating the harmonic analysis of different real forms of a complex symmetric space has been studied also in the context of scattering theory and resonances [16-20].

The paper is organized as follows. In Section 2, we study the holomorphic extension associated with the Fourier-Legendre expansion by means of the spherical Laplace transform. We are thus led to develop the harmonic analysis on the complex one-sheeted hyperboloid $X_{2}^{(c)}$, which contains as submanifolds either the Euclidean sphere $\left(i \mathbb{R} \times \mathbb{R}^{2}\right) \cap X_{2}^{(c)}$ on which the Fourier-Legendre expansion can be developed, and the real one-sheeted hyperboloid, which contains the support of the cut. In Section 3, we analyze the relationship between the spherical Laplace transform and the non-Euclidean Fourier transform. For this purpose, we consider a real two-sheeted hyperboloid, and, in this geometrical setting, we can recover the non-Euclidean Fourier transform in the sense of Helgason. Finally, in Section 4, some conclusions will be drawn.

## 2. Holomorphic Extension Associated with the Fourier-Legendre Expansion and the Spherical Laplace Transform

### 2.1. The Complex One-Sheeted Hyperboloid

In the space $\mathbb{C}^{3}$ of the variable $z=\left(z_{0}, z_{1}, z_{2}\right)$, we consider the complex quadric $X_{2}^{(c)}$ with equation

$$
-z_{0}^{2}+z_{1}^{2}+z_{2}^{2}=1
$$

which is a one-sheeted complex hyperboloid. Next, we introduce two systems of coordinates: polar and horocyclic coordinates.

## Polar Coordinates:

$$
\begin{align*}
& z_{0}=-i \sin \theta \cosh \varphi,  \tag{1a}\\
& z_{1}=-i \sin \theta \sinh \varphi,  \tag{1b}\\
& z_{2}=\cos \theta \tag{1c}
\end{align*} \quad(\theta, \varphi \in \mathbb{C})
$$

If $\theta=u(u \in \mathbb{R})$ and $\varphi=\mathrm{i} \psi(\psi \in \mathbb{R})$, (1) reads

$$
\begin{align*}
& x_{0}=-\mathrm{i} \sin u \cos \psi  \tag{2a}\\
& x_{1}=\sin u \sin \psi, \quad(u, \psi \in \mathbb{R}),  \tag{2b}\\
& x_{2}=\cos u \tag{2c}
\end{align*}
$$

It can be easily verified that: $-x_{0}^{2}+x_{1}^{2}+x_{2}^{2}=\sin ^{2} u+\cos ^{2} u=1$ that is, one obtains as a real submanifold of the complex one-sheeted hyperboloid $X_{2}^{(c)}$ the Euclidean sphere $\mathbb{S}_{2}=\left(\mathrm{i} \mathbb{R} \times \mathbb{R}^{2}\right) \cap X_{2}^{(c)}$ (i $\mathbb{R}$ referring to the coordinate $z_{0}$ of $z$ ).

Similarly, if $\theta=\mathrm{i} v(v \in \mathbb{R})$ and $\varphi=\psi(\psi \in \mathbb{R})$, (1) becomes

$$
\begin{align*}
& x_{0}=\sinh v \cosh \psi,  \tag{3a}\\
& x_{1}=\sinh v \sinh \psi,  \tag{3b}\\
& x_{2}=\cosh v . \tag{3c}
\end{align*} \quad(v, \psi \in \mathbb{R}),
$$

In this case, it is easily verified that: $-x_{0}^{2}+x_{1}^{2}+x_{2}^{2}=\cosh ^{2} v-\sinh ^{2} v=1$. Equation (3) describes only the subset $X_{2}^{+} \doteq\left\{x \in X_{2}: x_{2} \geqslant 1\right\}$ of the real one-sheeted hyperboloid $X_{2}$, which is precisely what we need for the current analysis. Finally, let $\widehat{X}^{+}$denote the (real) meridian lying in the plane $x_{1}=0$ with equation: $x_{0}^{2}-x_{2}^{2}=-1$.

## Horocyclic Coordinates:

We now introduce another system of coordinates $(\tau, \zeta)$ as follows:

$$
\begin{align*}
& z_{0}=-\mathrm{i} \sin \tau+\frac{1}{2} \zeta^{2} e^{-\mathrm{i} \tau}  \tag{4a}\\
& z_{1}=\zeta e^{-\mathrm{i} u}  \tag{4b}\\
& z_{2}=\cos \tau-\frac{1}{2} \zeta^{2} e^{-\mathrm{i} \tau} \tag{4c}
\end{align*} \quad(\tau, \zeta \in \mathbb{C})
$$

For $\tau=\mathrm{i} w(w \in \mathbb{R})$ and $\zeta \in \mathbb{R}$, Equation (4) reads

$$
\begin{align*}
& x_{0}=\sinh w+\frac{1}{2} \zeta^{2} e^{w}  \tag{5a}\\
& x_{1}=\zeta e^{w},  \tag{5b}\\
& x_{2}=\cosh w-\frac{1}{2} \zeta^{2} e^{w} \tag{5c}
\end{align*} \quad(w, \zeta \in \mathbb{R}),
$$

Then, we consider the intersection points $x_{w}$ of $\widehat{X}^{+}$with the family of planes $P_{w}: x_{0}+x_{2}=e^{w}$ $(w \in \mathbb{R})$ (see Equation (5)), i.e., the points $x_{w}=(\sinh w, 0, \cosh w)$. The sections of $X_{2}$ by these planes are the (real) parabolae $\Pi_{w}^{+}$(except in the case $x_{0}+x_{2}=0$ ). When $\zeta=0$ in (5), we obtain the point $x_{w}$, which is the apex of the corresponding parabola $\Pi_{w}^{+}$(see Figure 1).

This geometrical construction can now be extended to the complex one-sheeted hyperboloid $X_{2}^{(c)}$. We consider the (complex) hyperbola $\widehat{X}^{(c)}$ lying in the plane $z_{1}=0$, whose equation is: $z_{0}^{2}-z_{2}^{2}=$ -1 (see Equation (4)), and its intersections with the family of planes $P_{\tau}$ with equation $z_{0}+z_{2}=e^{-\mathrm{i} \tau}$ $(\tau \in \dot{C} \doteq \mathbb{C} / 2 \pi \mathbb{Z})$. Each plane $P_{\tau}$ intersects the hyperbola $\widehat{X}^{(c)}$ at the (unique) point $z_{\tau}=\left(z_{0}=\right.$ $\left.-\mathrm{i} \sin \tau, z_{1}=0, z_{2}=\cos \tau\right)$, thus defining a bijection from the set of planes $\mathcal{P} \doteq\left\{P_{\tau}: \tau \in \dot{\mathbb{C}}\right\}$ onto $\widehat{X}^{(c)}=\left\{z_{\tau}: \tau \in \mathbb{C}\right\}$. For each $\tau \in \mathbb{C}$, the manifold $P_{\tau} \cap X_{2}^{(c)}$ is a complex parabola $\Pi_{\tau}$, which we call a complex horocycle. The set of horocycles $\left\{\Pi_{\tau}: \tau \in \overleftarrow{\mathbb{C}}\right\}$ defines a fibration with basis $\widehat{X}^{(c)}$ on the dense domain $X_{2}^{\prime(c)} \doteq\left\{z \in X_{2}^{(c)}: z_{0}+z_{2} \neq 0\right\}$ of $X_{2}^{(c)}$. We can therefore associate with this fibration the parametric representation of ${X_{2}^{\prime}}^{(c)}$ given by Equation (4), $(\tau, \zeta)$ being the horocyclic coordinates of the point $z \in X_{2}^{\prime(c)}$.

### 2.2. The Radon Transform

We now define a Radon-type transformation in $X_{2}$, where the horocycles defined above play the same role as the planes do in the ordinary Radon transformation. We introduce the following integral:

$$
\begin{equation*}
\int_{h_{w}} \underline{F}\left(\cosh w-\frac{1}{2} \zeta^{2} e^{w}\right) \mathrm{d} \zeta=\widehat{F}(w) \tag{6}
\end{equation*}
$$

where $h_{w}$ is the oriented segment of horocycle, which is represented by the arc of parabola whose apex is obtained by setting $\zeta=0$ in (5) (i.e., its coordinates are: $x_{0}=\sinh w, x_{1}=0, x_{2}=\cosh w ; w \in \mathbb{R}$ ), and whose endpoints lie on the plane $x_{2}=1$. The function $\underline{F}$ is assumed to satisfy the regularity conditions that make integral (6) convergent.

Remark 1. Legendre expansions, which will be our concern later, involve functions depending only on $\cos u=x_{2}$ (see (2c)). This is why, in the integral (6), we limit ourselves to consider functions only of the form $\underline{F}=\underline{F}(\cosh w-$ $\left.\frac{1}{2} \zeta^{2} e^{w}\right)(\operatorname{see}(5 \mathrm{c})$ ).

Since the integrand in (6) is an even function of $\zeta$, the integration domain can be restricted to the part $h_{w}^{+}$of $h_{w}$ with $x_{1} \geqslant 0$, which can be parametrized as follows (see (5)):

$$
\begin{equation*}
h_{w}^{+}=\left\{x \in \Pi_{w}^{+} ; x=x(\zeta, w) ; \zeta(\delta)=\left[2 e^{-w}(1-\delta)(\cosh w-1)\right]^{\frac{1}{2}} ; 0 \leqslant \delta \leqslant 1\right\} \quad(w \in \mathbb{R}) \tag{7}
\end{equation*}
$$

positively oriented from the apex to the endpoint lying on $x_{2}=1$. For $\delta=1$, we have $\zeta=0$, which yields the apex of the parabola representing the horocycle; for $\delta=0$, we have $\zeta=\left[2 e^{-w}(\cosh w-1)\right]^{1 / 2}$, which gives the intersection of the horocycle with the plane $x_{2}=1$.

We may now introduce another parametrization of the segment of horocycle $h_{w}^{+}$, which is obtained by setting $x_{2}=\cosh v($ see (3c)):

$$
\begin{equation*}
h_{w}^{+}=\left\{x \in \Pi_{w}^{+} ; x=x(\zeta, w) ; \zeta(v)=\left[2 e^{-w}(\cosh w-\cosh v)\right]^{\frac{1}{2}} ; 0 \leqslant v \leqslant w\right\} \quad(w \in \mathbb{R}) \tag{8}
\end{equation*}
$$

Indeed, we have $\zeta=0$ for $v=w$ (the apex of the parabola) and $\zeta=\left[2 e^{-w}(\cosh w-1)\right]^{1 / 2}$ for $v=0$ (endpoint of the parabola: $\left.x_{2}=\cosh v=1\right)$. Since $\mathrm{d} \zeta / \mathrm{d} v=-e^{-w / 2} \sinh v[2(\cosh w-\cosh v)]^{-1 / 2}$, integral (6) takes the form:

$$
\begin{equation*}
\widehat{F}(w)=2 e^{-w / 2} \int_{0}^{w} \underline{F}(\cosh v) \frac{\sinh v}{[2(\cosh w-\cosh v)]^{\frac{1}{2}}} \mathrm{~d} v \doteq e^{-w / 2}(\mathcal{A} F)(w) \quad(w \in \mathbb{R}) \tag{9}
\end{equation*}
$$

where $(\mathcal{A} F)(w)$ is an Abel-type integral.
The fibration realized by the horocycles $\Pi_{w}^{+}$can now be extended to the complex domain by using the complex horocycles $\Pi_{\tau}(\tau=t+\mathrm{i} w ; t, w \in \mathbb{R})$, whose intersection with the (complex) meridian hyperbola $\widehat{X}^{(c)}$ is the point $z_{\tau}=(-i \sin \tau, 0, \cos \tau)$. Accordingly, we introduce the following integral:

$$
\begin{equation*}
2 \int_{h_{\tau}^{+}} f\left(\cos \tau-\frac{1}{2} \zeta^{2} e^{-\mathrm{i} \tau}\right) \mathrm{d} \zeta=\widehat{f}(\tau) \tag{10}
\end{equation*}
$$

$h_{\tau}^{+}$being the (oriented) arc of the complex horocycle defined by (see (4) and (7)):

$$
h_{\tau}^{+}=\left\{z \in \Pi_{\tau} ; z=z(\zeta, \tau) ; \zeta(\delta)=\left[2 e^{\mathrm{i} \tau}(1-\delta)(\cos \tau-1)\right]^{\frac{1}{2}} ; 0 \leqslant \delta \leqslant 1\right\} \quad(\tau \in \mathbb{C})
$$

For $\delta=1$, we have $\zeta=0$, i.e., the point $z_{\tau}$ belonging to $\widehat{X}^{(c)}$, while for $\delta=0$ we have $\zeta=$ $\left[2 e^{i \tau}(\cos \tau-1)\right]^{1 / 2}$, which is the intersection of $h_{\tau}^{+}$with the plane $z_{2}=1$. Similarly to what done before, we may now introduce the following parametrization of $h_{\tau}^{+}$, obtained by setting $z_{2}=\cos \theta$ $(\theta \in \mathbb{C}, \theta=u+\mathrm{i} v$; see (1) and (8)):

$$
h_{\tau}^{+}=\left\{z \in \Pi_{\tau} ; z=z(\zeta, \tau) ; \zeta(\theta)=\left[2 e^{i \tau}(\cos \tau-\cos \theta)\right]^{\frac{1}{2}} ; \theta \in \gamma_{\tau}\right\} \quad(\tau \in \mathbb{C})
$$

where $\gamma_{\tau}$ denotes the ray in the $\theta$-plane oriented from 0 to $\tau$ :

$$
\gamma_{\tau}=\{\theta=\theta(\delta) ; \cos \theta(\delta)-1=\delta(\cos \tau-1) ; 0 \leqslant \delta \leqslant 1\} \quad(\tau \in \mathbb{C})
$$

Now, since $\mathrm{d} \zeta / \mathrm{d} \theta=e^{\mathrm{i} \tau / 2}[2(\cos \tau-\cos \theta)]^{-1 / 2} \sin \theta$, integral (10) can be rewritten in the form:

$$
\begin{equation*}
\widehat{f}(\tau)=-2 e^{\mathrm{i} \tau / 2} \int_{\gamma_{\tau}} f(\theta) \frac{\sin \theta}{[2(\cos \tau-\cos \theta)]^{\frac{1}{2}}} \mathrm{~d} \theta \tag{11}
\end{equation*}
$$

where $f(\theta) \equiv \underline{f}(\cos \theta)$. The relevant branch of the function $[2(\cos \tau-\cos \theta)]^{-1 / 2}$ is specified by the condition that, for $\tau=\mathrm{i} w$ and $\theta=\mathrm{i} v($ with $w>v)$, it takes the value $[2(\cosh w-\cosh v)]^{-1 / 2} \geqslant 0$. Putting in (11) $\tau=\mathrm{i} w, \theta=\mathrm{i} v$, we re-obtain precisely the r.h.s. of formula (9), once $\underline{f}$ is identified with $\underline{F}$.

Restricting formula (11) to the set of real values for the variables $\tau$ and $\theta$, namely, $\tau=t$ and $\theta=u$ ( $t, u \in \mathbb{R}$ ), from (11), we obtain

$$
\begin{equation*}
\widehat{f}(t)=-2 e^{\mathrm{it} / 2} \int_{0}^{t} f(u) \frac{\sin u}{[2(\cos t-\cos u)]^{\frac{1}{2}}} \mathrm{~d} u \tag{12}
\end{equation*}
$$

Accounting for the relevant branch of the factor $[2(\cos \tau-\cos \theta)]^{-1 / 2}$ in (11), formula (12) can be written in the following more precise form (involving a positive bracket):

$$
\begin{equation*}
\widehat{f}(t)=-2 \mathrm{i} \varepsilon(t) e^{\mathrm{i} t / 2} \int_{0}^{t} f(u) \frac{\sin u}{[2(\cos u-\cos t)]^{\frac{1}{2}}} \mathrm{~d} u \tag{13}
\end{equation*}
$$

where $\varepsilon(t)$ denotes the sign function.

### 2.3. Holomorphic Extension Associated with Trigonometric Series

### 2.3.1. Fourier-Legendre Expansions as Trigonometric Series

Consider the following Legendre series

$$
\begin{equation*}
\frac{1}{4 \pi} \sum_{n=0}^{\infty}(2 n+1) a_{n} P_{n}(\cos u) \tag{14}
\end{equation*}
$$

where $P_{n}(\cdot)$ denotes the Legendre polynomials, which satisfy the following integral representation:

$$
P_{n}(\cos u)=\frac{1}{\pi} \int_{0}^{\pi}(\cos u+\mathrm{i} \sin u \cos \eta)^{n} \mathrm{~d} \eta
$$

Suppose that expansion (14) converges to a function $\underline{f}(\cos u)$ absolutely integrable in the interval $u \in[0, \pi]$. Then, the Legendre coefficients $a_{n}$ can be written as

$$
a_{n}=2 \pi \int_{0}^{\pi} \underline{f}(\cos u) P_{n}(\cos u) \sin u \mathrm{~d} u
$$

In Ref. [21], we proved the following proposition.
Proposition 1. The Legendre coefficients $\left\{a_{n}\right\}_{n=0}^{\infty}$ coincide with the Fourier coefficients of the following form:

$$
\begin{equation*}
a_{n}=\int_{-\pi}^{\pi} \widehat{f}(t) e^{\mathrm{i} n t} \mathrm{~d} t \quad(n=0,1,2, \ldots) \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{f}(t)=-2 \mathrm{i} \varepsilon(t) e^{\mathrm{i} t / 2} \int_{0}^{t} f(u) \frac{\sin u}{[2(\cos u-\cos t)]^{\frac{1}{2}}} \mathrm{~d} u \tag{16}
\end{equation*}
$$

with $f(u) \equiv \underline{f}(\cos u)$, and $\varepsilon(t)$ being the sign function.
Proof. See Proposition 3.1 of Ref. [21].
Note that (16) coincides with (13). From (16), it is easy to verify that

$$
\begin{equation*}
\widehat{f}(t)=-e^{\mathrm{i} t} \widehat{f}(-t), \tag{17}
\end{equation*}
$$

which, through (15), yields the following symmetry relation for the Legendre coefficients:

$$
\begin{equation*}
a_{n}=-a_{-n-1} \quad(n \in \mathbb{Z}) \tag{18}
\end{equation*}
$$

Now, we can introduce the following trigonometric series, assuming (18) to hold:

$$
\begin{align*}
& \frac{1}{2 \pi} \sum_{n=-\infty}^{+\infty} a_{n} e^{-\mathrm{i} n t}=\frac{1}{2 \pi}\left[\sum_{n=0}^{+\infty} a_{n} e^{-\mathrm{i} n t}-e^{\mathrm{i} t} \sum_{n=0}^{+\infty} a_{n} e^{\mathrm{i} n t}\right]  \tag{19}\\
& \quad=\frac{1}{2 \pi} e^{\mathrm{i}(t-\pi) / 2} \sum_{n=-\infty}^{+\infty}(-1)^{n} a_{n} \cos \left[\left(n+\frac{1}{2}\right)(t-\pi)\right]=\frac{1}{2 \pi} e^{\mathrm{i}(t-\pi) / 2} \sum_{n=-\infty}^{+\infty} a_{n} \sin \left[\left(n+\frac{1}{2}\right) t\right],
\end{align*}
$$

and study the associated holomorphic extension.

### 2.3.2. Holomorphic Extension Associated with Trigonometric Series

Consider a sequence $\left\{f_{n}\right\}_{n=0}^{\infty}$ of (real) numbers, and denote by $\Delta$ the difference operator:

$$
\Delta f_{n}=f_{n+1}-f_{n}
$$

We have:

$$
\Delta^{k} f_{n}=\underbrace{\Delta \times \Delta \times \cdots \Delta}_{k-\text { times }} f_{n}=\sum_{m=0}^{k}(-1)^{m}\binom{k}{m} f_{n+k-m}
$$

(for any integer $k \geqslant 0$ ); $\Delta^{0}$ is the identity operator, by definition. Suppose that there exists a positive constant $M$ such that

$$
\begin{equation*}
(n+1)^{(1+\varepsilon)} \sum_{i=0}^{n}\binom{n}{i}^{(2+\varepsilon)}\left|\Delta^{i} f_{(n-i)}\right|^{(2+\varepsilon)}<M \quad(n=0,1,2, \ldots ; \varepsilon>0) \tag{20}
\end{equation*}
$$

We shall refer to (20) as the Hausdorff condition for its relevance in the solution of the Hausdorff moment problem [8]. The tool we use to guarantee uniqueness of the interpolation of a sequence of numbers $\left\{f_{n}\right\}_{n=0}^{\infty}$ is Carlson's theorem [22]. Essentially, it gives growth conditions under which a function is uniquely determined by its values on non-negative integers. Let us recall that an entire function $f(z)$ is of exponential type $\tau<\infty$ if

$$
\begin{equation*}
\underset{r \rightarrow \infty}{\limsup } \frac{\left.M_{f}(r)\right)}{r}=\tau \tag{21}
\end{equation*}
$$

where $M_{f}(r)$ denotes the maximum modulus of $f(z)$ for $|z|=r$. The rate of growth of entire functions can be specified along different directions by the Phragmén-Lindelöf indicator function,

$$
\begin{equation*}
h_{f}(\theta)=\underset{r \rightarrow \infty}{\limsup } \frac{\log \left|f\left(r e^{\mathrm{i} \theta}\right)\right|}{r} . \tag{22}
\end{equation*}
$$

Note that the preceding definitions can be extended to functions which are not entire, but regular (that is, analytic and single-valued) in a sector with vertex at the origin [22].

Theorem 1 (Carlson's theorem (Section 9.2, p. 153, [22])). Let $f(z)$ be regular in the half-plane $\operatorname{Re} z \geqslant 0$ and
(i) $f(z)$ is of exponential type $\tau<\infty$,
(ii) $h_{f}(\pi / 2)+h_{f}(-\pi / 2)<2 \pi$,
(iii) $f(n)=0$ for $n=0,1,2, \ldots$,
then $f(z)$ vanishes identically.
Among the functions of exponential type, condition (ii) requires $f(z)$ to be of exponential type less than $\pi$ on the imaginary axis that is: $f(\mathrm{i} y)=O(1) \exp (c|y|)$ for some $c<\pi$. We shall refer to conditions (i) and (ii) as Carlson's bound. Moreover, an analytic function which interpolates a sequence of numbers $\left\{f_{n}\right\}_{n=0}^{\infty}$ and satisfy conditions (i) and (ii) above will be called a Carlsonian interpolant, in view of the fact that the uniqueness of the interpolation is guaranteed by Carlson's theorem.

Proposition 2. Suppose that the set of numbers $\left\{f_{n}\right\}_{n=0}^{\infty}$, with $f_{n} \doteq(n+1)^{2} a_{n}$ ( $a_{n}$ being the Fourier-Legendre coefficients of the series (14)), satisfies condition (20). Then:
(i) There exists a unique Carlsonian interpolant $\widetilde{a}(\lambda)\left(\lambda \in \mathbb{C}, \operatorname{Re} \lambda \geqslant-\frac{1}{2}\right)$ of the coefficients $\left\{a_{n}\right\}_{n=0}^{\infty}$, which is holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$. Moreover, $\widetilde{a}(\lambda)$ belongs to the Hardy space $H^{2}\left(\mathbb{C}_{-1 / 2}^{(+)}\right)$.
(ii) $\lambda^{2} \widetilde{a}(\lambda) \in L^{2}(-\infty,+\infty)$ for any fixed value of $\operatorname{Re} \lambda \geqslant-\frac{1}{2}$.
(iii) $\lambda^{2} \widetilde{a}(\lambda)$ tends uniformly to zero as $\lambda \rightarrow \infty$ inside any fixed half-plane $\operatorname{Re} \lambda \geqslant \delta>-\frac{1}{2}$.
(iv) $\lambda \widetilde{a}(\lambda) \in L^{1}(-\infty,+\infty)$ for any fixed value of $\operatorname{Re} \lambda \geqslant-\frac{1}{2}$.
(v) $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)(\mu \in \mathbb{R})$ is a continuous function which tends to zero as $\mu \rightarrow \pm \infty$.
(vi) $\sup _{\sigma>-1 / 2}|\widetilde{a}(\sigma+\mathrm{i} \mu)|=\left|\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|$;

Proof. (i) Since the sequence $\left\{f_{n}\right\}_{n=0}^{\infty}$ satisfies condition (20), the numbers $f_{n}$ are moments of a suitable function, that is, the following representation holds [8]:

$$
\begin{equation*}
f_{n}=\int_{0}^{1} x^{n} \varphi(x) \mathrm{d} x \quad(n=0,1,2, \ldots) \tag{23}
\end{equation*}
$$

where $\varphi \in L^{(2+\varepsilon)}(0,1)$. Let $x=e^{-s}$ in formula (23):

$$
f_{n}=\int_{0}^{+\infty} e^{-\left(n+\frac{1}{2}\right) s} e^{-s / 2} \varphi\left(e^{-s}\right) \mathrm{d} s \quad(n=0,1,2, \ldots)
$$

Then, the numbers $\left\{f_{n}\right\}_{n=0}^{\infty}$ can be formally regarded as the restriction to the (non-negative) integers of the following Laplace transform:

$$
\begin{equation*}
\tilde{f}(\lambda)=\int_{0}^{+\infty} e^{-\left(\lambda+\frac{1}{2}\right) s} e^{-s / 2} \varphi\left(e^{-s}\right) \mathrm{d} s \quad\left(\operatorname{Re} \lambda>-\frac{1}{2}\right) \tag{24}
\end{equation*}
$$

being $\left.\widetilde{f}(\lambda)\right|_{\lambda=n}=f_{n}$. We see that $e^{-s / 2} \varphi\left(e^{-s}\right) \in L^{2}(0,+\infty)$ : in fact, $\int_{0}^{+\infty}\left|e^{-s / 2} \varphi\left(e^{-s}\right)\right|^{2} \mathrm{~d} s=$ $\int_{0}^{1}|\varphi(x)|^{2} \mathrm{~d} x<\infty$, since $\varphi \in L^{(2+\varepsilon)}(0,1)$ and, a fortiori, $\varphi(x) \in L^{2}(0,1)$. Then, by the Paley-Wiener theorem [23], we have $\widetilde{f}(\lambda) \in H^{2}\left(\mathbb{C}_{-1 / 2}^{(+)}\right)$, which is the Hardy space whose norm is: $\|\tilde{f}\|_{2} \dot{=}$ $\sup _{\sigma>-1 / 2}\left(\int_{-\infty}^{+\infty}|\tilde{f}(\sigma+\mathrm{i} \mu)|^{2} \mathrm{~d} \mu\right)^{1 / 2}$, and $\mathbb{C}_{-1 / 2}^{(+)} \doteq\left\{\lambda \in \mathbb{C}, \lambda=\sigma+\mathrm{i} \mu ; \sigma>-\frac{1}{2}, \mu \in \mathbb{R}\right\}$. Hence, use can
be made of Carlson's theorem, which guarantees that $\tilde{f}(\lambda)$ is the unique Carlsonian interpolant of the sequence $\left\{f_{n}\right\}_{n=0}^{\infty}$. Let $\widetilde{a}(\lambda) \doteq \widetilde{f}(\lambda) /(\lambda+1)^{2} . \widetilde{a}(\lambda)$ is a function holomorphic for $\operatorname{Re} \lambda>-\frac{1}{2}$, which satisfies Carlson's bound since $\widetilde{f}(\lambda)$ does. Then, $\widetilde{a}(\lambda)$ is the unique Carlsonian interpolant of the set of Fourier-Legendre coefficients $\left\{a_{n}\right\}_{n=0}^{\infty}$ since $\left.\widetilde{a}(\lambda)\right|_{\lambda=n}=\left.\frac{\tilde{f}(\lambda)}{(\lambda+1)^{2}}\right|_{\lambda=n}=\frac{f_{n}}{(n+1)^{2}}=a_{n}$. Finally, it is readily shown that $\widetilde{a}(\lambda) \in H^{2}\left(\mathbb{C}_{-1 / 2}^{(+)}\right)$:

$$
\begin{equation*}
\|\widetilde{a}\|_{2}^{2}=\sup _{\sigma>-\frac{1}{2}} \int_{-\infty}^{+\infty}\left|\frac{\widetilde{f}(\sigma+\mathrm{i} \mu)}{(\sigma+1+\mathrm{i} \mu)^{2}}\right|^{2} \mathrm{~d} \mu \leqslant 16 \sup _{\sigma>-\frac{1}{2}} \int_{-\infty}^{+\infty}|\widetilde{f}(\sigma+\mathrm{i} \mu)|^{2} \mathrm{~d} \mu<\infty, \tag{25}
\end{equation*}
$$

and statement (i) is then proved. Regarding point (ii), since $\widetilde{f}(\lambda) \in H^{2}\left(\mathbb{C}_{-1 / 2}^{(+)}\right)$, then $\widetilde{f}(\sigma+\mathrm{i} \mu) \in$ $L^{2}(-\infty,+\infty)$ for any fixed value of $\sigma \geqslant-\frac{1}{2}$. Regarding point (iii), since $\tilde{f}(\lambda) \in H^{2}\left(\mathbb{C}_{-1 / 2}^{(+)}\right)$, then $\tilde{f}(\lambda)$ tends to zero as $\lambda \rightarrow \infty$ inside any fixed half-plane $\operatorname{Re} \lambda \geqslant \delta>-\frac{1}{2}$ [23]. By Schwarz's inequality, we have for $\sigma \geqslant-\frac{1}{2}$,

$$
\int_{-\infty}^{+\infty}|(\sigma+\mathrm{i} \mu) \widetilde{a}(\sigma+\mathrm{i} \mu)| \mathrm{d} \mu \leqslant\left(\int_{-\infty}^{+\infty}\left|\frac{\sigma+\mathrm{i} \mu}{(\sigma+1+\mathrm{i} \mu)^{2}}\right|^{2} \mathrm{~d} \mu\right)^{\frac{1}{2}}\left(\int_{-\infty}^{+\infty}|\widetilde{f}(\sigma+\mathrm{i} \mu)|^{2} \mathrm{~d} \mu\right)^{\frac{1}{2}}<\infty
$$

which proves statement (iv). Concerning point (v), return to the Laplace integral representation of $\tilde{f}(\lambda)$ in (24). First, we want to prove that $e^{-s / 2} \varphi\left(e^{-s}\right) \in L^{1}(0,+\infty)$, which amounts to showing that $\int_{0}^{1}\left|\frac{\varphi(x)}{\sqrt{x}}\right| \mathrm{d} x<\infty$. By Hölder's inequality,

$$
\int_{0}^{1} \frac{|\varphi(x)|}{\sqrt{x}} \mathrm{~d} x \leqslant\left(\int_{0}^{1}|\varphi(x)|^{(2+\varepsilon)} \mathrm{d} x\right)^{\frac{1}{2+\varepsilon}} \cdot\left(\int_{0}^{1} x^{-\frac{2+\varepsilon}{2+2 \varepsilon}} \mathrm{~d} x\right)^{\frac{1+\varepsilon}{2+\varepsilon}}<\infty
$$

where the rightmost integral converges since $\frac{2+\varepsilon}{2+2 \varepsilon}<1$ for $\varepsilon>0$, and $\varphi \in L^{(2+\varepsilon)}(0,1)$. Then, from representation (24):

$$
\left(\frac{1}{2}+\mathrm{i} \mu\right)^{2} \widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)=\widetilde{f}\left(-\frac{1}{2}+\mathrm{i} \mu\right)=\int_{0}^{+\infty} e^{-\mathrm{i} \mu s} e^{-s / 2} \varphi\left(e^{-s}\right) \mathrm{d} s=\mathcal{F}\left\{h(s) e^{-s / 2} \varphi\left(e^{-s}\right)\right\}
$$

where $\mathcal{F}$ denotes the Fourier integral operator, and $h(s)$ is the Heaviside step function. The Riemann-Lebesgue theorem guarantees that $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)$ is a continuous function tending to zero as $\mu \rightarrow \pm \infty$, and statement (v) is proved. Finally, in order to prove statement (vi), we note that the Laplace transform (24) holds also for $\operatorname{Re} \lambda=-\frac{1}{2}$ since $e^{-s / 2} \varphi\left(e^{-s}\right) \in L^{1}(0,+\infty) \cap L^{2}(0,+\infty)$. It follows that $\sup _{\sigma>-1 / 2}|\widetilde{f}(\sigma+\mathrm{i} \mu)|=\left|\widetilde{f}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|$. Therefore, recalling that $\widetilde{a}(\lambda)=\widetilde{f}(\lambda) /(\lambda+1)^{2}$ :

$$
\sup _{\substack{\sigma>-1 / 2 \\ \mu \in \mathbb{R}}}|\widetilde{a}(\sigma+\mathrm{i} \mu)|=\sup _{\substack{\sigma>-1 / 2 \\ \mu \in \mathbb{R}}} \frac{|\widetilde{f}(\sigma+\mathrm{i} \mu)|}{|\sigma+1+\mathrm{i} \mu|^{2}}=\frac{\left|\widetilde{f}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|}{\mu^{2}+1 / 4}=\left|\tilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|
$$

where $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right) \in L^{1}(-\infty,+\infty)$ (see statements (iv) and (v)).
Let $\xi_{0} \geqslant 0$. We introduce in the complex plane $\mathbb{C}$ of the variable $\tau=t+\mathrm{i} w(t, w \in \mathbb{R})$ the following domains: ${ }^{\tau} \mathcal{I}_{+}^{\left( \pm \xi_{0}\right)} \doteq\left\{\tau \in \mathbb{C}: \operatorname{Im} \tau> \pm \tilde{\xi}_{0}\right\}$ and ${ }^{\tau} \mathcal{I}_{-}^{\left( \pm \tilde{\xi}_{0}\right)} \doteq\left\{\tau \in \mathbb{C}: \operatorname{Im} \tau< \pm \xi_{0}\right\}$. Correspondingly, we introduce the following cut-domains: ${ }^{\tau} \mathcal{I}_{+}^{\left(\tilde{S}_{0}\right)} \backslash{ }^{\tau} \Xi_{+}^{\left(\tilde{\xi}_{0}\right)}$, where ${ }^{\tau} \Xi_{+}^{\left(\tilde{\xi}_{0}\right)} \doteq\left\{\tau \in \mathbb{C}: \tau=2 k \pi+\mathrm{i} w, w>\tilde{\xi}_{0}, k \in\right.$
$\mathbb{Z}\}$ (see Figure 2a) and ${ }^{\tau} \mathcal{I}_{-}^{\left(-\tilde{\xi}_{0}\right)} \backslash{ }^{\tau} \Xi_{-}^{\left(-\tilde{\xi}_{0}\right)}$, where ${ }^{\tau} \Xi_{-}^{\left(-\tilde{\xi}_{0}\right)} \doteq\left\{\tau \in \mathbb{C}: \tau=2 k \pi+\mathrm{i} w, w<-\tilde{\xi}_{0}, k \in \mathbb{Z}\right\}$ (see Figure 2b). Finally, we denote by $\dot{A} \doteq A / 2 \pi \mathbb{Z}$ any subset $A$ of $\mathbb{C}$, which is invariant under the translation group $2 \pi \mathbb{Z}$. We are now ready to state the following proposition.


Figure 2. In the complex $\tau$-plane, the grey regions represent: (a) the cut-domain ${ }^{\tau} \mathcal{I}_{+}^{\left(\mathcal{F}_{0}\right)} \backslash{ }^{\tau} \Xi_{+}^{\left(\xi_{0}\right)}$, (b) the cut-domain ${ }^{\tau} \mathcal{I}_{-}^{\left(-\xi_{0}\right)} \backslash{ }^{\tau} \Xi_{-}^{\left(-\tilde{\xi}_{0}\right)}$. The cuts (thick lines) are located at $\operatorname{Re} \tau=2 k \pi, k \in \mathbb{Z}$.

Proposition 3. Consider the trigonometric series

$$
\begin{equation*}
\frac{1}{2 \pi} \sum_{n=0}^{+\infty} a_{n} e^{-\mathrm{i} n \tau} \quad(\tau=t+\mathrm{i} w ; t, w \in \mathbb{R}) \tag{26}
\end{equation*}
$$

and suppose that the set of numbers $\left\{f_{n}\right\}_{n=0}^{\infty}$, with $f_{n} \doteq(n+1)^{2} a_{n}$, satisfies condition (20). Then:
(i) The series (26) converges uniformly on any compact subdomain of ${ }^{\tau} \mathcal{I}_{-}^{(0)}$ to a function $\hat{f}^{(+)}(\tau)$ holomorphic in ${ }^{\tau} \mathcal{I}_{-}^{(0)}$, continuous on the axis $\operatorname{Im} \tau=0$.
(ii) The function $\widehat{f}^{(+)}(\tau)$ admits a holomorphic extension to the cut-domain ${ }^{\tau} \mathcal{I}_{+}^{(0)} \backslash^{\tau} \dot{\Xi}_{+}^{(0)}$ : i.e., it is analytic in $\mathbb{C} \backslash\{\tau \in \mathbb{C}: \tau=2 k \pi+\mathrm{i} w ; k \in \mathbb{Z}, w>0\}$.
(iii) The jump function $\widehat{F}^{(+)}(w)$, which is the discontinuity of $\left(\mathrm{i} \widehat{f}^{(+)}(\tau)\right)$ across the cut ${ }^{\tau} \dot{\Xi}_{+}^{(0)}$, is a function of class $C^{1}$ that satisfies the bound

$$
\left|\widehat{F}^{(+)}(w)\right| \leqslant\left\|\widetilde{a}_{\sigma}\right\|_{1} e^{\sigma w} \quad\left(\sigma \geqslant-\frac{1}{2}, w \in \mathbb{R}^{+}\right)
$$

where $\widetilde{a}(\sigma+\mathrm{i} \mu)(\mu \in \mathbb{R})$ is the unique Carlsonian interpolant of the coefficients $a_{n}$, and

$$
\begin{equation*}
\left\|\widetilde{a}_{\sigma}\right\|_{1} \doteq \frac{1}{2 \pi} \int_{-\infty}^{+\infty}|\widetilde{a}(\sigma+\mathrm{i} \mu)| \mathrm{d} \mu<\infty \quad\left(\sigma \geqslant-\frac{1}{2}\right) \tag{27}
\end{equation*}
$$

(iv) $\widehat{F}^{(+)}(w)=o\left(e^{-w / 2}\right)$ for $w \rightarrow+\infty$ and $\widehat{F}^{(+)}(0)=0$.
(v) $\widetilde{a}(\sigma+\mathrm{i} \mu)$ is the Laplace transform of the jump function $\widehat{F}^{(+)}(w)$ :

$$
\begin{equation*}
\widetilde{a}(\sigma+\mathrm{i} \mu)=\int_{0}^{+\infty} \widehat{F}^{(+)}(w) e^{-(\sigma+\mathrm{i} \mu) w} \mathrm{~d} w \quad\left(\sigma>-\frac{1}{2}\right) \tag{28}
\end{equation*}
$$

holomorphic in the half-plane $\sigma>-\frac{1}{2}$.
(vi) The following Plancherel equality holds:

$$
\int_{-\infty}^{+\infty}|\widetilde{a}(\sigma+\mathrm{i} \mu)|^{2} \mathrm{~d} \mu=2 \pi \int_{-\infty}^{+\infty}\left|\widehat{F}^{(+)}(w) e^{-\sigma w}\right|^{2} \mathrm{~d} w \quad\left(\sigma \geqslant-\frac{1}{2}\right) .
$$

Proof. Since the sequence $\left\{f_{n}\right\}_{n=0}^{\infty}$ satisfies condition (20), then, given an arbitrary constant $C$, there exists an integer $n_{0}$ such that $\left|a_{n}\right| \leqslant C$ for $n>n_{0}$ and, accordingly,

$$
\begin{equation*}
\left|\frac{1}{2 \pi} \sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n \tau}\right| \leqslant \frac{C}{2 \pi} \sum_{n=n_{0}+1}^{\infty} e^{n w} \quad(w \doteq \operatorname{Im} \tau, C=\text { constant }) \tag{29}
\end{equation*}
$$

The series on the r.h.s. of (29) converges uniformly on any compact subdomain contained in the half-plane $w<0$. Since

$$
\frac{1}{2 \pi} \sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n \tau}=\frac{1}{2 \pi} \sum_{n=n_{0}+1}^{\infty} a_{n} e^{-\mathrm{i} n \tau}+T_{n_{0}}(\tau)
$$

where $T_{n_{0}}(\tau)$ is a trigonometric polynomial, by the Weierstrass theorem on the uniformly convergent series of analytic functions, series (26) converges uniformly on any compact subdomain of ${ }^{\tau} \mathcal{I}_{-}^{(0)}$ to a function $\widehat{f}^{(+)}(\tau)$ holomorphic in ${ }^{\tau} \mathcal{I}_{-}^{(0)}$. Furthermore, since $(n+1)^{2} a_{n} \xrightarrow[n \rightarrow \infty]{ } 0$, given an arbitrary constant $C^{\prime}$, there exists an integer $n_{1}$ such that for $w=0$ :

$$
\left|\frac{1}{2 \pi} \sum_{n=n_{1}}^{\infty} a_{n} e^{-\mathrm{i} n t}\right| \leqslant \frac{1}{2 \pi} \sum_{n=n_{1}}^{\infty}\left|a_{n}\right| \leqslant \frac{C^{\prime}}{2 \pi} \sum_{n=n_{1}}^{\infty} \frac{1}{n^{2}} \leqslant C^{\prime} \frac{\pi}{12}
$$

Then, applying once again the Weierstrass theorem on the uniformly convergent series of continuous functions, the series $\frac{1}{2 \pi} \sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n t}$ converges to a continuous function $\widehat{f}^{(+)}(t)$, and statement (i) is proved. Regarding statement (ii), we write the following integral:

$$
\begin{equation*}
\widehat{f}_{\eta}^{(+)}(t)=\frac{\mathrm{i}}{4 \pi} \int_{\mathcal{C}} \widetilde{a}(\lambda) \frac{e^{-\mathrm{i} \lambda(t-\eta \pi)}}{\sin \pi \lambda} \mathrm{d} \lambda \quad(\eta= \pm) \tag{30}
\end{equation*}
$$

where $\widetilde{a}(\lambda)\left(\operatorname{Re} \lambda \geqslant-\frac{1}{2}\right)$ is the unique Carlsonian interpolant of the coefficients $\left\{a_{n}\right\}_{n=0}^{\infty}$, which is holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$ (see statement (i) of Proposition 2). The contour $\mathcal{C}$ is contained in the half-plane $\mathbb{C}_{-1 / 2}^{(+)}$, which encircles the semi-axis $\operatorname{Re} \lambda>-\frac{1}{2}$, and is chosen to cross the latter at a point $\sigma>-\frac{1}{2}, \sigma \notin \mathbb{N}$ (see Figure 3). Consider now the term $\frac{\exp [-\mathrm{i} \lambda(t-\eta \pi)]}{\sin \pi \lambda}$; the following inequalities hold $(\lambda=\sigma+\mathrm{i} \mu)$ :

$$
\begin{align*}
& \left|e^{-\mathrm{i}(\sigma+\mathrm{i} \mu)(t-\eta \pi)}\right| \leqslant 2 \cosh \pi \mu \quad \text { for } \quad\left\{\begin{array}{ccc}
0 \leqslant t \leqslant 2 \pi & \text { if } & \eta=+ \\
-2 \pi \leqslant t \leqslant 0 & \text { if } & \eta=-
\end{array}\right.  \tag{31}\\
& |\sin \pi(\sigma+\mathrm{i} \mu)| \geqslant \sinh \pi \mu,  \tag{32}\\
& |\sin \pi(\sigma+\mathrm{i} \mu)| \geqslant|\sin \pi \sigma| \cosh \pi \mu . \tag{33}
\end{align*}
$$

From (31) and (32):

$$
\left|\frac{e^{-\mathrm{i}(\sigma+\mathrm{i} \mu)(t-\eta \pi)}}{\sin \pi(\sigma+\mathrm{i} \mu)}\right| \leqslant 2\left|\frac{\cosh \pi \mu}{\sinh \pi \mu}\right| \quad \text { for } \quad\left\{\begin{array}{ccc}
0 \leqslant t \leqslant 2 \pi & \text { if } & \eta=+  \tag{34}\\
-2 \pi \leqslant t \leqslant 0 & \text { if } & \eta=-
\end{array}\right.
$$

while, combining (31) and (33):

$$
\left|\frac{e^{-\mathrm{i}(\sigma+\mathrm{i} \mu)(t-\eta \pi)}}{\sin \pi(\sigma+\mathrm{i} \mu)}\right| \leqslant \frac{2}{|\sin \pi \sigma|}<\infty \quad \text { for }\left\{\begin{array}{cll}
0 \leqslant t \leqslant 2 \pi & \text { if } & \eta=+,  \tag{35}\\
-2 \pi \leqslant t \leqslant 0 & \text { if } & \eta=-,
\end{array} \text { and } \sigma \notin \mathbb{N}\right. \text {. }
$$

Integral (30) converges since $\lambda^{2} \widetilde{a}(\lambda)$ tends uniformly to zero as $\lambda \rightarrow \infty$ in any fixed half-plane $\operatorname{Re} \lambda \geqslant \delta>-\frac{1}{2}$ (statement (iii) of Proposition 2); the term $\left|\frac{\exp [-\mathrm{i}(\sigma+\mathrm{i} \mu)(t-\eta \pi)]}{\sin \pi(\sigma+\mathrm{i} \mu)}\right|$ is bounded by a constant for $\sigma \notin \mathbb{N}$ (see (35)), and is bounded by 2 as $\mu \rightarrow \pm \infty$ in view of inequality (34). The contour $\mathcal{C}$ can be distorted and replaced by a line $L_{\sigma}$ parallel to the imaginary axis and crossing the real axis at $\operatorname{Re} \lambda=\sigma$ with $\sigma \geqslant-\frac{1}{2}(\sigma \notin \mathbb{N})$ (see Figure 3) provided the real variable $t$ is kept in $[0,2 \pi]$ for $\widehat{f}_{+}^{(+)}(t)$, and in $[-2 \pi, 0]$ for $\widehat{f}_{-}^{(+)}(t)$, respectively. Note that the integral along $L_{\sigma}$ converges since $\lambda \widetilde{a}(\lambda) \in L^{1}(-\infty,+\infty)$ for any fixed value of $\operatorname{Re} \lambda \geqslant-\frac{1}{2}$ (statement (iv) of Proposition 2) and by inequality (35). We may now apply the Watson resummation to integral (30). For $t \in[0,2 \pi]$, we obtain:

$$
\frac{\mathrm{i}}{4 \pi} \int_{\mathcal{C}} \widetilde{a}(\lambda) \frac{e^{-\mathrm{i} \lambda(t-\pi)}}{\sin \pi \lambda} \mathrm{d} \lambda=\frac{1}{2 \pi} \sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n t} \quad(0 \leqslant t \leqslant 2 \pi)
$$

where the contour $\mathcal{C}$ encircles the semi-axis $\operatorname{Re} \lambda>-\frac{1}{2}$ and crosses it at a point $-\frac{1}{2} \leqslant \sigma<0$. Then, distorting the contour $\mathcal{C}$ into the line $L_{\sigma}\left(-\frac{1}{2} \leqslant \sigma<0\right)$, which is admissible as explained above, we obtain for $-\frac{1}{2} \leqslant \sigma<0$ :

$$
\begin{equation*}
\widehat{f}_{+}^{(+)}(t)=-\frac{1}{4 \pi} \int_{-\infty}^{+\infty} \widetilde{a}(\sigma+\mathrm{i} \mu) \frac{e^{-\mathrm{i}(\sigma+\mathrm{i} \mu)(t-\pi)}}{\sin \pi(\sigma+\mathrm{i} \mu)} \mathrm{d} \mu=\frac{1}{2 \pi} \sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n t} \quad(0 \leqslant t \leqslant 2 \pi), \tag{36}
\end{equation*}
$$

and, analogously, for $t \in[-2 \pi, 0]$ :

$$
\begin{equation*}
\widehat{f}_{-}^{(+)}(t)=-\frac{1}{4 \pi} \int_{-\infty}^{+\infty} \widetilde{a}(\sigma+\mathrm{i} \mu) \frac{e^{-\mathrm{i}(\sigma+\mathrm{i} \mu)(t+\pi)}}{\sin \pi(\sigma+\mathrm{i} \mu)} \mathrm{d} \mu=\frac{1}{2 \pi} \sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n t} \quad(-2 \pi \leqslant t \leqslant 0) \tag{37}
\end{equation*}
$$



Figure 3. Integration path of integral (30).
Now, substitute into integral (36) the real variable $t$ with the complex variable $\tau=t+\mathrm{i} w$. The resulting integral can be proved to provide an analytic continuation of $\hat{f}_{+}^{(+)}(t)$ in the strip $0<t<2 \pi, w \in \mathbb{R}^{+}$, continuous in the closure of the latter. In fact, from the first equality in (36), we formally obtain:

$$
\begin{equation*}
\widehat{f}_{+}^{(+)}(t+\mathrm{i} w)=\frac{1}{2 \pi} e^{\sigma w} \int_{-\infty}^{+\infty} H_{\sigma}^{t}(\mu) e^{\mathrm{i} \mu w} \mathrm{~d} \mu \quad\left(0 \leqslant t \leqslant 2 \pi ; w \in \mathbb{R}^{+},-\frac{1}{2} \leqslant \sigma<0\right) \tag{38}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{\sigma}^{t}(\mu) \doteq-\frac{\widetilde{a}(\sigma+\mathrm{i} \mu) e^{-\mathrm{i}(\sigma+\mathrm{i} \mu)(t-\pi)}}{2 \sin \pi(\sigma+\mathrm{i} \mu)} \tag{39}
\end{equation*}
$$

By inequality (35) and statement (vi) of Proposition 2:

$$
\begin{equation*}
\left|H_{\sigma}^{t}(\mu)\right| \leqslant \frac{\left|\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|}{|\sin \pi \sigma|} \quad\left(0 \leqslant t \leqslant 2 \pi ; \sigma \geqslant-\frac{1}{2}, \sigma \notin \mathbb{N}\right) \tag{40}
\end{equation*}
$$

which, along with statements (iv) and (v) of Proposition 2, guarantees that $H_{\sigma}^{t}(\mu) \in L^{1}(-\infty,+\infty)$ for $0 \leqslant t \leqslant 2 \pi, \sigma>-\frac{1}{2}, \sigma \notin \mathbb{N}$. Therefore, formulas (38), (39), and (40) define $\widehat{f}_{+}^{(+)}(\tau)(\tau=t+\mathrm{i} w)$ as an analytic continuation of $\hat{f}_{+}^{(+)}(t)$ in the strip $\left\{\tau=t+\mathrm{i} w, 0<t<2 \pi, w \in \mathbb{R}^{+}\right\}$, continuous in the closure of the latter in view of the Riemann-Lebesgue theorem. Proceeding analogously, we can obtain an analytic continuation of $\hat{f}_{-}^{(+)}(t)$ in the strip $\left\{\tau=t+\mathrm{i} w,-2 \pi<t<0, w \in \mathbb{R}^{+}\right\}$, continuous on the closure of the latter. It then follows that the function $\widehat{f}^{(+)}(\tau)$ admits a holomorphic extension to the cut-domain ${ }^{\tau} \mathcal{I}_{+}^{(0)} \backslash{ }^{\tau} \dot{\Xi}_{+}^{(0)}$, and statement (ii) is proved.

The discontinuity $\widehat{F}^{(+)}(w)$ of $\left(\mathrm{i} \widehat{f}^{(+)}(\tau)\right)$ across the cut at $t=0$ equals $\mathrm{i}\left[\widehat{f}_{+}^{(+)}(\mathrm{i} w)-\widehat{f}_{-}^{(+)}(\mathrm{i} w)\right]\left(w \in \mathbb{R}^{+}\right)$ (for the $2 \pi$-periodicity of $\widehat{f}^{(+)}(\tau)$, we may consider only the cut at $t=0$ ). It can be computed by replacing $t$ by iw into integrals (36) and (37) and then subtracting Equation (37) from Equation (36):

$$
\begin{equation*}
\widehat{F}^{(+)}(w) \doteq \mathrm{i}\left[\widehat{f}_{+}^{(+)}(\mathrm{i} w)-\widehat{f}_{-}^{(+)}(\mathrm{i} w)\right]=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \widetilde{a}(\sigma+\mathrm{i} \mu) e^{(\sigma+\mathrm{i} \mu) w} \mathrm{~d} \mu \quad\left(w \in \mathbb{R}^{+}, \sigma \geqslant-\frac{1}{2}\right) \tag{41}
\end{equation*}
$$

which yields:

$$
\left|\widehat{F}^{(+)}(w)\right| \leqslant\left\|\widetilde{a}_{\sigma}\right\|_{1} e^{\sigma w} \quad\left(w \in \mathbb{R}^{+}, \sigma \geqslant-\frac{1}{2}\right)
$$

where $\left\|\widetilde{a}_{\sigma}\right\|_{1}$, defined in (27), is guaranteed to be finite by statement (iv) of Proposition 2. Rewrite (41) as follows:

$$
\begin{equation*}
\widehat{F}^{(+)}(w) e^{-\sigma w}=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \widetilde{a}(\sigma+\mathrm{i} \mu) e^{\mathrm{i} \mu w} \mathrm{~d} \mu \quad\left(w \in \mathbb{R}^{+}, \sigma \geqslant-\frac{1}{2}\right) \tag{42}
\end{equation*}
$$

Since for any fixed $\operatorname{Re} \lambda \geqslant-\frac{1}{2}, \lambda \widetilde{a}(\lambda)$ and $\widetilde{a}(\lambda)$ belong to $L^{1}(-\infty,+\infty)$, the Riemann-Lebesgue theorem guarantees that $\widehat{F}^{(+)}(w) e^{-\sigma w}$ is a function of class $C^{1}$ tending to zero as $w \rightarrow+\infty$, and statement (iii) is proved. Hence, $\widehat{F}^{(+)}(w)$ is a continuous function of $w\left(w \in \mathbb{R}^{+}\right)$and $\widehat{F}^{(+)}(w)=o\left(e^{-w / 2}\right)$ as $w \rightarrow+\infty$. Moreover, $\widehat{F}^{(+)}(0)=0$ for the continuity of $\widehat{f}^{(+)}(\tau)$ on the real axis, and statement (iv) is proved. Inverting (42), we have:

$$
\widetilde{a}(\sigma+\mathrm{i} \mu)=\int_{0}^{+\infty} \widehat{F}^{(+)}(w) e^{-(\sigma+\mathrm{i} \mu) w} \mathrm{~d} w \quad\left(\sigma>-\frac{1}{2}\right)
$$

where the integral on the r.h.s. converges for $\sigma>-\frac{1}{2}$. It defines the Laplace transform of $\widehat{F}^{(+)}(w)$, holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$, and statement (v) follows. Finally, recalling that $\widetilde{a}(\sigma+\mathrm{i} \mu)(\mu \in$ $\mathbb{R}$ ) belongs to $L^{2}(-\infty,+\infty)$ for any fixed value $\sigma \geqslant-\frac{1}{2}$ (statement (ii) of Proposition 2 and inequality (25)), we obtain the Plancherel equality:

$$
\int_{-\infty}^{+\infty}|\widetilde{a}(\sigma+\mathrm{i} \mu)|^{2} \mathrm{~d} \mu=2 \pi \int_{0}^{+\infty}\left|\widehat{F}^{(+)}(w) e^{-\sigma w}\right|^{2} \mathrm{~d} w \quad\left(\sigma \geqslant-\frac{1}{2}\right)
$$

proving statement (vi).

Proposition 4. If in the trigonometric series (see (19))

$$
\begin{equation*}
\frac{1}{2 \pi}\left[\sum_{n=0}^{\infty} a_{n} e^{-\mathrm{i} n t}-e^{\mathrm{i} t} \sum_{n=0}^{\infty} a_{n} e^{\mathrm{i} n t}\right] \quad(t \in \mathbb{R}) \tag{43}
\end{equation*}
$$

the coefficients $a_{n}$ satisfy the assumptions required by Propositions 2 and 3, i.e., the set of numbers $f_{n}=(n+1)^{2} a_{n}$ satisfies condition (20), then:
(i) The series (43) converges to a continuous function $\widehat{f}(t)(t \in \mathbb{R})$.
(ii) The function $\widehat{f}(t)$ admits a holomorphic extension to the cut-domain $\left({ }^{\tau} \mathcal{I}_{+}^{(0)} \backslash{ }^{\tau} \dot{\Xi}_{+}^{(0)}\right) \cup\left({ }^{\tau} \mathcal{I}_{-}^{(0)} \backslash{ }^{\tau} \dot{\Xi}_{-}^{(0)}\right)$, i.e., it is analytic in $\mathbb{C} \backslash\{\tau=2 k \pi+\mathrm{i} w ; k \in \mathbb{Z}, w \in \mathbb{R}, w \neq 0\}$.
(iii) The jump function across the cuts ${ }^{\tau} \dot{\Xi}_{ \pm}^{(0)}$ enjoys properties, mutatis mutandis, analogous to conditions (iii)-(vi) of Proposition 3.

Proof. These statements can be proved by using obvious extensions of the arguments used in the proof of Proposition 3.

Through the holomorphic extension associated with the trigonometric series (43), we obtain a function, denoted by $\widehat{f}(\tau)(\tau=t+\mathrm{i} w ; t, w \in \mathbb{R})$, which is the analytic continuation of $\widehat{f}(t)(t \in \mathbb{R})$ from the real axis to the domain ${ }^{\tau} \dot{\mathcal{I}} \doteq\left({ }^{\tau} \mathcal{I}_{+}^{(0)} \backslash{ }^{\tau} \dot{\Xi}_{+}^{(0)}\right) \cup\left({ }^{\tau} \mathcal{I}_{-}^{(0)} \backslash{ }^{\tau} \dot{\Xi}_{-}^{(0)}\right)$. We can then prove the following corollary to Proposition 4.

Corollary 1. The function $\widehat{f}(\tau)$ is holomorphic in the $2 \pi$-periodic strips $\Sigma_{\tau} \doteq\{\tau \in \mathbb{C}: \tau=t+\mathrm{i} w, 2 \pi k<t<$ $2 \pi(k+1), k \in \mathbb{Z}, w \in \mathbb{R}\}$.

Proof. We start from statement (ii) of Proposition 4. Next, by applying the Schwarz reflection principle and taking into account that the function $\widehat{f}(t)$ (i.e., the restriction of $\widehat{f}(\tau)$ to the real axis) is continuous (statement (i) of Proposition 4), the statement of the corollary follows.

Remark 2. In Ref. [21], the Hausdorff condition (20) was assumed to hold for the set of numbers $f_{n}=n^{p} a_{n}$ ( $p \geqslant 2$ ). However, this condition does not guarantee obtaining a unique Carlsonian interpolation of the whole sequence $a_{n}$, including the first coefficient $a_{0}$. Therefore, it must be replaced by the same condition on the numbers $f_{n}=(n+1)^{p} a_{n}(p \geqslant 2)$. However, for the purpose of the current analysis, it is sufficient to take $p=2$. Let us note that the results of Ref. [21] hold true and, in particular, the proofs of Propositions 5.1 and 6.1 of that paper, which will be used below, are correct modulo the following change: $f_{n}=n^{p} a_{n} \rightarrow f_{n}=(n+1)^{p} a_{n}$.

### 2.4. Inversion of the Radon-Abel Transformation and Holomorphic Extension Associated with the Legendre Series

The first step consists of determining the inversion of the Radon-Abel transformation (12). We can prove the following proposition.

Proposition 5. Suppose that the sequence $f_{n}=(n+1)^{2} a_{n}$ ( $a_{n}$ being the coefficients of the Legendre expansion (14)) satisfies the Hausdorff condition (20). Then, the Radon-Abel transformation (see (12))

$$
\begin{equation*}
\widehat{f}(t)=-2 e^{\mathrm{i} t / 2} \int_{0}^{t} f(u) \frac{\sin u}{[2(\cos t-\cos u)]^{\frac{1}{2}}} \mathrm{~d} u \tag{44}
\end{equation*}
$$

admits the following inversion:

$$
f(u)=\frac{1}{\pi \sin u} \frac{\mathrm{~d}}{\mathrm{~d} u} \int_{0}^{u} e^{-\mathrm{i} t / 2} \widehat{f}(t) \frac{\sin t}{[2(\cos u-\cos t)]^{\frac{1}{2}}} \mathrm{~d} t .
$$

Proof. See Proposition 5.1 of Ref. [21].
By following the same procedure used in the proof of Proposition 5 (i.e., introducing Riemann-Liouville integrals and related properties), Proposition 5 can be extended to give the inversion of the Radon-Abel transformation (11). We can state, without proof, the following proposition.

Proposition 6. Assume that the coefficients $a_{n}$ (see (14)) satisfy the conditions of Proposition 5; then, the function $\widehat{f}(\tau)$, i.e., the analytic continuation of the function $\widehat{f}(t)$ given in (44), is holomorphic in the strips $\Sigma_{\tau}$ and can be represented by the following Radon-Abel transformation (see (11)):

$$
\widehat{f}(\tau)=-2 e^{\mathrm{i} \tau / 2} \int_{\gamma_{\tau}} f(\theta) \frac{\sin \theta}{[2(\cos \tau-\cos \theta)]^{\frac{1}{2}}} \mathrm{~d} \theta
$$

which admits the following inversion:

$$
\begin{equation*}
f(\theta)=\frac{1}{\pi \sin \theta} \frac{\mathrm{~d}}{\mathrm{~d} \theta} \int_{\gamma_{\theta}} e^{-\mathrm{i} \tau / 2} \widehat{f}(\tau) \frac{\sin \tau}{[2(\cos \theta-\cos \tau)]^{\frac{1}{2}}} \mathrm{~d} \tau \tag{45}
\end{equation*}
$$

$\gamma_{\tau}$ and $\gamma_{\theta}$ denoting the rays from zero to $\tau$ and from zero to $\theta$, respectively.
We can now prove the following proposition.
Proposition 7. Suppose that the sequence $f_{n}=(n+1)^{2} a_{n}(n=0,1,2, \ldots)$ satisfies the Hausdorff condition (20), then the function $f(\theta)(\theta \in \mathbb{C})$, represented by formula (45), is even, $2 \pi$-periodic, and holomorphic in ${ }^{\theta} \dot{\mathcal{I}}=$ $\left({ }^{\theta} \mathcal{I}_{+}^{(0)} \backslash{ }^{\theta} \dot{\Xi}_{+}^{(0)}\right) \cup\left({ }^{\theta} \mathcal{I}_{-}^{(0)} \backslash^{\theta} \dot{\Xi}_{-}^{(0)}\right)$.

Proof. The assumptions on the Legendre coefficients $a_{n}$ allow us to state that $\widehat{f}(\tau)$ is a $2 \pi$-periodic function, holomorphic in the domain ${ }^{\tau} \dot{\mathcal{I}}$ (see Corollary 1 ). Moreover, it enjoys the symmetry property:

$$
\widehat{f}(\tau)=-e^{\mathrm{i} \tau} \widehat{f}(-\tau)
$$

which follows from (17) and from the uniqueness of the analytic continuation. The properties mentioned above imply that $\widehat{f}(\tau)$ is of the form: $\widehat{f}(\tau)=e^{i \tau / 2}(1-\cos \tau)^{\frac{1}{2}} b(\cos \tau)$, with $b(\cos \tau)$ analytic in ${ }^{\tau} \underline{D}=$ $\left\{\cos \tau \in \mathbb{C}, \tau \in{ }^{\tau} \dot{\mathcal{I}}\right\}$. Through the following parametrization of $\gamma_{\theta}: \cos \tau=1+\delta(\cos \theta-1),(0 \leqslant \delta \leqslant 1)$, formula (45) can be rewritten as:

$$
f(\theta)=\frac{\mathrm{i}}{\sqrt{2} \pi} \frac{\mathrm{~d}}{\mathrm{~d}(\cos \theta)}\left[(\cos \theta-1) \int_{0}^{1} b(1+\delta(\cos \theta-1)) \delta^{\frac{1}{2}}(1-\delta)^{-\frac{1}{2}} \mathrm{~d} \delta\right]
$$

which represents a function holomorphic in ${ }^{\theta} \underline{D}=\left\{\cos \theta \in \mathbb{C}, \theta \in{ }^{\theta} \dot{\mathcal{I}}\right\}$. Accordingly, regarded as a function of $\theta$, it represents an even function, $2 \pi$-periodic, and holomorphic in ${ }^{\theta} \dot{\mathcal{I}}$.

From the previous proposition and Corollary 1, it derives the following corollary.

Corollary 2. If the sequence $\left\{a_{n}\right\}_{n=0}^{\infty}$ of the Legendre coefficients satisfies the conditions of Proposition 7 , then $f(\theta)$ is a function analytic in the $2 \pi$-periodic strips $\Sigma_{\theta} \doteq\{\theta \in \mathbb{C}: \theta=u+\mathrm{i} v, 2 \pi k<u<2 \pi(k+1), k \in \mathbb{Z}, v \in \mathbb{R}\}$.

Formula (45) allows us to compute the boundary values $f_{ \pm}^{(+)}(\mathrm{iv})$, which are defined by $f_{\eta}^{(+)}(v) \doteq$ $\lim _{u \rightarrow 0^{+}} f^{(+)}(\eta u+\mathrm{i} v), \eta= \pm, v \geqslant 0$, on the semi-axis $\theta=\mathrm{i} v, v \geqslant 0$, with $\gamma_{\mathrm{i} v}=\{\tau=\mathrm{i} w, 0 \leqslant w \leqslant v\}$, in terms of the corresponding boundary values $\widehat{f}_{ \pm}^{(+)}(\mathrm{i} w)$, provided $\widehat{f}_{ \pm}^{(+)}(\mathrm{i} w)$ satisfies a $C^{1}$-type regularity condition; the latter condition is necessary in order to perform the inversion of the Radon-Abel transform at the boundary. The $C^{1}$-continuity of the boundary values follows from the fact that the sequence $f_{n}=(n+1)^{2} a_{n}$ is required to satisfy the Hausdorff condition (20) (see Propositions 2 and 3). We thus obtain:

$$
\begin{equation*}
F^{(+)}(v) \doteq \mathrm{i}\left[f_{+}^{(+)}(\mathrm{i} v)-f_{-}^{(+)}(\mathrm{i} v)\right]=\frac{1}{\pi \sinh v} \frac{\mathrm{~d}}{\mathrm{~d} v} \int_{0}^{v} e^{w / 2} \widehat{F}^{(+)}(w) \frac{\sinh w}{[2(\cosh v-\cosh w)]^{\frac{1}{2}}} \mathrm{~d} w \tag{46}
\end{equation*}
$$

where $\widehat{F}^{(+)}(w) \doteq \mathrm{i}\left[\hat{f}_{+}^{(+)}(\mathrm{i} w)-\widehat{f}_{-}^{(+)}(\mathrm{i} w)\right], \widehat{f}_{\eta}^{(+)}(\mathrm{i} w)=\lim _{t \rightarrow 0^{+}} \widehat{f}^{(+)}(\eta t+\mathrm{i} w), \eta= \pm$. At this point, let us note that, for the current analysis, it is sufficient to consider the cuts in the $\tau$ - and $\theta$-planes at $\tau=2 k \pi+\mathrm{i} w$ $(k \in \mathbb{Z}, w>0)$ and $\theta=2 k \pi+\mathrm{i} v(k \in \mathbb{Z}, v>0)$, respectively. Therefore, we can limit ourselves to consider the functions: $\widehat{F}^{(+)}(w)=e^{-v / 2}(\mathcal{A} F)(w)(w \geqslant 0)$ and, correspondingly, $F^{(+)}(v) \equiv \underline{F}^{(+)}(\cosh v)(v \geqslant 0)$. For simplicity, hereafter we shall omit the superscript $(+)$ in these notations.

Next, we can apply the inverse Radon-Abel operator (defined by (45)) to the series on the r.h.s. of formula (19), i.e.,

$$
\widehat{f}(t)=\frac{1}{2 \pi} e^{\mathrm{i}(t-\pi) / 2} \sum_{n=-\infty}^{+\infty}(-1)^{n} a_{n} \cos \left[\left(n+\frac{1}{2}\right)(t-\pi)\right],
$$

whose term by term integration is legitimate for the uniform convergence of the series, which follows from the Hausdorff conditions satisfied by the coefficients $\left\{a_{n}\right\}$. We now introduce the functions

$$
\psi_{n}(\cos u) \doteq-\frac{\mathrm{i}}{\pi \sin u} \frac{\mathrm{~d}}{\mathrm{~d} u} \int_{0}^{u} \cos \left[\left(n+\frac{1}{2}\right)(t-\pi)\right] \frac{\sin t}{[2(\cos u-\cos t)]^{\frac{1}{2}}} \mathrm{~d} t \quad(0<u<2 \pi)
$$

which are related to the Legendre polynomials $P_{n}(\cos u)$ by [21]:

$$
\psi_{n}(\cos u)=\frac{(-1)^{n}}{4}(2 n+1) P_{n}(\cos u)
$$

Recalling that $a_{n}=-a_{-n-1}(n \in \mathbb{Z})$ (formula (18)), we finally obtain the original Legendre expansion

$$
f(u)=\underline{f}(\cos u)=\frac{1}{\pi} \sum_{n=0}^{\infty}(-1)^{n} a_{n} \psi_{n}(\cos u)=\frac{1}{4 \pi} \sum_{n=0}^{\infty}(2 n+1) a_{n} P_{n}(\cos u) .
$$

All the results obtained for the function $\underline{f}(\cos \theta)$ in the $\cos \theta$-plane can be summarized in the following theorem.

Theorem 2. If the sequence $f_{n}=(n+1)^{2} a_{n} \quad(n=0,1,2, \ldots)$ satisfies the Hausdorff condition (20), then:
(i) Series (14) converges to a function $f(\cos u)(u \equiv \operatorname{Re} \theta)$, analytic in the interval $-1<\cos u<1$.
(ii) The function $\underline{f}(\cos u)$ admits a holomorphic extension to the complex $\cos \theta$-plane $(\theta=u+\mathrm{iv})$ cut along the semi-axis $[1,+\infty)$.

### 2.5. Spherical Laplace Transform and Analyticity Properties in the Complex $\lambda$-Plane

A basic feature of the holomorphic extensions associated with the series expansions is the dual analyticity that we shall illustrate in the specific case that we have considered here, of the Legendre series (14). To classes of functions $\underline{f}(\cos \theta)$ holomorphic in the $\cos \theta$-plane cut along the semi-axis $[1,+\infty)$ (see Theorem 2), there correspond classes of analytic functions $\widetilde{a}(\lambda)(\lambda \in \mathbb{C})$, which enjoy the following properties:
(a) $\widetilde{a}(\lambda)$ is the composition of the standard Laplace transform with the Abel transform (multiplied by the factor $e^{-w / 2}$ ) of the jump function of $[\mathrm{i} \widehat{f}(\theta)]$ across the cut ${ }^{\theta} \dot{\Xi}_{+}^{(0)}$, that is, the spherical Laplace transform.
(b) $\widetilde{a}(\lambda)$ is holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$.
(c) $\widetilde{a}(\lambda)$ is the (unique) Carlsonian interpolant of the Fourier-Legendre coefficients: $\left.\widetilde{a}(\lambda)\right|_{\lambda=n}=a_{n}$.

Formulas (9) and (28) give

$$
\widetilde{a}(\lambda)=\int_{0}^{+\infty} e^{-\left(\lambda+\frac{1}{2}\right) w}(\mathcal{A} F)(w) \mathrm{d} w \quad\left(\operatorname{Re} \lambda>-\frac{1}{2}\right)
$$

which is precisely the spherical Laplace transform, holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$ (statement (v) of Proposition 3). Moreover, $\left.\widetilde{a}(\lambda)\right|_{\lambda=n}=a_{n}$ (statement (i) of Proposition 2). Writing explicitly the Abel transform $(\mathcal{A} F)(w)$ (see (9)), we obtain

$$
\widetilde{a}(\lambda)=2 \int_{0}^{+\infty} e^{-\left(\lambda+\frac{1}{2}\right) w}\left\{\int_{0}^{w} \underline{F}(\cosh v) \frac{\sinh v}{[2(\cosh w-\cosh v)]^{\frac{1}{2}}} \mathrm{~d} v\right\} \mathrm{d} w \quad\left(\operatorname{Re} \lambda>-\frac{1}{2}\right),
$$

which, interchanging the order of integration, becomes

$$
\begin{equation*}
\widetilde{a}(\lambda)=2 \int_{0}^{+\infty} \underline{F}(\cosh v) \sinh v\left\{\int_{v}^{+\infty} \frac{e^{-\left(\lambda+\frac{1}{2}\right) w}}{[2(\cosh w-\cosh v)]^{\frac{1}{2}}} \mathrm{~d} w\right\} \mathrm{d} v \quad\left(\operatorname{Re} \lambda>-\frac{1}{2}\right) . \tag{47}
\end{equation*}
$$

Using the integral representation of the Legendre functions of the second kind [24]

$$
\begin{equation*}
Q_{\lambda}(\cosh v)=\int_{v}^{+\infty} \frac{e^{-\left(\lambda+\frac{1}{2}\right) w}}{[2(\cosh w-\cosh v)]^{\frac{1}{2}}} \mathrm{~d} w \quad(\operatorname{Re} \lambda>-1, v>0) \tag{48}
\end{equation*}
$$

formula (47) can be written as follows:

$$
\begin{equation*}
\widetilde{a}(\lambda)=2 \int_{0}^{+\infty} \underline{F}(\cosh v) Q_{\lambda}(\cosh v) \sinh v \mathrm{~d} v \quad\left(\operatorname{Re} \lambda>-\frac{1}{2}\right) \tag{49}
\end{equation*}
$$

Remark 3. The Legendre function of the second kind has a logarithmic singularity at $v=0$, then the integral representation (48) holds if $v>0$; nevertheless, the integral in (49) converges if $\underline{F}(\cosh v)$ is regular at $v=0$.

We can now state the following theorem.

Theorem 3. If the sequence $f_{n}=(n+1)^{2} a_{n}(n=0,1,2, \ldots), a_{n}$ being the Legendre coefficients of expansion (14), satisfies the Hausdorff condition (20), then the jump function $F(v)=\underline{F}(\cosh v)$ (defined in (46)) admits the following integral representation:

$$
\begin{align*}
F(v) & =\underline{F}(\cosh v)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \widetilde{a}(\sigma+\mathrm{i} \mu)\left(\sigma+\frac{1}{2}+\mathrm{i} \mu\right) P_{\sigma+\mathrm{i} \mu}(\cosh v) \mathrm{d} \mu \\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\sigma-\mathrm{i} \infty}^{\sigma+\mathrm{i} \infty} \widetilde{a}(\lambda)\left(\lambda+\frac{1}{2}\right) P_{\lambda}(\cosh v) \mathrm{d} \lambda \quad\left(\lambda=\sigma+\mathrm{i} \mu ; \sigma \geqslant-\frac{1}{2}\right), \tag{50}
\end{align*}
$$

where $P_{\lambda}(\cdot)$ denotes the Legendre function of the first kind.
Proof. See Proposition 6.1 of Ref. [21].

## 3. From Spherical Laplace Transform to Non-Euclidean Fourier Transform

### 3.1. Formal Derivation of Mehler's Transform from the Spherical Laplace Transform

Let us begin by considering the integral representation (48) of the Legendre function of the second kind $Q_{\lambda}(\cosh v)$. If $\operatorname{Re} \lambda=-\frac{1}{2}$, the function $Q_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)$ can be written as the sum of its even (in $\left.\mu\right)$ and odd parts, which are defined as follows:

$$
\begin{aligned}
& Q_{-\frac{1}{2}+\mathrm{i} \mu}^{(\mathrm{E})}(\cosh v)=\int_{v}^{+\infty} \frac{\cos \mu w}{[2(\cosh w-\cosh v)]^{\frac{1}{2}}} \mathrm{~d} w \\
& Q_{-\frac{1}{2}+\mathrm{i} \mu}^{(\mathrm{O})}(\cosh v)=-\mathrm{i} \int_{v}^{+\infty} \frac{\sin \mu w}{[2(\cosh w-\cosh v)]^{\frac{1}{2}}} \mathrm{~d} w .
\end{aligned}
$$

Recalling the relation between the Legendre functions of first and second kind (p. 140, [24])

$$
P_{\lambda}(z)=\frac{\tan \pi \lambda}{\pi}\left[Q_{\lambda}(z)-Q_{-\lambda-1}(z)\right]
$$

and exploiting the evenness (in $\mu)$ of the conical Legendre functions, i.e., $P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)=P_{-\frac{1}{2}-\mathrm{i} \mu}(\cosh v)$ ( $\mu \in \mathbb{R}$ ), we obtain:

$$
\begin{equation*}
P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)=P_{-\frac{1}{2}-\mathrm{i} \mu}(\cosh v)=\frac{2}{\pi} \tan \left[\pi\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right] Q_{-\frac{1}{2}+\mathrm{i} \mu}^{(\mathrm{O})}(\cosh v) . \tag{51}
\end{equation*}
$$

Let us now return to Theorem 3 and to formula (50) in the specific case $\sigma=-\frac{1}{2}$. By the $\mu$-evenness of $P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)$, it follows that only the odd component $\widetilde{a}^{(\mathrm{O})}\left(-\frac{1}{2}+\mathrm{i} \mu\right)$ of $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)(\mu \in \mathbb{R})$ contributes to the integral in formula (50):

$$
\begin{equation*}
F(v)=\underline{F}(\cosh v)=\frac{\mathrm{i}}{\pi} \int_{0}^{+\infty} \widetilde{a}^{(\mathrm{O})}\left(-\frac{1}{2}+\mathrm{i} \mu\right) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \mu \mathrm{d} \mu . \tag{52}
\end{equation*}
$$

Moving back to formula (49), which for the moment we assume to hold also for $\operatorname{Re} \lambda=-\frac{1}{2}$ (this statement will be proved later in Section 3.4.3), and accounting for relationship (51), we can formally rewrite the odd component of $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)(\mu \in \mathbb{R})$ as follows:

$$
\begin{equation*}
\tilde{a}^{(\mathrm{O})}\left(-\frac{1}{2}+\mathrm{i} \mu\right)=\frac{\pi}{\tan \left[\pi\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right]} \int_{0}^{+\infty} \underline{F}(\cosh v) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \sinh v \mathrm{~d} v \quad(\mu \in \mathbb{R}) \tag{53}
\end{equation*}
$$

Noting that $\left(\tan \left[\pi\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right]\right)^{-1}=-\mathrm{i} \tanh \pi \mu$, we may introduce the following function: $\widetilde{F}(\mu) \doteq \widetilde{a}\left(-\frac{1}{2}+\right.$ $\mathrm{i} \mu) /(-\mathrm{i} \pi \tanh \pi \mu)$ (we omit here the superscript "(O)" in $\widetilde{a}^{(\mathrm{O})}\left(-\frac{1}{2}+\mathrm{i} \mu\right)$ since only the odd part of $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)$ plays a role in these transformations). Then, formulas (52) and (53) can be rewritten as

$$
\begin{align*}
& F(v)=\underline{F}(\cosh v)=\int_{0}^{+\infty} \widetilde{F}(\mu) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \tanh (\pi \mu) \mu \mathrm{d} \mu  \tag{54a}\\
& \widetilde{F}(\mu)=\int_{0}^{+\infty} \underline{F}(\cosh v) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \sinh v \mathrm{~d} v \tag{54b}
\end{align*}
$$

which coincide with the Mehler transform pair, indeed (see (p. 175, [24])).
Remark 4. (i) As we have already remarked above, we do not consider the whole spherical Laplace transform but only its odd (with respect to $\mu$ ) component since only this component plays a role in the transformations being treated here.
(ii) The class of functions $F(v)$ which we are led to consider here are of the form $\underline{F}=\underline{F}(\cosh v)$. Accordingly, the connection between spherical Laplace transform and non-Euclidean Fourier transform can be limited to this class of functions. In the non-Euclidean geometry, these functions belong to the class of radial functions in a sense that will be clarified in what follows (see Remarks 5 and 6).

### 3.2. Geometry of the Two-Sheeted Hyperboloid: Polar and Horocyclic Coordinates

Let us now return to the geometrical representation of the real one-sheeted hyperboloid $X_{2}$. It can be easily noted that, by simply swapping two coordinate axes (see Figures 1 and 4), the real meridian $\widehat{X}^{+}$ can be regarded as the real meridian of one of the sheets of a suitable real two-sheeted hyperboloid. It is therefore reasonable to expect that an integral representation of $\underline{F}(\cosh v)$ can be obtained also from the geometry of the two-sheeted hyperboloid.

In the space $\mathbb{R}^{3}$ of variables $x=\left(x_{0}, x_{1}, x_{2}\right)$, we consider the two-sheeted hyperboloid with equation:

$$
\begin{equation*}
x_{0}^{2}-x_{1}^{2}-x_{2}^{2}=1 . \tag{55}
\end{equation*}
$$

In the present analysis, we can limit ourselves to consider the upper sheet of this two-sheeted hyperboloid, the one with $x_{0} \geqslant 1$ that will be denoted by ${ }^{2} X_{2}^{+}$. By analogy with what we have done is Section 2, we consider two systems of coordinates: polar and horocyclic coordinates.

## Polar Coordinates:

$$
\begin{align*}
& x_{0}=\cosh v  \tag{56a}\\
& x_{1}=\sinh v \sin \psi,  \tag{56b}\\
& x_{2}=\sinh v \cos \psi . \tag{56c}
\end{align*} \quad(v \geqslant 0, \psi \in[0,2 \pi))
$$

It is easy to verify that $x_{0}^{2}-x_{1}^{2}-x_{2}^{2}=\cosh ^{2} v-\sinh ^{2} v=1$, and $x_{0} \geqslant 1$.


Figure 4. Upper sheet ${ }^{2} X_{2}^{+}$of the real two-sheteed hyperboloid. $\operatorname{Re} z$ is directed along $u_{1}$ and $\operatorname{Im} z$ along $u_{2}$.

## Horocyclic Coordinates:

$$
\begin{align*}
& x_{0}=\cosh w+\frac{1}{2} \zeta^{2} e^{w}  \tag{57a}\\
& x_{1}=\zeta e^{w},  \tag{57b}\\
& x_{2}=\sinh w-\frac{1}{2} \zeta^{2} e^{w} \tag{57c}
\end{align*} \quad(w, \zeta \in \mathbb{R})
$$

Even in this case, it is straightforward to verify that $x_{0}^{2}-x_{1}^{2}-x_{2}^{2}=1$, and $x_{0} \geqslant 1$; accordingly, the horocyclic coordinates (57) are appropriate for describing the upper sheet ${ }^{2} X_{2}^{+}$of the real two-sheeted hyperboloid. In particular, we focus our attention on the meridian section ${ }^{2} \widehat{X}^{+}$of the upper sheet ${ }^{2} X_{2}^{+}$, which lies in the plane $x_{1}=0$ and whose equation is $x_{0}^{2}-x_{2}^{2}=1$. We consider the intersections of ${ }^{2} \widehat{X}^{+}$with the family of planes ${ }^{2} P_{w}$ with equation $x_{0}+x_{2}=e^{w}(w \in \mathbb{R})$, i.e., the points ${ }^{2} x_{w}$, whose coordinates are $x_{0}=\cosh w$, $x_{1}=0, x_{2}=\sinh w$. The sections of ${ }^{2} X_{2}^{+}$by these planes are the (real) parabolae ${ }^{2} \Pi_{w}^{+}$. Setting $\zeta=0$ in (57), we obtain the point ${ }^{2} x_{w}(w \in \mathbb{R})$, which is the apex of the corresponding parabola ${ }^{2} \Pi_{w}^{+}$(see Figure 4).

Remark 5. As we shall see in the next section, the parabolae ${ }^{2} \Pi_{w}^{+}$generate (through a stereographic projection on the non-Euclidean disk) a family of horocycles, represented by the Euclidean circles (illustrated in Figure 4) which are tangent to the boundary of the unit disk at the point $x_{1}=0, x_{2}=-1$. It is worth emphasizing that this is the sole family of horocycles which is generated by the fibration illustrated above. On the other hand, the non-Euclidean Fourier transform, which will be studied in the next section, demands considering in the non-Euclidean disk all the families of horocycles which are obtained by moving the point of tangency along the entire horizon from 0 to $2 \pi$. We shall see in Lemma 2 of Section 3.4.1 how this difficulty will be overcome (see also Remark 6).

### 3.3. Stereographic Projection from the Upper Sheet of the Two-Sheeted Hyperboloid to the Non-Euclidean Unit Disk

Let $u=\left(u_{1}, u_{2}\right)$ denote the Cartesian coordinate system in the open unit disk $D \doteq\left\{u: u_{1}^{1}+u_{2}^{2}<1\right\}$, which lies in the plane $x_{0}=0$ :

$$
\begin{array}{ll}
u_{1}=\tanh \left(\frac{v}{2}\right) \sin \psi \quad(v \geqslant 0, \psi \in[0,2 \pi)) \\
u_{2}=\tanh \left(\frac{v}{2}\right) \cos \psi \tag{58b}
\end{array}
$$

Then: $|u|^{2}=u_{1}^{2}+u_{2}^{2}=\tanh ^{2}(v / 2)$. Let $B \doteq\left\{u: u_{1}^{1}+u_{2}^{2}=1\right\}$ denote the boundary of $D$, i.e., the horizon. Consider the Riemannian structure

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{4\left(\mathrm{~d} u_{1}^{2}+\mathrm{d} u_{2}^{2}\right)}{\left[1-\left(u_{1}^{2}+u_{2}^{2}\right)\right]^{2}}=\mathrm{d} v^{2}+\sinh ^{2} v \mathrm{~d} \psi^{2} \tag{59}
\end{equation*}
$$

where $\mathrm{d} v^{2}+\sinh ^{2} v \mathrm{~d} \psi^{2}$ can also be obtained from (56) through the equality: $\mathrm{d} s^{2}=-\mathrm{d} x_{0}^{2}+\mathrm{d} x_{1}^{2}+\mathrm{d} x_{2}^{2}$. Let us embed the non-Euclidean disk in the complex $z$-plane so that each point of the unit disk can be represented either by the coordinates $\left(u_{1}, u_{2}\right)$ in (58) or through the polar representation of $z$, which in the present case reads: $z=|z| \exp \left[\mathrm{i}\left(\frac{\pi}{2}-\psi\right)\right],|z|=\tanh \left(\frac{v}{2}\right)$. Note that in this latter representation we are forced to write $\exp \left[\mathrm{i}\left(\frac{\pi}{2}-\psi\right)\right]$ with $\psi$ induced by (56) (instead of the standard expression $\exp (\mathrm{i} \psi)$ ) in order to have the correct correspondence between Cartesian and polar representations. Accordingly, the points $b$ of the boundary $B$ of the non-Euclidean disk will be described by $b=\exp \left[\mathrm{i}\left(\frac{\pi}{2}-\phi\right)\right], \phi$ being defined analogously to $\psi$ that is, measured from the positive $u_{2}$-axis and increasing toward the positive $u_{1}$-axis. The Riemannian structure (59) induces the usual non-Euclidean distance on D:

$$
d(0, z)=\ln \frac{1+|z|}{1-|z|} \quad z=|z| e^{\mathrm{i}\left(\frac{\pi}{2}-\psi\right)}
$$

where $|z|=\tanh (v / 2)$ and 0 is the center of the unit disk. In $D$, the geodesics are circular arcs intersecting the unit circle at right angles. In particular, all diameters of the unit circle are straight lines since these diameters can be considered as arcs of infinite large radius. A pencil of parallel straight lines is given by arcs of Euclidean circles orthogonal to the unit circle, lying in its interior and intersecting the boundary $B$ at a common point $b$. The lines orthogonal to this pencil of parallel geodesics are the circles tangent from within to the horizon at the point $b$. Since these circles are the Euclidean images of the horocycles, we shall refer to the point of contact $b$ as the normal to the horocycle.

The coordinates $\left(x_{0}, x_{1}, x_{2}\right)$ that describe the point $P$ varying on the upper sheet ${ }^{2} X_{2}^{+}$of the two-sheeted hyperboloid are related to the coordinates $\left(u_{1}, u_{2}\right)$ in the open non-Euclidean unit disk $D$ through the following formulas (Lemma 1, p. 49, [25]):

$$
\begin{equation*}
x_{0}=\frac{1+|u|^{2}}{1-|u|^{2}}, \quad x_{1}=\frac{2 u_{1}}{1-|u|^{2}}, \quad x_{2}=\frac{2 u_{2}}{1-|u|^{2}} . \tag{60}
\end{equation*}
$$

Each line of intersection of ${ }^{2} X_{2}^{+}$with the plane $a x_{0}+b x_{1}+c x_{2}=0(a, b, c \in \mathbb{R})$ is mapped by the transformation (60) into a circular arc intersecting the horizon at right angles (Lemma 3, p. 51, [25]). In order to find the curve into which a straight line on ${ }^{2} X_{2}^{+}$is mapped, it is sufficient to substitute into
the equation of the plane $a x_{0}+b x_{1}+c x_{2}=0$ the explicit expression (60) of the variables $x_{i}(i=0,1,2)$ in terms of $u_{1}, u_{2}$. Then, the equation

$$
\begin{equation*}
a \frac{1+|u|^{2}}{1-|u|^{2}}+\frac{2 b u_{1}}{1-|u|^{2}}+\frac{2 c u_{2}}{1-|u|^{2}}=0 \tag{61}
\end{equation*}
$$

is reduced after simple algebra to the equation of the circle

$$
\begin{equation*}
\left(u_{1}+\frac{b}{a}\right)^{2}+\left(u_{2}+\frac{c}{a}\right)^{2}=\frac{b^{2}+c^{2}-a^{2}}{a^{2}} \quad(a \neq 0) \tag{62}
\end{equation*}
$$

with radius $r=\sqrt{b^{2}+c^{2}-a^{2}} /|a|$ and center at the point $(-b / a,-c / a)$ if $a \neq 0$, and to the line $b u_{1}+c u_{2}=$ 0 if $a=0$. Note that the image into $D$ of a straight line on ${ }^{2} X_{2}^{+}$is not the entire circle (62) but only its part contained in the unit disk.

Let us now map the hyperbola ${ }^{2} \widehat{X}^{+}={ }^{2} X_{2}^{+} \cap\left\{x_{1}=0\right\}$, namely, the meridian of the upper sheet of the two-sheeted hyperboloid, into the non-Euclidean unit disk. By setting $a=c=0$ and $b=1$ in the equation of the planes given above, from (61), we see that ${ }^{2} \widehat{X}^{+}$is mapped into the diameter $u_{1}=0$ of the non-Euclidean disk: precisely (see (58)), we have the diameter $u_{1}=0, u_{2}=\tanh (v / 2)$, which tends to $u_{2}=+1$ (i.e., $z=+$ i) for $v \rightarrow+\infty$ and $\psi=0$, and to $u_{2}=-1$ (i.e., $z=-\mathrm{i}$ ) for $v \rightarrow+\infty$ and $\psi=\pi$ (see Figure 4).

Next, we map the parabola ${ }^{2} \Pi_{w}^{+}$, with apex ${ }^{2} x_{w}=(\cosh w, 0, \sinh w)$ lying on the meridian ${ }^{2} \widehat{X}^{+}$, which is represented in horocyclic coordinates by Equation (57). The apex ${ }^{2} x_{w}$ of the parabola lies on the right branch $x_{2}>0$ of the meridian ${ }^{2} \widehat{X}^{+}$for $w>0$, and on the left branch $x_{2}<0$ for $w<0$; for $w=0$, the apex of the parabola has coordinates $(1,0,0)$. These parabolae are generated by the intersection of ${ }^{2} X_{2}^{+}$ with the plane ${ }^{2} P_{w}$ whose equation is: $x_{0}+x_{2}=e^{w}$. By substituting in this latter equation the expressions of $x_{0}$ and $x_{2}$ given in (60), we obtain:

$$
\begin{equation*}
u_{1}^{2}+\left(u_{2}+\frac{1}{1+e^{w}}\right)^{2}=\frac{e^{2 w}}{\left(1+e^{w}\right)^{2}} \tag{63}
\end{equation*}
$$

which represents a circle. In view of (63), we can thus say that the mapping of the parabolae ${ }^{2} \Pi_{w}^{+}$into the unit non-Euclidean disk are the Euclidean circles (images of horocycles) with center in ( $u_{1}=0$, $\left.u_{2}=-\left(1+e^{w}\right)^{-1}\right)$, radius $r_{w}=\left(1+e^{-w}\right)^{-1}$, and tangent from within to the horizon at the point $\left(u_{1}=0, u_{2}=-1\right)$ (i.e., $z=-\mathrm{i}$; see Figure 4). Moreover, these circles cut orthogonally the diameter $u_{1}=0$ of $D$ in the point $\left(u_{1}=0, u_{2}=\tanh (w / 2)\right)$, which lies above the center of $D$ when $w>0$ and below the center of $D$ when $w<0$.

### 3.4. Connection between Spherical Laplace Transform and Non-Euclidean Fourier Transform

### 3.4.1. Preparatory Lemmas

Lemma 1. (i) The Poisson kernel

$$
\mathrm{P}(z, b)=\frac{1-|z|^{2}}{1+|z|^{2}-2|z| \cos (\psi-\phi)} \quad\left(z=|z| e^{\mathrm{i} \psi^{\prime}}, \psi^{\prime}=\frac{\pi}{2}-\psi ; b=e^{\mathrm{i} \phi^{\prime}}, \phi^{\prime}=\frac{\pi}{2}-\phi\right)
$$

is constant on each horocycle $H_{b}(z)$ with normal $b$ and passing through $z \in D$.
(ii) The function

$$
\begin{equation*}
[\mathrm{P}(z, b)]^{\lambda}=\left[\frac{1-|z|^{2}}{1+|z|^{2}-2|z| \cos (\psi-\phi)}\right]^{\lambda} \quad(\lambda \in \mathbb{C}) \tag{64}
\end{equation*}
$$

is an eigenfunction of the Laplace-Beltrami operator on the hyperbolic disk $D$, corresponding to the eigenvalue $\lambda(\lambda-1)$.
(iii) The hyperbolic waves (horocyclic waves) are represented by the following expression:

$$
\begin{equation*}
e^{\lambda\langle z, b\rangle}=\left[\frac{1-|z|^{2}}{1+|z|^{2}-2|z| \cos (\psi-\phi)}\right]^{\lambda} \quad(\lambda \in \mathbb{C}) \tag{65}
\end{equation*}
$$

where $\langle z, b\rangle$ is the signed non-Euclidean distance between the center of the unit disk $D$ and the horocycle $H_{b}(z)$ with normal $b$ that passes through $z \in D$.
(iv) The following equality holds:

$$
\begin{equation*}
\left[\frac{1-|z|^{2}}{1+|z|^{2}-2|z| \cos (\psi-\phi)}\right]^{\lambda}=\frac{1}{[\cosh v-\sinh v \cos (\psi-\phi)]^{\lambda}} \quad(\lambda \in \mathbb{C}) \tag{66}
\end{equation*}
$$

Proof. (i) The level lines of the Poisson kernel $\mathrm{P}(z, b)$ are the circles tangent from within to the unit circle at the point $b=e^{\mathrm{i} \phi^{\prime}}$; when interpreted in a non-Euclidean fashion, they represent horocycles $H_{b}(z)$ with normal $b$ (p. 7, [26]).
(ii) The Laplace-Beltrami operator $\Delta_{D}$ on the non-Euclidean unit disk $D$ is given by $[2,27]$

$$
\Delta_{D}=\frac{1}{4}\left[1-\left(u_{1}^{2}+u_{2}^{2}\right)\right]^{2}\left(\frac{\partial^{2}}{\partial u_{1}^{2}}+\frac{\partial^{2}}{\partial u_{2}^{2}}\right)
$$

For $\lambda \in \mathbb{C}$, a direct computation gives $[2,27]$

$$
\begin{equation*}
\Delta_{D}[\mathrm{P}(z, b)]^{\lambda}=\lambda(\lambda-1)[\mathrm{P}(z, b)]^{\lambda} \quad(\lambda \in \mathbb{C}) \tag{67}
\end{equation*}
$$

(iii) In the Euclidean case, the function $x \mapsto e^{i k(x, \omega)}, k \in \mathbb{R}, \omega \in \mathbb{S}^{(n-1)}, x \in \mathbb{R}^{n}$, represents a plane wave with normal $\omega$ : it is an eigenfunction of the Laplacian in $\mathbb{R}^{n}$ and is constant on every hyperplane perpendicular to $\boldsymbol{\omega}$. In the case of the non-Euclidean disk $D$, the geometric analog of the plane wave is the function represented by Equation (65) [2,27]. In fact, it is an eigenfunction of the Laplace-Beltrami operator on $D$, as proved by statement (ii) (see (67)). Let $z_{\min }=\left|z_{\min }\right| e^{i \chi}$ denote the point on the horocycle $H_{b}(z)$ (i.e., the one with normal $b=e^{i \phi^{\prime}}$ and passing through $z$ ) that is closest to the center of $D$. Then, $\chi=\phi^{\prime}$ or $\chi=\phi^{\prime}+\pi$ depending on whether the origin of $D$ lies, respectively, outside or inside the horocycle $H_{b}(z)$. Therefore, from the definition of $\langle z, b\rangle$, we have:

$$
|\langle z, b\rangle| \doteq \ln \frac{1+\left|z_{\min }\right|}{1-\left|z_{\min }\right|}=\left|\ln \mathrm{P}\left(z_{\min }, b\right)\right|=|\ln \mathrm{P}(z, b)|
$$

the last equality following from statement (i). If we define $\langle z, b\rangle \doteq \ln \mathrm{P}(z, b)$, then $\langle z, b\rangle$ is indeed constant on each horocycle $H_{b}(z)$ and represents the hyperbolic analog of $(x, \omega)$. Moreover, $\langle z, b\rangle$ is positive if $z$ is such that the origin of $D$ lies outside the horocycle $H_{b}(z)$, whereas it is negative if the origin falls inside.
(iv) Equality (66) follows by plugging $|z|=\tanh (v / 2)$ in formula (64).

We now introduce the Spherical Functions $\Phi_{\lambda}(g)$ on $G / K(g \in G=\mathrm{SU}(1,1), K=\mathrm{SO}(2))$.
Definition 1. The Spherical Functions on $G / K$ are defined by [28]

$$
\Phi_{\lambda}(g) \doteq \int_{B}\left|\frac{\mathrm{~d}\left(g^{-1} \cdot b\right)}{\mathrm{d} b}\right|^{\lambda} \mathrm{d} b \quad(g \in G, \lambda \in \mathbb{C})
$$

where $B=\{z:|z|=1\}$ is the boundary of the non-Euclidean disk $D$.
Lemma 2 (Eymard [28]). The functions $\Phi_{\lambda}(g)$ satisfy the following properties:
(i) $\Phi_{\lambda}(g)=P_{-\lambda}(\cosh v),(g \in G, \lambda \in \mathbb{C}, v \in \mathbb{R})$, where $P_{-\lambda}(\cdot)$ are the Legendre functions of the first kind.
(ii) $\Delta_{D} \Phi_{\lambda}(g)=\lambda(\lambda-1) \Phi_{\lambda}(g),(g \in G, \lambda \in \mathbb{C})$, where $\Delta_{D}$ is the non-Euclidean Laplace-Beltrami operator.
(iii) For $\lambda=-\frac{1}{2}+\mathrm{i} \mu(\mu \in \mathbb{R})$ :

$$
\begin{align*}
& \text { (iii.a) } \quad P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)=P_{-\frac{1}{2}-\mathrm{i} \mu}(\cosh v) \text {, } \\
& \text { (iii.b) } \quad P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\frac{1}{\cosh v-\sinh v \cos (\psi-\phi)}\right)^{\frac{1}{2}-\mathrm{i} \mu} \mathrm{~d} \phi \\
& =\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\frac{1-|z|^{2}}{1+|z|^{2}-2|z| \cos (\psi-\phi)}\right)^{\frac{1}{2}-\mathrm{i} \mu} \mathrm{~d} \phi  \tag{68}\\
& =\frac{1}{2 \pi} \int_{B} e^{\left(\frac{1}{2}-\mathrm{i} \mu\right)\langle z, b\rangle} \mathrm{d} b \quad(z \in D) .
\end{align*}
$$

Proof. See Ref. [28].
Remark 6. Representation (68) of the conical function is attained by varying within the integral the angle $\phi$ (or, equivalently, the normal $b$ ) in such a way as to span the entire horizon $(\phi \in[0,2 \pi])$. This amounts to considering in the non-Euclidean disk all the families of horocycles which are obtained by varying the normal $b$ on the horizon. On the other hand, we have seen in Section 3.2 that only one family of horocycles (the one with tangency point at $z=-\mathrm{i}$ ) results from the fibration of the upper sheet ${ }^{2} X_{2}^{+}$of the real two-sheeted hyperboloid. However, from formula (68), we see that the same representation of the conical function can be obtained by keeping $\phi$ fixed and varying $\psi$ in the range $[0,2 \pi]$. Let us recall once again that here we consider only functions of the form $\underline{F}=\underline{F}(\cosh v)$ and therefore not depending on $b$ (see Remark 4(ii)). Consequently, in the non-Euclidean transform (that will be analyzed in the next subsection), the b-dependence of the integrand derives solely from the integral representation (68) of the conical function.

### 3.4.2. Non-Euclidean Fourier Transform

It is well known that the classical Fourier transform refers to the decomposition of a function, belonging to an appropriate space, into exponentials of the form $e^{i k x}$ ( $k$ real), which can also be viewed as the irreducible unitary representations of the additive group of the real numbers. However, the non-Euclidean disk is not a group. Therefore, a straightforward generalization of this viewpoint is not applicable here. Nevertheless, in view of the fact that the functions $P_{-\lambda}(\cosh v)$ correspond for $\lambda=\frac{1}{2}-\mathrm{i} \mu$ to the principal series of the irreducible unitary representations of the group $\operatorname{SU}(1,1)$, the exponentials $e^{\left(\frac{1}{2}-\mathrm{i} \mu\right)\langle z, b\rangle}(\mu \in \mathbb{R})$ (see statement (iii.b) of Lemma 2) represent the analog of the Euclidean exponentials and play the same role in the non-Euclidean Fourier analysis. We can now state the following classical theorem due to Helgason.

Theorem 4 (Helgason [2,27]). For $f \in C_{c}^{\infty}(D)$, let $\tilde{f}$ denote the Fourier transform

$$
\begin{equation*}
\widetilde{f}(\mu, b)=\int_{D} e^{\left(\frac{1}{2}-\mathrm{i} \mu\right)\langle z, b\rangle} f(z) \mathrm{d} z \quad(\mu \in \mathbb{R}, b \in B) \tag{69}
\end{equation*}
$$

where $\mathrm{d} z$ is the invariant surface element on $D$. Then:
(i) The inverse Fourier transform is given by

$$
\begin{equation*}
f(z)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}^{+}} \int_{B} e^{\left(\frac{1}{2}+\mathrm{i} \mu\right)\langle z, b\rangle} \widetilde{f}(\mu, b) \mu \tanh \pi \mu \mathrm{d} \mu \mathrm{~d} b, \tag{70}
\end{equation*}
$$

where $\mathrm{d} b$ is the angular measure on $B$.
(ii) The mapping $f \rightarrow \tilde{f}$ extends to an isometry of the space $L^{2}(D, \mathrm{~d} z)$ onto the space $L^{2}\left(\mathbb{R}^{+} \times\right.$ $\left.B, \frac{1}{2 \pi} \mu \tanh \pi \mu \mathrm{~d} \mu \mathrm{~d} b\right)$.

Proof. See Refs. [2,27].
Remark 7. (i) Since we are considering functions of the form $\underline{F}=\underline{F}(\cosh v)$, we can restrict the integrals (69) and (70) to the case of radial functions [27] that is, to functions $f(z)=F(d(0, z))$, $F$ even. In fact, since $d(0, z)=\ln \frac{1+|z|}{1-|z|}$ and $|z|=\tanh (v / 2)$, then $d(0, z)=v$ and $f(z)=F(v)=\underline{F}(\cosh v)$. Hence, $\widetilde{f}(\mu, b)$ is an even function of $\mu$ alone. In view of statements (iii.a) and (iii.b) of Lemma 2 (see also Remark 6), noting that the expression of the invariant surface element $\mathrm{d} z$ in the coordinates $(v, \psi)$ is $\mathrm{d} z=\sinh v \mathrm{~d} v \mathrm{~d} \psi$, and writing $\widetilde{f}(\mu, b)=2 \pi \widetilde{F}(\mu)$, then formulas (69) and (70) read

$$
\begin{align*}
& \widetilde{F}(\mu)=\int_{0}^{+\infty} \underline{F}(\cosh v) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \sinh v \mathrm{~d} v  \tag{71a}\\
& F(v)=\underline{F}(\cosh v)=\int_{0}^{+\infty} \widetilde{F}(\mu) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \mu \tanh \pi \mu \mathrm{d} \mu \tag{71b}
\end{align*}
$$

which coincide with formulas (54), i.e., the Mehler transform pair.
(ii) It is worth noting the close analogy between the non-Euclidean Fourier transform pair (69) and (70) and the Euclidean Fourier transform in the plane $\mathbb{R}^{2}$. The Fourier transform $\tilde{f}$ of a function $f$ on $\mathbb{R}^{2}$ is given by

$$
\widetilde{f}(\mu \boldsymbol{\omega})=\int_{\mathbb{R}^{2}} f(\boldsymbol{x}) e^{-\mathrm{i} \mu(x, \boldsymbol{\omega})} \mathrm{d} \boldsymbol{x}
$$

Then, the Fourier inversion formula, valid, for example, if $f \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)$, reads

$$
f(x)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}^{+}} \int_{\mathbb{S}^{1}} \widetilde{f}(\mu \boldsymbol{\omega}) e^{\mathrm{i} \mu(x, \omega)} \mu \mathrm{d} \omega \mathrm{~d} \mu
$$

$\mathrm{d} \boldsymbol{\omega}$ denoting the circular measure on $\mathbb{S}^{1}(p .4,[2])$.
3.4.3. Connection between the Spherical Laplace Transform at $\operatorname{Re} \lambda=-\frac{1}{2}$ and the Non-Euclidean Fourier Transform

We can now prove the following theorem.
Theorem 5. Suppose that the sequence $\left\{f_{n}\right\}_{n=0}^{\infty}$, where $f_{n}=(n+1)^{2} a_{n}$ ( $a_{n}$ being the Legendre coefficients of expansion (14)) satisfies the Hausdorff condition (20). Then:
(i) The spherical Laplace transform at $\operatorname{Re} \lambda=-\frac{1}{2}$, restricted to the odd component (in $\mu$ ) of $\widetilde{a}(\sigma+\mathrm{i} \mu)$ (see Section 3.1) reads

$$
\begin{equation*}
\widetilde{F}(\mu)=\int_{0}^{+\infty} \underline{F}(\cosh v) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \sinh v \mathrm{~d} v, \tag{72}
\end{equation*}
$$

where the equality holds in the sense of the $L^{2}$-norm. Precisely, $\underline{F}(\cosh v) \in L^{2}(1,+\infty)$ and $\widetilde{F}(\mu)$ is an even function of $\mu$ which belongs to $L^{2}\left(\mathbb{R}^{+}, \mu \tanh \pi \mu \mathrm{d} \mu\right)$.
(ii) The inverse of formula (72) reads

$$
\begin{equation*}
F(v)=\underline{F}(\cosh v)=\int_{0}^{+\infty} \widetilde{F}(\mu) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \mu \tanh \pi \mu \mathrm{d} \mu . \tag{73}
\end{equation*}
$$

(iii) The following equality holds:

$$
\begin{equation*}
\int_{0}^{+\infty}|\widetilde{F}(\mu)|^{2} \mu \tanh \pi \mu \mathrm{~d} \mu=\int_{1}^{+\infty}|\underline{F}(\cosh v)|^{2} \mathrm{~d}(\cosh v) . \tag{74}
\end{equation*}
$$

(iv) The spherical Laplace transform coincides at $\operatorname{Re} \lambda=-\frac{1}{2}$ with the non-Euclidean Fourier transform.

Proof. We start by proving statements (ii) and (iii) and, successively, we shall prove (i) and (iv).
(ii) In view of the assumptions on $\left\{f_{n}\right\}_{n=0}^{\infty}$, we may use the results of Theorem 3 and from formula (50) with $\sigma \equiv \operatorname{Re} \lambda=-\frac{1}{2}$ :

$$
\begin{equation*}
F(v)=\underline{F}(\cosh v)=\frac{1}{4 \pi} \int_{-\infty}^{+\infty} \widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)(2 \mathrm{i} \mu) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \mathrm{d} \mu . \tag{75}
\end{equation*}
$$

Let $\widetilde{F}(\mu) \doteq \frac{\widetilde{a}(-1 / 2+\mathrm{i} \mu)}{-\mathrm{i} \pi \tanh \pi \mu}$, as we already did when passing from (53) to (54b). Formula (75) can be rewritten as

$$
\begin{equation*}
F(v)=\underline{F}(\cosh v)=\int_{0}^{+\infty} \widetilde{F}(\mu) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \mu \tanh \pi \mu \mathrm{d} \mu \tag{76}
\end{equation*}
$$

which coincides with the inverse spherical Laplace transform (73). Note that formula (76) coincides with the inversion of the non-Euclidean Fourier transform (70) in the specific case of radial functions.
(iii) First, we prove that the l.h.s. of (74) is convergent. The integral $\int_{0}^{+\infty}|\widetilde{F}(\mu)|^{2} \mu \tanh \pi \mu \mathrm{~d} \mu$ is split into the integral over $[0,1]$ plus the integral over $[1,+\infty)$. We have $\left.\int_{0}^{1}|\widetilde{F}(\mu)|^{2} \mu \tanh \pi \mu \mathrm{~d} \mu=\frac{1}{\pi^{2}} \int_{0}^{1} \right\rvert\, \widetilde{a}\left(-\frac{1}{2}+\right.$ $\mathrm{i} \mu)\left.\right|^{2} \frac{\mu}{\tanh \pi \mu} \mathrm{~d} \mu$, which is convergent since $\lim _{\mu \rightarrow 0}(\mu / \tanh \pi \mu)=1 / \pi$, and $\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)$ belongs to $L^{2}(0,1)$ for inequality (25). The integral $\int_{1}^{+\infty}|\widetilde{F}(\mu)|^{2} \mu \tanh \pi \mu \mathrm{~d} \mu$ is convergent since $|\tanh \pi \mu|^{-1} \leqslant M(M$ constant) for $\mu \in[1,+\infty)$ and $\int_{1}^{+\infty}\left|\sqrt{\mu} \widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|^{2} \mathrm{~d} \mu<\int_{1}^{+\infty}\left|\mu^{2} \widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right|^{2} \mathrm{~d} \mu<\infty$ in view of statement (ii) of Proposition 2. We have proved above that (76) coincides with the inverse non-Euclidean Fourier transform (70). From statement (ii) of Theorem 4, we know that the mapping $f \rightarrow \tilde{f}$ (which, in our case, corresponds to the mapping $F(v)=\underline{F}(\cosh v) \rightarrow \widetilde{F}(\mu))$ is an isometry of $L^{2}(D, \mathrm{~d} z)$ onto $L^{2}\left(\mathbb{R}^{+} \times B, \frac{1}{2 \pi} \mu \tanh \pi \mu \mathrm{~d} \mu \mathrm{~d} b\right)$. Therefore, the convergence of integral $\int_{0}^{+\infty}|\widetilde{F}(\mu)|^{2} \mu \tanh \pi \mu \mathrm{~d} \mu$ along with the above mentioned isometry allows us to state equality (74) and that $\underline{F}(\cosh v) \in L^{2}(1,+\infty)$.
(i) Consider formula (54b), which is the formal expression of the spherical Laplace transform at $\operatorname{Re} \lambda=-\frac{1}{2}$ (restricted to its odd component with respect to the variable $\mu \in \mathbb{R}$ ). We note that it coincides with formula (72) which, by formula (74) proved above, holds as an equality in the sense of the $L^{2}$-norm, as specified by statement (i).
(iv) We have indeed proved that formulas (72) and (73) coincide, respectively, with formulas (71a) and (71b), which are the Mehler reduction of the non-Euclidean Fourier transform pair (69) and (70).

## 4. Conclusions

In summary, we have proved the following results. Let the Fourier-Legendre expansion $\frac{1}{4 \pi} \sum_{n=0}^{\infty}(2 n+$ 1) $a_{n} P_{n}(\cos \theta)$, and assume the numbers $\left\{f_{n}\right\}_{n=0}^{\infty}\left(f_{n}=(n+1)^{2} a_{n}\right)$ to satisfy the Hausdorff-type condition (20). Then:

1. (a) The Fourier-Legendre expansion converges to a function $\underline{f}(\cos u)$ analytic in the interval $-1<$ $\cos u<1$.
(b) The function $\underline{f}(\cos u)$ admits a holomorphic extension to the complex $(\cos \theta)$-plane $(\theta=u+\mathrm{i} v)$ cut along the semi-axis $[1,+\infty)$.
2. (a) The Fourier-Legendre coefficients $\left\{a_{n}\right\}_{n=0}^{\infty}$ are the restrictions to non-negative integers of a transform, called spherical Laplace transform, which is the composition of the ordinary Laplace transform with the Abel transform of $F(v) \equiv \underline{F}(\cosh v)$, which is the jump function across the cut $[1,+\infty)$. Namely, for $\operatorname{Re} \lambda>-\frac{1}{2}$,

$$
\begin{equation*}
\widetilde{a}(\lambda)=\int_{0}^{+\infty} e^{-\left(\lambda+\frac{1}{2}\right) w}(\mathcal{A} F)(w) \mathrm{d} w=2 \int_{0}^{+\infty} \underline{F}(\cosh v) Q_{\lambda}(\cosh v) \sinh v \mathrm{~d} v \tag{77}
\end{equation*}
$$

$Q_{\lambda}(\cdot)$ being the Legendre function of the second kind.
(b) The function $\widetilde{a}(\lambda)$, holomorphic in the half-plane $\operatorname{Re} \lambda>-\frac{1}{2}$, satisfies Carlson's bound and interpolates uniquely the coefficients $\left\{a_{n}\right\}_{n=0}^{\infty}$, that is, $a_{n}=\left.\widetilde{a}(\lambda)\right|_{\lambda=n}$.
3. The jump function across the cut admits the following integral representation:

$$
\begin{align*}
F(v) & =\underline{E}(\cosh v)=\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \widetilde{a}(\sigma+\mathrm{i} \mu)\left(\sigma+\frac{1}{2}+\mathrm{i} \mu\right) P_{\sigma+\mathrm{i} \mu}(\cosh v) \mathrm{d} \mu  \tag{78}\\
& =\frac{1}{2 \pi \mathrm{i}} \int_{\sigma-\mathrm{i} \infty}^{\sigma+\mathrm{i} \infty} \widetilde{a}(\lambda)\left(\lambda+\frac{1}{2}\right) P_{\lambda}(\cosh v) \mathrm{d} \lambda \quad\left(\sigma \geqslant-\frac{1}{2}\right)
\end{align*}
$$

where $P_{\lambda}(\cdot)$ denotes the Legendre function of the first kind. Representation (78) is the inverse of the spherical Laplace transform (77).
4. (a) For $\operatorname{Re} \lambda=-\frac{1}{2}$ the spherical Laplace transform, restricted to the odd component in $\mu$ of $\widetilde{a}(\sigma+\mathrm{i} \mu)$, reads

$$
\begin{equation*}
\widetilde{F}(\mu)=\int_{0}^{+\infty} \underline{F}(\cosh v) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \sinh v \mathrm{~d} v \tag{79}
\end{equation*}
$$

where $\widetilde{F}(\mu)=\frac{\widetilde{a}^{(0)}\left(-\frac{1}{2}+\mathrm{i} \mu\right)}{-\mathrm{i} \pi \tanh \pi \mu}\left(\widetilde{a}^{(\mathrm{O})}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right.$ denoting the odd component of $\left.\widetilde{a}\left(-\frac{1}{2}+\mathrm{i} \mu\right)\right)$. Equality (79) holds in the sense of $L^{2}$-norm: $\underline{F}(\cosh v) \in L^{2}(1,+\infty), \widetilde{F}(\mu) \in L^{2}\left(\mathbb{R}^{+}, \mu \tanh \pi \mu \mathrm{d} \mu\right)$. The inverse of formula (79) reads

$$
\begin{equation*}
F(v)=\underline{F}(\cosh v)=\int_{0}^{+\infty} \widetilde{F}(\mu) P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v) \mu \tanh \pi \mu \mathrm{d} \mu . \tag{80}
\end{equation*}
$$

(b) Formulas (79) and (80) can be written explicitly, passing through Mehler transform, in terms of non-Euclidean Fourier transform as follows:

$$
\begin{equation*}
\widetilde{f}(\mu, b)=\int_{D} e^{\left(\frac{1}{2}-\mathrm{i} \mu\right)\langle z, b\rangle} f(z) \mathrm{d} z \quad(\mu \in \mathbb{R}, b \in B) \tag{81}
\end{equation*}
$$

where $\widetilde{f}(\mu, b)=2 \pi \widetilde{F}(\mu)$ and $\mathrm{d} z$ is the invariant surface element on the non-Euclidean disk $D$. The inverse of (81) is

$$
f(z)=\frac{1}{(2 \pi)^{2}} \int_{\mathbb{R}^{+}} \int_{B} e^{\left(\mathrm{i} \mu+\frac{1}{2}\right)\langle z, b\rangle} \widetilde{f}(\mu, b) \mu \tanh \pi \mu \mathrm{d} \mu \mathrm{~d} b,
$$

where $\mathrm{d} b$ is the angular measure on the boundary $B$ of the unit disk $D$.
(c) The functions $P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)$ can be represented as follows:

$$
P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)=\frac{1}{2 \pi} \int_{B} e^{\left(\frac{1}{2}-\mathrm{i} \mu\right)\langle z, b\rangle} \mathrm{d} b \quad(\mu \in \mathbb{R}, z \in D,|z|=\tanh (v / 2))
$$

where: $\langle z, b\rangle=\ln \mathrm{P}(z, b)$ is the signed non-Euclidean distance from the center of $D$ to the horocycle with normal $b$ passing through $z \in D$, and P denotes the Poisson kernel.
(d) The conical functions $P_{-\frac{1}{2}+\mathrm{i} \mu}(\cosh v)=P_{-\frac{1}{2}-\mathrm{i} \mu}(\cosh v)$ correspond to the fundamental series of the unitary irreducible representation of the group $\operatorname{SU}(1,1)$, which acts transitively on the non-Euclidean disk $D$.
5. Last but not least, we wish to spend a few words to emphasize the differences between the classical Stein and Wainger approach and ours. First of all, we want to stress the great relevance of the pioneering work of Stein and Wainger; nevertheless, we believe that some remarks are in order.
(a) Stein and Wainger [9] assume that the Legendre coefficients are the restriction to the integers of a function (denoted by $a(s)$ in their notation), which belongs to a space $H_{*}^{2}\left(\operatorname{Re} s>-\frac{1}{2}\right)$. This latter is the space of functions $a(s)$ which belong to $H^{2}\left(\operatorname{Re} s>-\frac{1}{2}\right)$ and, for which, in addition, the squared norm $\|a\|_{*}^{2}=\int_{-\infty}^{+\infty}\left|a\left(-\frac{1}{2}+\mathrm{i} t\right)-a\left(-\frac{1}{2}-i t\right)\right|^{2} \frac{t \mathrm{~d} t}{\tanh \pi t}$ is finite. In their approach, it remained open and rather obscure the following question: How can it be established if the coefficients $\left\{a_{n}\right\}$ are the restriction of a function belonging to $H_{*}^{2}\left(\operatorname{Re} s>-\frac{1}{2}\right)$ ? Conversely, in our approach, we start directly from the Legendre coefficients, which are required to satisfy a suitable Hausdorff-type condition strictly connected with the moment theory. This second approach seems more direct, especially in the applications (e.g., scattering theory), where only the coefficients of the expansion are known.
(b) A geometrical analysis of the problem (see Section 3 of this paper) is missing in Stein and Wainger's work. Correspondingly, the remarkable results of Helgason on the non-Euclidean Fourier analysis are not mentioned.
(c) In Stein and Wainger's paper, the analytical properties of the Spherical Laplace Transform, as well as its character of being the composition of a Laplace and an Abel-type transform, do not emerge. This also makes the connection between the Mehler transform and the spherical Laplace transform not transparent.
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#### Abstract

We consider a deformed wave equation where the Laplacian operator has been replaced by a differential-difference operator. We prove that this equation does not satisfy Huygens' principle. Our approach is based on the representation theory of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$.
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## 1. Introduction

The wave problem consists of the wave equation and some initial data,

$$
\Delta u(x, t)=\partial_{t t} u(x, t), \quad u(x, 0)=f(x), \partial_{t} u(x, 0)=g(x), \quad \text { for } x \in \mathbb{R}^{n} \text { and } t \in \mathbb{R} .
$$

This problem is certainly one of the most interesting problems of mathematical physics. Standard techniques involving the Fourier transform show that there are two distributions $P_{1}$ and $P_{2}$ on $\mathbb{R}^{n} \times \mathbb{R}$ such that $u=P_{1} * f+P_{2} * g$. Here $*$ represents the Euclidean convolution product. The distributions $P_{1}$ and $P_{2}$ are called propagators.

One of the most celebrated features of the wave equation is Huygens' principle: When the dimension $n$ is odd and starting from 3 , the propagators are supported entirely on spherical shells. This is the reason why in our three-dimensional word, transmission of signals is possible and we can hear each other. A two-dimensional world would be drastically different from this point of view.

The problem of classifying all second order differential operators which obey Huygens' principle is known as the Hadamard problem [1]. This problem has received a good deal of attention and the literature is extensive (see, for instance, [2-13]). Nevertheless, this problem is still far from being fully solved.

In this paper we will consider a deformed wave equation where the Laplacian $\Delta$ is replaced by a certain differential-difference operator. We will prove the non-existence of Huygens' principle for the deformed wave equation for all $n \geqslant 1$. The main tool is the representation theory of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$.

More precisely, we will consider the deformed wave equation $2\|x\| \Delta_{k} u(x, t)=\partial_{t t} u(x, t)$ with compactly supported initial data $(f, g)$. Here $\Delta_{k}$ is the differential-difference Dunkl Laplacian (see (2)), where $k$ is a multiplicity function for the Dunkl operators. The operator $\|x\| \Delta_{k}$ appeared in [14] and played a crucial rule in the study of the so-called $(k, 1)$-generalized Fourier transform. When $k \equiv 0$, the deformed wave equation becomes $2\|x\| \Delta u(x, t)=\partial_{t t} u(x, t)$ and the ( 0,1 )-generalized Fourier transform reduces to a Hankel type transform on $\mathbb{R}^{n}$. We refer the reader to [14] for a detailed study on the generalized Fourier transform.

We begin with a straightforward treatment of the Cauchy problem for the deformed wave equation by means of the ( $k, 1$ )-generalized Fourier transform, and derive the existence of propagators $P_{k, 1}$ and $P_{k, 2}$, in terms of which, the Cauchy problem is solved. Huygens' principle for the deformed wave equation is that $P_{k, 1}$ and $P_{k, 2}$ are supported entirely on the set $\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}:\|x\|-\frac{1}{2} t^{2}=0\right\}$. It is not a simple task to study the support property from the precise form of the propagators. However, subtler dilatation properties of the propagators allow us to show that Huygens' principle holds true if, and only if, $P_{k, 1}$ and $P_{k, 2}$ generate a finite dimensional representation of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$. It is here that the construction of a representation of $\mathfrak{s l}(2, \mathbb{R})$ plays a crucial role. This construction was inspired by [14]. A closer investigation shows that $P_{k, 1}$ and $P_{k, 2}$ cannot generate finite dimensional representations of $\mathfrak{s l}(2, \mathbb{R})$, and therefore, Huygens' principle does not hold for the deformed wave equation for any $n \geqslant 1$ and any multiplicity function $k$. The strategy uses proof by contradiction. It is noteworthy mentioning that the case $k \equiv 0$ is already new.

It would be interesting to understand the interpretation(s) of the non-existence of Huygens' principle for the deformed wave equation from the physics point of view. It would also be fascinating to ask whether Huygens's principle holds for other seminal Dunkl-type equations such as the Dunkl-Dirac equation (see [15] for more details about the Dunkl-Dirac operator). For the Euclidean Dirac equation, this problem has been investigated in [16].

## 2. Background

Let $\langle\cdot, \cdot\rangle$ be the standard Euclidean scalar product in $\mathbb{R}^{n}$. For $x \in \mathbb{R}^{n}$, denote $\|x\|=\langle x, x\rangle^{1 / 2}$.
For $\alpha$ in $\mathbb{R}^{n} \backslash\{0\}$, we write $r_{\alpha}$ for the reflection with respect to the hyperplane $\alpha^{\perp}$ orthogonal to $\alpha$ defined by

$$
r_{\alpha}(x):=x-2 \frac{\langle\alpha, x\rangle}{\langle\alpha, \alpha\rangle} \alpha, \quad x \in \mathbb{R}^{n} .
$$

A finite set $\mathcal{R} \subset \mathbb{R}^{n} \backslash\{0\}$ is called a root system if $r_{\alpha}(\mathcal{R}) \subset \mathcal{R}$ for every $\alpha \in \mathcal{R}$. The finite group $G \subset O(n)$ generated by the reflections $\left\{r_{\alpha}: \alpha \in \mathcal{R}\right\}$ is called the finite Coxeter group associated with $\mathcal{R}$. A multiplicity function for $G$ is a function $k: \mathcal{R} \rightarrow \mathbb{R}_{\geqslant 0}$ which is constant on $G$-orbits.

For $1 \leqslant j \leqslant n$, the Dunkl operator is defined in [17] by

$$
T_{j} f(x)=\partial_{j} f(x)+\frac{1}{2} \sum_{\alpha \in \mathcal{R}} k(\alpha) \frac{f(x)-f\left(r_{\alpha}(x)\right)}{\langle\alpha, x\rangle}\left\langle\alpha, e_{j}\right\rangle, \quad x \in \mathbb{R}^{n}
$$

where $\partial_{j}$ is the standard directional derivative and $\left\{e_{1}, \ldots, e_{n}\right\}$ is the canonical orthonormal basis in $\mathbb{R}^{n}$. The most important property of these operators is that they commute. The operators $T_{j}$ and $\partial_{j}$ are intertwined by the following Laplace type operator

$$
\begin{equation*}
V_{k} f(x)=\int_{\mathbb{R}^{n}} f(y) d \mu_{x}^{k}(y) \tag{1}
\end{equation*}
$$

where $\mu_{x}^{k}$ is a unique compactly supported probability measure with $\operatorname{supp}\left(\mu_{x}^{k}\right) \subset\left\{y \in \mathbb{R}^{n}:\|y\| \leqslant\|x\|\right\}$ (see [17,18]).

The Dunkl Laplacian, which is akin to the Euclidean Laplace operator $\Delta$, is defined by $\Delta_{k}:=$ $T_{1}^{2}+\cdots+T_{n}^{2}$ and is given explicitly, for suitable function $f$, by

$$
\begin{equation*}
\Delta_{k} f(x)=\Delta f(x)+\sum_{\alpha \in \mathcal{R}} k(\alpha)\left(\frac{\langle\nabla f(x), \alpha\rangle}{\langle\alpha, x\rangle}-\frac{\|\alpha\|^{2}}{2} \frac{f(x)-f\left(r_{\alpha}(x)\right)}{\langle\alpha, x\rangle^{2}}\right), \quad x \in \mathbb{R}^{n} \tag{2}
\end{equation*}
$$

where $\nabla$ is the gradient. It is worth mentioning that if $k(\alpha)=0$ for all $\alpha \in \mathcal{R}$, then $\Delta_{k}$ reduces to the Euclidean Laplacian $\Delta$. We refer the reader to [19] for the theory of Dunkl's operators. This theory,
which started with the seminal paper [17], was developed extensively afterwards and continues to receive considerable attention (see, e.g., [20-32]).

Next we will introduce some definitions and results for the generalized Fourier transform; for details we refer to [14]. For $a>0$, let

$$
\Delta_{k, a}:=\|x\|^{2-a} \Delta_{k}-\|x\|^{a}
$$

where $\|x\|^{a}$ on the right-hand side of the formula stands for the multiplication operator by $\|x\|^{a}$. The operator $\Delta_{k, a}$ is symmetric on the Hilbert space $L^{2}\left(\mathbb{R}^{n}, \vartheta_{k, a}\right)$ consisting of square integrable functions against the measure $\vartheta_{k, a}(x) d x:=\|x\|^{a-2} \prod_{\alpha \in \mathcal{R}}|\langle\alpha, x\rangle|^{k(\alpha)} d x$.

The $(k, a)$-generalized Fourier transform $\mathcal{F}_{k, a}$ was defined in [14] to be

$$
\mathcal{F}_{k, a}:=\mathrm{e}^{i \frac{\pi}{2}\left(\frac{n+2\langle k\rangle+a-2}{a}\right)} \exp \left(i \frac{\pi}{2 a} \Delta_{k, a}\right),
$$

where $\langle k\rangle:=\frac{1}{2} \sum_{\alpha \in \mathcal{R}} k(\alpha)$. We pin down that $\mathcal{F}_{k, a}$ is a unitary operator from $L^{2}\left(\mathbb{R}^{n}, \vartheta_{k, a}\right)$ onto itself and the inversion formula is given as

$$
\begin{equation*}
\mathcal{F}_{k, \frac{1}{r}}^{-1}=\mathcal{F}_{k, \frac{1}{r}}, \quad\left(\mathcal{F}_{k, \frac{2}{2 r+1}}^{-1} f\right)(x)=\left(\mathcal{F}_{k, \frac{2}{2 r+1}} f\right)(-x), \tag{3}
\end{equation*}
$$

where $r$ is any nonnegative integer. The transform $\mathcal{F}_{k, a}$ reduces to the Euclidean Fourier transform if $k \equiv 0$ and $a=2$; to the Kobayashi-Mano Hankel transform [33] if $k \equiv 0$ and $a=1$; to the Dunkl transform [34] if $k>0$ and $a=2$. In this paper we consider the case $k>0$ and $a=1$. For more details, we refer the reader to ([14] Sections 4 and 5) (see also [35-41]).

Let us collect the main properties of the $(k, 1)$-transform $\mathcal{F}_{k, 1}:=\mathcal{F}_{k}$. In ([14] Theorem 4.23), the authors proved that for $n+2\langle k\rangle>1$, there exists a kernel $B_{k}(x, y)$ such that for every $f \in L^{2}\left(\mathbb{R}^{n}, \vartheta_{k, 1}\right)$,

$$
\mathcal{F}_{k} f(x)=c_{k}^{-1} \int_{\mathbb{R}^{n}} f(y) B_{k}(x, y) \vartheta_{k, 1}(y) d y, \quad x \in \mathbb{R}^{n}
$$

where, for $x=r \theta^{\prime}$ and $y=t \theta^{\prime \prime}$, the kernel $B_{k}$ is given by

$$
B_{k}(x, y)=V_{k}\left(\widetilde{J}_{\frac{n-3}{2}+\langle k\rangle}\left(\sqrt{2 r t\left(1+\left\langle\theta^{\prime}, \cdot\right\rangle\right)}\right)\right)\left(\theta^{\prime \prime}\right) .
$$

Here $V_{k}$ is the Dunkl intertwining operator (1) and $\widetilde{J}_{v}(z)$ is the normalized Bessel function. Above,

$$
c_{k}:=\Gamma(n+2\langle k\rangle-1) \int_{S^{n-1}} \prod_{\alpha \in \mathcal{R}} \mid\langle\alpha, \eta\rangle{ }^{k(\alpha)} d \sigma(\eta)
$$

It is noteworthy mentioning that

$$
\begin{equation*}
\mathcal{F}_{k} \circ\|x\|=-\|x\| \Delta_{k} \mathcal{F}_{k}, \quad \mathcal{F}_{k} \circ\left(-\|x\| \Delta_{k}\right)=-\|x\| \circ \mathcal{F}_{k} . \tag{4}
\end{equation*}
$$

Recently, in [42] the authors defined a translation operator $\tau_{x}$, for $x \in \mathbb{R}^{n}$, on the space $L^{1} \cap$ $L^{\infty}\left(\mathbb{R}^{n}, \vartheta_{k, 1}\right)$ by

$$
\mathcal{F}_{k}\left(\tau_{x} f\right)(\xi)=B(x, \xi) \mathcal{F}_{k}(f)(\xi), \quad \xi \in \mathbb{R}^{n}
$$

Here are some basic properties of the translation operator:
(i) $\tau_{0}=\mathrm{Id}$;
(ii) $\tau_{x} f(y)=\tau_{y} f(x)$;
(iii) $\quad \tau_{x} f_{\lambda}=\left(\tau_{\lambda x} f\right)_{\lambda}$, where $f_{\lambda}(x)=f(\lambda x)$ for $\lambda>0$.

By means of the translation operator, a convolution $\circledast$ on the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$ was defined by

$$
f \circledast g(x)=c_{k}^{-1} \int_{\mathbb{R}^{n}} f(y) \tau_{x} g(y) \vartheta_{k, 1}(y) d y, \quad x \in \mathbb{R}^{n}
$$

In particular, $f \circledast g=g \circledast f$ and $\mathcal{F}_{k}(f \circledast g)=\mathcal{F}_{k} f \cdot \mathcal{F}_{k} g$ (see [42] for more details).
Next we turn our attention to the convolution of distributions (see [42,43]). Denote by $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ the dual of the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n}\right)$. If $T \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$, then $\mathcal{F}_{k}(T)$ is defined by

$$
\left\langle\mathcal{F}_{k}(T), \varphi\right\rangle:=\left\langle T, \mathcal{F}_{k}(\varphi)\right\rangle, \quad \forall \varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right) .
$$

It is worth mentioning that $\mathcal{S}\left(\mathbb{R}^{n}\right)$ is stable by $\mathcal{F}_{k}$ (see [36]). The convolution $T \circledast f$ of $T \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is defined in [42] by

$$
T \circledast f(x)=\left\langle T, \tau_{x} f\right\rangle .
$$

In particular, a result analogous to the Euclidean convolution shows that $T \circledast f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right) \cap C^{\infty}\left(\mathbb{R}^{n}\right)$ and $\mathcal{F}_{k}(T \circledast f)=\mathcal{F}_{k} T \cdot \mathcal{F}_{k} f$.

## 3. The Deformed Wave Equation and Huygens' Principle

For $n+2\langle k\rangle-1>0$, where $\langle k\rangle=\frac{1}{2} \sum_{\alpha \in \mathcal{R}} k(\alpha)$, we consider the following Cauchy problem for the wave equation

$$
\begin{gather*}
2\|x\| \Delta_{k}^{x} u_{k}(x, t)=\partial_{t t} u_{k}(x, t), \quad(x, t) \in \mathbb{R}^{n} \times \mathbb{R},  \tag{5}\\
u_{k}(x, 0)=f(x), \quad \partial_{t} u_{k}(x, 0)=g(x),
\end{gather*}
$$

where the functions $f$ and $g$ belong to the space $\mathcal{D}\left(\mathbb{R}^{n}\right)$ of smooth functions with compact support. Here the superscript in $\Delta_{k}^{x}$ indicates the relevant variable, while the subscript $t$ indicates differentiation in the $t$-variable. Next, we will prove the following statements:
(S) Let $u_{k}(x, t), x \in \mathbb{R}^{n}$ and $t \in \mathbb{R}$, satisfy $2\|x\| \Delta_{k}^{x} u_{k}(x, t)-\partial_{t t} u_{k}(x, t)=0$, then $u_{k}$ does not satisfy Huygen's principle. In other words, the solution $u_{k}$ is expressed as a sum of $\circledast$-convolution of $f$ and $g$ with distributions that are not supported entirely on the set $\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}:\|x\|=\frac{1}{2} t^{2}\right\}$.

For $t \in \mathbb{R}$, denote by $P_{k, t}$ the $2 \times 2$ matrix of tempered distributions on $\mathbb{R}^{n}$

$$
P_{k, t}=\left(\begin{array}{cc}
P_{k, t}^{11} & P_{k, t}^{12}  \tag{6}\\
P_{k, t}^{21} & P_{k, t}^{22}
\end{array}\right):=\left(\begin{array}{cc}
\mathcal{F}_{k}(\cos (t \sqrt{2\|\cdot\|})) & \mathcal{F}_{k}(\sin (t \sqrt{2\|\cdot\|}) / \sqrt{2\|\cdot\|}) \\
\mathcal{F}_{k}(-\sqrt{2\|\cdot\| \sin (t \sqrt{2\|\cdot\|})}) & \mathcal{F}_{k}(\cos (t \sqrt{2\|\cdot\|}))
\end{array}\right) .
$$

Set $U_{k}(x, 0):=\binom{f(x)}{g(x)}$, where the initial data $(f, g) \in \mathcal{D}\left(\mathbb{R}^{n}\right) \times \mathcal{D}\left(\mathbb{R}^{n}\right)$. Thus, we may define the vector column $U_{k}(x, t)$ by

$$
\begin{align*}
U_{k}(x, t) & :=\left\{P_{k, t} \circledast U_{k}(\cdot, 0)\right\}(x)  \tag{7}\\
& =\left\{\left(\begin{array}{ll}
P_{k, t}^{11} & P_{k}^{12} \\
P_{k, t}^{21} & P_{k, t}^{22}
\end{array}\right) \circledast\binom{f}{g}\right\}(x) .
\end{align*}
$$

By applying the Fourier transform $\mathcal{F}_{k}$ to (7), in the $x$-variable, we get

$$
\begin{equation*}
\mathcal{F}_{k}\left(U_{k}(\cdot, t)\right)(\xi)=e^{t \mathbb{A}} \mathcal{F}_{k}\left(U_{k}(\cdot, 0)\right)(\xi), \tag{8}
\end{equation*}
$$

where

$$
\mathbb{A}:=\left(\begin{array}{cc}
0 & 1  \tag{9}\\
-2\|\xi\| & 0
\end{array}\right)
$$

Above we have used the fact that $\mathcal{F}_{k}^{-1}=\mathcal{F}_{k}$ (see (3)). That is $\mathcal{F}_{k}\left(U_{k}(\cdot, t)\right)(\xi)$ is a solution to the following ordinary differential equation

$$
\partial_{t} \mathcal{F}_{k}\left(U_{k}(\cdot, t)\right)(\xi)=\mathbb{A} \mathcal{F}_{k}\left(U_{k}(\cdot, t)\right)(\xi)=\left(\begin{array}{cc}
0 & 1  \tag{10}\\
-2\|\xi\| & 0
\end{array}\right) \mathcal{F}_{k}\left(U_{k}(\cdot, t)\right)(\xi)
$$

Now, recall from (4) that $-\|\xi\| \mathcal{F}_{k}(f)(\xi)=\mathcal{F}_{k}\left(\|x\| \Delta_{k} f\right)(\xi)$, and using the injectivity of the Fourier transform $\mathcal{F}_{k}$, we deduce that

$$
\partial_{t} U_{k}(x, t)=\left(\begin{array}{cc}
0 & 1  \tag{11}\\
2\|x\| \Delta_{k} & 0
\end{array}\right) U_{k}(x, t)
$$

Hence, if we write $U_{k}(x, t)=\binom{u_{k}(x, t)}{v_{k}(x, t)}$, then $u_{k}(x, t)$ satisfies the following equation

$$
\partial_{t t} u_{k}(x, t)=2\|x\| \Delta_{k} u_{k}(x, t)
$$

Moreover, since $f, g \in \mathcal{D}\left(\mathbb{R}^{n}\right)$, it follows from (7) and the properties of the $\circledast$-convolution that $u_{k}(\cdot, t) \in C^{\infty}\left(\mathbb{R}^{n}\right)$ for all $t \in \mathbb{R}$.

Furthermore, $u_{k}(x, t) \rightarrow f(x)$ as $t \rightarrow 0$. Indeed, if $\delta$ denotes the Dirac functional, then, as $t \rightarrow 0$, $\mathcal{F}_{k}(\cos (t \sqrt{2\|\cdot\|})) \rightarrow \delta$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{n}\right)$ and thus in $\mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$. On the other hand $\mathcal{F}_{k}(\sin (t \sqrt{2\|\cdot\|}) / \sqrt{2\|\cdot\|}) \rightarrow 0$ as $t \rightarrow 0$. Using the continuity of the convolution $\circledast$, we deduce that

$$
u_{k}(x, t) \rightarrow(\delta \circledast f)(x)=f(x) \quad \text { as } \quad t \rightarrow 0
$$

Similarly, one can prove that $\left(\partial_{t} u_{k}\right)(x, t) \rightarrow g(x)$ as $t \rightarrow 0$.
We mention that the solution $u_{k}$ constructed above is unique. To prove this claim, we need the lemma below. Let

$$
\begin{equation*}
\mathcal{E}_{k}\left[u_{k}\right](t)=\int_{\mathbb{R}^{n}}\left\{\left|\partial_{t} \mathcal{F}_{k}\left(u_{k}(\cdot, t)\right)(\xi)\right|^{2}+2\|\xi\|\left|\mathcal{F}_{k}\left(u_{k}(\cdot, t)\right)(\xi)\right|^{2}\right\} \vartheta_{k, 1}(\xi) d \xi \tag{12}
\end{equation*}
$$

Lemma 1. Assume that $n+2\langle k\rangle-1>0$ and that the initial data $f, g \in \mathcal{D}\left(\mathbb{R}^{N}\right)$. Then the total energy $\mathcal{E}_{k}\left[u_{k}\right]$ is independent of $t$.

Proof. Since

$$
\mathcal{F}_{k}\left(u_{k}(\cdot, t)\right)(\xi)=\cos (t \sqrt{2\|\xi\|}) \mathcal{F}_{k} f(\xi)+\frac{\sin (t \sqrt{2\|\xi\|})}{\sqrt{2\|\xi\|}} \mathcal{F}_{k} g(\xi), \quad \text { for all } t \in \mathbb{R}
$$

we deduce that

$$
\begin{aligned}
\left|\mathcal{F}_{k}\left(u_{k}(\cdot, t)\right)(\xi)\right|^{2}= & \cos ^{2}(t \sqrt{2\|\xi\|})\left|\mathcal{F}_{k} f(\xi)\right|^{2}+\frac{\sin ^{2}(t \sqrt{2\|\xi\|})}{2\|\xi\|}\left|\mathcal{F}_{k} g(\xi)\right|^{2} \\
& +\sqrt{2} \frac{\cos (t \sqrt{\|\xi\|}) \sin (t \sqrt{\|\xi\|})}{\sqrt{\|\xi\|}} \operatorname{Re}\left(\mathcal{F}_{k} f(\xi) \overline{\mathcal{F}_{k} g(\xi)}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\left|\partial_{t} \mathcal{F}_{k}\left(u_{k}(\cdot, t)\right)(\xi)\right|^{2}= & \cos ^{2}(t \sqrt{2\|\xi\|})\left|\mathcal{F}_{k} g(\xi)\right|^{2}+2\|\xi\| \sin ^{2}(t \sqrt{2\|\xi\|})\left|\mathcal{F}_{k} f(\xi)\right|^{2} \\
& -2 \sqrt{2\|\xi\|} \cos (t \sqrt{2\|\xi\|}) \sin (t \sqrt{2\|\xi\|}) \operatorname{Re}\left(\mathcal{F}_{k} f(\xi) \overline{\mathcal{F}_{k} g(\xi)}\right)
\end{aligned}
$$

Thus we have

$$
\begin{equation*}
\mathcal{E}_{k}\left[u_{k}\right](t)=\int_{\mathbb{R}^{n}}\left\{2\|\xi\|\left|\mathcal{F}_{k} f(\xi)\right|^{2}+\left|\mathcal{F}_{k} g(\xi)\right|^{2}\right\} \vartheta_{k, 1}(\xi) d \xi \tag{13}
\end{equation*}
$$

Hence, we established the lemma.
Now let us go back to the uniqueness of the solution $u_{k}$. Assume that $u_{k}^{(1)}$ and $u_{k}^{(2)}$ are two solutions of the wave equation with the same initial data, then $u_{k}^{(1)}-u_{k}^{(2)}$ is a solution of the wave equation with zero initial data. Therefore, by (13), we have $\mathcal{E}_{k}\left[u_{k}^{(1)}-u_{k}^{(2)}\right](t)=0$. Hence, (12) implies $\partial_{t} \mathcal{F}_{k}\left(\left(u_{k}^{(1)}-u_{k}^{(2)}\right)(\cdot, t)\right)(\xi)=0$ for every $t \in \mathbb{R}$. That is, the function $t \mapsto \mathcal{F}_{k}\left(\left(u_{k}^{(1)}-u_{k}^{(2)}\right)(\cdot, t)\right)(\xi)$ is a constant, which implies $\mathcal{F}_{k}\left(\left(u_{k}^{(1)}-u_{k}^{(2)}\right)(\cdot, t)\right)(\xi)=$ $\mathcal{F}_{k}\left(\left(u_{k}^{(1)}-u_{k}^{(2)}\right)(\cdot, 0)\right)(\xi)=0$. Using the injectivity of the Fourier transform $\mathcal{F}_{k}$, we deduce that $\left(u_{k}^{(1)}-u_{k}^{(2)}\right)(x, t)=0$ for all $x \in \mathbb{R}^{n}$ and $t>0$. This proves that the solutions of the wave equation are uniquely determined by the initial Cauchy data.

The following theorem collects all the above facts and discussions.
Theorem 1. The solution to the Cauchy problem (5) is given uniquely by

$$
u_{k}(x, t)=\left(P_{k, t}^{11} \circledast f\right)(x)+\left(P_{k, t}^{12} \circledast g\right)(x)
$$

where, for a fixed $t, P_{k, t}^{11}$ and $P_{k, t}^{12}$ are the tempered distributions on $\mathbb{R}^{n}$ given by

$$
P_{k, t}^{11}=\mathcal{F}_{k}(\cos (t \sqrt{2\|\cdot\|})), \quad P_{k, t}^{12}=\mathcal{F}_{k}(\sin (t \sqrt{2\|\cdot\|}) / \sqrt{2\|\cdot\|}) .
$$

The distributions $P_{k, t}^{i j}$ will be called the propagators.
We shall now prove the statement $(\mathcal{S})$. To do so, we will assume that the propagators $P_{k, t}^{11}$ and $P_{k, t}^{12}$ are supported entirely on the set $\mathcal{C}=\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}:\|x\|=\frac{1}{2} t^{2}\right\}$ and we will show that this assumption cannot hold. Our approach uses the representation theory of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$, following [43,44].

Assume that the propagators $P_{k, t}^{11}$ and $P_{k, t}^{12}$ are supported entirely on the set $\mathcal{C}=\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R}\right.$ : $\left.\|x\|=\frac{1}{2} t^{2}\right\}$.

We start by investigating certain properties of the wave equation, which are reflected in properties of the propagators. To see this, we define the $2 \times 2$ matrix $P_{k}=\left(\begin{array}{ll}P_{k}^{11} & P_{k}^{12} \\ P_{k}^{21} & P_{k}^{22}\end{array}\right)$ of entrywise distributions on $\mathbb{R}^{n+1}$, where

$$
P_{k}^{i j}\left(\psi_{1} \otimes \psi_{2}\right):=\int_{\mathbb{R}} P_{k, t}^{i j}\left(\psi_{1}\right) \psi_{2}(t) d t, \quad i, j=1,2
$$

for $\psi_{1} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\psi_{2} \in \mathcal{S}(\mathbb{R})$. Here we used the fact that $\mathcal{S}\left(\mathbb{R}^{n+1}\right) \simeq \mathcal{S}\left(\mathbb{R}^{n}\right) \hat{\otimes} \mathcal{S}(\mathbb{R})$ is the unique topological tensor product of $\mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\mathcal{S}(\mathbb{R})$ as nuclear spaces. From the constructive proof of Theorem 1, it follows that

$$
2\|x\| \Delta_{k} P_{k}^{i j}=\partial_{t t} P_{k}^{i j}, \quad i, j=1,2
$$

Next, we will investigate the dilations of the propagators under a dilation operator. This will inform us on the degree of the "homogeneity" of the distributions $P_{k}^{i j}$, with $i, j=1,2$. For $\lambda>0$ and a function $\psi$ on $\mathbb{R}^{n+1}$, let

$$
S_{\lambda}^{x} \psi(x, t):=\psi\left(\lambda^{2} x, t\right), \quad S_{\lambda}^{t} \psi(x, t):=\psi(x, \lambda t),
$$

where the superscript denotes the relevant variable. Set $S_{\lambda}:=S_{\lambda}^{x} \circ S_{\lambda}^{t}$. By duality, the operators $S_{\lambda}^{x}, S_{\lambda}^{t}$, and $S_{\lambda}$ act on distributions in the standard way.

We begin by looking to the properties of $P_{k, t}^{i j}$ under the dilation $S_{\lambda}$. Observe that if $u_{k}(x, t)$ is a solution to (5) with initial data $(f(x), g(x))$, then $S_{\lambda} u_{k}(x, t)$ solves the wave equation with initial data $\left(S_{\lambda}^{x} f(x), \lambda S_{\lambda}^{x} g(x)\right)$. Thus

$$
S_{\lambda} U_{k}(x, t)=P_{k, t} \circledast\left[\begin{array}{c}
S_{\lambda}^{x} f  \tag{14}\\
\lambda S_{\lambda}^{x} g
\end{array}\right]
$$

On the other hand

$$
\begin{aligned}
S_{\lambda} U_{k}(x, t)=\left[\begin{array}{c}
S_{\lambda} u_{k}(x, t) \\
\partial_{t}\left\{S_{\lambda} u_{k}(x, t)\right\}
\end{array}\right] & =\left[\begin{array}{c}
u_{k}\left(\lambda^{2} x, \lambda t\right) \\
\lambda\left\{\partial_{t} u_{k}\right\}\left(\lambda^{2} x, \lambda t\right)
\end{array}\right] \\
& =\left[\begin{array}{c}
u_{k} \\
\lambda \partial_{t} u_{k}
\end{array}\right]\left(\lambda^{2} x, \lambda t\right) \\
& =\left[\begin{array}{cc}
1 & 0 \\
0 & \lambda
\end{array}\right]\left[\begin{array}{c}
u_{k} \\
\partial_{t} u_{k}
\end{array}\right]\left(\lambda^{2} x, \lambda t\right) \\
& =\left[\begin{array}{cc}
1 & 0 \\
0 & \lambda
\end{array}\right]\left\{P_{k, \lambda t} \circledast\left[\begin{array}{c}
f \\
g
\end{array}\right]\right\}\left(\lambda^{2} x\right) \\
& =\left[\begin{array}{cc}
1 & 0 \\
0 & \lambda
\end{array}\right] S_{\lambda}^{x}\left\{P_{k, \lambda t} \circledast\left[\begin{array}{c}
f \\
g
\end{array}\right]\right\}(x) .
\end{aligned}
$$

Using the fact that $S_{\lambda}^{x}$ preserves the convolution of a distribution with a function, a fact that can be easily checked using the properties of the translation operator, we get

$$
\begin{align*}
S_{\lambda} U_{k}(x, t) & =\left[\begin{array}{ll}
1 & 0 \\
0 & \lambda
\end{array}\right]\left\{S_{\lambda}^{x} P_{k, \lambda t} \circledast\left[\begin{array}{c}
S_{\lambda}^{x} f \\
S_{\lambda}^{x} g
\end{array}\right]\right\}(x) \\
& =\left[\begin{array}{ll}
1 & 0 \\
0 & \lambda
\end{array}\right]\left\{S_{\lambda}^{x} P_{k, \lambda t} \circledast\left[\begin{array}{cc}
1 & 0 \\
0 & \lambda^{-1}
\end{array}\right]\left[\begin{array}{c}
S_{\lambda}^{x} f \\
\lambda S_{\lambda}^{x} g
\end{array}\right]\right\}(x) \tag{15}
\end{align*}
$$

Comparing (14) with (15) gives $S_{\lambda}^{x} P_{k, \lambda t}^{i j}=\lambda^{j-i} P_{k, t}^{i j}$, for $i, j=1,2$. Now we can obtain the dilation properties of $P_{k}^{i j}$ as follows: For $\psi_{1} \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $\psi_{2} \in \mathcal{S}(\mathbb{R})$, we have

$$
\begin{aligned}
S_{\lambda}\left(P_{k}^{i j}\right)\left(\psi_{1} \otimes \psi_{2}\right) & =P_{k}^{i j}\left(S_{\lambda^{-1}}^{x}\left(\psi_{1}\right) \otimes S_{\lambda^{-1}}^{t}\left(\psi_{2}\right)\right) \\
& =\int_{\mathbb{R}} P_{k, t}^{i j}\left(S_{\lambda^{-1}}^{x}\left(\psi_{1}\right)\right) S_{\lambda^{-1}}^{t}\left(\psi_{2}\right)(t) d t \\
& =\lambda \int_{\mathbb{R}} P_{k, \lambda t}^{i j}\left(S_{\lambda^{-1}}^{x}\left(\psi_{1}\right)\right) \psi_{2}(t) d t \\
& =\lambda \int_{\mathbb{R}} S_{\lambda}^{x}\left(P_{k, \lambda t}^{i j}\left(\psi_{1}\right)\right) \psi_{2}(t) d t \\
& =\lambda^{1+j-i} \int_{\mathbb{R}} P_{k, t}^{i j}\left(\psi_{1}\right) \psi_{2}(t) d t \\
& =\lambda^{1+j-i} P_{k}^{i j}\left(\psi_{1} \otimes \psi_{2}\right) .
\end{aligned}
$$

We summarize the above computations.
Proposition 1. For $n+2\langle k\rangle-1>0$, we have
(1) The distribution $P_{k}^{i j}$ satisfies the deformed wave equation, i.e.,

$$
\begin{equation*}
\left(\|x\| \Delta_{k}-\frac{1}{2} \partial_{t t}\right) P_{k}^{i j}=0, \quad i, j=1,2 \tag{16}
\end{equation*}
$$

(2) For $\lambda>0$,

$$
S_{\lambda} P_{k}^{i j}=\lambda^{1+j-i} P_{k}^{i j}, \quad i, j=1,2 .
$$

Next we shall describe the structure of a representation of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$ on $\mathcal{S}\left(\mathbb{R}^{n+1}\right)$. This structure, together with Proposition 1, will allow us to prove that the Assumption 3 does not hold true.

We take a basis for the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$ as

$$
\mathbf{e}:=\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right), \quad \mathbf{f}:=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right), \quad \mathbf{h}:=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) .
$$

The triple $\{\mathbf{e}, \mathbf{f}, \mathbf{h}\}$ satisfies the commutation relations

$$
[\mathbf{e}, \mathbf{f}]=\mathbf{h}, \quad[\mathbf{h}, \mathbf{e}]=2 \mathbf{e}, \quad[\mathbf{h}, \mathbf{f}]=-2 \mathbf{f},
$$

where $[A, B]:=A B-B A$.
Choose $x_{1}, x_{2}, \ldots, x_{n}$ as the usual system of coordinates on $\mathbb{R}^{n}$. Let

$$
\mathbb{E}_{n, 1}:=i\left(\|x\|-\frac{1}{2} t^{2}\right), \quad \mathbb{F}_{n, 1}:=i\left(\|x\| \Delta_{k}-\frac{1}{2} \partial_{t t}\right), \quad \mathbb{H}_{n, 1}:=n+2\langle k\rangle-\frac{1}{2}+2 \sum_{\ell=1}^{n} x_{\ell} \partial_{\ell}+t \partial_{t}
$$

Using ([14] Theorem 3.2), the following commutation relations hold

$$
\begin{equation*}
\left[\mathbb{E}_{n, 1}, \mathbb{F}_{n, 1}\right]=\mathbb{H}_{n, 1}, \quad\left[\mathbb{H}_{N, 1}, \mathbb{E}_{N, 1}\right]=2 \mathbb{E}_{N, 1}, \quad\left[\mathbb{H}_{n, 1}, \mathbb{F}_{n, 1}\right]=-2 \mathbb{F}_{n, 1} \tag{17}
\end{equation*}
$$

These are the commutation relations of a standard basis of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$. Equation (17) gives rise to a representation $\omega_{k}$ of the Lie algebra $\mathfrak{s l}(2, \mathbb{R})$ on the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n+1}\right)$ by setting

$$
\begin{equation*}
\omega_{k}(\mathbf{h})=\mathbb{H}_{n, 1}, \quad \omega_{k}(\mathbf{e})=\mathbb{E}_{n, 1}, \quad \omega_{k, a}(\mathbf{f})=\mathbb{F}_{n, 1} \tag{18}
\end{equation*}
$$

An analogue of the representation $\omega_{k}$ has been intensively studied in [14].
Recall that the Huygens' principle is equivalent to the fact that the propagators $P_{k}^{11}$ and $P_{k}^{12}$ are supported on the $\operatorname{set} \mathcal{C}=\left\{(x, t) \in \mathbb{R}^{n} \times \mathbb{R} \left\lvert\,\|x\|-\frac{1}{2} t^{2}=0\right.\right\}$. Since $\mathcal{C}$ is the locus of zeros of $\|x\|-\frac{1}{2} t^{2}$, then, $P_{k}^{i j}$ is supported on $\mathcal{C}$ if and only if

$$
\begin{equation*}
\mathbb{E}_{n, 1}^{m} \cdot P_{k}^{i j}=0 \tag{19}
\end{equation*}
$$

for some positive integer $m$ (see, for instance, ([44] p. 173)). In the light of Proposition 1(1) together with the dilatation property of $P_{k}^{i j}$, which implies that $P_{k}^{i j}$ is an eigen-distribution for $\mathbb{H}_{n, 1}$, Equation (19) amounts to saying the distribution $P_{k}^{i j}$ generates a finite-dimensional representation $\omega_{k}^{*}$ for $\mathfrak{s l}(2, \mathbb{R})$ on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n+1}\right)$. Thus, the qualitative part of Huygens' principle holds.

Theorem 2. Huygens' principle holds if and only if $P_{k}^{i j}$ is supported on the set $\mathcal{C}$, if and only if $P_{k}^{i j}$ generates a finite-dimensional representation $\omega_{k}^{*}$ for $\mathfrak{s l}(2, \mathbb{R})$ on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n+1}\right)$.

Theorem 3. Huygens' principle cannot hold when

$$
n-1+2\langle k\rangle \notin \mathbb{Z} .
$$

Proof. In ([14] Theorem 3.21) the authors proved that the spectrum of the element $\mathbf{k}:=i(\mathbf{f}-\mathbf{e})$ acting on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n+1}\right)$ via the dual representation $\omega_{k}^{*}$ is $n-1+2\langle k\rangle+2 \mathbb{Z}$, whereas, it is well known, the spectrum of $\mathbf{k}$ in finite-dimensional representations of $\mathfrak{s l}(2, \mathbb{R})$ is contained in $\mathbb{Z}$.

The above theorem leaves the possibility that the wave equation may satisfy Huygens' principle when $n-1+2\langle k\rangle \in \mathbb{Z}$.

Now, using Proposition 1(2), we get

$$
\left\{2 \sum_{\ell=1}^{n} x_{\ell} \partial_{\ell}+t \partial_{t}\right\} P_{k}^{i j}=(1+j-i) P_{k}^{i j}
$$

Therefore

$$
\mathbb{H}_{n, 1} P_{k}^{i j}=-\left(n+2\langle k\rangle-\frac{1}{2}+i-j-1\right) P_{k}^{i j}, \quad i, j=1,2 .
$$

That is $P_{k}^{i j}$ is an eigendistributation for $\mathbb{H}_{n, 1}$ with eigenvalue $-\left(n+2\langle k\rangle-\frac{1}{2}+i-j-1\right)$. Keeping in mind the fact that $\mathbb{F}_{n, 1} \cdot P_{k}^{i j}=0$, and in the light of Theorem 3 , clearly each distribution $P_{k}^{i j}$ cannot generate a finite-dimensional $\omega_{k}^{*}$ for $\mathfrak{s l}(2, \mathbb{R})$ on $\mathcal{S}^{\prime}\left(\mathbb{R}^{n+1}\right)$; otherwise $n+2\langle k\rangle-\frac{1}{2}+i-j-1 \in \mathbb{Z}$ which is impossible in view of Theorem 3. That is our Assumption 3 does not hold true.

Theorem 4. The solution $u_{k}(x, t)$ to the Cauchy problem (5) does not satisfy the Huygens' principle.
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#### Abstract

Gibbs effect represents the non-uniform convergence of the $n$th Fourier partial sums in approximating functions in the neighborhood of their non-removable discontinuities (jump discontinuities). The overshoots and undershoots cannot be removed by adding more terms in the series. This effect has been studied in the literature for wavelet and framelet expansions. Dual tight framelets have been proven useful in signal processing and many other applications where translation invariance, or the resulting redundancy, is very important. In this paper, we will study this effect using the dual tight framelets system. This system is generated by the mixed oblique extension principle. We investigate the existence of the Gibbs effect in the truncated expansion of a given function by using some dual tight framelets representation. We also give some examples to illustrate the results.
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## 1. Introduction

The Gibbs effect was first recognized over a century ago by Henry Wilbraham in 1848 (see Ref. [1]). However, in 1898 Albert Michelson and Samuel Stratton (see Ref. [2]) observed it via a mechanical machine that they used to calculate the Fourier partial sums of a square wave function. Soon after, Gibbs explained this effect in two publications [3,4]. In his first short paper, Gibbs failed to notice the phenomenon and the limits of the graphs of the Fourier partial sums was inaccurate. In the second paper, he published a correction and gave the description of overshoot at the point of jump discontinuity. In fact, Gibbs did not provide a proof for his argument but only in 1906 a detailed mathematical description of the effect was introduced and named after Gibbs phenomenon by Maxime (see Ref. [5]) as he believed Gibbs to be the first person noticing it. This phenomenon has been studied extensively in Fourier series and many other situations such as the classical orthogonal expansions (see Refs. [6-8]), spline expansion (see Refs. [9,10]), wavelets and framelets series (see Refs. [11-17]), sampling approximations (see Ref. [18]), and many other theoretical investigations (see Refs. [19-23]). By considering Fourier series, it is impossible to recover accurate point values of a periodic function with many finitely jump discontinuities from its Fourier coefficients. Wavelets and their generalizations (framelets) have great success in coefficients recovering and have many applications in signal processing and numerical approximations (see Refs. [24-27]). However, many of these applications are represented by smooth functions that have jump discontinuities. However, expanding these functions will create (most often) unpleasant ringing effect near the gaps. It is the aim of this article to analyze the Gibbs effect of dual tight framelets using a different/higher order of vanishing moments.

Let us recall the preliminary background by introducing some notations (e.g., see Refs. [28-30]). Let $L_{2}(\mathbb{R})$ denote the space of all square integrable functions over the space $\mathbb{R}$, where

$$
L_{2}(\mathbb{R})=\left\{f: \mathbb{R} \rightarrow \mathbb{R} ; \int_{\mathbb{R}}|f|^{2}<\infty\right\}
$$

Definition 1 ([31]). Let $\psi \in L_{2}(\mathbb{R})$. For $j, k \in \mathbb{Z}$, define the function $\psi_{j, k}$ by

$$
\psi_{j, k}=2^{j / 2} \psi\left(2^{j} \cdot-k\right)
$$

Then, we say the function $\psi$ is a wavelet if the set $\left\{\psi_{j, k}\right\}_{j, k \in \mathbb{Z}}$ forms an orthonormal basis for $L_{2}(\mathbb{R})$.
Every square integrable function $f \in L_{2}(\mathbb{R})$ has a wavelet representation and this requires an orthonormal basis. However, the existence of such complete orthonormal basis is in general hard to construct and their representation is too restrictive and rigid. Therefore, frames were defined by the idea of an additional lower bound of the Bessel sequence which does not constitute an orthonormal set and are not linearly independent. In this paper, we will use dual tight framelets constructed by the mixed oblique extension principle (MOEP) (see Ref. [32]) which enables us to construct dual tight framelets for $L_{2}(\mathbb{R})$ of the form $\left\{\psi_{j, k}^{\ell}, \tilde{\psi}_{j, k}^{\ell} \ell=1, \cdots, r\right\}_{j, k}$. The MOEP provides an important method to construct dual framelets from refinable functions and gives us a better number of vanishing moments for $\psi_{\ell}$ and therefore a better imation orders. In fact, using the unitary extension principle UEP (see Ref. [32]), it is known that the approximation order of the system will not exceed 2, whereas the MOEP will give us a better approximation (see Ref. [33]). Please note that the MOEP is a generalization of the UEP and the oblique extension principle OEP. extension principle OEP (see Ref. [34]), which is again given to ensure that the system

$$
\left\{\psi_{j, k}^{\ell} \tilde{\psi}_{j, k}^{\ell} \ell=1, \cdots, r\right\}_{j, k \in \mathbb{Z}}
$$

forms a dual tight framelets for $L_{2}(\mathbb{R})$. We refer the reader to Ref. [34] for the general setup of the MOEP.
Definition 2 ([31]). A sequence $\Psi=\left\{\psi_{j, k^{\prime}}^{\ell} \ell=1, \cdots, r\right\}_{j, k}$ of elements in $L_{2}(\mathbb{R})$ is a framelet for $L_{2}(\mathbb{R})$ if there exists constants $A, B>0$ such that

$$
\begin{equation*}
A\|f\|^{2} \leq \sum_{\ell=1}^{r} \sum_{j, k}^{\infty}\left|\left\langle f, \psi_{j, k}^{\ell}\right\rangle\right|^{2} \leq B\|f\|^{2}, \forall f \in L_{2}(\mathbb{R}) \tag{1}
\end{equation*}
$$

The numbers $A, B$ are called frame bounds. If we can choose $A=B=1$, then $\Psi$ is called a tight framelet for $L_{2}(\mathbb{R})$.

Please note that we obtain a family of functions $\tilde{\Psi}=\left\{\tilde{\psi}_{j, k}^{\ell} \ell=1, \cdots, r\right\}_{j, k}$ such that

$$
\begin{equation*}
B^{-1}\|f\|^{2} \leq \sum_{\ell=1}^{r} \sum_{j, k}\left|\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle\right|^{2} \leq A^{-1}\|f\|^{2}, \forall f \in L_{2}(\mathbb{R}) \tag{2}
\end{equation*}
$$

The family $\tilde{\Psi}$ is called dual (reciprocal) framelet of the framelet $\Psi$. Equations (1) and (2) implies, respectively, the following equation

$$
\begin{equation*}
\langle f, g\rangle=\sum_{\ell=1}^{r} \sum_{j, k}\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle\left\langle\psi_{j, k}^{\ell}, g\right\rangle \tag{3}
\end{equation*}
$$

It follows directly from Equation (3) that any function $f \in L_{2}(\mathbb{R})$ has the following framelet representation

$$
\begin{equation*}
f=\sum_{\ell=1}^{r} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle \psi_{j, k}^{\ell}=\sum_{\ell=1}^{r} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}}\left\langle f, \psi_{j, k}^{\ell}\right\rangle \tilde{\psi}_{j, k}^{\ell} . \tag{4}
\end{equation*}
$$

The framelet constructions of $\Psi$ and $\tilde{\Psi}$ require mother wavelets, called refinable functions $\phi$ and $\tilde{\phi}$, where a compactly supported function $\phi \in L_{2}(\mathbb{R})$ is said to be refinable if

$$
\begin{equation*}
\phi(x)=2 \sum_{k \in \mathbb{Z}} h_{0}[k] \phi(2 x-k), \tag{5}
\end{equation*}
$$

for some finite supported sequence $h_{0}[k] \in \ell_{2}(\mathbb{Z})$. The sequence $h_{0}$ is called the low pass filter of $\phi$. For convenience, we define $\psi_{0, k}^{\ell}(\cdot)=\phi_{0, k}(\cdot)$ and $\tilde{\psi}_{0, k}^{\ell}(\cdot)=\tilde{\phi}_{0, k}(\cdot)$. Therefore, Equation (4) can be rewritten as

$$
\begin{equation*}
f=\sum_{k}\langle f, \tilde{\phi}(\cdot-k)\rangle \phi(\cdot-k)+\sum_{\ell=1}^{r} \sum_{j=1}^{\infty} \sum_{k \in \mathbb{Z}}\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle \psi_{j, k}^{\ell} \tag{6}
\end{equation*}
$$

The above series expansion (6) can be truncated as

$$
\begin{equation*}
\mathcal{Q}_{n} f=\sum_{\ell=1}^{r} \sum_{j<n} \sum_{k \in \mathbb{Z}}\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle \psi_{j, k}^{\ell} . \tag{7}
\end{equation*}
$$

which is typical in kernel-based system identification approaches (see Ref. [35])
Please note that $\mathcal{Q}_{n} f$ can be described by a reproducing kernel Hilbert space which is given by a linear combination of its frame and dual frame product.

$$
\begin{equation*}
\mathcal{Q}_{n} f(x)=\int_{\mathbf{R}} f(y) \mathcal{D}_{n}(x, y) d y \tag{8}
\end{equation*}
$$

where

$$
\mathcal{D}_{n}(x, y)=\sum_{\ell=1}^{r} \sum_{j<n} \sum_{k \in \mathbb{Z}} \tilde{\psi}_{j, k}^{\ell}(y) \psi_{j, k}^{\ell}(x)
$$

is called the kernel of $\mathcal{Q}_{n} f$. Figure 1 shows the graphs of the kernel $\mathcal{D}_{2}(x, y)$ for different framelets.


Figure 1. The graphs of the kernel, $\mathcal{D}_{2}(x, y)$, using the framelets of Example 2, 3 and 4, respectively.
It is known from the approximation theory, see e.g., Refs. ([28,35]), that the truncated expansion (7) is equivalent to

$$
\begin{equation*}
\mathcal{Q}_{n} f=\sum_{k \in \mathbb{Z}}\left\langle f, \tilde{\phi}_{n, k}\right\rangle \phi_{n, k}, \quad n \in \mathbb{Z}^{+}, \quad f \in L_{2}(\mathbb{R}) \tag{9}
\end{equation*}
$$

The general setup is to construct a set of functions as the form of $\Psi$, which can be summarized as follows: Let $V_{0}$ be the closed space generated by $\{\phi(\cdot-k)\}_{k \in \mathbb{Z}}$, i.e., $V_{0}=\overline{\operatorname{span}}\{\phi(\cdot-k)\}_{k \in \mathbb{Z}}$, and
$V_{j}=\left\{f\left(2^{j} x\right): f(x) \in V_{0}, x \in \mathbb{R}\right\}$. Let $\left\{V_{j}, \phi\right\}_{j \in \mathbb{Z}}$ be the multiresolution analysis (MRA) generated by the function $\phi$ and $\Psi \subset V_{1}$ such that

$$
\begin{equation*}
\psi^{\ell}=2 \sum_{k \in \mathbb{Z}} h_{\ell}[k] \phi(2 \cdot-k) \tag{10}
\end{equation*}
$$

where $\left\{h_{\ell}[k], k \in \mathbb{Z}\right\}_{\ell=1}^{r}$ is a finitely supported sequence called high pass filters of the system. Please note that from Equation (7), the functions $\phi, \psi^{\ell}$ and $\tilde{\phi}, \tilde{\psi}^{\ell}$ are playing a great role. They are used for computing the coefficients of the expansion of the function $f$ in terms of $\phi$ and $\psi$, and recovering the projection of $f$ onto $V_{j}$ from the coefficients $\left\langle f, \tilde{\psi}_{j, k}^{\ell}\right\rangle$. The Fourier transform of a function $f \in L_{2}(\mathbb{R})$ is defined to be

$$
\mathcal{F}(f)(\omega)=\hat{f}(\omega)=\int_{\mathbb{R}} f(x) e^{-i \omega x} d x, \quad \omega \in \mathbb{R}
$$

and the Fourier series of a sequence $h \in \ell_{2}(\mathbb{Z})$ is defined by

$$
\mathcal{F}(h)(\omega)=\hat{h}(\omega)=\sum_{k \in \mathbb{Z}} h[k] e^{-i \omega k}, \omega \in \mathbb{R}
$$

## 2. Gibbs Effect in Quasi-Affine Dual Tight Framelet Expansions

In this section, we study the Gibbs effect by using dual tight framelet in the quasi-affine tight framelet expansions generated via the MOEP. In general, and by using the expansion in Equation (7), we have $\lim _{n \rightarrow \infty} \mathcal{Q}_{n} f(x)=f(x)$ around $x$, where $f$ is continuous except at many finite points. Hence, it is sufficient to study this effect by considering the following function

$$
f(x)=\left\{\begin{array}{cc}
1-x, & 0<x \leq 1 \\
-1-x, & -1 \leq x<0 \\
0, & \text { else }
\end{array}\right.
$$

In fact, this function is useful in the sense that other functions that have the same type of gaps, can be represented as expansions in terms of $f$ plus a continuous function at $x=0$. Please note that if we define $\mathcal{S}$ as

$$
\mathcal{S}(x)=\left\{\begin{array}{cc}
\xi+1-x, & \xi<x \leq \xi+1 \\
\xi-1-x, & \xi-1 \leq x<\xi \\
0, & \text { else }
\end{array}\right.
$$

then, $\mathcal{S}$ has a jump discontinuity at the point $\xi$ and $\mathcal{S}(x)=f(x-\xi)$. Thus, we have the following result.
Theorem 1. Any function with finitely many jump discontinuities can be written in terms of $\mathcal{S}$ plus a continuous function at the origin.

Proof. Let $g$ be a discontinuous function with a jump discontinuity, say at $x=\xi$, of magnitude $D$. We could put several of these together for $g$ but we would likely only be looking at one such function at a time. Suppose that $\mathcal{S}$ and $g$ are in the same direction of the needed jump (i.e., if $g\left(\xi^{+}\right)>g\left(\xi^{-}\right)$, then $J\left(\xi^{+}\right)>J\left(\xi^{-}\right)$, and similarly for $g\left(\xi^{+}\right)<g\left(\xi^{-}\right)$) or multiply $\mathcal{S}$ by (- or + ) $D$ to create the needed jump in the same direction. Define

$$
F(x)=(+ \text { or }-) D \mathcal{S}(x)+d
$$

so that $d$ is a constant that makes the jump endpoints of $F$ and $g$ matched at $x=\xi$. Our continuous function in the neighborhood of the point $\xi$ will then be $g(x)-F(x)$.

The definition of the Gibbs effect under the quasi-projection approximation $\mathcal{Q}_{n}$ is defined as follows.

Definition 3. Suppose a function $f$ is smooth and continuous everywhere except at $x_{0}$, i.e., limits $\lim _{x \rightarrow x_{0}^{+}} f(x)$ and $\lim _{x \rightarrow x^{-}} f(x)$ exist, and that $f\left(x_{\circ}^{+}\right) \mathcal{E} \neq \& f\left(x_{\circ}^{-}\right)$. Define $\mathcal{Q}_{n} f$ to be the truncated partial sum of Equation (7). We say that the framelet expansion of $f$ exhibits the Gibbs effect at the right-hand side of $x_{\circ}$ if there is a sequence $d_{s}>0$ converging to $x_{0}$, and

$$
\lim _{n, s \rightarrow \infty} \mathcal{Q}_{n} f\left(d_{s}\right)\left\{\begin{array}{lll}
>f\left(x_{\circ}^{+}\right), & \text {if } f\left(x_{\circ}^{+}\right)>f\left(x_{\circ}^{-}\right) \\
<f\left(x_{\circ}^{+}\right), & \text {if } f\left(x_{\circ}^{+}\right)<f\left(x_{\circ}^{-}\right)
\end{array} .\right.
$$

Similarly, we can define the Gibbs effect on the left-hand side of $x_{\circ}$.
Let $\Psi$ to be the system defined by Definition 2. Thus, the corresponding quasi-affine system $X^{J}(\Psi)$ generated by $\Psi$ is defined by a collection of translations and dilation of the elements in $\Psi$ such that

$$
X^{J}(\Psi)=\left\{\psi_{j, k}^{\ell}: 1 \leq \ell \leq r, j, k \in \mathbb{Z},\right\}
$$

where

$$
\psi_{j, k}^{\ell}=\left\{\begin{array}{cc}
2^{j / 2} \psi^{\ell}\left(2^{j} \cdot-k\right), & j \geq J \\
\left.2^{j} \psi^{\ell}\left(2^{j} \cdot-2^{j} k\right)\right), & j<J
\end{array} .\right.
$$

In the study of our expansion, we consider $J=0$. Many applications in framelet and approximation theory are modeled by non-negative functions. One family of such important functions are the $B$-splines, where the $B$-spline $B_{m}$ of order $m$ is defined by

$$
B_{m}=B_{m-1} * B_{1}=\int_{(0,1]} B_{m-1}(\cdot-x) d x
$$

where

$$
B_{1}=\chi_{(0,1]} .
$$

Figure 2 shows the graphs of the $B$-splines $B_{m}$ for different order.
It is known that sparsity of the framelets representations is due to the vanishing moments of the underling refinable wavelet (see Ref. [29]). We say $\psi$ has $N$ vanishing moments if

$$
\begin{equation*}
\int x^{r} \psi_{j, k}^{\ell}(x) d x=0, \text { for } r=0,1, \cdots, N-1 \tag{11}
\end{equation*}
$$

which is equivalent to that $\hat{\psi}_{j, k}^{(r)}(0)=0$, for all $r=0,1, \cdots, N-1$. This implies that the framelet $\psi_{j, k}^{\ell}(x)$ is orthogonal to the polynomials $1, x, \cdots, x^{N-1}$. The following statement is well known in the literature [13] for wavelets, but we present the proof for the reader's convenience by considering the general quasi-affine dual framelet system.

Proposition 1. Assume that $\tilde{\Psi}, \Psi$ is a quasi-affine dual framelet system for $L_{2}(\mathbb{R})$ and that $\psi$, where $\psi \in \Psi$ has a vanishing moment of order $N$. Then for any polynomial $d(x)$ of degree at most $N-1$, we have

$$
\mathcal{Q} d=d,
$$

where $\mathcal{Q}=\mathcal{Q}_{0}$ is defined by Equation (9) for $n=0$.

Proof. From the definition of $\tilde{\Psi}, \Psi$, we know that all the generators must have a compact support. Therefore, we can find a positive integer $A$ such that the support of all these generators lie in the interval $[-A, A]$. Define

$$
\begin{equation*}
C_{B}=\chi_{[-B, B]}, \text { where } B \geq A \tag{12}
\end{equation*}
$$

Let $d(\cdot)$ be a polynomial of degree at most $N-1$. Then, by the vanishing moment property of $\psi_{j, k}^{\ell}$ we have

$$
\begin{equation*}
\int_{\mathbb{R}} C_{B} d(x) \psi_{j, k}^{\ell} d x=\int_{-B}^{B} d(x) \psi_{j, k}^{\ell} d x=0, \text { where } x<|B-A| \tag{13}
\end{equation*}
$$

Now, the proof is completed by taking $B \rightarrow \infty$ and using Equations (6) and (13). Thus, we have

$$
d(\cdot)=C_{B} d(\cdot)=\sum_{k}\left\langle d, \tilde{\phi}_{0, k}\right\rangle \phi_{0, k}(\cdot)=\mathcal{Q} d(\cdot)
$$



Figure 2. $B$-splines of order 1 through 8 , respectively.
Now, we present some examples of dual tight framelets constructed by the MOEP in Ref. [34].
Example 1. Let $B_{1}=\phi=\chi_{[0,1)}$. Define,

$$
\begin{aligned}
\psi_{1}(x) & =\frac{529}{1497} \chi_{[0,1)}(2 x)+\frac{-173}{489} \chi_{[0,1)}(2 x-1) \\
\tilde{\psi}_{1}(x) & =\frac{-1208}{3415} \chi_{[0,1)}(2 x)+\frac{489}{1384} \chi_{[0,1)}(2 x-1) .
\end{aligned}
$$

Then, the resulting system generates a dual tight framelet for $L_{2}(\mathbf{R})$. We illustrate the framelet and its dual framelet generators in Figure 3.


Figure 3. The graph of the Haar dual tight framelet of Example 1.

Example 2. Let $B_{2}=\phi=\tilde{\phi}$. Then,

$$
\mathcal{F}\left(h_{0}\right)(\xi)=\hat{h_{0}}(\xi)=\hat{h^{2}}(\xi)=0.25(1+\cos (\xi)-i \sin (\xi))^{2}
$$

Thus, by using the MOEP, one can find the following high pass filters,

$$
\begin{aligned}
\hat{h}_{1}(\xi)= & -(1-\cos (\xi)+i \sin (\xi))^{2} \\
\hat{h}_{2}(\xi)= & -16 \sin ^{4}(\xi / 2)(\cos (\xi)-i \sin (\xi)) \\
\hat{\tilde{h}}_{1}(\xi)= & \frac{1}{480} e^{-i \xi} \sin ^{4}(\xi / 2)(32,668+57,569 \cos (\xi)+39,422 \cos (2 \xi)+21,191 \cos (3 \xi)+ \\
& 8428 \cos (4 \xi)+2233 \cos (5 \xi)+426 \cos (6 \xi)+71 \cos (7 \xi)), \\
\hat{\tilde{h}}_{2}(\xi)= & -\frac{1}{480} e^{-i \xi} \sin ^{2}(\xi / 2)(-614-726 \cos (\xi)+85 \cos (2 \xi)+412 \cos (3 \xi)+458 \cos (4 \xi) \\
& +284 \cos (5 \xi)+71 \cos (6 \xi)) .
\end{aligned}
$$

Then, $\psi^{\ell}, \tilde{\psi}^{\ell}, \ell=1,2$ forms a dual tight framelets for $L_{2}(\mathbb{R})$. These functions have vanishing moments (vm) as follows, $\operatorname{vm}\left(\psi_{1}\right)=\operatorname{vm}\left(\tilde{\psi}_{2}\right)=2$ while $v m\left(\psi_{2}\right)=\operatorname{vm}\left(\tilde{\psi}_{1}\right)=4$. See Figure 4 for their graphs.


Figure 4. The graphs of the framelets and its dual framelets of Example 2.
Example 3. Let $B_{4}=\phi=\tilde{\phi}$. Then,

$$
\hat{h}_{0}(\xi)=\hat{\tilde{h}}_{0}(\xi)=0.0625(1+\cos (\xi)-i \sin (\xi))^{4}
$$

We have the following high pass filters,

$$
\begin{aligned}
& \hat{h}_{1}(\xi)=(1-\cos (\xi)+i \sin (\xi))^{4} \\
& \hat{h}_{2}(\xi)=16 \sin ^{4}(\xi / 2)(\cos (3 \xi)-i \sin (3 \xi))
\end{aligned}
$$

The high pass filters for the dual framelets in $\ell_{2}(\mathbb{Z})$, where $k \in \mathbb{Z}$, is given by

$$
\left\{\begin{array}{l}
\tilde{h}_{1}[k]=\left[\frac{311}{3,870,720}, \frac{311}{967,680}, \frac{865}{387,072}, \frac{473}{64,512}, \frac{1783}{4,83,840}, \frac{-19,967}{967,680}, \frac{-67,453}{1,935,360}, \frac{-17,887}{967,680}, \frac{233,473}{1,935,360}, \frac{17,887}{967,680},\right. \\
\left.\frac{67,453}{1,935,360}, \frac{19,967}{967,680}, \frac{1783}{483,840}, \frac{473}{64,512}, \frac{865}{387,072}, \frac{3611}{967,680}, \frac{311}{3,870,720}\right], \\
\tilde{h}_{2}[k]=\left[\frac{311}{483,840}, \frac{311}{120,960}, \frac{2119}{483,840}, \frac{47}{10,080}, \frac{-4111}{483,840}, \frac{-5687}{120,960}, \frac{-21,103}{483,840}, \frac{2627}{15,120}, \frac{-21,103}{483,840}, \frac{-5687}{120,960},\right. \\
\left.\frac{-4111}{483,840}, \frac{47}{10,080}, \frac{2119}{483,840}, \frac{311}{120,960}, \frac{311}{483,840}\right] .
\end{array}\right.
$$

Then, $\psi^{\ell}, \tilde{\psi}^{\ell}, \ell=1,2$ forms a dual tight framelets for $L_{2}(\mathbb{R})$. Here we have vm $\left(\psi_{1}\right)=\operatorname{vm}\left(\psi_{2}\right)=\operatorname{vm}\left(\tilde{\psi}_{1}\right)=$ $v m\left(\tilde{\psi}_{2}\right)=4$. Their graphs are depicted in Figure 5.


Figure 5. The graphs of the framelets and its dual framelets of Example 3.
Example 4. Let $B_{4}=\phi$, and $B_{2}=\tilde{\phi}$. Thus,

$$
\hat{h}_{0}(\xi)=0.0625(1+\cos (\xi)-i \sin (\xi))^{4}, \text { and } \hat{h}_{0}(\xi)=0.25(1+\cos (\xi)-i \sin (\xi))^{2}
$$

Then, we have the following tight framelets,

$$
\begin{gathered}
\psi_{1}(x)= \begin{cases}-8 x^{3} / 3 & \text { if } 0 \leq x \leq 1 / 2 \\
-2+12 x-24 x^{2}+40 x^{3} / 3 & \text { if } 1 / 2<x \leq 1 \\
38-108 x+96 x^{2}-80 x^{3} / 3 & \text { if } 1<x<3 / 2 \\
-142+252 x-144 x^{2}+80 x^{3} / 3 & \text { if } 3 / 2 \leq x<2 \\
178-228 x+96 x^{2}-40 x^{3} / 3 & \text { if } 2 \leq x<5 / 2 \\
(8 / 3)(-3+x)^{3} & \text { if } 5 / 2 \leq x \leq 3 \\
0 & \text { if otherwise, }\end{cases} \\
\psi_{2}(x)= \begin{cases}-(1 / 3)(-1+2 x)^{3} & \text { if } 1 / 2 \leq x \leq 1 \\
-47 / 3+46 x-44 x^{2}+40 x^{3} / 3 & \text { if } 1<x<3 / 2 \\
358 / 3-224 x+136 x^{2}-80 x^{3} / 3 & \text { if } 3 / 2 \leq x<2 \\
(2 / 3)\left(-461+624 x-276 x^{2}+40 x^{3}\right) & \text { if } 2 \leq x<5 / 2 \\
953 / 3-334 x+116 x^{2}-40 x^{3} / 3 & \text { if } 5 / 2 \leq x \leq 3 \\
(1 / 3)(-7+2 x)^{3} & \text { if } 3<x \leq 7 / 2 \\
0 & \text { if otherwise }\end{cases}
\end{gathered}
$$

and the high pass filters for its dual tight framelets in $\ell_{2}(\mathbb{Z})$, where $k \in \mathbb{Z}$, are given by:

$$
\left\{\begin{array}{l}
\tilde{h}_{1}[k]=\left[\frac{13}{15,360}, \frac{13}{7680}, \frac{61}{7680}, \frac{109}{7680}, \frac{-733}{15,360}, \frac{-35}{256}, \frac{409}{1280}, \frac{-35}{256}, \frac{-733}{15,360}, \frac{109}{7680}, \frac{61}{7680}, \frac{13}{7680}, \frac{13}{15,360},\right], \\
\tilde{h}_{2}[k]=\left[\frac{13}{2560}, \frac{13}{1280}, \frac{-89}{7680}, \frac{-1}{30}, \frac{-199}{3840}, \frac{313}{1920}, \frac{-199}{3840}, \frac{-1}{30}, \frac{-89}{7680}, \frac{13}{1280}, \frac{13}{2560}\right] .
\end{array}\right.
$$

Then, again $\psi^{\ell}, \tilde{\psi}^{\ell}, \ell=1,2$ forms a dual tight framelets for $L_{2}(\mathbb{R})$. Here we have vm $\left(\psi_{1}\right)=\operatorname{vm}\left(\psi_{2}\right)=$ $2, v m\left(\tilde{\psi}_{1}\right)=v m\left(\tilde{\psi}_{2}\right)=4$. Their graphs are depicted in Figure 6 .


Figure 6. The graphs of the framelets and its dual framelets of Example 4.
We will use the framelet expansion defined by Equation (7) to present the numerical evidence of the Gibbs effect by determining the maximal overshoot and undershoot of the truncated expansion
$\mathcal{Q}_{n} f$ near the origin. The behavior of the truncated functions $\mathcal{Q}_{n}$ of a function with jump discontinuities is related to the existence of the Gibbs phenomenon, which is unpleasant in application, and not so easy to avoid. Therefore, examining a series of representations to avoid it or at least reduce it, is very important.

Proposition 2. For any two refinable compactly supported functions $\phi$ and $\tilde{\phi}$ in $L_{2}(\mathbb{R})$. If

$$
\mathcal{Q} \operatorname{sgn} \leq 1 \text { on }\left(x_{0}, \infty\right) \text { and } \mathcal{Q} \operatorname{sgn} \geq-1 \text { on }\left(-\infty, x_{\circ}\right)
$$

then $\mathcal{Q}_{n} f$ exhibits no Gibbs effect.
Proof. Please note that $\left(\mathcal{Q}_{n} f\right)\left(2^{-n} x\right)=\mathcal{Q}\left(f\left(2^{-n} x\right)\right)$ for all $n \in \mathbb{N}$. In particular, $\left(\mathcal{Q}_{n} \operatorname{sgn}\right)\left(2^{-n} x\right)=$ $\mathcal{Q}\left(\operatorname{sgn}\left(2^{-n} x\right)\right)$. Suppose that the truncated function $\mathcal{Q}_{n} f$ do exhibit the Gibbs effect near $x_{0}^{+}$. Thus, there exists an open interval $\mathcal{U} \subseteq\left(x_{\circ}, \infty\right)$ such that $\mathcal{Q} f(x)>1, \forall x \in \mathcal{U}$. Therefore, $\exists u>x_{\circ}$ such that $\max _{x \in\left(x_{0}, u\right)} \mathcal{Q} f(x)=U>1$. Define a sequence $u_{n}>x_{0}, \forall n$ such that $u_{n} \rightarrow x_{\circ}$ as $n \rightarrow \infty$ (one can take $u_{n}=\epsilon_{n}+x_{0}$ such that $\epsilon_{n} \rightarrow 0$ as $\left.n \rightarrow \infty\right)$. Hence, $\max _{x \in\left(x_{\circ}, u_{n}\right)} \mathcal{Q}_{n} f(x)=\max _{x \in\left(x_{\circ}, u\right)} \mathcal{Q} f(x)=U>1$, a contradiction. Similarly, we can prove the case when $x<x_{\circ}^{-}$in the same fashion.

Please note that it is important to use non-negative functions in framelet analysis due to its use in a variety of applications. One of those functions is the $B$-splines. The following statement will require such non-negativity to avoid the Gibbs effect.

Theorem 2. Let $\phi$ and $\tilde{\phi}$ be any two non-negative refinable real valued compactly supported functions in $L_{2}(\mathbb{R})$ such that

$$
\int \operatorname{sgn}(x) \phi(x-k)>0 \text { and } \int \operatorname{sgn}(x) \tilde{\phi}(x-k)>0 \text { on } \mathbb{R}
$$

Assume further $\sum_{k} \phi(x-k)=1$. If the vanishing moment of $\phi$ and $\tilde{\phi}$ is one, then $\tilde{\mathcal{Q}} f$ exhibit no Gibbs effect.
Proof. It suffices to show this for $\operatorname{sgn}(x)$ as $f(x)=\operatorname{sgn}(x)-x$ on $[-1,1]$. Please note that Proposition 1 is held for $d=1$, i.e.,

$$
\tilde{Q} 1=1 .
$$

Now, for $x \in \mathbb{R}$, and since

$$
\langle\operatorname{sgn}(x), \phi(x-k)\rangle=\hat{\phi}(0)
$$

by assumption, we have

$$
\begin{aligned}
\tilde{\mathcal{Q}} \operatorname{sgn}(x)-1 & =\sum_{k}\langle\operatorname{sgn}(x), \phi(x-k)\rangle \tilde{\phi}(x-k) \\
& =-\sum_{k}\left(\int_{-\infty}^{-k} \phi(x) d x\right) \tilde{\phi}(x-k)<0 .
\end{aligned}
$$

The other side is analogue. Thus, $-1 \leq \tilde{\mathcal{Q}} \operatorname{sgn} \leq 1$ for all $x \in \mathbb{R}$.

## 3. Results and Discussion

We present some numerical illustration by using the dual tight framelets which will generalize the result in Ref. [14]. The results show that if the dual framelet has vanishing moments of order of at least two, then $\mathcal{Q}_{n} f$ must exhibit the Gibbs effect. However, $\mathcal{Q}_{n} f$ has no Gibbs effect by using dual tight framelets of vanishing moments of order one.

Now we present an illustration for the Gibbs effect using the above dual tight framelets by showing the maximum overshoots, undershoots of $f(x)$, and some related graphs. This is to showcase the absence of the effect in Table 1 and Figures 7 and 8.

Table 1. Approximate maximum overshoot and undershoot in neighborhoods of $x=0$ using $\mathcal{Q}_{n} f$ of Example 1.

| Level | Maximum | Minimum |
| :---: | :---: | :---: |
| $n=2$ | 0.907276 | -0.907276 |
| $n=3$ | 0.964562 | -0.964562 |
| $n=5$ | 0.994801 | -0.994802 |
| $n=10$ | 0.999968 | -0.999972 |



Figure 7. Illustration for the absence of the Gibbs effect using the quasi-operator $\mathcal{Q}_{n} f$ of Example 1.


Figure 8. Illustration for the absence of the Gibbs effect using the quasi-operator $\mathcal{Q}_{n} f$ of Example 1 for $n=5,10$, respectively.

In Figures 9 and 10 we illustrate the graphs of the function $\mathcal{Q} f$ and $\mathcal{Q}$ sgn, receptively, generated using the $B$-splines dual tight framelets. In Tables $2-4$ we show the approximated values for the overshoots and undershoots of $\mathcal{Q}_{n} f$. Figures 11-14 illustrate the graphs of the Gibbs effect.


Figure 9. Graphs of $\mathcal{Q} f(x)$ by the $B$-splines of order 1 through 8 , respectively.


Figure 10. Graphs of $\mathcal{Q} \operatorname{sgn}(x)$ by the $B$-splines of order 1 through 8 , respectively.

Table 2. Approximate maximum overshoot and undershoot in neighborhoods of $x=0$ using $\mathcal{Q}_{n} f$ of Example 2 for $n=2,3,5,10$.

| Level | Maximum | Minimum |
| :---: | :---: | :---: |
| $n=2$ | 1.0021 | -1.01204 |
| $n=3$ | 1.12708 | -1.12708 |
| $n=5$ | 1.22083 | -1.18958 |
| $n=10$ | 1.25111 | -1.25111 |



Figure 11. Illustration of the Gibbs effect using the quasi-operator $\mathcal{Q}_{n} f$ of Example 2.

Table 3. Approximate maximum overshoot and undershoot in neighborhoods of $x=0$ using $\mathcal{Q}_{n} f$ of Example 3 for $n=2,3,5,10$.

| Level | Maximum | Minimum |
| :---: | :---: | :---: |
| $n=2$ | 0.997622 | -0.996194 |
| $n=3$ | 1.07451 | -1.07451 |
| $n=5$ | 1.13384 | -1.13384 |
| $n=10$ | 1.15337 | -1.15337 |



Figure 12. Illustration of the Gibbs effect using the quasi-operator $\mathcal{Q}_{n} f$ of Example 3.

Table 4. Approximate maximum overshoot and undershoot in neighborhoods of $x=0$ using $\mathcal{Q}_{n} f$ of Example 4 for $n=2,3,5,10$.

| Level | Maximum | Minimum |
| :---: | :---: | :---: |
| $n=2$ | 1.08519 | -1.08526 |
| $n=3$ | 1.14823 | -1.14823 |
| $n=5$ | 1.19514 | -1.19514 |
| $n=10$ | 1.21028 | -1.21028 |



Figure 13. Illustration of the Gibbs effect using the quasi-operator $\mathcal{Q}_{n} f$ of Example 4.


Figure 14. Gibbs effect illustrations by $\mathcal{Q}_{5} f(x)$ of Example 3 and 4, respectively.

## 4. Conclusions

According to the above results, we show that the Gibbs effect is absent when the dual tight framelets of vanishing moments of order one are used to represent a function with jump discontinuities at the origin. Please note that increasing the vanishing moments, e.g., using the MOEP, will increase the approximation order of the framelet representation $\mathcal{Q}_{n} f$ that used to expand the function $f$; however, the Gibbs effects cannot be avoided for any level of $n$. Quite a few examples of dual tight framelets, numerical results, and graphical illustrations have been presented for the absence and presence of Gibbs effect.
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Abbreviations
The following abbreviations are used in this manuscript:

| $L_{2}(\mathbb{R})$ | The space of all square integrable functions over $\mathbb{R}$ |
| :--- | :--- |
| $\psi_{,}, \tilde{\psi}$ | The wavelet and its dual function |
| $\Psi, \tilde{\Psi}$ | The framelets and its dual framelets system |
| UEP | The unitary extension principle |
| OEP | The oblique extension principle |
| MOEP | The mixed oblique extension principle |
| $\langle f, g\rangle$ | The inner product of $f$ and $g$ |


| $\mathcal{D}_{n} f$ | The refinable function |
| :--- | :--- |


| $\mathcal{Q}_{n} f$ | The reproducing kernel Hilbert space of the function $f$ |
| :--- | :--- |
| $h_{0}[k]$ | Low pass filter of the framelet system |
| $h_{\ell}[k]$ | High pass filters of the framelet system |
| $V_{j}$ | The multiresolution analysis generated by the function $\phi$ |
| $\mathcal{F}(f)$ | The Fourier transform of a function $f$ |
| $B_{m}$ | The $B$-spline of order $m$ |
| $v m(f)$ | The vanishing moments of the function $f$ |
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#### Abstract

In this paper, a two-dimensional characteristic unit was used to simulate the thermal-mechanical performance of a fully ceramic microencapsulated (FCM) fuel pellet, and the criterion of FCM structure integrity was discussed. FCM structure integrity can be reflected though the integrity of the silicon carbide $(\mathrm{SiC})$ matrix or SiC layers because of the excellent fission retention capability of SiC ceramics. The maximum temperature of the SiC matrix under normal conditions of the pressure water reactor (PWR) environment was about 1390 K , which was lower than the decomposition point of SiC . The maximum hoop stress of the SiC matrix, especially the inner part, was up to about 1200 MPa , and the hoop stress of the non-fuel region part was lower than the inner part, which can be attributed to the deformation of tristructural-isotopic (TRISO) particles. The hoop stress of the SiC layers at the end of life was only about 180 MPa , which is much lower than the strength of the chemical vapor deposition (CVD)-SiC. The failure probability of the SiC layer was lower than $9 \times 10^{-5}$; thus, the integrity of SiC layers and the fission retention capability were maintained. The structure integrity of FCM fuel was broken because the SiC matrix cracked.


Keywords: FCM fuel; thermal-mechanical performance; failure probability; silicon carbide

## 1. Introduction

Fully ceramic microencapsulated (FCM) fuel, which can improve the accident tolerance of light water reactors (LWRs), receives much attention because of its excellent oxidation resistance, fission retention capability, high thermal conductivity, and irradiation stability [1-4]. FCM was designed to improve the fission retention capacity during accident processes; fission retention capacity may be reflected by the integrity of the silicon carbide ( SiC ) matrix and layers. FCM is composed of historic tri-isotropic fuel embedded in a fully dense and impermeable SiC matrix. The tristructural-isotopic (TRISO) particle consists of the fuel kernel surrounded by four successive layers [5]: the low-density carbon buffer layer, whose function is to slow down and retain the generated fission product, and the inner and outer pyroltytic graphite layers, which surround the silicon carbide ( SiC ) micro pressure vessel. The function of the pyrolytic carbon is severalfold, including the protection of the kernel from aggressive process gases used during TRISO processing, to protect the SiC shell from energetic fission product recoil damage, and to provide thermal-mechanical stability and toughening for this multilayer system. Historically, TRISO and its fuel forms (graphite matrix compacts in the form of the cylindrical
fuel of a prismatic high-temperature gas-cooled reactor or the spherical pebble of a pebble-bed modular high-temperature gas-cooled reactor) operate at a temperature in excess of $1000^{\circ} \mathrm{C}$. As the envisioned LWR application of the FCM fuel is at a less aggressive operating temperature for the TRISO (nominally $350-500^{\circ} \mathrm{C}$ ), it is anticipated that higher burn-ups and significantly improved safety benefits realized by the extraordinary fission product retention may be realized [6].

Lower fissile loading was an obvious shortcoming of FCM fuel compared with uranium dioxide $\left(\mathrm{UO}_{2}\right)$ pellets. The feasibility of FCM fuel to satisfy the reasonable fuel cycle lengths in LWRs was demonstrated by Sen et al. [7]. The effect of the $\mathrm{UO}_{2}$ kernel size, enrichment, and type on the effective full power days (EFPD) was discussed. The results indicated that uranium nitride (UN) kernel FCM fuel can meet the fissile loading requirement of LWRs by optimizing the size of the kernel and coated layers. The sizes of the UN kernel and buffer layer were $800 \mu \mathrm{~m}$ and $100 \mu \mathrm{~m}$, respectively, and the fraction of the FCM had to be higher than $44 \mathrm{vol} . \%$. The thermal-mechanical performance of the TRISO with $\mathrm{UO}_{2}$ kernels was simulated by PARFUM, PASTA, and other models [8]. In the CO production model, internal pressure and gap heat transfer were considered. The Recoil and Booth models were used to calculate the fission gas release. The thermal and mechanical performance of the coated layer can be calculated in the above models. The performance of the UN kernel TRISO fuel in the LWR environment was reported, and the influence of temperature and kernel size on internal pressure and the survivability of TRISO fuel was studied [9]. The tangential stress of the inner pyrocarbon (IPyC) and SiC layers was calculated using COMSOL multi-physics software (COMSOL-5.2, MERCURY LEARNING AND INFORMATION LLC, Dulles, Virginia). However, the influence of the SiC matrix on TRISO particle performance was not discussed.

The thermal-mechanical performance of FCM pellets is difficult to simulate because of its complex structure and material properties. The temperature field and thermal conductivity of FCM pellets were studied previously [10-12], but thermal and mechanical coupled simulation results are rare. The temperature of the FCM pellet used in a pressure water reactor (PWR) environment was calculated by COMSOL software in the literature [10]. Both homogeneous and heterogeneous models were used in the report, and the calculated result of the homogeneous models was in good agreement with the result calculated by RELAP. The mechanical performance of FCM was not studied. Ougouag and co-workers [13] studied the influence of the SiC matrix on the performance of TRISO fuel by adding an SiC matrix on the outer surface of a single TRISO particle model. The results indicate that the thickness of the SiC matrix has an obvious influence on the stress distribution of the SiC and IPyC layers. The structure and coated layer size can affect the stress condition of the FCM. The SiC layer stress increased upon ignoring the outer pyrocarbon (OPyC) layer or increasing the SiC matrix thickness. The stress of the SiC layer with a matrix was much higher than the single particle. Schappel [14] simulated the thermal-mechanical performance of an FCM pellet and TRISO particle separately using ABAQUS software. TRISO particles were subtracted from the FCM pellet to simplify the model and decrease the computation amount. The performance of the coated layers was not detected, and the interaction between the TRISO particle and matrix was not reflected in the literature.

There is no criterion to evaluate the integrity of the FCM pellet, and the integrity of the FCM pellet was not studied in previous work as far as we know. In this paper, the integrity of the FCM pellet was defined according to fission retention capacity. The integrity of the FCM pellet under a PWR environment was discussed by investigating the mechanical performance and failure probability of the SiC matrix and SiC layers. A two-dimensional model was established, while the buffer layer and fuel kernel were subtracted from the FCM pellet. The internal pressure of TRISO particles embedded in different locations of FCM fuel was calculated using a TRISO simulation. The interaction between the TRISO particle and the SiC matrix was investigated, and the thermal-mechanical properties of the coated layers and SiC matrix were discussed. The fission production capacity of the FCM pellet was evaluated by investigating the failure probability of SiC layers and the hoop stress of the SiC matrix.

## 2. Governing Equation and Material Properties

### 2.1. Governing Equation

COMSOL multi-physics software offered the heat transfer model for the solid materials to calculate the temperature distribution in FCM and TRISO fuel. The temperature field of FCM pellet and TRISO fuel are determined by the heat conduction equation:

$$
\begin{equation*}
\rho C_{p} \frac{\partial T}{\partial t}+\nabla \cdot q-E_{f} \dot{F}=0 \tag{1}
\end{equation*}
$$

where $T, \rho$ and $C_{p}$ are the temperature, density $\left(\mathrm{kg} / \mathrm{m}^{3}\right)$ and heat capacity $(\mathrm{J} /(\mathrm{kg} \cdot \mathrm{K}))$ of the solid material, respectively. $E_{f}$ and $F$ are the energy released in a single fission event and volumetric fission rate, respectively. The heat flux can be written as follows:

$$
\begin{equation*}
q=-k \nabla T \tag{2}
\end{equation*}
$$

The stress in all coated layers and the SiC matrix was caused by the accumulation of internal pressure and the deformation of other materials. The internal pressure of TRISO fuel was caused by fission gas release. The TRISO particle located in a different part of the FCM pellet possessed a different internal pressure caused by the temperature gradient of the FCM pellet [9]. The deformation of the coated layers and SiC matrix was caused by the internal and outer pressure, thermal expansion, irradiation and creep strain. The strain tensor of FCM was written as follows:

$$
\begin{equation*}
\varepsilon=\varepsilon^{e}+\varepsilon^{T}+\varepsilon^{i}+\varepsilon^{c} \tag{3}
\end{equation*}
$$

where $\varepsilon$ is the strain, $\varepsilon^{e}, \varepsilon^{T}, \varepsilon^{i}$ and $\varepsilon^{c}$ represent the elastic strain, thermal expansion strain, irradiation strain and creep strain.

### 2.2. Material Properties

The properties of dense pyrolytic carbon, SiC layer, and SiC matrix were used in this simulation. The properties of dense pyrolytic carbon in PASTA code used in a high temperature gas cooled reactor have been employed to analyze the performance of the FCM pellet in an LWR environment by Idaho National Laboratory (INL), and the appropriateness of the properties of dense pyrolytic carbon have been proved in previous works [15,16]. The appropriateness of the properties of SiC ceramics described in the following part used in an LWR environment, has been reported [17,18].

### 2.2.1. Dense Pyrolytic Carbon (PyC) Layers

The properties of the SiC layer, SiC matrix and PyC materials are taken into account in this paper. The elastic modulus of the PyC layer is anisotropic and can be calculated by the following Equation [19]:

$$
\begin{gather*}
E_{P y C}=25.5\left(0.384+0.000324 \rho_{P y C}\right)(0.481+0.519 B A F)  \tag{4}\\
(1+0.23 \Phi)(0.9560275+0.00015 T)
\end{gather*}
$$

where $\Phi$ is the neutron flux $\left(\times 10^{25} \mathrm{n} / \mathrm{m}^{2}\right)$, T is the temperature $(\mathrm{K})$, and BAF is the anisotropic parameters of PyC.

The radial and tangential irradiation strain of the PyC layers are expressed by the following equations [17]:

$$
\begin{gather*}
\dot{\varepsilon}_{r}=-0.077 \exp (-\Phi)+0.031  \tag{5}\\
\dot{\varepsilon}_{\theta}=-0.036 \exp (-2.1 \Phi)-0.01 \tag{6}
\end{gather*}
$$

The irradiation deformation of PyC (as shown in Equations (5) and (6)) was saturated when the neutron flux reached $8.14 \times 10^{25} \mathrm{n} / \mathrm{m}^{2}$ [16].

Equation (7) is given to calculate the creep strain of the PyC layers along the radial and other directions [17].

$$
\begin{equation*}
\dot{\varepsilon}_{c r, r}=K_{p y c}\left[\sigma_{r}-v_{c}\left(\sigma_{\theta}+\sigma_{\phi}\right)\right] \dot{\Phi} \tag{7}
\end{equation*}
$$

where $\dot{\Phi}$ is the fast neutron flux rate $\left(10^{25} \mathrm{n} \cdot \mathrm{m}^{-2} \cdot \mathrm{~s}^{-1}\right), v_{c}$ is the Poisson ratio $\left(v_{c}=0.23\right)$, and $K_{p y c}$ is the temperature-dependent creep coefficient.

### 2.2.2. SiC Layer and SiC Matrix

The elastic modulus and thermal expansion coefficient of the SiC layer are represented as in the following equations [17]:

$$
\begin{gather*}
E_{S i C}=460-0.04 T \exp \left(-\frac{962}{T}\right)  \tag{8}\\
\alpha_{\text {sic }}\left(\times 10^{-6}\right)= \begin{cases}-1.8267+0.0178 T-1.5544 \\
\times 10^{-5} T^{2}+4.5246 \times 10^{-9} T^{3} & T<1273 \mathrm{~K} \\
5.0 & T>1273 \mathrm{~K}\end{cases} \tag{9}
\end{gather*}
$$

where $E$ and $\alpha$ are the elastic modulus and thermal expansion coefficient, respectively.
The swelling model of the SiC matrix is the function of temperature and neutron flex, which can be written as follows [19]:

$$
\begin{equation*}
\dot{S}=k_{s} \gamma^{-1 / 3} \exp \left(-\frac{\gamma}{\gamma_{s c}}\right) \tag{10}
\end{equation*}
$$

where $S$ is the swelling rate $\left(\mathrm{s}^{-1}\right), K_{s}$ is the coefficient of the swelling rate ( $\mathrm{dpa}^{-2 / 3}$ ), $\gamma$ is the neutron flux (dpa), and $\gamma_{s c}$ is the characteristic dose for swelling saturation by the negative feedback mechanism (dpa). The swelling of the SiC can be obtained from the time integration of Equation (10):

$$
\begin{equation*}
S=S_{s}\left[1-\exp \left(-\frac{\gamma}{\gamma_{s c}}\right)\right]^{2 / 3} \tag{11}
\end{equation*}
$$

where $S_{s}$ and $\gamma_{s c}$ are the function of the temperature and can be expressed as follows:

$$
\begin{gather*}
S_{s}(T)=0.05837-1.0089 \times 10^{-4} T+6.9368 \times 10^{-8} T^{2}-1.8152 \times 10^{-11} T^{3}  \tag{12}\\
\gamma_{s c}(d p a)=-0.4603+2.6674 \times 10^{-3} T-4.3176 \times 10^{-6} T^{2}+2.3803 \times 10^{-9} T^{3} . \tag{13}
\end{gather*}
$$

Figure 1 shows the swelling of SiC materials as a function of temperature and dose calculated from Equation (11).

The thermal expansion coefficient of the SiC matrix is expressed as follows [20]:

$$
\begin{equation*}
\alpha\left(10^{-6} / K\right)=0.7738+7.080 \times 10^{-3} T-4.951 \times 10^{-6} T^{2}+1.372 \times 10^{-9} T^{3} \tag{14}
\end{equation*}
$$

The thermal conductivity of the SiC layer is different from that of the SiC matrix due to the differences in their fabrication and chemical components. Si and C exhibit similar electronegative properties; thus, SiC is mainly combined by C and Si with a covalent bond, according to the Principle of Electro negativity. Unirradiated SiC thermal resistance increases with temperature and defects due to an increase in phonon-phonon scattering. Because of irradiation can increase the quantity of defects, the thermal resistance of SiC increased. The thermal resistance of SiC can be simplified as Equation (15) by neglecting the contribution to the electron to the thermal conductivity at a high temperature [21]:

$$
\begin{equation*}
\frac{1}{k}=R_{0}+R_{i r r} \tag{15}
\end{equation*}
$$

where $R_{0}$ and $R_{i r r}$ are the thermal resistance (K/W) of the prior- and post-irradiated SiC , respectively.


Figure 1. Variation of the swelling silicon carbide ( SiC ) material as functions of temperature and neutron flux.

The thermal resistance of the unirradiated SiC lay and matrix is expressed as below:

$$
\begin{equation*}
R_{0}=\frac{1}{-3.7 \times 10^{-8} T^{3}+1.54 \times 10^{-4} T^{2}-0.214 T+153.1} \tag{16}
\end{equation*}
$$

The thermal resistance induced by the irradiation can be written:

$$
\begin{equation*}
R_{i r r}=\frac{1}{6.08 \cdot S} \tag{17}
\end{equation*}
$$

where $S$ is the irradiation-induced volume swelling shown in Equation (11).
Failure probability of the SiC layer can be reflected by the stress distribution. The failure probability of brittleness material can be calculated by the following Equation [19]:

$$
\begin{equation*}
P=1-\exp \left[-\int_{V}\left(\sigma_{p} / \sigma_{0}\right)^{m} d V\right] \tag{18}
\end{equation*}
$$

where $V$ is the characteristic volume, $m$ is the Weibull modulus of the SiC layer, and $\sigma_{0}$ is the characteristic strength, while $\sigma_{p}$ is the true stress. The characteristic strength and the Weibull modulus of the SiC layer were 350 MPa and 5 , respectively [15].

## 3. Geometry and Boundary Conditions

The performance of a TRISO particle with a UN kernel was simulated in our previous work [22], and the calculated internal pressure at a different temperature of TRISO was used as input parameters for the FCM pellet simulation. A $1 / 8$ sphere unit was used to simulate the performance of the TRISO particle by defining the boundary condition. The heat source of the TRISO particle was conversed from the liner power of the FCM pellet. The surface temperature was set according to the calculated result of the FCM pellet. The symmetry boundary condition was set on the 3 side surfaces. The structure and boundary condition schematic diagram of the TRISO particle unit is shown in Figure 2. The typical size of the TRISO particle had been studied in [22], and the size of the kernel and coated layers have great influence on the performance of TRISO particles. The structural size of the TRISO particle was
similar with that of our previous work [23] and was set as follows: the diameter of the UN kernel was $800 \mu \mathrm{~m}$, while the thickness of buffer, IPyC, SiC, and OPyC layers were $100 \mu \mathrm{~m}, 30 \mu \mathrm{~m}, 40 \mu \mathrm{~m}$, and $30 \mu \mathrm{~m}$, respectively.

The FCM pellet with 39.8 vol. \% TRISO particle loading was simulated in this work. The diameter and height of the FCM pellet was 7 mm and 7 mm , respectively. A three-dimensional model is shown in Figure 3. In order to decrease the calculated quantity of the FCM pellet, a 2-dimensional model was used in this simulation. The 2-dimensional unit was obtained from the 3-dimensional one; the cutting pattern is shown in Figure 3.


Figure 2. Schematic diagram of a tristructural-isotopic (TRISO) particle characteristic unit. IPyC, inner pyrocarbon; OPyC, outer pyrocarbon.


Figure 3. A three-dimensional model of a fully ceramic microencapsulated (FCM) pellet with 39.8 vol. \% TRISO particle loading.

Figure 4 shows the 2-dimensional model; the structure and boundary condition was also revealed. The kernel and buffer layers were separated from the IPyC layer during the operation process and have little influence on the performance of the other coated layers and the SiC matrix; this phenomenon has been proven by previous works $[19,22]$. The kernel and buffer layers were subtracted from the TRISO particle, and the other coated layers, including the $\mathrm{IPyC}, \mathrm{SiC}$, and OPyC layers were reserved to reflect the SiC layer's performance and to simulate the interaction between the coated layers and the SiC matrix. The side surface temperature of the FCM pellet was set as about 800 K , which was set as a solid heat transfer boundary. Heat flux was set on the IPyC surface per particle and the value was about $3.53 \times 10^{5} \mathrm{~W} / \mathrm{m}^{2}$, which corresponds to an average linear power of $315 \mathrm{~W} / \mathrm{cm}$ for the FCM pellet. The internal pressure has an obvious effect on the performance of the coated layers, and the internal pressure of the TRISO particle was calculated from the TRISO particle model at a different surface temperature. The bottom part of the FCM pellet was set as a spring foundation to assure
simulation convergence. The pressure on the side surface was set as a constant value ( $\mathrm{P}=2 \mathrm{MPa}$ ), which corresponds to the helium pressure of the fuel rod.

A schematic of the calculation flow in the COMSOL software was is shown in Figure 5, and each part of the computable flow graph was described as follows. The two-dimensional model was used to simulate the performance of the FCM pellet. Solid mechanics and heat transfer modules were selected to calculate the temperature and mechanical field of the FCM under a normal condition. The three-dimensional model of the FCM pellet was established, and the two-dimensional model was obtained from the three-dimensional ones, as shown in Figure 3. The geometric model was established by set the size of pellet and coated layers. The material model and boundary condition, as mentioned above, was input, and the grid was subdivided using the native function of COMSOL, according to the physical field. The temperature and stress field of the FCM pellet was output.


Figure 4. Two-dimensional model of the FCM pellet; the structure and boundery condition were also revealed.


Figure 5. Computable flow graph of simulation process.

## 4. Results and Discussion

### 4.1. Temperature Distribution of FCM Pellet

The calculated temperature distribution of an FCM pellet in an LWR environment is shown in Figure 6. The highest temperature of the SiC matrix was located in the center of the FCM pellet, and the maximum temperature at the end of life was about 1390 K , which was similar with the results in the literature [14]. The maximum matrix temperature was much lower than the decomposition or molten point of SiC . The maximum temperature increased rapidly at the beginning and was followed by a slower linear increase. The swelling of the SiC matrix is the function of temperature and neutron flex, which can cause thermal conductivity degradation of SiC matrix, as discussed in the above section (shown in Equation (17)). The thermal conductivity of the SiC matrix reached an essentially steady state condition after 100 d when the SiC swelling reached saturation at about 1 dpa . The maximum temperature of the SiC matrix was much lower than that of the $\mathrm{UO}_{2}$ pellet in the same operational environment, which was attributed to the high thermal conductivity of the SiC matrix.


Figure 6. Matrix temperature profile at end of life (EOL) of FCM pellet and variation of the maximum matrix temperature with operation time.

### 4.2. Mechanical Performance of SiC Matrix

The internal pressure of TRISO particles located at different part of the FCM pellet was calculated using a $1 / 8$ sphere unit model. Internal pressure of the TRISO particle with a different surface temperature is shown in Figure 7. The internal pressure of the TRISO particle increased with the surface temperature. No interaction occurred between the UN kernel and Buffer layers, and the internal pressure was caused by the fission gas. The calculated result was similar with the reported ones, which used UN as a TRISO kernel [23], but the internal pressure was much lower than that in the literature [14]. This result may be attributed to the different kernel, and the interaction between the $\mathrm{UO}_{2}$ and Buffer layer may increase the internal pressure dramatically. The internal pressure increased with burn up linearly because of the increase in fission gas production. The maximum internal pressure was about 3 MPa at 1400 EFPD when the surface temperature was up to 1200 K , which was in good agreement with the literature [22]. Internal pressure has an obvious influence on the stress distribution of the TRISO particle and the FCM pellet.

Variation of hoop stress on marginal parts of the FCM pallet (non-fuel part) is shown in Figure 8. The bottom part (Parts A, B, and C) shows relatively lower stress than the side part (Parts D and E), which may be caused by the different temperature gradient. Because of the higher temperature of the inner matrix (shown in Figure 6), a higher thermal deformation was induced; thus, the hoop stress of the inner part (Parts B and C) was much higher than that of the outer part (Part A). The non-fuel part hoop stress was up to about 500 MPa at the end of life, which was confirmed by the literature [14]. Cracks may
be produced because of the high hoop stress of the SiC matrix during the running operation, but the cracks may have disappeared or been deflected when the cracks extended to the interface between the matrix and the TRISO particles [6]; the formation and extension of cracks will be investigated in our future work. The hoop stress decreased at the beginning and then increased. The variation of hoop stress may be attributed to the irradiation deformation of the PyC layers; the shrinkage of PyC at the beginning may release the stress of SiC matrix, and then the swelling of PyC may cause an increase in hoop stress.


Figure 7. Fission gas pressure inside the TRISO particle throughout its life time.


Figure 8. Variation of the hoop stress of the SiC matrix located in the marginal parts of the FCM pallet.
Figure 9 shows the hoop stress of the inner SiC matrix located between the two TRISO particles. The maximum hoop stress of the inner SiC matrix was up to 1200 MPa at the end of life, and this result was in good agreement with the literature [14] (the maximum value in the literature was about 1160 MPa ). The inner SiC matrix between two TRISO particles suffered large hoop stress; the stress decreased at the beginning and then increased. This phenomenon was caused by the interaction
between the TRISO particle and the SiC matrix. The hoop stress of the SiC matrix, including the non-fuel region and the inner part, was higher than the $\mathrm{SiC}^{\prime}$ s intrinsic strength, and the SiC matrix may be broken during the operation process.


Figure 9. Variation of hoop stress of the inner SiC matrix located between two TRISO particles.

### 4.3. Mechanical Performance of SiC Layer

The fission product capabilities of FCM can be reflected by the structural integrity of the SiC matrix and the the SiC layers in the TRISO particles. The fission products can be effectively prevented by the SiC layers, which have been proven by an advanced gas cooled reactor [8]. The thermal-mechanical performance and failure probability of the SiC layers were important parameters to evaluate the integrity and fission product capabilities of FCM. There was no consideration of SiC layer performance on FCM pellets in previous reports as far as we know. The performance of the SiC layer located in different parts of the FCM pellet was calculated in this work.

The hoop stress of the SiC layers in TRISO particles, which embed in different parts of the FCM pellet, is shown in Figure 10, and the detected TRISO particles were labeled. SiC layers located in different parts of the FCM suffered different hoop stress. TRISO particles located in the inner part of the FCM (such as No. 1, No. 2, No. 5 and No. 8) suffered high hoop stress, which can be attributed to the high temperature gradient and thermal deformation. The maximum hoop stress of the SiC layers was about 180 MPa , which was much lower than the SiC strength ( 350 MPa ) [15]. The maximum stress of the SiC layer was similar to the literature [19]. The hoop stress of all the SiC layers decreased at the beginning, and this result may be attributed to the irradiation deformation of the IPyC and OPyC layers, which was similar to the calculated result of the TRISO particles [22]. The irradiation deformation of the IPyC and OPyC layers can protect the SiC layers at the beginning time [19]. Then, irradiation deformation of the IPyC and OPyC layers was saturated, and the protective effect disappeared, thus the hoop stress of the SiC layer increased. The irradiation deformation of the SiC matrix may pull or push the TRISO particles located in different parts of FCM pellet, which may increase the hoop stress of the SiC layers.

The failure probability of the SiC layers located in different parts of the FCM pellet is shown in Figure 11. They are higher than the single TRISO particle with probabilities lower than $5.0 \times 10^{-5}$ [22], which was confirmed by the stress distribution of the SiC layer. Similar to the single TRISO particle model, the pressure contribution to SiC failure was very limited because of the low gas release and internal pressure of the TRISO particles with the UN kernel under a PWR environment (shown in Figure 7). The maximum failure probability of the TRISO was No. 8 (showed in Figure 11), which was the inner one located on the side edge of FCM pellet. A large temperature gradient and matrix swelling deformation at a relatively low temperature (shown in Figure 1) may induce large hoop stress on the SiC layer, and the failure probability increased. As a whole, the SiC layers located in different parts of the FCM pellet suffered low stress and the integrity of the SiC layers was maintained.


Figure 10. Variation of hoop stress on the SiC layer located in different parts in the FCM pellet.


Figure 11. Failure probability of the SiC layers located in different parts of the FCM pellet.

## 5. Conclusions

A two-dimensional model of an FCM pellet with a homogenous distribution of TRISO particles was generated to simulate the thermal-mechanical performance of an FCM pellet. The UN kernel and buffer layers were subtracted because the kernel and buffer layer were separated from other coated layers and have little influence on the thermal-mechanical performance of the SiC layer and matrix, which has been proven by a high temperature gas cooled reactor. The interaction between the matrix and TRISO particle was considered, and the performance of SiC layer and matrix were calculated. The maximum matrix temperature increased rapidly at the beginning and was followed by a slower linear increase, which corresponded to the degradation of SiC thermal conductivity. The SiC matrix, including the non-fuel region and inner parts, suffered a large hoop, which can break the SiC matrix. The maximum hoop stress of the SiC layers located in different parts was about 180 MPa , which was much lower than the intrinsic strength of the SiC ceramics. The failure probability of the SiC layers was lower than $9 \times 10^{-5}$, which indicated that the structural integrity of the SiC layers was maintained. The integrity of the SiC layers is beneficial to the capacity of fission product retention.
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#### Abstract

It is quite often that rocks contain intersecting cracks. Therefore, crack behavior cannot be completely studied by only considering several isolated, single flaws. To investigate the crack behavior of rock or rock-like material containing intersecting flaws under uniaxial loading, numerical simulations were carried out using parallel bonded-particle models containing two intersecting flaws with different inclination angles (varying $\beta$ ) and different intersection angles (varying $\alpha \alpha$ ). The crack propagation processes are analyzed and two typical patterns of linkage are observed between two intersecting flaws: (1) One-tip-linkage that contains three subtypes: Coalescence position near the tip; coalescence position at the flaw, but far away from the tip; coalescence position outside the flaw at a certain distance from the tip; and (2) two-tip-linkage with two subtypes: Straight linkage and arc linkage. The geometries of flaws influence the coalescence type. Moreover, the effects of intersection angle $\alpha$ and inclination angle $\beta$ on the peak stress, the stress of crack initiation, and the stress of crack coalescence are also investigated in detail.


Keywords: crack growth behavior; particle model; intersecting flaws; uniaxial compression

## 1. Introduction

Numerous discontinuities on different scales occur in rocks and rock masses, such as flaws, joints, cracks, and faults, which are induced during the formation of rock masses and successive tectonic processes. The existence of joints, cracks, or faults in rock masses has two mechanical effects [1-4]: (1) The strength and stiffness of the rock mass will be decreased; and (2) they will generate new fractures that may further develop and connect with other flaws and then may lead to the degradation of the strength and stiffness of the rock or rock mass, respectively. Therefore, the mechanism of crack propagation and coalescence is of great interest in geomechanics $[5,6]$.

To further study the laws of cracks and the development of single cracks, physical experiments were conducted [7-18]. The observed crack patterns under uniaxial compression can be categorized as follows: (1) Wing cracks initiated at the tips of single, pre-existing flaws propagating along the direction of axial stress; and (2) secondary shear or mixed mode tensile-shear cracks initiated later from the tips of single pre-existing flaws propagating as quasi-coplanar or oblique cracks.

Crack coalescence mechanisms were studied by other researchers with rock-like materials containing two or more parallel flaws in a compression state [1,19-27]. It was observed that flaw angle, bridging angle, non-overlapping length, and frictional coefficient have significant effects on the crack initiation modes and the patterns of crack coalescence. Moreover, it was shown that the peak strength and stiffness of rocks and rock-like material depends on the number and geometry of flaws [28].

Previous work provides a good understanding of the coalescence patterns obtained from specimens with one or several single, non-intersecting flaws. However, joint patterns with more than one joint set are common in nature. Pollard and Aydin [29] defined several types of joint intersection geometries, which can be classified as orthogonal (+intersections) and non-orthogonal ( X intersections). Both types can be divided into three groups according to the continuity of the joints at the intersections: (1) "all continuous joints"; (2) "continuous and discontinuous sets"; and (3) "all discontinuous sets".

Lee and Jeon [30] used three materials (PMM, Diastone and Hwangdeung granite) to study the coalescence of a horizontal flaw with an underneath lying, inclined flaw. They stated that the geometry of a double-flaw can improve the understanding of crack propagation and coalescence because echelon type of cracks can be initiated by fracture planes that are not parallel to each other. Zhang et al. also studied the crack coalescence of gypsum with two non-parallel flaws under different flaw angles and different bridge angles. Their results showed that the stress distribution in the bridge area of the non-parallel flaws is more complicated than that of the parallel flaws. This difference affects the crack initiation stress as well as the coalescence pattern. Their studies provided fundamental understanding of the coalescence of non-parallel flaws, but observations made from two non-parallel flaws can only provide a limited understanding of the complex behavior of the rock mass with several crossing discontinuities. Besides this, numerical simulation also plays an important role in crack coalescence research $[1,22,31-33]$. One of the popular tools nowadays is the discrete element method $[18,34-40]$.

In the present study, numerical simulation results are shown in respect to peak strength, crack initial stress, crack coalescence stress, and coalescence patterns of rock-like material with two intersecting flaws under uniaxial compression using a bonded-particle model (BPM).

## 2. Numerical Simulation Procedure

We used the bonded particle model (BPM), which is one of the contact models available in the two-dimensional particle flow code (PFC2D) software for numerical simulation. Turco [41] suggested a micro-mechanical model, which completely is described by the definition of the strain energy of the interaction between two nearby grains without consideration of the dynamical effects. This model can also effectively handle large deformation processes, even if quasistatic simulations require the solution of remarkable numerical challenges because they might present instabilities and bifurcation phenomena [42]. In the present study, numerical simulation focuses on the peak strength, crack initial stress, crack coalescence stress, and coalescence patterns of rock-like material with two intersecting flaws under uniaxial compression, thus the bonded particle model (BPM) could satisfy this study.

In PFC (such as that in BPM), the model specimens are created by combining a large number of circular particles with varying diameters. These particles are interconnected using parallel bonds, as shown in Figure 1. Tensile and shear stresses acting on the parallel bonds are calculated during simulations and if the maximum tensile stress exceeds the tensile strength of the parallel bonds or the maximum shear stress exceeds the shear strength of the parallel bonds, the parallel bonds will break and a microscopic tensile or shear crack will form (Figure 1).

To resemble the real cracking processes, discrete cracks that are close enough are connected with each other by a unique technique [18]. The symbol "a" stands for the centroids' distance form a crack to the other one nearby, and the symbol " $c$ " stands for the length of any of these two cracks (Figure 2). If a/c is less than or equal to 1 , the crack, and the other one nearby, are regarded as a single continuous crack, and then the centroids of the two micro-cracks will connect with each other as a macroscopic crack trace line [18].


Figure 1. Illustration of the parallel bond model.


Figure 2. Constructing a macro-crack based on connecting centroids of micro-cracks [18].
The geometry and parameters of the model specimens were chosen in such a way that the model duplicates the mechanical behavior of the gypsum specimens used in the experimental investigation of Wong and his subsequent numerical simulations [43]. The model specimens were created with the dimensions 50 mm in width and 100 mm in height, which are consistent with those of the specimens used for the laboratory testing by Wong [25]. The model specimens created in this manner comprised about 19,650 particles. The porosity of the model specimens was found to be 0.01.

The simulation program consisted of two stages. First, model specimens free of pre-existing flaws (i.e., intact) were simulated. Micro-parameters for the particles were selected in order to obtain a consistent macro-scale mechanical behavior with that of the gypsum specimens used by Wong [25]. Table 1 outlines these micro parameters assigned for the particles and parallel bonds of the numerical specimens independently. The next section reports the comparison of the mechanical properties of the numerical specimens of the present study and those of the specimens used for laboratory testing by Wong [25].

The second stage of the study involved a series of numerical simulations on model specimens containing two intersecting flaws with varied geometry to explore the influence of various geometries on the mechanical behavior of model specimens; flaw length $L$ and thickness were fixed at 20 and 1 mm for both flaws, respectively, while the intersection angle $\alpha$ of the two flaws varied at $90^{\circ}, 60^{\circ}, 45^{\circ}$, and $30^{\circ}$ (Figure 3). The inclination angle of one flaw (angle $\beta$ of flaw B as shown in Figure 3b) was also varied in the next stage, while $\alpha$ was kept unchanged. To better distinguish the crack coalescence types and for the clarity of the explanations, the bridging zone (the zone surrounding the intersection of flaws) was divided into four zones, as shown in Figure 3c (I, II, III, and IV).

Table 1. Micro-parameters used for the model specimens.

| Particle Parameters | Value | Parallel Bond Parameters | Value |
| :---: | :---: | :---: | :---: |
| Ec Young's modulus of the particle | 2.5 GPa | $\bar{E}_{c}$ Young's modulus of the parallel bond | 2.5 GPa |
| $\mathrm{kn} / \mathrm{ks}$ ratio of normal to shear stiffness of the particle | 1 | $\overline{\mathrm{k}} \mathrm{n} / \overline{\mathrm{k}}_{\mathrm{s}}$ ratio of normal to shear stiffness of the parallel bond | 1 |
| Grain friction coefficient, | 0.01 | $\bar{\sigma} \mathrm{c}$ tensile strength of the parallel bond | 6 MPa |
| Rmax/Rmin ratio of max particle radius to min particle radius | 1.66 | $\overline{\mathrm{c}}$ cohesion of the parallel bond | 15 MPa |
| Rmin Lower bound of particle radius | 0.21 mm | $\bar{\lambda}$ radius multiplier | 1 |
| $\rho$ particle density | $1.83 \mathrm{~g} / \mathrm{m}^{3}$ | $\bar{\Phi}$ Friction angle of the parallel bond | 0 |



Figure 3. Geometries of the model containing two intersecting flaws: (a) Flaws are numbered A and B; (b) flaw inclination angle $\beta$, intersection angle $\alpha$ and flaw length $L$; and (c) four bridging zones.

For all the simulations in the present numerical study, specimens were vertically loaded in a velocity-controlled manner and no confining pressure was applied (i.e., uniaxial compression). A sufficiently low loading rate $-0.05 \mathrm{~m} / \mathrm{s}$ was applied to ensure that the specimens remained in a quasi-static equilibrium throughout the test.

## 3. Results and Discussion

### 3.1. Mechanical Properties of Intact Models

We first determined the macro-scale mechanical properties of the model specimens and compared them with the corresponding properties reported by Wong [43]. Table 2 and Figure 4 show this comparison. It can be seen that the numerical model has very closely reproduced the mechanical behavior of gypsum specimens used in the laboratory investigation by Wong [43]. Following this verification, we simulated the mechanical behavior of specimens containing two intersecting flaws and the forthcoming sub-sections report the results of those simulations.

Table 2. Lab test results [43] vs. numerical simulation results.

| Parameter | Experimental Tests | BPM |
| :---: | :---: | :---: |
| Density $\left(\mathrm{g} / \mathrm{cm}^{3}\right)$ | 1.54 | 1.54 |
| Young's modulus (GPa) | 5.96 | 6.09 |
| Poisson's ratio | 0.15 | 0.15 |
| Uniaxial compressive strength (MPa) | 33.85 | 34.2 |
| Tensile strength (MPa) | 3.2 | 4.8 |



Figure 4. The stress-strain curves: Lab test vs. numerical simulation results.

### 3.2. Mechanical Behavior of Specimens Containing Flaws

### 3.2.1. Effect of the Flaw Geometries on Peak Strength

The influence of flaw geometry was investigated in regards to the strength of the sandstone samples, gypsum, and marble containing single crack, parallel cracks, or non-parallel cracks in uniaxial loading $[20,21,44,45]$. Their results revealed that flaw geometry has a key effect on the strength. Thus, variations of peak strength against $\beta$ for different values of $\alpha$ are shown in Figure 5.


Figure 5. Variations of peak strength against $\beta$ for different values of $\alpha$.
From Figure 5, the following general trends can be deduced:
(1) For low values of $\alpha$ (below app. $50^{\circ}$ ), the peak strength first increases up to about $\beta=60^{\circ}$ and then decreases.
(2) For higher values of $\alpha$ (above app. $50^{\circ}$ ), the peak strength first increased up to about $\beta=45^{\circ}$ and then decreased.
(3) For the values of $\beta$ (above app. $15^{\circ}$ ), the peak strength decreased with increasing $\alpha$.

To explain this, the peak strengths of the model containing single crack against $\beta$ for different initial angles are shown in Figure 6.


Figure 6. The peak strengths of the model containing a single flaw against $\beta$ for different flaw initial inclination angles. (1) (2) (3) (4) (5) curves corresponding to five flaw initial inclination angles in Figure 7.

(1) $0^{\circ}$

(2) $30^{\circ}$

(3) $45^{\circ}$

(4) $60^{\circ}$

(5) $90^{\circ}$

Figure 7. Five flaw initial inclination angles of the model containing a single flaw. The red dotted line represents the final state of rotation for the flaw. The blue arrow represents the direction of rotation.

The overall strength of a rock mass containing two sets of discontinues is given by the lowest strength envelope in the individual strength curves, according to Bray's suggestion [46]. It is clear from Figure 6 that the strength curves of the model containing intersect cracks had a similar trend with the lowest strength envelope in the individual strength curves. For example, the lowest strength envelope in the individual strength curves (1) (5) show the strength of the model containing two intersect cracks $\left(\alpha=90^{\circ}\right)$; the peak strength first increases up to about $\beta=45^{\circ}$ and then decreases with the increase of the inclination angle. It is worth noting that the lowest strength envelope in the individual strength curves (1) (4) are a little bit different (when $\beta=60^{\circ}$ ) from the trend of $\alpha=60^{\circ}$ in Figure 5. One plausible explanation is that it was due to the two cracks effecting each other. Another plausible explanation is that it was due to a random distribution of particle sizes.

### 3.2.2. Crack Initiation and Coalescence Behavior

The crack evolution of models containing two intersecting flaws ( $\alpha=90^{\circ}, 60^{\circ}, 45^{\circ}$, and $30^{\circ}$ ) is shown in Table 3. Five stages corresponded to five points on the stress-strain curve in Figure 8: Document crack initiation, propagation, coalescence, as well as crack type at peak stress or post-peak stress level. To shorten and avoid repetition, only selected constellations of $\alpha$ and $\beta$ are documented in detail.

Table 3. The crack evolution pattern at different stages of loading with different flaw geometry. The cracks corresponding to five points on the stress-strain curve in Figure 8. Microscopic tensile and shear cracks are shown in white and red, respectively. Original flaws are in yellow.

| Flaw Geometry | Crack Evolution Pattern at Different Stages of Loading |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | (A) | (B) | I | (D) | I |
| $\alpha=90^{\circ} \beta=30^{\circ}$ |  |  |  |  |  |
| $\alpha=60^{\circ} \beta=0^{\circ}$ | $\frac{1}{y}$ |  |  |  |  |
| $\alpha=45^{\circ} \beta=45^{\circ}$ |  |  |  |  |  |
| $\alpha=30^{\circ} \beta=0^{\circ}$ | $5$ |  |  |  |  |



Figure 8. Axial stress (black line) and total crack number (blue line) versus axial strain with different values of $\alpha$ and $\beta$. Five points, A, B, C, D, and E, on the stress-strain curve are monitored to observe the crack initiation, propagation, and coalescence.

For flaw geometry with $\alpha=90^{\circ}$ and $\beta=30^{\circ}$, macroscopic wing cracks initiate from the tips of the A flaw. With an increasing load, the wing cracks extend, and macroscopic tensile cracks appear in the tip area of the B flaw as secondary cracks. When axial stress reaches 18.8 MPa , the first coalescence is achieved in bridge zone II by the extension of the secondary crack starting from the right tip of the B flaw. During a further load increase up to the peak strength, a downward extension of the macroscopic tensile crack, starting from the left tip of the B flaw, reaches the left tip of the A flaw, and the second coalescence occurs in bridge zone IV. The test specimen is broken by the development of cracks during the post-peak stress stage. The coalescence cracks in the bridge region become progressively wider during the cracking processes.

For flaw geometry with $\alpha=60^{\circ}$ and $\beta=0^{\circ}$, and when axial stress has reached 4.8 MPa , macroscopic wing cracks start to propagate from the tips of the A flaw. With a further load increase, the wing cracks extend and some microscopic cracks appear in the tip area of the B flaw (secondary cracks). At 18 MPa vertical stress, the first coalescence is achieved in bridge zone III by the extension of the secondary crack initiated from the right tip of the B flaw. At peak stress of 19.5 MPa , coalescence cracks become wider and some new microscopic tensile and shear cracks propagate downwards or upwards from the
tips of the B flaw. Beyond peak stress, some secondary cracks extend quickly towards the edge of the model, and finally the model fails.

For flaw geometry with $\alpha=45^{\circ}$ and $\beta=45^{\circ}$, macroscopic tensile cracks start from the tips of the A flaw. With an increasing load, wing cracks extend and some microscopic tensile cracks are initiated at the tips of the B flaw. With a further stress increase, secondary tensile and shear cracks propagate towards the wing crack initiated at the top tip of the A flaw. At 21.1 MPa , the first coalescence occurs in bridge zone I. At peak stress of 23.9 MPa , the secondary cracks propagate further upwards from the right tip of the B flaw towards the top tip of the A flaw. Secondary coalescence occurs in bridge zone II. Additional cracks are induced close to the B flaw tip regions in the post-peak stage.

For flaw geometry with $\alpha=30^{\circ}$ and $\beta=0^{\circ}$, at 5.4 MPa , a macroscopic wing crack starts to propagate from the tips of the A flaw. Further load increases lead to the initiation of micro tensile cracks at the right tip of the B flaw. When the axial stress increases further up to 17.6 MPa , the first coalescence is achieved in bridge zone III by the extension of a secondary crack initiated from the right tip of the B flaw. At peak strength, coalescence occurs in bridge zone I. Meanwhile, some mixed mode tensile-shear cracks appear and extend downwards near the right tips of the A and B flaws. In the post-peak region at a stress of 17.4 MPa , some secondary cracks become wider and extend to the edge of the model and the model fails.

### 3.3. Crack Initiation Stress

In the numerical studies performed by Zhang et al., wing cracks start to propagate simultaneously at the tips of the flaws. However, in this study, the macro-cracks initiated at the tips of the two intersecting flaws do not occur simultaneously. Therefore, the stress state when a macro-crack starts to develop from either the A flaw or B flaw is called crack initiation (CI) stress.

Specimens with different flaw geometries have different peak strengths; therefore, CI stress cannot be compared directly. Thus, the CI stress $\sigma_{c i}$ is normalized by the respective peak strength $\sigma_{c n}$ (see Figure 9). From Figure 9, the following general trends can be deduced:

1. The ration $\sigma_{c i} / \sigma_{c n}$ varies between 0.2 and 0.4.
2. For the same values of $\alpha$, the minimum values of $\sigma_{c i} / \sigma_{c n}$ are observed at $\beta=30^{\circ}$, which means that the first crack initiates more easily (except $\alpha=60^{\circ}, \beta=45^{\circ}$ ). For four cases of $\beta=90^{\circ}$ and one case of $\beta=0^{\circ}, \alpha=90^{\circ}$ is the maximum value of $\sigma_{c i} / \sigma_{c n}$ observed.


Figure 9. $\sigma_{c i} / \sigma_{c n}$ versus flaw inclination angle $\beta$ for different values of $\alpha$.

To better understand the effect of $\alpha$ and $\beta$ in the ratio $\sigma_{c i} / \sigma_{c n}$, the differences $\left(\Delta \sigma_{c i} / \sigma_{c n}\right)$ between the maximum and minimum values of $\sigma_{c i} / \sigma_{c n}$ are calculated, as shown in Figure 9. From Figure 10a, the difference of $\sigma_{c i} / \sigma_{c n}$ is first decreased down to $\alpha=45^{\circ}$ and then increased with the increase of $\alpha$, which indicates that the inclination angle $\beta$ had less effect on the ration $\sigma_{c i} / \sigma_{c n}$ when $\alpha=45^{\circ}$.

(a)

(b)

Figure 10. Variations of $\Delta \sigma_{c i} / \sigma_{c n}$ against $\alpha(\mathbf{a})$ and $\beta(\mathbf{b})$.
From Figure 10b, it can be deduced that the difference of $\sigma_{c i} / \sigma_{c n}$ also decreases down to $\beta=30^{\circ}$ and then increases with the increase of $\beta$, which indicates that the intersection angle $\alpha$ had less of an effect on the ration $\sigma_{c i} / \sigma_{c n}$ when $\beta=30^{\circ}$.

### 3.4. Crack Coalescence

Many crack coalescence types have been observed in physical experiments [1,21,26] and have been classified as seven different crack coalescence types, based on their geometry and propagation mechanism using a high-speed camera. Zhang [40] classified five types of linkages observed between two non-parallel flaws using parallel bonded-particle models. However, these crack coalescence types are based on the coalescence between two parallel or non-parallel flaws. Our study reveals that two intersect flaws show different coalescence behavior. Table 4 shows the crack coalescence patterns for two intersecting flaws with different values for $\alpha$ and $\beta$.

The different crack coalescence patterns observed in the case of two intersecting flaws with different geometries are shown in Figure 11 and are summarized in Table 5. Two typical patterns can be distinguished:

1. A macroscopic tensile crack initiated from the tip of one of the flaws extends upwards or downwards to the other flaw but does not reach the tip and some microscopic shear or mixed tensile-shear cracks participate at coalescence. This is classified as one-tip-linkage. According to the coalescence position, the one-tip-linkage mechanism contains three sub-types: Coalescence position near the tip (Figure 11(1),(2)), coalescence position at the flaw, but far away from the tip (Figure 11(4)), or coalescence position outside the flaw with a certain distance from the tip (Figure 11(3)).
2. A macroscopic tensile crack initiated from the tip of one flaw extends upwards or downwards to the tip of the other flaw. The coalescence occurred by the linkage of tensile cracks and is classified as two-tips-linkage. The two tips linkage has two sub-types: Straight linkage (Figure 11(5)) and arc linkage (Figure 11(6)).

Table 4. Crack coalescence patterns for two intersecting flaws with different values of $\alpha$ and $\beta$. Microscopic tensile and shear cracks are shown in white and red, respectively. Original flaws are in yellow.

| Flaw Geometry | The Crack Coalescence Patterns of Loading |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta=0^{\circ}$ | $\beta=30^{\circ}$ | $\beta=45^{\circ}$ | $\beta=60^{\circ}$ | $\beta=90^{\circ}$ |
| $\alpha=90^{\circ}$ |  |  |  |  |  |
| $\alpha=60^{\circ}$ |  |  |  |  |  |
| $\alpha=45^{\circ}$ |  |  |  |  |  |
| $\alpha=30^{\circ}$ |  |  |  |  |  |



Figure 11. Observed crack coalescence patterns for two intersecting flaws (left: Simulation results, right: Simplified sketch). White and red segments represent microscopic tensile and shear cracks, respectively. The arrows represent the crack propagation direction.

Table 5. The coalescence patterns of different geometries.

| Angle/ ${ }^{\circ}$ | Coalescence Types of Different Geometries |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\beta=0^{\circ}$ |  | $\beta=30^{\circ}$ |  | $\beta=45^{\circ}$ |  | $\beta=60^{\circ}$ |  | $\beta=90^{\circ}$ |  |
|  | Type | Zone | Type | Zone | Type | Zone | Type | Zone | Type | Zone |
| $\alpha=90^{\circ}$ | (3) | II | (6) | II IV | (6) | II IV | (3) (6) | II III | (3) | II |
| $\alpha=60^{\circ}$ | (6) | III | (2) (3) | I III | (1) (2) <br> (3) $(4)$ <br> (5) | I II IV | (1) (5) <br> (6) | I II IV | (3) | I III |
| $\alpha=45^{\circ}$ | (3) | II | (2) (6) | I III | $\begin{aligned} & \text { (2) (3) } \\ & (4)(6) \end{aligned}$ | I II | (1) (4) <br> (6) | II IV | (3) (6) | I II |
| $\alpha=30^{\circ}$ | (5) (6) | I III | (5) (6) | I III | (2) (3) | I II | (2) (3) <br> (4) | I III IV | (3) (4) <br> (6) | I III |

### 3.5. Crack Coalescence Stress

The coalescence stress $\sigma_{c o}$ is the vertical stress that is observed when the first coalescence of the two intersecting flaws occurs. The ratio between crack coalescence stress $\sigma_{c o}$ and peak strength $\sigma_{c n}$ varies, as shown in Figure 12. The crack coalescence stress reaches $85 \%-100 \%$ of the peak stress.


Figure 12. Ratio between coalescence stress $\sigma_{c o}$ and peak strength $\sigma_{c n}$ for different values of $\alpha$ and $\beta$.
For two cases of $\alpha=90^{\circ}$ and one case of $\alpha=60^{\circ}, \alpha=45^{\circ}$, and $\alpha=30^{\circ}$, the ratios of their cases are at or just less than 1.0, which means that their model coalesced near or at the peak stress. In contrast, for four cases of $\beta=45^{\circ}$, three cases of $\beta=90^{\circ}$, and one case of $\beta=0^{\circ}$, the ratios of their cases are significantly less than 1.0, which means that the coalescence occurs more easily. In addition, for any intersection angle $\alpha$, the minimum values of $\sigma_{c o} / \sigma_{c n}$ are observed at $\beta=45^{\circ}$, which indicates that coalescence occurred more easily with that geometry.

## 4. Conclusions

Numerical simulations were performed on rock-like specimens containing two intersecting flaws with different inclination angle $\beta$ and different intersection angle $\alpha$ subjected to uniaxial compressive loads. The main conclusions can be summarized as follows:

1. For any intersection angle $\alpha$, the strength is increases for flaw inclination angle $\beta$, ranging from $0^{\circ}$ to about $45^{\circ}$. For intersection angle $\alpha$ up to about $45^{\circ}$, the strength is further slightly increased for inclination angle $\beta$, bigger than $45^{\circ}$. For intersection angle $\alpha$, it is bigger than about $45^{\circ}$ and the strength is strongly decreased for inclination angle $\beta$, bigger than $45^{\circ}$.
2. The macro-crack initiated from the tips of two intersect flaws that did not occur simultaneously. The crack initial stress $\sigma_{-}$ci of the first crack, obtained at the tip of flaw (A flaw or B flaw), normalized by the respective specimen peak strength $\sigma_{c n}$, which changed between 0.2 and 0.4 with different flaw geometries.
3. Two major crack coalescence patterns were observed: (a) One-tip-linkage (either near the crack tip, at the flaw but far away from the crack tip or outside the flaw at a certain distance from the tip) and (b) two-tips-linkage (straight or arc linkage). The geometry of flaws governed the coalescence type.

The ratio between coalescence stress $\sigma_{c o}$ and peak strength $\sigma_{c n}$ varied between $0.85-1.0$, which meant the first coalescence occurred near or at the peak strength. For the same values of $\alpha$, the minimum values of $\sigma_{c o} / \sigma_{c n}$ were observed at $\beta=45^{\circ}$, which indicated that coalescence occurred more easily with that geometry.
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#### Abstract

This paper investigates the effect of computing the bearing capacity through different methods on the optimum construction cost of reinforced concrete retaining walls (RCRWs). Three well-known methods of Meyerhof, Hansen, and Vesic are used for the computation of the bearing capacity. In order to model and design the RCRWs, a code is developed in MATLAB. To reach a design with minimum construction cost, the design procedure is structured in the framework of an optimization problem in which the initial construction cost of the RCRW is the objective function to be minimized. The design criteria (both geotechnical and structural limitations) are considered constraints of the optimization problem. The geometrical dimensions of the wall and the amount of steel reinforcement are used as the design variables. To find the optimum solution, the particle swarm optimization (PSO) algorithm is employed. Three numerical examples with different wall heights are used to capture the effect of using different methods of bearing capacity on the optimal construction cost of the RCRWs. The results demonstrate that, in most cases, the final design based on the Meyerhof method corresponds to a lower construction cost. The research findings also reveal that the difference among the optimum costs of the methods is decreased by increasing the wall height.
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## 1. Introduction

Reinforced concrete retaining walls (RCRWs) are referred to as structures that withstand the pressure resulting from the difference in the levels caused by embankments, excavations, and/or natural processes. Such situations frequently occur in the construction of several structures, such as bridges, railways, and highways. Due to the frequent application of RCRWs in civil engineering projects, minimizing the construction cost of such structures is an issue of crucial importance.

The satisfaction of both geotechnical and structural design constraints is a key component in the design of RCRWs. In most cases, primary dimensions are initially estimated based on reasonable assumptions and the experience of the designer. Then, in order to reach a cost-effective design while satisfying the design constraints, the design variables (particularly the wall dimensions) need to be revised by using a trial-and-error process, which makes it rather grueling. On the other hand, there is no guarantee that the final design will be the best possible one. To eliminate this problem, which can hinder the designer from reaching a cost-effective solution, and by considering the advances in computational technologies during the recent decades, it makes sense to express the design in the form of a formal optimization problem.

The design optimization of RCRWs has received significant attention during the last two decades. Some of the pertinent works are briefly investigated herein. As a benchmark work, Saribas and Erbatur [1] used a nonlinear programming method and investigated the sensitivity of the optimum solutions to parameters such as backfill slope, surcharge load, internal friction angle of retained soil, and yield strength of reinforcing steel. The simulated annealing (SA) algorithm has been also applied to minimize the construction cost of RCRWs [2,3]. Camp and Akin [4] developed a procedure to design cantilever RCRWs using Big Bang-Big Crunch optimization. They captured the effects of surcharge load, backfill slope, and internal friction angle of the retained soil on the values of low-cost and low-weight designs with and without a base shear key. Khajehzadeh et al. [5] used the particle swarm optimization with passive congregation (PSOPC), claiming that the proposed algorithm was able to find an optimal solution better than the original PSO and nonlinear programming. In their work, the weight, cost, and $\mathrm{CO}_{2}$ emissions were chosen as the three objective functions to be minimized. Gandomi et al. [6] optimized RCRWs by using swarm intelligence techniques, such as accelerated particle swarm optimization (APSO), firefly algorithm (FA), and cuckoo search (CS). They concluded that the CS algorithm outperforms the other ones. They also investigated the sensitivity of the algorithms to surcharge load, base soil friction angle, and backfill slope with respect to the geometry and design parameters. Kaveh and his colleagues (e.g., [7-10]) optimized the RCRWs using nature-inspired optimization algorithms, including charged system search (CSS), ray optimization algorithm (RO), dolphin echolocation optimization (DEO), colliding bodies of optimization (CBO), vibrating particles system (VPS), enhanced colliding bodies of optimization (ECBO), and democratic particle swarm optimization (DPSO). Temur and Bekdas [11] employed the teaching-learning-based optimization (TLBO) algorithm to find the optimum design of cantilever RCRWs. They concluded that the minimum weight of the RCRWs decreases as the internal friction angle of the retained soil increases, and increases with the values of the surcharge load. Ukritchon et al. [12] presented a framework for finding the optimum design of RCRWs, considering the slope stability. Aydogdu [13] introduced a new version of a biogeography-based optimization (BBO) algorithm with levy light distribution (LFBBO) and, by using five examples, it was shown that this algorithm outperforms some other metaheuristic algorithms. In this work, the cost of the RCRWs was used as the criterion to find the optimum design. Nandha Kumar and Suribabu [14] adopted the differential evolution (DE) algorithm to solve the design optimization problem of RCRWs. The results of sensitivity analysis showed that width and thickness of the base slab and toe width increases as the height of stem increases. Gandomi et al. [15] studied the importance of different boundary constraint handling mechanisms on the performance of the interior search algorithm (ISA). Gandomi and Kashani [16] minimized the construction cost and weight of RCRWs analyzed by the pseudo-static method. They employed three evolutionary algorithms, DE, evolutionary strategy (ES), and BBO, and concluded that BBO outperforms the others in finding the optimum design of RCRWs. More recently, Mergos and Mantoglou [17] optimized concrete retaining walls by using the flower pollination algorithm, claiming that this method outperforms PSO and GA.

By taking a look at the studies so far reported, it can be noticed that there has been no work done in assessing the effect of using different available methods of determining the bearing capacity on the optimum design of the RCRWs. The current study investigates this important issue. In order to model and design the RCRWs, a code is developed in MATLAB [18]. To reach a design with minimum construction cost, an optimization problem is defined and the construction cost is considered as the single objective function to be minimized. The design criteria, including both geotechnical and structural limitations, are considered as the optimization constraints. The wall geometrical dimensions and the amount of steel reinforcement are used as the design variables. The particle swarm optimization (PSO) [19] algorithm is used to find the optimum solution.

## 2. Design of Retaining Walls

The design of RCRWs includes two sets of variables. The first set consists of the geometrical dimensions of the concrete wall, namely variables $X_{1}$ to $X_{8}$, that are defined as shown in Table 1
and depicted graphically in Figure 1. It can be seen that these variables fully define the geometry of the structure.

Table 1. Description of the geometric variables and their lower and upper bounds.

| Geometric Variable | Description | Lower Bound | Upper Bound |
| :---: | :---: | :---: | :---: |
| $X_{1}$ | Width of the base slab | 0.4 H | 0.8 H |
| $X_{2}$ | Toe width | 0.1 H | 0.6 H |
| $X_{3}$ | Thickness at the bottom of the stem | 0.2 m | 0.5 m |
| $X_{4}$ | Thickness at the top of the stem | 0.2 m | 0.4 m |
| $X_{5}$ | Thickness of the base | 0.2 m | 0.3 H |
| $X_{6}$ | Distance from the toe to the front face | $0.5 H$ | 0.8 H |
| $X_{7}$ | of the shear key | 0.2 m | 0.4 m |
| $X_{8}$ | Width of shear key | 0.2 m | 0.9 m |



Figure 1. Design variables ( $X_{1}$ to $X_{8}$ and $R_{1}$ to $R_{4}$ ), (redesigned based on [4]).
The second set is the amounts of steel reinforcement for four components of the wall-the stem, heel, toe, and shear key. As such, four variables, $R_{1}$ to $R_{4}$, are introduced to represent the steel reinforcement of the different components, as shown in Table 2. In this paper, a total of 223 possible reinforcement configurations were used, resulting from the combinations of using 3-28 evenly spaced bars, with varying sizes (bar diameter) from 10 to 30 mm . It is worth mentioning that the combinations used for the steel reinforcement, as listed in Table 3, are obtained such that the allowable minimum and maximum amount of steel area per unit meter length of the wall are satisfied as per ACI318-14 code [20].

Table 2. Description of the reinforcement variables.

| Reinforcement Variable | Description |
| :---: | :---: |
| $R_{1}$ | Vertical steel reinforcement of the stem |
| $R_{2}$ | Horizontal steel reinforcement of the toe |
| $R_{3}$ | Horizontal steel reinforcement of the heel |
| $R_{4}$ | Vertical steel reinforcement of shear key |

Table 3. Steel reinforcement combinations (adopted from [4]).

| Index Number | Bars Quantity and Size (R) | Bars Cross-Sectional Area (cm ${ }^{\mathbf{2}}$ ) <br> (in Ascending Order) |
| :---: | :---: | :---: |
| 1 | $3 \phi 10$ | 2.356 |
| 2 | $4 \phi 10$ | (lower bound) |
| 3 | $3 \phi 12$ | 3.141 |
| 4 | $5 \phi 10$ | 3.392 |
| 5 | $4 \phi 12$ | 3.926 |
| $\cdot$ | $\cdot$ | 4.523 |
| $\cdot$ | - | $\cdot$ |
| 221 | $16 \phi 30$ | 113.097 |
| 222 | $17 \phi 30$ | 120.165 |
| 223 | $18 \phi 30$ | 127.234 |

The allowable value of spacing between longitudinal bars $\left(d s_{\text {all }}\right)$ is defined as follows [20]:

$$
\begin{equation*}
d s_{\mathrm{all}}=\max \left\{25 \mathrm{~mm}, d_{\mathrm{bl}}, 1.33 d_{\max }\right\} \tag{1}
\end{equation*}
$$

in which $d_{\mathrm{bl}}$ and $d_{\max }$ are the diameter of longitudinal reinforcements and diameter of greatest aggregate of concrete, respectively. For the purposes of steel reinforcement design, ACI318-14 code [20] has been considered.

In the design of RCRWs, geotechnical stability control and the satisfaction of the structural requirements are mandatory. In geotechnical design, the stability of the structure shall be controlled against possible overturning, sliding, and bearing capacity failure modes. On the other hand, in the structural design phase, each component of the structure, including the stem, toe, heel, and shear key, shall be checked against shear and moment demands [21]. Figure 2 shows all the forces acting on the retaining wall. As shown in this figure, $P_{\mathrm{a}}$ is the resultant force of the active pressure $p_{\mathrm{a}}$ per unit length of the wall; $Q_{s}$ is the resultant force of the distributed surcharge load $q ; W_{\mathrm{C}}$ is the weight of all sections of the reinforced concrete wall; $W_{\mathrm{S}}$ and $W_{\mathrm{T}}$ are defined as the weight of backfill behind the retaining wall and the weight of the soil on the toe, respectively; $P_{\mathrm{p}}$ is the resultant force due to the passive pressure $\left(p_{\mathrm{p}}\right)$ on the front face of the toe and shear key per unit length of the wall; $P_{\mathrm{b}}$ is the resultant force caused by the pressure acting on the base soil; $q_{\max }$ and $q_{\min }$ are the maximum and minimum soil pressure intensity at the toe and the heel of the retaining wall, respectively. In this paper, the water level and the seismic actions were not considered in computing the forces acting on the RCRWs. The pressure distributions on the base and retaining soil have also been illustrated in Figure 2.


Figure 2. Forces acting on the retaining wall (redesigned based on [6]).

In this study, Rankine theory was used to evaluate the active and passive forces acting on the unit length of the retaining wall ( $p_{\mathrm{a}}$ and $p_{\mathrm{p}}$, respectively), and they are computed as follows [21]:

$$
\begin{gather*}
p_{\mathrm{a}}=\frac{1}{2} k_{\mathrm{a}} \gamma_{\mathrm{rs}} H^{\prime 2}+k_{a} q H^{\prime},  \tag{2}\\
p_{\mathrm{p}}=\frac{1}{2} k_{\mathrm{p}} \gamma_{\mathrm{bs}} D^{\prime 2}+2 c_{\mathrm{bs}} \sqrt{k_{\mathrm{p}}} D^{\prime 2}, \tag{3}
\end{gather*}
$$

where $k_{\mathrm{a}}$ and $k_{\mathrm{p}}$ are the Rankine active and passive earth pressure coefficients, respectively; $D^{\prime}$ is the buried depth of shear key; $\gamma_{\mathrm{rs}}$ is the unit weight of backfill; $H^{\prime}$ is the height of the soil located on the embedment depth of the base slab at the edge of the heel; $\gamma_{\text {bs }}$ and $f f$ bs are the unit weight and the cohesion of soil in front of the toe and beneath the base slab, respectively. $k_{\mathrm{a}}$ is computed as [21]:

$$
\begin{equation*}
k_{\mathrm{a}}=\cos \beta \frac{\cos \beta-\sqrt{\cos ^{2} \beta-\cos ^{2} \phi_{\mathrm{rs}}}}{\cos \beta+\sqrt{\cos ^{2} \beta-\cos ^{2} \phi_{\mathrm{rs}}}} \tag{4}
\end{equation*}
$$

in which $\beta$ and $\phi_{\mathrm{rs}}$ are the slope and internal friction angle of the back fill, respectively; $k_{\mathrm{p}}$ is computed as follows [21]:

$$
\begin{equation*}
k_{\mathrm{p}}=\tan ^{2}\left(45+\frac{\phi_{\mathrm{bs}}}{2}\right) \tag{5}
\end{equation*}
$$

in which $\phi_{\mathrm{bs}}$ (in degrees) is the internal friction angle of soil in front of the toe and beneath the base slab.

### 2.1. Geotechnical Stability Demands

A retaining wall may fail due to overturning about the toe, sliding along the base slab, and the loss of bearing capacity of the soil supporting the base [21]. The checks for these three failure modes are described in this section. The safety factor against overturning about the toe is defined as follows:

$$
\begin{equation*}
F S_{\mathrm{O}}=\frac{\sum M_{\mathrm{R}}}{\sum M_{\mathrm{O}}} \tag{6}
\end{equation*}
$$

in which $\sum M_{\mathrm{R}}$ is the sum of the moments tending to resist against overturning about the toe and $\sum M_{\mathrm{O}}$ is the sum of the moments tending to overturn the wall about the toe [21]. The safety factor against sliding along the base slab is computed as follows:

$$
\begin{equation*}
F S_{\mathrm{S}}=\frac{\sum F_{\mathrm{R}}}{\sum F_{\mathrm{D}}} \tag{7}
\end{equation*}
$$

where $\sum F_{\mathrm{R}}$ is the sum of the resisting forces against the sliding and $\sum F_{\mathrm{D}}$ is the sum of the horizontal driving forces.

The safety factor against bearing capacity failure mode is computed by:

$$
\begin{equation*}
F S_{\mathrm{B}}=\frac{q_{\mathrm{u}}}{q_{\max }} \tag{8}
\end{equation*}
$$

in which $q_{\mathrm{u}}$ is the ultimate bearing capacity of the soil supporting the base slab. The ultimate bearing capacity is the load per unit area of the foundation at which shear failure occurs in the soil. For retaining walls, $q_{\mathrm{u}}$ is computed as follows [21]:

$$
\begin{equation*}
q_{\mathrm{u}}=c_{\mathrm{bs}} N_{\mathrm{c}} F_{\mathrm{cs}} F_{\mathrm{cd}} F_{\mathrm{ci}}+q N_{\mathrm{q}} F_{\mathrm{qs}} F_{\mathrm{qd}} F_{\mathrm{qi}}+0.5 \gamma_{\mathrm{bs}} B^{\prime} N_{\gamma} F_{\gamma \mathrm{s}} F_{\gamma \mathrm{d}} F_{\gamma \mathrm{i}} \tag{9}
\end{equation*}
$$

where:

$$
\begin{equation*}
q=\gamma_{\mathrm{bs}} D, \tag{10}
\end{equation*}
$$

in which $D$ is the embedment depth of the toe (base slab). $B^{\prime}$ is computed as:

$$
\begin{equation*}
B^{\prime}=B-2 e \tag{11}
\end{equation*}
$$

where $B$ is the width of the base slab. As mentioned earlier, $q_{\max }$ and $q_{\min }$, which are the maximum and minimum stresses occurring at the end of the toe and heel of the structure, respectively, are computed as follows [21]:

$$
\begin{equation*}
q_{\min }^{\max }=\frac{\sum V}{B}\left(1 \pm \frac{6 e}{B}\right) \tag{12}
\end{equation*}
$$

where $e$ is defined as the eccentricity of the resultant force, which can be computed as follows:

$$
\begin{equation*}
e=\frac{B}{2}-\frac{\sum M_{\mathrm{R}}-\sum M_{\mathrm{O}}}{\sum V} \tag{13}
\end{equation*}
$$

Note that if $e$ becomes greater than $B / 6$, then some tensile stress will be applied at the soil located under the heel section. In such a case, since the tensile strength of soil is negligible, design and calculations should be repeated.

In Equation (9), the $N$ coefficients are used for the modification of the bearing capacity value and the $F$ coefficients are used for the modification of the shape, depth, and inclination factors. The bearing capacity factors $N_{\mathrm{c}}, N_{\mathrm{q}}$, and $N_{\gamma}$ are, respectively, the contributions of cohesion, surcharge, and unit weight of soil to the ultimate load-bearing capacity [21]. Some of these coefficients vary in accordance with the method used, resulting in different values for $q_{\mathrm{u}}$. Hence, this issue could affect the final design of the RCRWs. In this paper, the effects of three methods of Meyerhof [22], Hansen [23], and Vesic [24] in computing $q_{\mathrm{u}}$ were investigated, particularly their effect on the optimized construction cost of the RCRWs. The $N$ and $F$ coefficients corresponding to each of the three design methods are listed in Appendix A.

### 2.2. Structural Requirements

The moment and shear capacity of all components of the retaining wall must be greater than their corresponding demands. The flexural strength of each component can be computed as follows [20]:

$$
\begin{equation*}
M_{\mathrm{n}}=\phi_{\mathrm{m}} A_{\mathrm{s}} f_{\mathrm{y}}\left(d-\frac{a}{2}\right) \tag{14}
\end{equation*}
$$

in which $\phi_{\mathrm{m}}$ is known as the nominal strength coefficient (equal to 0.9 [20]); $A_{\mathrm{s}}$ is the cross-sectional area of the steel reinforcement; $f_{\mathrm{y}}$ is the yield strength of steel; $d$ is the effective depth of the cross section; and $a$ is the depth of the compressive stress block. The shear strength is estimated by [20]:

$$
\begin{equation*}
V_{\mathrm{n}}=0.17 \phi_{\mathrm{v}} \sqrt{f_{\mathrm{c}}} b d \tag{15}
\end{equation*}
$$

where $\phi_{\mathrm{v}}$ is the nominal strength coefficient (equal to 0.75 [20]); $f_{\mathrm{c}}$ is the specified compressive strength of concrete; and $b$ is the width of the cross section.

### 2.2.1. Flexural Moment and Shear Force Demands of Stem

As shown in Figure 2, by considering the active force acting on the unit length of the wall due to surcharge load and the weight of the backfill on the stem, the critical section for flexural moment is at the intersection of the stem with the base slab. In addition, the critical section for shear force is at a distance $d_{\mathrm{s}}$ from the intersection of the stem with the foot slab, defined as $d_{\mathrm{s}}=X_{3}-C_{\mathrm{C}}$, where $C_{\mathrm{C}}$ is the concrete cover. The flexural moment and shear force demands of the stem at its critical section are computed by the following equations:

$$
\begin{equation*}
M_{\mathrm{s}}=1.6\left[\frac{1}{2}\left(\left(k_{\mathrm{a}} q H^{2}\right)+\left(\frac{1}{3} k_{\mathrm{a}} \gamma_{\mathrm{rs}} H^{3}\right)\right)\right] \cos \beta \tag{16}
\end{equation*}
$$

$$
\begin{equation*}
V_{\mathrm{s}}=1.6\left(\left(k_{\mathrm{a}} q\left(H-d_{\mathrm{s}}\right)+\frac{1}{2} k_{\mathrm{a}} \gamma_{\mathrm{rs}}\left(H-d_{\mathrm{s}}\right)^{2}\right) \cos \beta .\right. \tag{17}
\end{equation*}
$$

### 2.2.2. Flexural Moment and Shear Force Demands of Toe Slab

The effective forces on the toe slab include the soil weight on the toe slab, the weight of the toe concrete slab, and the force caused by earth pressure under the toe slab. The foot of the front face of the stem is the critical section for flexural moment and the critical section for shear force is formed at a distance $d_{\mathrm{t}}$ from the front face of the stem $\left(d_{\mathrm{t}}=X_{5}-C_{\mathrm{C}}\right)$. The flexural moment and shear force demands of the toe slab at its critical section are computed by the following equations [6]:

$$
\begin{gather*}
M_{\mathrm{t}}=\left[1.6\left(\frac{q_{2}}{6}+\frac{q_{\mathrm{max}}}{3}\right)-0.9\left(\gamma_{\mathrm{c}} X_{5}+\gamma_{\mathrm{bs}}\left(D-X_{5}\right)\right)\right] l_{\mathrm{toe}}^{2}  \tag{18}\\
V_{\mathrm{t}}=\left[1.6\left(\frac{q_{d t}+q_{\mathrm{max}}}{2}\right)-0.9\left(\gamma_{\mathrm{c}} X_{5}+\gamma_{\mathrm{bs}}\left(D-X_{5}\right)\right)\right] \cdot\left(l_{\mathrm{toe}}-d t\right) \tag{19}
\end{gather*}
$$

where $q_{2}$ is the soil pressure intensity at the foot of the front face of the stem; $\gamma_{c}$ is the unit weight of concrete; $l_{\text {toe }}$ is the length of the toe slab; and $q_{\mathrm{dt}}$ is the soil pressure at a distance $d_{\mathrm{t}}$ from the foot of the stem front face.

### 2.2.3. Flexural Moment and Shear Force Demands of Heel Slab

The forces acting on the heel section include the soil weight of top of the heel slab, the weight of the heel concrete slab, the surcharge load, and the force resulting from earth pressure under the heel slab. The foot of the stem back face is the critical section for flexural moment and the critical section for shear force is at a distance $d_{h}$ from the foot of the stem back face ( $d_{h}=X_{5}-C_{C}$ ). The flexural moment and shear force demands of the heel slab at its critical section are computed by the following equations [6]:

$$
\begin{gather*}
M_{\mathrm{h}}=\left[\left(\frac{1.6 q+1.2 \gamma_{\mathrm{c}} X_{5}+1.2 \gamma_{\mathrm{rs}} H}{2}\right)+\frac{1.2 W_{\mathrm{bs}}}{3}-\left(\frac{q_{1}+2 q_{\mathrm{min}}}{6}\right)\right] l_{\text {heel }}^{2}  \tag{20}\\
V_{\mathrm{h}}=\left[1.6 q+1.2 \gamma_{\mathrm{c}} X_{5}+1.2 \gamma_{\mathrm{rs}} H+1.2 \frac{W_{\mathrm{bs}}+W_{\mathrm{bsdh}}}{2}-0.9 \frac{q_{\mathrm{dh}}+q_{\mathrm{min}}}{2}\right]\left(l_{\text {heel }}-d_{\mathrm{h}}\right), \tag{21}
\end{gather*}
$$

in which $W_{\text {bs }}$ is the maximum load due to triangular backfill soil weight at the top of the heel slab; $q_{1}$ is the soil pressure intensity at the foot of the stem back face; $l_{\text {heel }}$ is the length of retaining wall heel; $W_{\text {bsdh }}$ is the load resulting from triangular backfill soil weight; and $q_{\mathrm{dh}}$ is the intensity of soil pressure at a distance $d_{\mathrm{h}}$ from the stem back face.

## 3. Optimization Problem

### 3.1. Formulation

Optimization problems can be divided into two large groups in general-constrained and unconstrained problems. Because of the limitations required for the design of structures, the optimum design of RCRWs is a constrained optimization problem, which can be expressed as follows [25]:

$$
\begin{align*}
& \text { Minimize } F(x) \text { subjected to } g_{\mathrm{i}}(\boldsymbol{x}) \leq 0 \\
& \left(\mathrm{i}=1,2, \ldots, m ; x_{\mathrm{j}} \in R^{\mathrm{d}}, \mathrm{j}=1,2, \ldots, n\right) \tag{22}
\end{align*}
$$

in which $F(x)$ is the objective function; $g_{i}(x)$ is the $i$-th constraint; $m$ and $n$ are the total number of constraints and design variables, respectively; $R^{\mathrm{d}}$ is a given set of discrete values from which the individual design variables $x_{\mathrm{j}}$ can take values. In this paper, an exterior penalty function method
was used to transform the constrained structural optimization problem into an unconstrained one, as follows [26]:

$$
\begin{equation*}
\Phi\left(x, r_{\mathrm{p}}\right)=F(x)\left[1+r_{\mathrm{p}} \sum_{\mathrm{r}=1}^{\mathrm{m}}\left(\max \left(\frac{g_{\mathrm{r}}}{g_{\mathrm{r}, \mathrm{all}}}-1,0\right)\right)\right] \tag{23}
\end{equation*}
$$

where $\phi$ is the pseudo (penalized) objective function; $g_{\mathrm{r}}$ and $g_{\mathrm{r}, \text { all }}$ are the $r$-th constraint and its allowable value, respectively; and $r_{\mathrm{p}}$ is a positive penalty parameter, which in this study was assumed to be equal to 25 .

### 3.2. Objective Function

In this work, the initial construction cost $C C_{R C R W}$ of the RCRW was considered the single objective function of the optimization problem, to be minimized. The objective function was defined as follows:

$$
\begin{equation*}
C C_{\mathrm{RCRW}}=C_{\mathrm{c}} V_{\mathrm{c}}+C_{\mathrm{st}} W_{\mathrm{st}} \tag{24}
\end{equation*}
$$

where $C_{c}$ and $C_{\text {st }}$ are the cost per unit volume of concrete and the cost per unit weight of steel reinforcement, respectively; $V_{\mathrm{c}}$ and $W_{\mathrm{st}}$ are the volume of concrete and weight of steel per unit length of the retaining wall, respectively. It is worth noting that the cost of the formwork, casting concrete, vibration, and generally all related labor costs were taken into consideration in the parameter $C_{c}$. In addition, the earthwork cost was not considered in the calculation of the total cost of the RCRWs.

### 3.3. Design Constraints

Two sets of constraints are considered for the optimum design of a RCRW. The first set (four constraints) is related to geotechnical requirements (wall stability). Of these, the first three are considered to provide safety factors against overturning, sliding, and bearing capacity failure modes, as shown below [21]:

$$
\begin{align*}
& g_{1}=\frac{F S_{\mathrm{O}}}{F S_{\mathrm{O}, \mathrm{all}}}-1 \geq 0,  \tag{25}\\
& g_{2}=\frac{F S_{\mathrm{S}}}{F S_{\mathrm{S}, \mathrm{all}}}-1 \geq 0,  \tag{26}\\
& g_{3}=\frac{F S_{\mathrm{B}}}{F S_{\mathrm{B}, \mathrm{all}}}-1 \geq 0, \tag{27}
\end{align*}
$$

in which $F S_{\mathrm{O}}, F S_{\mathrm{S}}$, and $F S_{\mathrm{B}}$ are the safety factor demands against overturning, sliding, and bearing capacity failure modes, respectively, and $F S_{\mathrm{O}, \text { all }}, F S_{\mathrm{S} \text {, all, }}$, and $F S_{\mathrm{B}, \text { all }}$ are their allowable values.

The fourth constraint of the first set is used to avoid the presence of tensile stresses on the base soil, as follows:

$$
\begin{equation*}
g_{4}=q_{\min } \geq 0 \tag{28}
\end{equation*}
$$

The second set of constraints is related to the structural requirements having to do with providing the required strength of wall components and reinforcement arrangements in their cross sections, in accordance with ACI318-14 [20]. To design the structural sections, the reinforcement area at each section of the retaining wall should satisfy the allowable amounts of the reinforcement area, as follows:

$$
\begin{align*}
& g_{5-8}=\left(\frac{A_{\mathrm{s}}}{A_{\mathrm{s}, \min }}\right)_{\mathrm{st}}-1 \geq 0  \tag{29}\\
& g_{9-12}=\left(\frac{A_{\mathrm{s}, \max }}{A_{\mathrm{s}}}\right)_{\mathrm{st}}-1 \geq 0 \tag{30}
\end{align*}
$$

in which $A_{\mathrm{s}, \min }$ and $A_{\mathrm{s}, \max }$ are the minimum and maximum allowable area of steel reinforcement in accordance with the code, and $A_{\mathrm{s}}$ is defined as the cross-sectional area of steel reinforcement in each
section. The subscript st refers to all sections of the RCRW including stem, heel, toe and shear key, and similarly subscripts 5 to 8 are used for the stem, toe, heel and shear key, respectively. The same is also the case for subscripts 9 to 12 .

As mentioned earlier, the moment and shear capacities of all sections of the retaining wall should be greater than the corresponding demands, namely:

$$
\begin{align*}
& g_{13-16}=\left(\frac{M_{\mathrm{n}}}{M_{\mathrm{d}}}\right)_{\mathrm{st}}-1 \geq 0  \tag{31}\\
& g_{17-20}=\left(\frac{V_{\mathrm{n}}}{V_{\mathrm{d}}}\right)_{\mathrm{st}}-1 \geq 0 \tag{32}
\end{align*}
$$

In the equations above, $M_{\mathrm{n}}$ and $V_{\mathrm{n}}$ are the moment and shear nominal capacity, and $M_{\mathrm{d}}$ and $V_{\mathrm{d}}$ are the moment and shear demands, respectively. $M_{\mathrm{n}}$ and $V_{\mathrm{n}}$ are the flexural moment and shear strength formulated before. The subscripts 13 to 16 are for stem, toe, heel, and shear key. The same is true for subscripts 17 to 20.

The following geometric constraints are also applied to avoid an impossible or impracticable shape of the wall:

$$
\begin{align*}
& g_{21}=\frac{X_{1}}{X_{2}+X_{3}}-1 \geq 0  \tag{33}\\
& g_{22}=\frac{X_{1}}{X_{6}+X_{7}}-1 \geq 0 \tag{34}
\end{align*}
$$

The minimum development length of the steel reinforcement bars should be considered for all the structural components. At first, the minimum basic development length $l_{\mathrm{db}}$ against the allowable space is checked. If the available space is not enough, a hook is added to achieve the additional development length. In this case, a minimum hook development length $l_{\mathrm{dh}}$ and minimum hook length of $12 d_{\mathrm{bh}}$ ( $d_{\mathrm{bh}}$ is the diameter of the hooked bar) should be satisfied. The following limitations are considered for stem, toe, heel, and shear key in the design, respectively:

$$
\begin{gather*}
g_{23}=\frac{l_{\mathrm{db}, \text { stem }}}{X_{5}-C_{\mathrm{C}}}-1 \geq 0 \quad \text { or } \quad g_{23}=\frac{l_{\mathrm{dh}, \text { stem }}}{X_{5}-C_{\mathrm{C}}}-1 \geq 0,  \tag{35}\\
g_{24}=\frac{l_{\mathrm{db}, \text { toe }}}{X_{1}-X_{2}-C_{\mathrm{C}}}-1 \geq 0 \quad \text { or } \quad g_{24}=\frac{12 d_{\mathrm{b}, \text { toe }}}{X_{5}-C_{\mathrm{C}}}-1 \geq 0,  \tag{36}\\
g_{25}=\frac{l_{\mathrm{db}, \text { heel }}}{X_{2}+X_{3}-C_{\mathrm{C}}}-1 \geq 0 \quad \text { or } \quad g_{25}=\frac{12 d_{\mathrm{b}, \text { heel }}}{X_{5}-C_{\mathrm{C}}}-1 \geq 0,  \tag{37}\\
g_{26}=\frac{l_{\mathrm{db}, \text { key }}}{X_{5}-C_{\mathrm{C}}}-1 \geq 0 \quad \text { or } \quad g_{26}=\frac{l_{\mathrm{dh}, \text { key }}}{X_{5}-C_{\mathrm{C}}}-1 \geq 0, \tag{38}
\end{gather*}
$$

It should be noted that the inequalities $g_{23}$ to $g_{26}$ as described in Equations (35)-(38) were actually not considered as design constraints in the present study. In fact, during the optimization process, the required development lengths were simply considered and their role in steel cost was computed and added to the construction cost. The cost of shrinkage reinforcement was also added to the total construction cost. Another important point is that the other constraints on the arrangements of steel bars in the wall sections, such as the number of allowable bars, bar size, and bar spacing, were all considered in the optimum design, as can be seen in Table 2.

### 3.4. PSO Algorithm

The successful application of the particle swarm optimization (PSO) algorithm in the optimum design of RC structures has been reported in the literature (e.g., [26-33]). In this paper, the PSO algorithm was used to optimize RCRWs. The algorithm was originally developed by Kennedy and

Eberhart [19] in the mid-1990s, and was first applied to simulate the social behavior of fish schooling and bird flocking as part of a socio-cognitive research. The PSO algorithm is considered a metaheuristic algorithm that optimizes a problem by iteratively trying to improve a candidate solution. It solves a problem by having a population of candidate solutions called particles. Each particle moves through the search space and its position is updated according to (a) its local best known position, and (b) the best known position for the whole swarm in the search space. Finally, the objective function is calculated for each particle and the fitness values of the candidate solutions are assessed to discover which position in the search space is the best. The algorithm searches for the optimum by adjusting the trajectory of each particle of the swarm in the multi-dimensional design space, in terms of paths created by positional vectors in a quasi-random manner. After finding the best values of position and velocity in each iteration $k$, these vectors are updated using the following equations:

$$
\begin{gather*}
\boldsymbol{X}_{\mathrm{i}, \mathrm{k}+1}=\boldsymbol{X}_{\mathrm{i}, \mathrm{k}}+\boldsymbol{V}_{\mathrm{i}, \mathrm{k}+1},  \tag{39}\\
\boldsymbol{V}_{\mathrm{i}, \mathrm{k}+1}=w_{\mathrm{k}} \boldsymbol{V}_{\mathrm{i}, \mathrm{k}}+c_{1} r_{1}\left(\boldsymbol{P}_{\mathrm{i}, \mathrm{k}}-\boldsymbol{X}_{\mathrm{i}, \mathrm{k}}\right)+c_{2} r_{2}\left(\boldsymbol{P}_{\mathrm{g}, \mathrm{k}}-\boldsymbol{X}_{\mathrm{i}, \mathrm{k}}\right), \tag{40}
\end{gather*}
$$

in which for the $i$-th particle, $X_{\mathrm{i}, \mathrm{k}}$ and $V_{\mathrm{i}, \mathrm{k}}$ are the current position vector and velocity vector at iteration $k$, respectively; $\boldsymbol{P}_{\mathrm{i}, \mathrm{k}}$ is the best position that the particle has visited; $\boldsymbol{P}_{\mathrm{g}, \mathrm{k}}$ is the global best position obtained so far by all the particles in the population; $r_{1}$ and $r_{2}$ are random numbers drawn from a uniform distribution in the range of $[0,1] ; c_{1}$ and $c_{2}$ are constants, called cognitive and social scaling parameters, and are usually in the range of $[0,2] ; w_{\mathrm{k}}$ known as the inertia weight, has a pivotal role in updating the position and the velocity vectors. In fact, this parameter is used to stabilize the motion of the particles, making the algorithm converge more quickly. In this paper, a linear weight-updating rule was implemented as follows:

$$
\begin{equation*}
w_{\mathrm{k}}=w_{\max }-\frac{w_{\max }-w_{\min }}{k_{\max }} k \tag{41}
\end{equation*}
$$

in which $w_{\max }$ and $w_{\min }$ are the upper and lower bounds of the current weight $w_{\mathrm{k}}$; and $k_{\max }$ is the maximum number of iterations used. Figure 3 shows a schematic view for the PSO algorithm, i.e., how a particle's position is updated from one iteration to another toward finding the global optimum.


Figure 3. A schematic view for describing particle swarm optimization (PSO).

## 4. Methodology

As previously mentioned, although many studies have been implemented to optimize the retaining wall design, no studies have been conducted so far investigating the effect of various methods of determining the parameters of the soil ultimate bearing capacity on the design optimization of these structures. The current study deals with this issue and, in particular, the effect of using the methods developed by Meyerhof, Hansen, and Vesic (respectively abbreviated as MM, HM, and VM hereafter) on the cost of the retaining wall. For this purpose, a database containing discrete values of the
mentioned variables ( $X_{1}$ to $X_{8}$ and $R_{1}$ to $R_{4}$ ) was generated. Then, the PSO algorithm was used to solve the optimum design problem defined above. All the process of optimum design was implemented via a code written in MATLAB [18]. The flowchart of the design optimization process is shown in Figure 4. The next section investigates the effects of the above three methods on the optimum design of RCRWs.


Figure 4. The flowchart of the design optimization of reinforced concrete retaining walls (RCRWs).

## 5. Design Examples

### 5.1. Assumptions

Three different RCRWs with different heights of 4.0, 5.5, and 7.0 m were considered for all three methods examined (MM, HM, and VM). A reasonable incremental step of 0.01 m was considered for the geometric variables. As shown in Table 3, a set of discrete values was considered for the steel reinforcement. It should be noted that the cross-sectional area of the steel reinforcement bars per unit length of the wall ( 1 m ) was used during the optimization process, therefore, the number of used bars
( $n_{1}$ to $n_{4}$ ) needs to be obtained. All the values assumed for the modeling and design of the RCRWs are listed in Table 4.

Table 4. Values of input parameters for Examples 1, 2, and 3.

| Parameter | Symbol | Value | Unit |
| :---: | :---: | :---: | :---: |
|  |  | Examples 1-3 |  |
| Height of stem | $H$ | $4.0,5.5$, and 7.0 | m |
| Steel yield strength | $f_{\mathrm{y}}$ | 400 | MPa |
| Shrinkage and temperature | $\rho_{\mathrm{st}}$ | 0.002 | - |
| reinforcement ratio | $f_{\mathrm{c}}$ | 21 | MPa |
| Concrete compressive strength | $C_{\mathrm{C}}$ | 7 | cm |
| Concrete cover | $\gamma_{\mathrm{c}}$ | 23.5 | $\mathrm{kN} / \mathrm{m}^{3}$ |
| Unit weight of concrete | $\gamma_{\mathrm{s}}$ | 78.5 | $\mathrm{kN} / \mathrm{m}^{3}$ |
| Unit weight of steel bars | $q$ | 15 | kPa |
| Surcharge load | $\beta$ | 5 | degrees |
| Backfill slope | $\varphi_{\mathrm{rs}}$ | 36 | degrees |
| Internal friction angle of backfill | $\gamma_{\mathrm{rs}}$ | 17.5 | $\mathrm{kN} / \mathrm{m}^{3}$ |
| Unit weight of backfill | $\varphi_{\mathrm{bs}}$ | 39 | degrees |
| Internal friction angle of base soil | $c_{\mathrm{bs}}$ | 0 | kPa |
| Cohesion of base soil | $\gamma_{\mathrm{bs}}$ | 20 | $\mathrm{kN} / \mathrm{m}^{3}$ |
| Unit weight of base soil | $D$ | 0.75 | m |
| Embedment depth of the toe | $C_{\mathrm{st}}$ | 0.4 | $\$ / \mathrm{kg}^{2}$ |
| Cost of steel per unit of mass | $C_{\mathrm{c}}$ | 40 | $\$ / \mathrm{m}^{3}$ |
| Cost of concrete per unit of volume |  |  |  |

Because of the stochastic nature of the PSO algorithm, 20 independent runs were conducted for each case study corresponding to each method (MM, HM, and VM). In the PSO algorithm, the population was 20 and the maximum number of iterations was set to 6000 ; both $c_{1}$ and $c_{2}$ parameters were assumed to be equal to $2 ; w_{\min }$ and $w_{\max }$ as the minimum and maximum value of the weight $w_{\mathrm{k}}$, respectively, were considered to be 0.4 and 0.9 .

### 5.2. Results and Discussion

After implementation of the optimization procedure, the best run among the 20 runs was chosen. The convergence history of all examples as Example 1 with $H=4.0 \mathrm{~m}$, Example 2 with $H=5.5 \mathrm{~m}$, and Example 3 with $H=7.0 \mathrm{~m}$ are shown in Figures 5-7, respectively. The convergence plots, which correspond to the best runs, start with a larger value of the cost, which is then minimized by the PSO algorithm at the final iteration. Note that since the optimization procedure was performed for a unit meter length of the wall, all the presented costs are per meter of length of the wall.

The optimum design variables, including the geometrical dimensions and the amounts of steel reinforcement for the three examples, are presented in Tables 5-7. As can be seen, all the results were within their allowable ranges defined in Tables 1 and 3. The last two columns of each table present the difference in the design variables for HM and VM with respect to MM as the chosen benchmark method. Based on the results, it can be noted that in general, the dimensions of $X_{1}, X_{4}, X_{6}, X_{7}$, and $X_{8}$ had relatively low sensitivity to the method used, while the other dimensions, namely $X_{2}$ and $X_{5}$, were quite sensitive. Concerning $X_{3}$, it seems to be sensitive to the method used merely for the case of wall height 4.0 m . The amounts of steel reinforcement (variables $R_{1}, R_{2}, R_{3}$, and $R_{4}$ ) were highly dependent on the method used.


Figure 5. Convergence history of objective function-Example 1.


Figure 6. Convergence history of objective function-Example 2.


Figure 7. Convergence history of objective function-Example 3.

Table 5. Optimum design variables and comparison of the methods for Example 1—H $=4.0 \mathrm{~m}$.

| Variable | Method |  |  | Difference (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{M M}$ | HM | VM | $\mathbf{1 0 0} \times \mathbf{( H M} \mathbf{-} \mathbf{M M}) / \mathbf{M M}$ | $\mathbf{1 0 0} \times(\mathbf{V M} \mathbf{- M M}) / \mathbf{M M}$ |
| $X_{1}$ | 2.33 | 2.47 | 2.38 | 6.01 | 2.15 |
| $X_{2}$ | 0.88 | 1.03 | 1.05 | 17.05 | 19.32 |
| $X_{3}$ | 0.37 | 0.34 | 0.32 | -8.11 | -13.51 |
| $X_{4}$ | 0.20 | 0.20 | 0.20 | 0.00 | 0.00 |
| $X_{5}$ | 0.24 | 0.25 | 0.27 | 4.17 | 12.50 |
| $X_{6}$ | 2.01 | 2.01 | 2.05 | 0.00 | 1.99 |
| $X_{7}$ | 0.26 | 0.27 | 0.28 | 3.85 | 7.69 |
| $X_{8}$ | 0.23 | 0.22 | 0.24 | -4.35 | 4.35 |
| $R_{1}$ | $13 \phi 12$ | $20 \phi 10$ | $21 \phi 10$ | 6.84 | 12.18 |
| $R_{2}$ | $13 \phi 10$ | $9 \phi 12$ | $14 \phi 10$ | -0.31 | 7.69 |
| $R_{3}$ | $13 \phi 10$ | $12 \phi 10$ | $9 \phi 12$ | 0.00 | 8.00 |
| $R_{4}$ | $6 \phi 12$ | $14 \phi 10$ | $9 \phi 10$ | 62.04 | 4.17 |

Table 6. Optimum design variables and comparison of the methods for Example 2—H = 5.5 m .

| Variable | Method |  |  | Difference (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{M M}$ | HM | VM | $\mathbf{1 0 0} \times \mathbf{( H M}-\mathbf{M M}) / \mathbf{M M}$ | $\mathbf{1 0 0} \times(\mathbf{V M} \mathbf{- M M}) / \mathbf{M M}$ |
| $X_{1}$ | 3.20 | 3.24 | 3.16 | 1.25 | -1.25 |
| $X_{2}$ | 0.99 | 1.19 | 1.33 | 20.20 | 34.34 |
| $X_{3}$ | 0.47 | 0.48 | 0.46 | 2.13 | -2.13 |
| $X_{4}$ | 0.21 | 0.20 | 0.20 | -4.76 | -4.76 |
| $X_{5}$ | 0.35 | 0.38 | 0.36 | 8.57 | 2.86 |
| $X_{6}$ | 2.78 | 2.88 | 2.85 | 3.60 | 2.52 |
| $X_{7}$ | 0.28 | 0.26 | 0.29 | -7.14 | 3.57 |
| $X_{8}$ | 0.23 | 0.20 | 0.25 | -13.04 | 8.70 |
| $R_{1}$ | $13 \phi 16$ | $22 \phi 12$ | $13 \phi 16$ | -4.81 | 0.00 |
| $R_{2}$ | $5 \phi 16$ | $5 \phi 20$ | $11 \phi 14$ | 56.25 | 68.44 |
| $R_{3}$ | $11 \phi 14$ | $16 \phi 10$ | $7 \phi 14$ | -25.79 | -36.36 |
| $R_{4}$ | $12 \phi 10$ | $7 \phi 16$ | $7 \phi 12$ | 49.33 | -16.00 |

Table 7. Optimum design variables and comparison of the methods for Example 3—H $=7.0 \mathrm{~m}$.

| Variable | Method |  |  | Difference (\%) |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{M M}$ | HM | VM | $\mathbf{1 0 0} \times(\mathbf{H M}-\mathbf{M M}) / \mathbf{M M}$ | $\mathbf{1 0 0} \times(\mathbf{V M} \mathbf{- M M}) / \mathbf{M M}$ |
| $X_{1}$ | 4.04 | 3.90 | 3.79 | -3.47 | -6.19 |
| $X_{2}$ | 1.34 | 1.51 | 1.76 | 12.69 | 31.34 |
| $X_{3}$ | 0.49 | 0.48 | 0.48 | -2.04 | -2.04 |
| $X_{4}$ | 0.21 | 0.21 | 0.20 | 0.00 | -4.76 |
| $X_{5}$ | 0.45 | 0.49 | 0.56 | 8.89 | 24.44 |
| $X_{6}$ | 3.75 | 3.52 | 3.50 | -6.13 | -6.67 |
| $X_{7}$ | 0.27 | 0.26 | 0.27 | -3.70 | 0.00 |
| $X_{8}$ | 0.21 | 0.21 | 0.21 | 0.00 | 0.00 |
| $R_{1}$ | $19 \phi 18$ | $11 \phi 24$ | $19 \phi 18$ | 2.92 | 0.00 |
| $R_{2}$ | $14 \phi 12$ | $16 \phi 12$ | $17 \phi 12$ | 14.29 | 21.43 |
| $R_{3}$ | $16 \phi 14$ | $23 \phi 10$ | $22 \phi 10$ | -26.66 | -29.85 |
| $R_{4}$ | $5 \phi 18$ | $22 \phi 10$ | $7 \phi 12$ | 35.80 | -37.78 |

To show the convergence of the optimization process to the optimum solution, the best solutions in each iteration corresponding to Example 1 (with $H=4.0 \mathrm{~m}$ ) considering the MM case are shown together in Figure 8. Based on this figure, PSO found the optimum solution in the design space very well. In addition, the optimum shapes of the three examples with consideration of the three methods of

MM, HM, and VM are shown in Figure 9. From this figure, it can be seen that the three methods resulted in different designs (geometrical dimensions) for all the optimum RCRWs with different heights.


Figure 8. The candidate solutions and the final optimum shape (for $H=4.0 \mathrm{~m}$, corresponding to the MM method).


Figure 9. Optimal dimensions of the RCRWs for all examples with the three methods.
Figures 10-12 show the demand to capacity ratios of the constraints (all constraints $g_{1-3}$ and $g_{5-20}$, except for the constraint $g_{4}$ on $q_{\text {min }}$ ) for the optimum solutions. As can be seen, all the corresponding values were less than 1.0, indicating that the optimum solutions have satisfied all the design constraints.

The constraint on the soil pressure intensity under the heel $\left(q_{\text {min }}\right)$, described as constraint $g_{4}$ in Equation (28), which is one of the fundamental constraints in the retaining walls design, has been excluded from the figures, yet it is examined in detail in Table 8. As described earlier, if $q_{\min }$ is negative, it means that some tensile stress is developed at the end of the heel, which is undesirable due to the negligible tensile strength of the soil. The final values for $q_{\text {min }}$ corresponding to each example and method are listed in Table 8. As can be seen, all the values are greater than zero, indicating that no tensile stress appears beneath the heel slab of the RCRWs.


Figure 10. Demand to capacity ratio for Example 1.


Figure 11. Demand to capacity ratio for Example 2.


Figure 12. Demand to capacity ratio for Example 3.
Table 8. $q_{\text {min }}$ (constraint $g_{4}$ ) values for all three examples and all three design methods.

| Variable | Example 1-H $=4.0 \mathrm{~m}$ |  |  | Example 2-H $=5.5 \mathrm{~m}$ |  |  | Example 3-H $=7.0 \mathrm{~m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MM | HM | VM | MM | HM | VM | MM | HM | VM |
| $q_{\text {min }}$ | 16.15 | 26.37 | 17.74 | 29.60 | 31.75 | 23.70 | 40.61 | 27.28 | 9.22 |

Next, the construction cost of the optimum designs was examined. The concrete, steel, and total cost for all of the optimum RCRWs with different heights, considering the three methods, are listed in Table 9. As can be seen, for $H=4.0 \mathrm{~m}$ and $H=7.0 \mathrm{~m}$, the MM resulted in the minimum cost compared with the other two methods; also, the cost for HM was less than that for VM. For $H=5.5 \mathrm{~m}$, the VM had the minimum cost and the cost for MM was less than that for HM. In addition, based on the results of Table 9 and as also shown in Tables 5-7, the provided amounts of reinforcement varied depending on the method used. Moreover, it was shown that the differences among the methods decreased with increasing the height of the RCRWs.

Figure 13 reveals the variation in cost components (concrete and steel materials) to total cost ratio with respect to the RCRW heights for each method. Based on this figure, it can be concluded that the concrete cost was reduced from $65.64 \% 52.93 \%$ on average with increasing the height, and the steel cost was increased from $34.36 \%$ to $47.07 \%$ on average with increasing the height.

Table 9. Cost of optimum RCRWs for different heights considering the three methods.

| Variable | Example 1-H $=4.0 \mathrm{~m}$ |  |  | Example 2-H $=5.5 \mathrm{~m}$ |  |  | Example 3-H $=7.0 \mathrm{~m}$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MM | HM | VM | MM | HM | VM | MM | HM | VM |
| Concrete (\$) | 70.07 | 70.60 | 70.27 | 122.00 | 126.39 | 120.80 | 172.15 | 175.37 | 184.04 |
| Steel (\$) | 34.96 | 37.34 | 38.19 | 77.07 | 76.64 | 75.89 | 160.45 | 160.19 | 152.04 |
| Total (\$) | 105.04 | 107.94 | 108.46 | 199.08 | 203.03 | 196.68 | 332.61 | 335.56 | 336.08 |
| Diff. (\%) to MM for total cost | - | 2.76 | 3.26 | - | 1.99 | -1.20 | - | 0.89 | 1.04 |



Figure 13. The contribution of concrete and steel materials in total cost for optimum RCRWs.

### 5.3. Comparative Study

In order to make a comparison with the literature, a specific example was chosen from the work conducted by Gandomi et al. [6] (Example 2, case 1 of the work [6] for $\beta=0^{\circ}$, see corresponding Table 12 of that work). Using the methodology of the present work, all three methods of MM, HM, and VM were considered for the comparison. The results are listed in Table 10. As can be seen in this table, the results obtained for MM, HM, and VM were slightly different to those by Gandomi et al. [6], at least as far as the optimum cost is concerned. This can be attributed to the different analysis method and the different load combinations of ACI318-2014 used. Comparing the results also revealed the accuracy of the code programming used in this paper.

Table 10. Comparison of optimum cost obtained in this paper with the work by Gandomi et al. [6].

| Work | Method | Cost (\$/m) |
| :---: | :---: | :---: |
| Gandomi et al. [6] | - | 162.37 |
| This paper | MM | 154.82 |
|  | HM | 158.13 |
|  | VM | 150.49 |

### 5.4. Effect of Backfill Slope

In this section, the effect of the parameter $\beta$ (backfill slope) on the optimum cost of RCRWs was investigated, considering the three methods of MM, HM, and VM. Herein, this effect was assessed for Example $2-H=5.5 \mathrm{~m}$ and the results are presented in Table 11. As can be seen, by increasing $\beta$, the cost was increased individually for each method. In addition, there were small differences (accounting for less than $3 \%$ ) among the MM, HM, and VM methods, except for the case $\beta=25^{\circ}$, where the difference was slightly more, at $4.11 \%$.

Table 11. Cost $(\$ / \mathrm{m})$ of optimum RCRWs for Example 2-H $=5.5 \mathrm{~m}$ for different $\beta$ for the three methods.

| Method | $\beta$ (degrees) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{0}$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{1 5}$ | $\mathbf{2 0}$ | $\mathbf{2 5}$ |
| MM | 193.52 | 199.08 | 200.78 | 215.98 | 224.86 | 231.04 |
| HM | 195.11 | 203.03 | 197.55 | 212.83 | 221.07 | 240.54 |
| VM | 191.05 | 196.68 | 202.96 | 209.59 | 220.57 | 234.34 |
| HM to MM (Diff. \%) | 0.82 | 1.98 | -1.61 | -1.46 | -1.69 | 4.11 |
| VM to MM (Diff. \%) | -1.28 | -1.21 | 1.09 | -2.96 | -1.91 | 1.43 |

### 5.5. Effect of Surcharge Load

Herein, the effect of the parameter $q$ (surcharge load) on the optimum cost of RCRWs was investigated, considering the three methods of MM, HM, and VM. Again, Example 2—H = 5.5 m was used to investigate the effect and the results are presented in Table 12. As shown, the optimum cost increased as $q$ increased. In addition, there were small differences (accounting for less than $3 \%$ ) among the MM, HM, and VM methods, except for the case that no surcharge load was applied (i.e., $q=0$ ), which led to a difference of $4.38 \%$.

Table 12. $\operatorname{Cost}(\$ / \mathrm{m})$ of optimum RCRWs for Example 2—H $=5.5 \mathrm{~m}$ with different $q$ for the three methods.

| Method | $q(\mathbf{k P a})$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{0}$ | $\mathbf{5}$ | $\mathbf{1 0}$ | $\mathbf{1 5}$ | $\mathbf{2 0}$ | $\mathbf{2 5}$ |
| MM | 168.16 | 180.43 | 189.84 | 199.08 | 209.22 | 211.12 |
| HM | 172.47 | 180.88 | 186.93 | 203.03 | 203.69 | 213.82 |
| VM | 175.52 | 179.31 | 188.78 | 196.68 | 204.12 | 214.50 |
| HM to MM (Diff. \%) | 2.56 | 0.25 | -1.53 | 1.98 | -2.64 | 1.28 |
| VM to MM (Diff. \%) | 4.38 | -0.62 | -0.56 | -1.21 | -2.44 | 1.60 |

## 6. Conclusions

In the present study, three well-known methods of Meyerhof, Hansen, and Vesic were considered for the computation of the bearing capacity of RCRWs and, in particular, their influence on the optimum design of the wall. Three heights of walls were examined in the three test cases- $4.0 \mathrm{~m}, 5.5 \mathrm{~m}$, and 7.0 m . A code was developed in MATLAB where the PSO method was implemented for solving the constrained optimization problem. The design criteria were considered in accordance with ACI318-14 design code [20], where two sets of constraints were taken into account, the first on geotechnical requirements (wall stability) and the second on structural requirements (required strength of wall components and reinforcement arrangements). The PSO algorithm was successful in finding the optimum solutions fast and in a consistent way in all design cases, while the constraint handling mechanism was successful, managing to yield optimum solutions that satisfied the constraints in all cases.

The three methods resulted in slightly different designs for all the optimum RCRWs with different heights. In all three test examples, the MM (Meyerhof) method resulted in the design with the minimum total cost in comparison to the other two methods. It was also shown that the differences among the methods decreased with increasing the height of the RCRWs. When the height of the wall increases, the ratio of the cost of concrete to the total cost decreases, and the opposite happens with steel; the ratio of the cost of steel to the total cost increases. This observation was general and was made in all the three design methods examined. As regards the amounts of needed reinforcement, it can be concluded that the three methods give different results for the individual elements of the wall. On the other hand, as a general conclusion, it can be noted that the total cost of the wall corresponding to the three methods had only a small variation. In comparison to Meyerhof as the benchmark method, the maximum difference in the total cost was observed for the $H=4.0 \mathrm{~m}$ case and the VM method, and that accounted for only $3.26 \%$. In all other cases the difference was even smaller.

In addition, the effect of the backfill slope $\beta$ and the surcharge load $q$ were examined. It was found that by increasing either the backfill slope or the surcharge load we obtained a higher total cost, but again in all cases the differences between the three methods were rather small, accounting for up to $4.5 \%$. Finally, the results of the study were compared to results from an example of the work of Gandomi et al. [6] and were found only slightly different, which can be attributed to the different analysis method and the different load combinations used.
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## Appendix A

Table A1. The equations used for computing $q_{\mathrm{u}}$ based on each method.

| Method | Equation | Condition |
| :---: | :---: | :---: |
| Meyerhof [22] | $\begin{gathered} N_{\mathrm{q}, \mathrm{M}}=e^{\pi \tan \phi_{\mathrm{bs}} \tan ^{2}\left(45^{\circ}+\frac{\phi_{\mathrm{bs}}}{2}\right)} \\ N_{\mathrm{c}, \mathrm{M}}=\left(N_{\mathrm{q}, \mathrm{M}}-1\right) \cot \phi_{\mathrm{bs}} \\ N_{\gamma, \mathrm{M}}=\left(N_{\mathrm{q}, \mathrm{M}}-1\right) \tan \left(1.4 \phi_{\mathrm{bs}}\right) \\ F_{\mathrm{cd}, \mathrm{M}}=1+0.2 \sqrt{k_{\mathrm{p}}} \frac{D}{B-2 e} \\ F_{\mathrm{qd}, \mathrm{M}}=F_{\gamma \mathrm{d}, \mathrm{M}}=1+0.1 \sqrt{k_{\mathrm{p}}} \frac{D}{B-2 e} \\ F_{\mathrm{cs}, \mathrm{M}}=F_{\mathrm{qs}, \mathrm{M}}=F_{\gamma \mathrm{s}, \mathrm{M}}=1 \\ F_{\mathrm{ci}}=F_{\mathrm{qi}}=\left(1-\frac{\theta}{90^{\circ}}\right)^{2} \\ F_{\gamma \mathrm{i}}=\left(1-\frac{\theta}{\phi_{\mathrm{bs}}}\right)^{2} \\ \theta^{\circ}=\tan ^{-1}\left(\frac{p_{\mathrm{a}} \cos \beta}{\Sigma V}\right) \end{gathered}$ <br> $\theta$ is defined as angle of resultant measured from vertical direction | $\phi_{b s}$ in degrees $\phi_{b s}>10^{\circ}$ <br> $\theta$ in degrees <br> for $\phi_{\mathrm{bs}}>0$ |
| Hansen [23] | $\begin{gathered} N_{\mathrm{q}, \mathrm{H}}=N_{\mathrm{q}, \mathrm{M}} \\ N_{\mathrm{c}, \mathrm{H}}=N_{\mathrm{c}, \mathrm{M}} \\ N_{\gamma, \mathrm{H}}=1.5\left(N_{\mathrm{q}, \mathrm{H}}-1\right) \tan \phi_{\mathrm{bs}} \\ F_{\mathrm{cd}, \mathrm{H}}=1+0.4 \frac{D}{B-2 e} \\ F_{\mathrm{cd}, \mathrm{H}}=1+0.4 \tan ^{-1}\left(\frac{D}{B-2 e}\right) \\ F_{\mathrm{qd}, \mathrm{H}}=1+2 \tan \phi_{\mathrm{bs}}\left(1-\sin \phi_{\mathrm{bs}}\right)^{2} \frac{D}{B-2 e} \\ F_{\mathrm{qd}, \mathrm{H}}=1+2 \tan \phi_{\mathrm{bs}}\left(1-\sin \phi_{\mathrm{bs}}\right)^{2} \tan ^{-1}\left(\frac{D}{B-2 e}\right) \\ F_{\gamma \mathrm{d}, \mathrm{H}}=1 \\ F_{\mathrm{cs}, \mathrm{H}}=F_{\mathrm{qs}, \mathrm{H}}=F_{\gamma \mathrm{s}, \mathrm{H}}=1 \\ F_{\mathrm{ci}, \mathrm{H}}=F_{\mathrm{qi}, \mathrm{H}}-\left(\frac{1-\mathrm{F}_{\mathrm{q}, \mathrm{H}}}{N_{\mathrm{q}, \mathrm{H}}-1}\right) \\ F_{\mathrm{qi}, \mathrm{H}}=\left(1-\frac{0.5 p_{\mathrm{a}} \cos \beta}{\sum V+(B-2 e) c_{\mathrm{bs}} \cot \phi_{\mathrm{bs}}}\right)^{5} \\ F_{\gamma \mathrm{i}, \mathrm{H}}=\left(1-\frac{0.7 p_{\mathrm{a}} \cos \beta}{\sum V+(B-2 e) c_{\mathrm{bs}} \cot \phi_{\mathrm{bs}}}\right)^{5} \\ \hline \end{gathered}$ | $\begin{aligned} & \frac{D}{B-2 e} \leq 1 \\ & \frac{D}{B-2 e}>1 \\ & \frac{D}{B-2 e} \leq 1 \\ & \frac{D}{B-2 e}>1 \\ &- \\ &- \\ & \phi_{\mathrm{bs}} \neq 0 \\ & \phi_{\mathrm{bs}} \neq 0 \\ & \phi_{\mathrm{bs}} \neq 0 \end{aligned}$ |
| Vesic [24] | $\begin{gathered} N_{\mathrm{q}, \mathrm{~V}}=N_{\mathrm{q}, \mathrm{M}} \\ N_{\mathrm{c}, \mathrm{~V}}=N_{\mathrm{c}, \mathrm{M}} \\ N_{\gamma, \mathrm{V}}=2\left(N_{\mathrm{q}, \mathrm{~V}}+1\right) \tan \phi_{\mathrm{bs}} \\ F_{\mathrm{cd}, \mathrm{~V}}=F_{\mathrm{cd}, \mathrm{H}} \\ F_{\mathrm{qd}, \mathrm{~V}}=F_{\mathrm{qd}, \mathrm{H}} \\ F_{\gamma \mathrm{d}, \mathrm{~V}}=F_{\gamma \mathrm{H}, \mathrm{H}} \\ F_{\mathrm{ci}, \mathrm{~V}}=F_{\mathrm{ci}, \mathrm{H}} \\ F_{\mathrm{qi}, \mathrm{~V}}=\left(1-\frac{p_{\mathrm{a}} \cos \beta}{\sum V+(B-2 e)_{\mathrm{bs}} \cot \phi_{\mathrm{bs}}}\right)^{2} \\ F_{\gamma \mathrm{i}, \mathrm{~V}}=\left(1-\frac{p_{\mathrm{a}} \cos \beta}{\sum V+(B-2 e) c_{\mathrm{bs}} \cot \phi_{\mathrm{bs}}}\right)^{3} \end{gathered}$ | $\begin{aligned} & \phi_{\mathrm{bs}} \neq 0 \\ & \phi_{\mathrm{bs}} \neq 0 \end{aligned}$ |
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