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José Marı́a Gutiérrez and Hossein Mehdaoui

Oral Microbiota of the Snake Bothrops lanceolatus in Martinique
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2122, doi:10.3390/ijerph15102122 . . . 139

Lovisa Boström, Carlos Chiatti, Björg Thordardottir, Lisa Ekstam and Agneta Malmgren

Fänge

Health-Related Quality of Life among People Applying for Housing Adaptations:
Associated Factors
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2130, doi:10.3390/ijerph15102130 . . . 145

Anna Lisa Amodeo, Concetta Esposito, Vincenzo Bochicchio, Paolo Valerio, Roberto Vitelli,

Dario Bacchini and Cristiano Scandurra

Parenting Desire and Minority Stress in Lesbians and Gay Men: A Mediation Framework
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2318, doi:10.3390/ijerph15102318 . . . 155

Hyejin Park and Kisok Kim

Depression and Its Association with Health-Related Quality of Life in Postmenopausal Women
in Korea
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2327, doi:10.3390/ijerph15112327 . . . 171

Faustin Habyarimana and Shaun Ramroop

Spatial Analysis of Socio-Economic and Demographic Factors Associated with Contraceptive
Use among Women of Childbearing Age in Rwanda
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2383, doi:10.3390/ijerph15112383 . . . 179

Hannah Sargeant, Rebecca Forsyth and Alexandra Pitman

The Epidemiology of Suicide in Young Men in Greenland: A Systematic Review
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2442, doi:10.3390/ijerph15112442 . . . 195

I-Lin Hsu, Chung-Yi Li, Da-Chen Chu and Li-Chien Chien

An Epidemiological Analysis of Head Injuries in Taiwan
Reprinted from: Int. J. Environ. Res. Public Health 2018, 15, 2457, doi:10.3390/ijerph15112457 . . . 213

vi
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Abstract: This paper presents the results of an experimental study aimed at investigating the
effect of operative parameters on the efficiency of a soil flushing process, conducted on real
contaminated soil containing high amounts of Cu and Zn. Soil flushing tests were carried out with
Ethylenediamine-N,N′-disuccinic acid (EDDS) as a flushing agent due to its high biodegradability
and environmentally friendly characteristics. Process parameters such as Empty-Bed Contact Time
(EBCT) and EDDS solution molarity were varied from 21–33 h and from 0.36–3.6 mM, respectively.
Effects on the mobility of cations such as Fe and Mn were also investigated. Results showed that very
high performances can be obtained at [EDDS] = 3.6 mM and EBCT = 33 h. In these conditions, in fact,
the amount of removed Cu was 53%, and the amount of removed Zn was 46%. Metal distribution
at different depths from the top surface revealed that Cu has higher mobility than Zn. The process
results were strongly dependent on the exchange of metals due to the different stability constants of
the EDDS complexes. Finally, results from a comparative study showed that soil washing treatment
reached the same removal efficiency of the flushing process in a shorter time but required a larger
amount of the EDDS solution.

Keywords: metal mobility; soil flushing; soil reclamation; agricultural soil; EDDS deficiency

1. Introduction

Illegal disposal of industrial waste containing different pollutants, both organic and inorganic,
is responsible for severe agricultural soil pollution [1]. Although such contamination can be related to
the presence of so-called emerging pollutants, such as liquid-ionic pollutants or pesticides [2], in most
cases it is related to the presence of potentially toxic elements (PTEs) [3,4]. Among others, the presence
of Cu and Zn is quite common, because these metals have a wide application in numerous industrial
processes as well as in the production of many pesticides and herbicides [5]. The remediation of

Int. J. Environ. Res. Public Health 2018, 15, 543; doi:10.3390/ijerph15030543 www.mdpi.com/journal/ijerph1
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PTEs-contaminated soils can be carried out using different techniques. Among them, the soil washing
process proved to be one of the few permanent contaminated soil remediation treatments [6]. Therefore,
this process can achieve good remediation performances if the operative conditions are carefully
selected and optimized [7–9]. However, in the case of soil washing treatment, the excavation of the
contaminated soil is required, and this operation is time-consuming and expensive. This step is then
followed by an in-site or on-site treatment by mixing the solid phase with a washing solution able to
solubilize the pollutants in the liquid phase. The two phases are successively separated. The remediated
soil can be returned to its original place [10] or used for different purposes. The contaminated
washing solution, on the other hand, must be appropriately treated [8,11,12] before its final disposal.
Unfortunately, this process cannot be applied if the contamination is extended to large or deep areas,
because of the excessive costs related to the soil excavation. In these cases, an interesting alternative to
soil washing is soil flushing [13,14]. Soil flushing consists of the direct injection in the soil of a leaching
solution, avoiding the necessity of contaminated soil excavation.

Several chemical reagents have been positively tested in the past as leaching solutions for soil
remediation in the flushing process (i.e., HCl, EDTA, CaCl2) [15,16]. However, part of the flushing
solution can be retained in the soil and/or leaches into the groundwater, representing a further
source of environmental contamination. Therefore the use of a biodegradable agent, such as
Ethylenediamine-N,N′-disuccinic acid (EDDS) [17,18], may be more advisable in order to decrease
the potential risk of negative effects on the environmental quality. While the application of EDDS as
a washing agent has been widely studied in several scientific research papers [9,19,20], its use as flushing
agent has been tested in limited cases [21,22], and thus requires further investigation in more detail.

The present paper aims to provide a deeper understanding of the applicability of EDDS-enhanced
flushing for the remediation of Cu- and Zn-contaminated agricultural soil. The study was conducted at
the lab scale to keep all process parameters under control, as well as to analyze the removal efficiency
and the extraction kinetic trend. Metals distribution at different depths was also investigated to
understand the mechanisms of metal desorption and adsorption during transportation, according to
their initial distribution in the different contaminated soil fractions. Moreover, the release of PTEs in the
leachate after the soil flushing treatment was evaluated. Finally, results from EDDS-enhanced washing
tests conducted at the lab scale on the same soil were reported in order to compare the pollutants
removal efficiency and the treatment environmental suitability of the two processes (i.e., soil flushing
and soil washing). All of these aspects have been rarely considered in a single experimental work,
thus reflecting the novelty of this study.

2. Materials and Methods

2.1. Reagents and Analytical Standards

Hydroxylammonium chloride (reagent grade >98% w/w), ammonium acetate (>99% w/w),
(S,S)-ethylenediamine-N,N′-disuccinic acid-trisodium salt solution (35% v/v), hydrogen peroxide
solution (30% v/v), acetic acid (ACS reagent >97% v/v), and nitric acid (ACS reagent >67% v/v)
from Sigma-Aldrich (Saint Louis, MI, USA) were used as reagents. Only ultra-pure water was used
for analytical preparations and dilution. Atomic Absorption Spectrometer (AAS) standards were
employed for Cd, Cr, Cu, Fe, Pb, Zn (Carlo Erba, Reagenti), Mn, and Ni (Fluka Reagents).

2.2. Soil Characterization

The investigated soil was sampled from a land used in the past for agriculture and located in
the Litorale Domizio Flegreo and Agro Aversano (Campania Region, Italy) (Figure 1). In particular,
this land includes an area of 1076 km2 (57 municipalities) and has been affected by the illegal disposal
of hazardous wastes [23,24]. The soil was sampled manually from the top 20 cm of the soil over an
area of about 1 m2, homogenized, and then stored in hermetic containers. Immediately after collection,
the samples were dried at 40 ◦C in an oven (Argolab, TCN115) and then kept at room temperature.
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Figure 1. The sampling point (40◦96′05” N, 14◦11′84” E).

The particle size distribution analysis was performed according to American Society for Testing
and Materials (ASTM) method D 422-63 [25]. Only the fraction of soil that was smaller than 2 mm,
which was assumed to be the most contaminated [26], was used in all of the tests and analytical
determinations. The pH of the soil was evaluated according to the method of Violante ed Adamo [27].
Organic matter was determined through the loss on ignition (LOI) index [28]. Total PTEs concentration
was measured in the liquid phase from soil acid mineralization procedure [29]. Before the analysis,
the solid and liquid phases from the acid mineralization were separated through centrifugation at
4600 rpm for 20 min using an IEC CENTRA GP8R centrifuge (Needham Heights, MA, USA). Then,
the resulting liquid phase was analyzed by atomic adsorption spectrometry using a Varian spectrometer,
Model 55 B SpectrAA (F-AAS) (Varian Australia Pty Ltd., Victoria, Australia) equipped with a flame
(acetylene/air) and a deuterium background correction. The limit of detection (LOD) values for each
of the analyzed elements were 5 × 10−2 mg·L−1 for Cd and Zn, 0.5 mg·L−1 for Cr, 0.2 mg·L−1 for
Cu, 0.25 mg·L−1 for Fe, 0.1 mg·L−1 for Mn, 0.3 mg·L−1 for Ni, and 1 mg·L−1 for Pb. A sequential
extraction procedure proposed by the Community Bureau of Reference (BCR) [30,31] was performed
on the contaminated soil samples to determine the metal partition among different soil fractions.
This procedure was based on an initial extraction in 40 mL of acetic acid (0.11 M) (step 1—exchangeable
and weak acid soluble fraction). Afterward, a volume of 40 mL of hydroxylammonium chloride
solution (0.5 M) was added to the residual soil from “step 1” and acidified by the addition of a 2 M
HNO3 solution (step 2—reducible fraction). Successively, 20 mL of hydrogen peroxide (8.8 M) and
50 mL of ammonium acetate (1 M) were used for oxidizing the soil (step 3—oxidizable fraction).
The last step consisted in a soil acid mineralization (step 4—residual fraction).

2.3. Soil Flushing Lab Scale Tests

Soil flushing tests were performed following the indication of Hauser et al. [21]. In particular,
the columns were prepared using two polypropylene “falcon” test tubes characterized by a diameter
and length of 30 and 80 mm, respectively. Tests were carried out by filling each tube with 40 g of the
investigated soil. Soil was packed in the columns until no reduction of volume was observed, according to
Pontoni et al. [32]. Subsequently, a total bed volume (bv) of 50 mL was obtained in each tube.

During the first series of tests, two EDDS solution molarities ([EDDS]) were tested (0.36 and
3.6 mM). The flushing solution was leached through the columns using IVEK rotary pumps (IVEK
Corporation, North Springfield, Vermont) at three different percolation velocities (1.7, 2.1, and
2.7 mL·h−1), which corresponded to three Empty-Bed Contact Times (EBCTs), i.e., 33, 27, and 21 h.
The total treatment lasted 20 days. The solution collected at the bottom of the column was sampled at
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different times of the test and analyzed to measure the concentration of the following metals: Cu, Zn,
Fe and Mn.

In order to evaluate metals mobility in the soil column, other tests were performed for selected
experimental conditions ([EDDS] = 3.6 mM and EBCT = 33 h). After the flushing process, the soil
column was divided into four sections, and the metal concentration was measured in each of them
(Soil Flushing Test 1, SF1). Furthermore, sequential extraction was carried out on the soil contained in
each layer to evaluate the changes of PTEs fractionation after the treatment. A comparative test using
only pure water as a flushing agent was also performed. A second series of tests (Soil Flushing Test
2, SF2) was performed to evaluate metal transportation along the columns. For this purpose, before
the flushing process, the columns were divided into four layers, each of them containing 10 g of the
contaminated soil. The flushing solution was sampled at the bottom of each layer and analyzed for
PTEs and main cations concentration. Flushing operative conditions were the same as also adopted
for the previous test. Finally, a third series of tests (Soil Flushing Test 3, SF3) was conducted to
study the release of PTEs in the leachate after the soil flushing treatment (i.e., release due to the rain
phenomenon). In this case, only 4 bv of the EDDS solution was injected through the columns at the
beginning of the test, and then only pure water was added as a flushing agent. The flushing solutions
were collected at the bottom of the columns and analyzed for PTEs evaluation. Also in this case,
flushing operative conditions set for SF1 and SF2 were adopted.

2.4. Soil Washing Lab Scale Tests

Comparative soil washing tests were conducted on the same soil, at the lab scale, in 50-mL plastic
reactors. Two different values of the liquid to solid ratio (LSR) were chosen, namely 5:1 and 10:1 (v/w).
Soil washing parameters were optimized on the basis of the results of previous studies [24,33] conducted
on the same soil. In particular, an extracting solution of [EDDS] = 0.36 mM was adopted to study the
process efficiency in EDDS deficiency conditions, whereas an extracting solution of [EDDS] = 3.6 mM
was used to achieve the best process performance. Two reaction times (i.e., 48 and 96 h) were selected
since a previous work [33] proved these times to be efficient for achieving the PTEs equilibrium
conditions. All tests were conducted in triplicate to reduce experimental errors. The metal concentration
in the exhausted solution was measured by atomic adsorption spectrometry following the procedure
described in Section 2.2. One-way and two-way analysis of variance (ANOVA) were used to analyze the
statistical differences among treatments. Comparisons were made with the post-hoc Tukey’s Honestly
Significant Difference HSD test. Statistical significance was assumed at p < 0.05. Statistical analyses
were conducted in Microsoft® Excel 2013/XLSTAT©-Pro (Version 7.2, 2003, Addinsoft, Inc., Brooklyn,
NY, USA) and GraphPad Prism 6.0 (GraphPad Software, San Diego, CA, USA).

3. Results and Discussion

3.1. Soil Characterization

The initial pH of the soil was close to neutral value (7.21) and the LOI index was 7.01%. The study
of the particle size distribution resulted in classifying the soil as a loam, confirming its suitability for
plant growth and agricultural activities. Among all of the measured PTEs, only Cu and Zn exceeded
the threshold values (TVs) established by the European Regulation (Table 1) [34].

Table 1. Soil characterization.

PTEs Cd Cr Cu Fe Mn Ni Pb Zn

Soil (mg·kg−1) 0.13 ± 0.01 23.0 ± 1.2 296 ± 10 19842 ± 1230 913.9 ± 31.1 11.9 ± 2.1 21.9 ± 0.2 277 ± 3.0
Threshold values

(mg·kg−1) [34] 1 100 100 - - 50 60 200
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The PTEs reported in Table 1 are very common soil pollutants as they can be found in some
pesticides and fertilizers [35]. High concentrations of Cu and Zn can represent a serious risk for human
health since both metals could become toxic [36], making soil treatment necessary. Results of the
sequential extraction showed that the percentage of Cu and Zn in the bioavailable fraction (sum of the
first three fractions) was 81% and 70%, respectively (Figure 5). These values further confirmed the risk
of Cu and Zn migration from the soil to agricultural products.

3.2. Optimization of the Soil Flushing Process

Figures 2 and 3 report the results of Cu, Fe, Mn, and Zn removal efficiency obtained during the
flushing tests. Results from Figure 2 displayed that the EBCT influenced the flushing process only at
high EDDS concentrations, resulting in a different removal efficiency. These differences were accentuated
mainly for the lower values of bv (Figure 2). Actually, the slopes of the curves related to Cu and Zn
removal were equal when the bv was higher than 2. On the contrary, no effects on the removal efficiency
at different treatment times were found for tests characterized by significantly high EDDS concentrations
(Figure 3). In this case, in fact, it was possible to achieve significant PTEs removal efficiency for all of
the investigated treatment times. At a high EDDS concentration (3.6 mM), Cu and Zn extraction rates
were characterized by a fast kinetic only in the first period of the treatment, whereas in the remaining
time the kinetics were significantly slower. This observed effect was likely due to the following two
phenomena: (i) an immediate extraction of the two metals from the carbonate fraction where they are
in the di-valent form, i.e., Cu2+ and Zn2+; (ii) a subsequent oxidation of the metals from the mono- and
zero- to the di-valent form, as a consequence of the humic acid reduction [33,37]. Actually, metals in
zero-valent form cannot be complexed as Me-EDDS [33]. On the contrary, the extraction rates of Fe
and Mn increased during the overall treatment time. In detail, a lower removal was observed at the
beginning of the flushing treatment followed by a gradual increase at the end of the process. Such
a result was attributed to the higher affinity of EDDS for Cu and Zn compared to Fe and Mn, which
mainly affected the removal efficiencies at the beginning of the flushing treatment. Subsequently,
the effect of the high concentration of EDDS prevailed on the previous factors, resulting in a relevant
Fe and Mn removal efficiency. Moreover, the pattern was also related to the occurrence of different
metals mobilization depending on the redox potential conditions of the soil. In fact, it is generally
reported that Cu and Zn have a higher mobility rate under oxidizing conditions while Fe and Mn
are characterized by higher mobility at lower values of soil oxidizing potential [38]. During the tests,
after the first few days the soil in the column became water-saturated. This caused a reduction of the
oxidizing potential and the conversion of Fe and Mn to their more leachable reduced forms [39].

During tests conducted with [EDDS] = 0.36 mM solution at different EBCTs, the extraction process
was not influenced by the different values of bv. Results in Figure 2, in fact, show an overlap of the
extraction curves.

This result was due to the occurrence of a total EDDS complexation with metals, as a consequence
of the low concentration of EDDS in the solution. Hence, the EDDS concentration represented a limiting
factor of the treatment velocity. As the EDDS was fully complexed, the metal exchange mechanisms
acquired a higher importance in the process. Indeed, in all tests with lower EDDS concentration (i.e.,
[EDDS] = 0.36 mM), Cu was the only metal with an excellent initial extraction rate. Results showed
that for bv values up to 4 the amount of leached Cu was 77 mg·kg−1, corresponding to approximately
49 ± 5 μmol (Figure 2). This value was higher than 70% of the corresponding EDDS moles injected
(72 μmol). Such a result could be ascribable to the adsorption of a small amount of EDDS onto the soil
and the formation of Cu-EDDS complexes with the remaining EDDS [40]. Then, Zn-EDDS complexes
started to form only for bv values higher than 4, as a result of the different values of the stability
constant (Kst) of the two PTEs-EDDS. In fact, the Kst of Cu-EDDS is higher than that of Zn-EDDS [41].
For fixed values of treatment time, the EBCT affected the extraction rate of metals since lower EBCT
values corresponded to a higher amount of the injected EDDS solution, and resulted in higher metal
extraction rates (Figure 3). As the EDDS was totally complexed by Cu and Zn, the cations Fe and Mn
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could not form complexes with the flushing agent, and therefore could not be extracted. The pH and
the LOI index of the soil were evaluated at the end of the tests. The soil pH displayed a value equal
to 7.05 ± 0.2, assessing for the investigated soil buffering capacity in minimizing pH changes [42].
Likewise, the LOI value was observed at the end of the test confirming no soil characteristic alteration
due to the EDDS involvement.
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Figure 2. Breakthrough curves at different Empty-Bed Contact Times (EBCTs) with respect to bed
volume. [EDDS] = 3.6 mM: EBCT = 33 h; EBCT = 27 h; EBCT = 21 h; [EDDS] = 0.36 mM: EBCT
= 33 h; EBCT = 27 h; EBCT = 21 h—(a) Cu; (b) Zn; (c) Mn; (d) Fe.
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Figure 3. Breakthrough curves at different EBCTs with respect to treatment time. [EDDS] = 3.6 mM:
EBCT = 33 h; EBCT = 27 h; EBCT = 21 h; [EDDS] = 0.36 mM: EBCT = 33 h; EBCT = 27 h;
EBCT = 21 h—(a) Cu; (b) Zn; (c) Mn; (d) Fe.
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3.3. Soil Washing Process and Comparison of the Removal Efficiencies

The results obtained from the soil washing tests, with constant LSR and different EDDS
concentrations, showed different removal trends for Cu and Zn (Figure 4). In all tests, a substantial
increase in the removal efficiency occurred in the first 48 h, followed by a non-significant increase in the
removal efficiency at 96 h. This was also confirmed by statistical analysis since no statistically significant
differences between the removal efficiency at 48 and 96 h were observed (p > 0.05). These results were
in accordance with previous investigations [33,43].
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Figure 4. Cu and Zn removal by soil washing treatment at different times. 48 h; 96 h—(a) Cu; (b) Zn.

Results of tests conducted with varying the LSR showed significant differences in terms of the
removal efficiency, especially for Zn, as also observed from the statistically significant differences
(p < 0.05). It is worth noting that higher LSR values, achieved by increasing the liquid phase and
keeping constant the EDDS solution molarity, induced a consequent increase of EDDS moles in the
solution. Such a trend may be attributed to the following processes: (i) the presence of a certain amount
of free EDDS non-complexed with metals; and (ii) the occurrence of metal exchange phenomena among
the PTEs-EDDS complexes, which promotes the formation of Cu-EDDS or Zn-EDDS complexes [44].

In agreement with Tsang et al. [45], tests conducted with an EDDS concentration deficiency led to
Fe and Mn removal efficiencies lower than 1%. At higher EDDS concentration, Fe and Mn removals
slightly increased, but the overall removed amount of these elements was negligible compared to the
initial total amount in the soil [46].

Comparing the results of the soil flushing and soil washing tests, it could be concluded that a
significantly higher Cu removal efficiency was obtained with the soil flushing treatment considering
the same amount of EDDS solution used. On the contrary, only a slightly higher Cu removal efficiency
was achieved with the soil flushing treatment compared to the soil washing when the same treatment
time was considered (Figure S1).

3.4. Fractionation of PTEs/Main Cations in Different Soil Layers after Leaching

Interesting results were obtained from the sequential extraction procedure by comparing pre- and
post-treatment metal distributions (Figure 5). Cu was initially bound to the organic substance and
metal oxides/hydroxides complexes, while the amount of ions in the cation exchange sites was not
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relevant. A higher removal efficiency was observed for the Cu fraction bound to the organic substance
and absorbed onto the metal oxides, as shown by the values of Cu extracted in the second and third
steps. As regards Zn, instead, the highest removal efficiency was observed in the exchangeable and
reducible fractions (steps 1 and 2). Small amounts of Cu and Zn were still found in the exchangeable
and weak acid soluble fractions (step 1) after the treatment. This latter result was attributed to the
EDDS amount adsorbed onto the soils after leaching [40,47].

Finally, Fe was extracted almost exclusively from the reducible fraction (step 2), while Mn was
mobilized mainly from the reducible fraction (step 2) and partially deposited on the cation exchange
sites along the soil column. The results showed (Figure 5) that the Cu and Zn concentrations at the
end of treatment were lower than the threshold levels (Table 1) and their removal occurred mainly
from the bioavailable fraction. This treatment displayed interesting outcomes since it allowed the
reduction of the leaching of PTEs. In fact, the main removal occurred from the acid soluble fraction
of the soil, which is generally characterized by fast metals mobilization [48] and represents a serious
contamination risk for the environment [49].
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3.5. Metals Transportation through the Columns

Figure 6 reported the results of metal profiles at different column layers obtained from SF2.
Data were plotted at different bv values corresponding to different amounts of injected flushing
solution. Metal concentration in the soil was evaluated by mass balance through the measure of their
concentration in the spent solutions sampled at the bottom of each layer.

The various metals exhibited different behaviors due to the occurrence of metal exchange
phenomena or metal-EDDS complex adsorption. These phenomena were more significant for Zn
than Cu.

The Cu concentration initially increased with the depth, therefore the concentration measured
in the deepest layer was higher than that in the top layer. Nonetheless, after the injection of the first
0.25 bv of the flushing solution, the gradient tended to be gradually less pronounced, along with
the reduction of the residual concentration in each layer. The same trend was observed for Zn only
after the injection of the first 0.5 bv of the flushing solution. For this bv value, the distribution of Zn
concentration with the depth was not monotonic at the beginning of the treatment, due to Zn release
from the top layer and its adsorption in the following two layers. Upon increasing the bv values, the
removal of Zn also occurred in the second layer but at a lower extent than in the top layer, and the
released metal amount was adsorbed in the two successive layers. Finally, Zn removal also occurred in
the third layer after 1 bv, and in the last layer after 2 bv injection. At the end, the Zn distribution was
uniform, as was the Cu distribution.

The obtained distribution of Cu with the depth was in contrast with the findings of
Hauser et al. [21]. This result was ascribable to the different operative conditions set for the flushing
tests. In the work of Hauser et al. [21], leaching tests were carried out with a non-continuous flow rate
and non-water saturated soil. In such conditions the reduction from Cu2+ to elemental Cu occurred
and the complex with EDDS did not form [33].

On the other hand, the distribution of Zn with respect to the depth was similar to that obtained
in previous studies [21,50]. This result was attributed to the non-occurrence of Zn2+ reduction to
elemental Zn. In fact, it is reported [50] that Zn can be released as Zn2+ and Zn(OH)+ according to the
following reactions (r1–r2):

r1) Zn2+ + HEDDS3− ↔ ZnEDDS2− + H+

r2) Zn(OH)+ + HEDDS3− ↔ ZnEDDS2− + H2O

and H+ formation can cause ZnO dissolution (r3–r3):

r3) ZnO + 2H+ ↔ Zn2+ + H2O
r4) ZnO + H+ ↔ ZnOH+

Moreover, Zn oxy-hydroxides can be chelated from EDDS as follows (r5):

r5) ZnO + HEDDS3− ↔ ZnEDDS2− + OH−.

As regards Fe and Mn distribution throughout the column depth, it was confirmed that the
removal took place starting from 2 bv. A uniform removal profile was observed along the depth during
the first period of the treatment. After 10 bv a relevant removal of Fe and Mn occurred in the top layer
in addition to the release of the metals from the successive layers. However, the amount of Fe and
Mn removed was negligible compared to their initial concentration in the soil. This confirmed that
pollutants can be removed without damaging the soil if an appropriate technique is selected.
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3.6. Release of PTEs in the Water after the Treatment

Results from the SF3 tests are reported in Figure 7. As can be seen, there was no release of
Cu, Zn, or Mn in the water once the injection of EDDS was stopped (i.e., after 4 bv of solution
injection), confirming the effectiveness of the treatment. This indicates that the PTEs were likely
bound in forms that exhibit a low potential release in the environment and low bioavailability for the
living organisms [51]. The only exception was represented by the first 0.5 bv of removal (4–4.5 bv),
characterized by the presence of a low metals concentration, due to the retention of a certain amount
of EDDS in the column. This occurrence led to the recommendation of soil flushing with water as a
final step of the remediation treatment. Conversely, the release of Fe persisted all along the treatment
until the same removal efficiency was achieved, as observed in the control test.
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4. Conclusions

The present study assessed the feasibility of performing soil flushing treatment with EDDS
solution for remediating natural soils contaminated by Cu and Zn. An almost total removal of the
bio-available fractions of these metals was achieved. Although the main factor that influenced the
metals removal efficiency was the EDDS concentration in the extracting solution, this study proved
that the effectiveness of the soil flushing was also dependent on several other factors, including
contaminated soil depth as well as the different PTEs-EDDS complexes affinity. Moreover, tests under
EDDS-deficiency conditions have further demonstrated that the Cu and Zn removal efficiency was
lower due to their re-adsorption onto the soil and/or because of the occurrence of metal exchange
processes. In order to take into account all of these aspects, it is essential to carry out bench-scale tests
before performing a full-scale soil remediation treatment. Finally, the study proved that soil flushing,
besides having a lower environmental impact and lower operative costs compared to soil washing (e.g.,
no soil excavation is required), is capable of achieving the same high removal efficiency, producing a
smaller volume of contaminated spent solution and consuming a minor amount of chemical agents.

Supplementary Materials: The following are available online at http://www.mdpi.com/1660-4601/15/3/543/s1,
Figure S1: Cu and Zn removal by soil flushing treatment at different times. 48 h; 96 h and at different values
of bv—(a) Cu 4 bv; (b) Zn 4bv; (c) Cu 8 bv; (d) Zn 8 bv.
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Abstract: Background: Very few studies focus on childhood sexual abuse in middle European
countries. Aim: The purpose of our study is to describe the medical and legal characteristics of
children who experience sexual abuse and explore common features that may result in strategies for
prevention. Methods: Between 2000 and 2015, 400 girls and 26 boys under the age of 18, suspected
of being sexually abused, visited one of the four hospitals in a Hungarian county. Results: Mean
age at onset was 10.81 years for boys, 13.46 years for girls. In 278 cases (65.3%), the perpetrator was
known to the victim, and a stranger was suspected in 148 cases (34.7%). In 79 cases (30.7% of boys
and 17.7% of girls), a family member was the accused perpetrator. In more than one-third (boys) and
in one-fifth (girls) of cases, sexual abuse had occurred on multiple occasions. In the case of boys,
child and adolescent sexual abuse (CSA) included oral genital, genital touching and genital to genital
contact in 14 cases (53.8%) and anal intercourse in 12 (46.2%) cases. In case of girls, sexual abuse
included coitus in 219 (54.8%), oral genital, genital touching, genital to genital contact in 164 (41.0%),
anal abuse in 14 (3.5%) cases, physical injury was incurred in 15 cases. Legal proceedings followed
the CSA in 205 (48.1%) cases. Conclusion: The results highlight the urgent need to address the issue
of sexual abuse in Hungary and minimize its impact. Prevention requires a systematic and lifelong
approach to educating children about personal space safety and privacy to reduce vulnerability and
is the responsibility of parents and professionals.

Keywords: child sexual abuse; adolescents; girls; boys; gender differences; legal proceedings;
child-friendly justice; prevention

1. Introduction

Child and adolescent sexual abuse (CSA) is a widespread problem not only in the western
countries but also in the eastern and middle European countries, as well. Sexual abuse in childhood
and adolescence is defined as the involvement of the young individual in a sexual activity that he/she
does not fully comprehend or is not developmentally prepared for, or violates the law or social taboos
of the society [1,2]. The sexual activities may include all forms of oral-genital, genital, or anal contact
by or to the child, or nontouching abuses, such as exhibitionism, voyeurism, or using the child in
the production of pornography. Sexual abuse includes a spectrum of activities ranging from rape to
physically less intrusive sexual abuse. ‘Child sexual abuse is more frequent than childhood cancer,
juvenile diabetes, and congenital heart disease combined...’ [3].
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Various studies have researched the prevalence of child sexual abuse and the international
estimates show prevalence rates that are frightening high. It is estimated that 10–20% of girls and
5–10% of boys are victims of child sexual assault [4], according to data collected between 1994 and
2007 in 39 predominance studies from 28 countries. These figures are in accordance with those of
previous surveys [5]. In a meta-analysis of 323 studies worldwide, featuring a total of 9.9 million
abused children, the worldwide incidence was revealed to be 12.7% (18.0% for girls, 7.6% for boys) [6].
In the USA, where the reporting of child sexual assault is obligatory, 60,000 to 80,000 confirmed cases
are reported per year, showing a general decrease [7]. The incidence of child sexual assault is 20% in
the UK and Switzerland [8,9], while it is to a certain degree higher in Germany, with 20.1%, and in
Spain, with 22% [10,11]. In north European countries, the incidence appeared to be significantly lower:
17% in Norway and 13% in Sweden [12,13].

The literature reports a lifelong association between sexual victimization in childhood and
adolescence and chronic mental and physical illness in adulthood [14]. CSA has been related to
several negative health problems, including both physical and mental conditions [15–17]. Victims with
child maltreatment histories are more likely to manifest greater risk for violent crimes [18], substance
use disorders [19], more school discipline problems and suspensions [20], poor long-term intellectual
and academic achievement [21], and greater likelihood of becoming a teenage parent [22,23]. There are
also significant economic and societal consequences [24]. Women with a history of CSA account for a
significantly higher proportion of primary care and outpatient costs than women without any such
history [25].

There are limited studies that focus on childhood abuse in middle and eastern European countries.
The available data from Hungary are inadequate and in many cases unreported; trustworthy data on
the frequency of subtypes of sexual abuse do not exist.

There are no Hungarian National or Country statistics obtainable. The incidence and nature of
child sexual abuse in Hungary have not been researched, apart from a recent study that investigated
sexual abuse in only female children [26] and some unscientific evidence from split sources.

In Hungary, when a disclosure occurs, the emergency, gynecology and pediatric departments are
commonly the portal for entry, and gynecologists (for female victims), pediatricians, and traumatologists
(for male victims) are generally the ‘first reporters’ when sexual abuse is suspected. This is followed
by reporting and the involvement of social services and law enforcement. Although reporting of child
abuse is not mandatory, in the case of a victim under 18 years of age, legal proceedings can be initiated
by the victim’s parent, carer or guardian, but not by the doctor.

The aim of this population-based study was to collect data from a Hungarian county with regard
to the characteristic features of both male and female child abuse cases in an effort to further understand
the extent of the problem, to progress towards reporting, and to approach the services and suggest
educational and prevention strategies.

2. Methods

Our population-based study took place in 1 out of 19 Hungarian counties (Szabolcs-Szatmár-Bereg
County, inhabitans: 585,000). In this county, there are only four cities, with four hospitals where these
cases can be seen. The case notes of sexually abused girls and boys under 18 years, seen at the four
hospitals of this county (University Teaching Hospital of Nyíregyháza, University Teaching Hospital of
Fehérgyarmat, City Hospital of Mátészalka and the City Hospital of Kisvárda) between 1 January 2000
and 31 December 2015, were reviewed. These are the departments in Szabolcs-Szatmár-Bereg County
to which adolescent cases with a suspicion of sexual abuse are referred. The female cases are exclusively
referred to the gynecological department of the above listed hospitals; the boys are seen at the pediatric,
urological and traumatological departments of these hospitals. Data were collected, recorded and
extracted from the files of children who had allegedly experienced CSA and received care and follow-up
services. Guidelines for standard management, including the definition of CSA and the purpose and
procedure for the examination, were elaborated in detail at these departments.
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In our population-based study, sexual abuse includes non-contact sexual abuse, sexual touch, oral
sex, sexual penetration, anal sex and sexual exploitation.

The data collected included the age and education of the victim, family relationship between
victim and perpetrator, frequency of abuse, type and place of abuse, season of the year and time of day
when the abuse occurred, family relationship between victim and person accompanying her/him on
presentation at the hospital, the time interval between alleged sexual contact and clinical examination
and the findings on the medical examination.

An adolescent gynecologist for females, or a pediatrician, urologist or a traumatologist for males,
performed the examination. All cases were managed according to the standard guidelines [27].
We obtained full medical and social histories and conducted physical examinations following a
standard protocol. The clinical investigation included a ‘head-to-toe’ physical examination, assessment
of sexual development, identification of any injury with specific reference to colposcopic appearances
of the hymenal membrane and surrounding surfaces (girls), identification of any injury on the penis,
scrotum and anus (boys), signs of abuse. Diagnosis of a possible pregnancy was ruled out by a
urine test or ultrasound examination, collection of forensic evidence (sperm, saliva, other trace
evidence) and evaluation for sexually transmitted infections were also part of our examination.
Appropriate medical or surgical treatment was provided based on clinical findings. All relevant
findings were documented and incorporated into a report and distributed in response to official
requests. We analyzed the difference between CSA and rape, emphasizing the diagnostic challenges.
The results of the legal proceedings were also recorded. The criminal, judicial and medical records
were continuously monitored and compared.

Descriptive analyses were conducted using SPSS (Statistical Package for Social Science, SPSS Inc.,
Chicago, IL, USA). Estimates of mean value, standard deviation, frequency, t-test, Mann-Whitney test,
confidence interval and correlation were assessed. Prevalence rates were tested using Pearson’s X2

tests. The significance level was kept at 0.05 level.

3. Results

Between 2000 and 2015, we enrolled 400 girls and 26 boys under 18 years of age who were seen
at one of the four hospitals following sexual abuse in the study. Mean age at onset was 10.81 years
(SD 3.453) for boys, 13.46 years (SD 3.364) for girls and 13.30 years (SD 3.425) for total victims.
The sample characteristics are summarized in Table 1. Forty-four percent of children were aged
between 11 and 14 years, the majority of boys (46.2%) were younger than 10 years old, the majority
of girls (44.5%) were between 11 and 14 years old. Of the victims, 243 (57.0%) were pupils, 26 (6.1%)
preschool children and 157 (36.9%) were working or unemployed. In 278 cases (65.3%), the perpetrator
was known to the victim, and a stranger was suspected in 148 cases (34.7%). In 79 of all cases (30.7% by
boys and 17.7% by girls) a family member was the accused perpetrator. Perpetrators were most
often familiar to the children (38.5% for boys and 47.3% for girls). A relatively low proportion of the
intrafamilial abuses were committed by the victim’s cousin or stepbrother (3–3 cases) for boys and
the stepfather (24 cases) or father (12 cases) for girls. The distribution of the accompanying persons
is presented in Table 1. In most cases, male victims were escorted to the hospital by their mother
(9, 34.6%), and female victims by a police officer (200, 50.0%).

The characteristics of the CSA itself are presented in Table 2. Analysis of the time interval between
the crime and the medical assessment showed a significant difference between the two genders. In case
of male victims, only 2 victims (7.7%) had been able to get immediate emergency care, while 5 (19.2%)
boys were seen at the hospital within 72 h and the majority—19 (73.1%)—were examined more than
72 h after the abuse. In case of female victims, the majority of the girls—152 (38.0%)—were seen more
than 72 h after the abuse, but 98 (24.5%) cases had been able to receive immediate care, and 150 (37.5%)
cases within 72 h. Furthermore, we found that in more than one-third (boys) and in one-fifth (girls)
of cases, sexual abuse had occurred on multiple occasions. In the case of boys, CSA included sexual
perversion (oral genital, genital touching and genital to genital contact) in 14 cases (53.8%) and anal
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intercourse in 12 (46.2%) cases; in our sample, the boys had not reported physical abuse. In the case of
girls, sexual abuse included coitus in 219 (54.8%), sexual perversion in 164 (41.0%), and anal abuse
in 14 (3.5%) cases; physical injury was incurred in 15 cases. Physical examination of the children
focused on two points: sign of injury and identification/collection of forensic evidence whether genital,
anal or extragenital. Injury occurred in 3.5% of cases, but none of them required surgical treatment.
The presence of sperm was confirmed in 118 cases (27.7%). In 12 (3.0%) cases, the pregnancy test was
positive. On looking at the diurnal timing of individual cases, we found dissonant results between the
genders: the boys were more likely abused in the afternoon, while the girls were mostly abused in
the evening. Seasonal occurrence showed comparable results, with CSA occurred mostly during the
summer, 10 cases (38.5%) for boys, 117 cases (29.3%) for girls, when children were on holiday from
school. In the majority of the cases (31%), the location of the abuse was the victim’s home (34.6% for
boys and 30.85 for girls). Other locations included: at a familiar home (19.5%), public space (14.3%),
in a forest/field (11%) and at a children’s home (4%). During the study period, legal proceedings
followed the CSA in 205 (48.1%) cases. The number of perpetrators who were sentenced was 41 (9.6%),
22 of them were found guilty on charges of rape, 4 on charges of sexual perversion and 15 on charges
of illegal sexual intercourse.

Table 1. Characteristics of the victims (n = 426).

Characteristics Category Male N (%) Female N (%) Total N (%)

Age (years)
<10 12 (46.2) 56 (14.0) 68 (16.0)

11–14 10 (38.5) 178 (44.5) 188 (44.1)
>14 4 (15.4) 166 (41.5) 170 (39.9)

Education
Preschool 4 (15.4) 22 (5.5) 26 (6.1)

Pupil 19 (73.1) 224 (56.0) 243 (57.0)
Other 3 (11.5) 154 (38.5) 157 (36.9)

Perpetrator

Father 1 (3.8) 12 (3.0) 13 (3.1)
Stepfather 0 24 (6.0) 24 (5.6)

Stepbrother 3 (11.5) 2 (0.5) 5 (1.2)
Cousin 3 (11.5) 2 (0.5) 5 (1.2)

Grandfather 1 (3.8) 0 1 (0.2)
Other relative 0 31 (7.8) 31 (7.3)

Familiar 10 (38.5) 189 (47.3) 199 (46.7)
Stranger 8 (30.8) 140 (35.0) 148 (34.7)

Escorter

Alone 0 43 (10.8) 43 (10.1)
Mother 9 (34.6) 96 (24.0) 105 (24.6)
Parents 6 (23.1) 21 (5.3) 27 (6.3)

Other relative 2 (7.7) 9 (2.3) 11 (2.6)
Familiar 4 (15.4) 18 (4.5) 22 (5.2)

Paramedical officer 0 13 (3.3) 13 (3.1)
Police 5 (19.2) 200 (50.0) 205 (48.1)

Table 2. Characteristics of CSA cases.

Characteristics Category Male N (%) Female N (%) Total N (%) p Value

Time of the examination
Immediate 2 (7.7) 98 (24.5) 100 (23.5)

* p = 0.002Within 72 h 5 (19.2) 150 (37.5) 155 (36.4)
More than 72 h 19 (73.1) * 152 (38.0) 171 (40.1)

Type of abuse

Vaginal penetration 0 219 (54.8) 219 (51.4)

* p < 0.001Sexual perversion 14 (53.8) 164 (41.0) 178 (41.8)
Anal penetration 12 (46.2) * 14 (3.5) 14 (3.3)

Physical abuse 0 15 (3.75) 15 (3.5)
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Table 2. Cont.

Characteristics Category Male N (%) Female N (%) Total N (%) p Value

Pregnancy Test
Negative - 5 (1.3) -

-Positive - 12 (3.0) -
Not done - 383 (95.8) -

Sperm diagnostic Positive 1 (3.8) 117 (29.3) 118 (27.7) * p = 0.005
Negative 25 (96.2) * 283 (70.8) 308 (72.3)

Occurrence
single 18 (69.2) 320 (80.0) 338 (79.3) * p = 0.189

multiple 8 (30.8) 80 (20.0) 88 (20.7)

Location of abuse

Familiar home 2 (7.7) 81 (20.3) 83 (19.5)
Car 0 13 (3.3) 13 (3.1)

Children’s refuge 4 (15.5) 13 (3.3) 17 (4.0)
School 3 (11.5) 21 (5.3) 24 (5.6)

Bar, disco 0 34 (8.5) 34 (8.0)
Public space 4 (15.4) 57 (14.3) 61 (14.3)
Forest, field 3 (11.5) 44 (11.0) 47 (11.0)

Victim’s home 9 (34.6) 123 (30.8) 132 (31.0)
other 1 (3.8) 14 (3.5) 15 (3.5)

Seasonal occurrence

Spring 6 (23.1) 112 (28.0) 118 (27.7)
Summer 10 (38.5) 117 (29.3) 127 (29.8)
Autumn 5 (19.2) 84 (21.0) 89 (20.9)
Winter 5 (19.2) 87 (21.8) 92 (21.6)

Diurnal occurrence

Morning 5 (19.2) 54 (13.5) 59 (13.8)
Afternoon 11 (42.3) 132 (33.0) 143 (33.6)
Evening 7 (26.9) 150 (37.5) 157 (36.9)

Night 3 (11.5) 64 (16.0) 67 (15.7)

4. Discussion

Health care, child protection and legal systems continue to be challenged by the recognition of
the societal scourge of child sexual abuse and strive to understand its complexities and how best to
meet the myriad of interdisciplinary challenges. For more than 30 years, in many countries, medical
doctors have been charged with the diagnosis, treatment and management of victims of sexual abuse.
Their effort has been generally independent of the larger systems needed to provide protection,
prevention and prosecution.

Hungary has just begun to deal with this societal issue. To the best of our knowledge, this is the
first Hungarian population-based study to have researched characteristics of CSA for both girls and
boys. We have been working to address the common myths regarding CSA and raise public awareness
that CSA in Hungary can no longer to be ‘another hidden pediatric problem’, as stated by Kempe
in 1977 [28].

In Hungary, during recent decades, child sexual abuse has become a priority for medical and
criminal law professionals due to its frequent prevalence, serious adverse health effects and potential
for lifetime consequence for the victim. In Hungary, when a disclosure occurs, the emergency,
gynecology and pediatric departments are commonly the portal for entry, and gynecologists (for female
victims), and pediatricians and traumatologists (for male victims), are generally the ‘first reporters’
when sexual abuse is suspected. Reporting and engagement of social services and law enforcement
brings resources and critically important collaboration. Despite the robust association between
gynecological symptoms and a history of CSA, no population-based central/eastern European data
are available. Knowledge of the exact number of sexually abused children and the establishment
of a systematic approach to address the medical and legal needs of alleged child victims are yet to
be developed.

We were able to identify differences between CSA and rape. In the majority of cases (96.5%),
force had not been used: children were mostly abused by perpetrators (65.3%) they knew and trusted.
In one-third (boys) and one-fifth (girls) of the victims, the accused perpetrator of CSA was a family
member and it was a domestic sexual attack (31%). In these cases, because of the long time interval
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between the sexual contact and the revelation (40.1%), the chance of identifying forensic evidence
was lost. The time that passes between the abusive event and the physical examination is of great
importance. Most sexually abused children will not have signs of genital or anal injury, especially
when examined non-acutely.

Children who may have been abused should be examined by a physician to diagnose and treat
any effect of the alleged sexual contact, which includes the identification of injuries, treatment for
sexually transmitted infection (STI) and the collection of forensic evidence if present. The reality is
that less than 5% of children will have diagnostic findings of sexual contact, and 3–5% will have an
STI. Biological evidence (sperm) of recent abuse can be successfully secured (abuse within the past
24 h if before puberty, within the past 72 h in pubertal girls), and for medical reasons if there is any
bleeding [29]. The most available evidence is what the child victim provides in their account of the
inappropriate sexual contact.

As many as 30.8% of boys and 20% of girls reported histories of multiple occurrence of sexual
contact. A delayed disclosure is typical for abuse, and since most injuries that children incur as
a result of sexual contact will be superficial and heal without any lasting residual, most medical
examinations show neither acute nor healed findings [30]. It has been proved that a single incomplete
hymenal rupture can heal in 9 days, and a complete rupture in 24–30 days, after the trauma [31].
The most important reason for the paucity of abnormal findings is the nature of the abuse itself, as most
perpetrators have little intent of actually harming the child, and if they do, the injuries are generally
superficial. Although many nonmedical professionals may believe that it should be possible for a doctor
to determine if a child has been ‘penetrated’, this is not always the case once children enter puberty
and the hymenal membrane increases its elasticity and distensability. Determining ‘penetration’ in the
prepubertal child is less of a challenge because of the lack of elasticity of the hymen, and when true
vaginal penetration occurs, there is an accompanying history of pain, bleeding and diagnostic residual.
That said, most prepubertal children experience penetration into the vaginal vestibule and not the
vagina. Illustrative of the challenge of determining whether a pubertal child is a virgin is confirmed by
a study in which only 2 (6%) of 36 pregnant teenagers manifested clear evidence of a prior penetration
injury, and only 4 (11%) had suspicious, though not definitive, findings: “‘Normal’ does not mean
‘nothing happened’” [32]. Normal findings are the rule, not the exception, in victims of child sexual
abuse, with or without penetration, whether chronic or acute [33–35].

Special attention is required in cases in which a member of the child’s family carried out sexual
abuse. During the study-period, we saw only 8 male (30.7%) and 71 female (17.7%) cases in which
the first instances of abuse were reported. The highest frequency was observed under the age of
10 years for boys and between the ages of 11 and 14 years for girls. The actual number was probably
much higher than 79, because of underreporting. In almost every case, the child reported threats to
maintain secrecy including threats of physical abuse if they disclosed. The mothers feared losing their
homes, and possibly their children. This is the foundation on which multiple and chronic sexual abuse
can continue. Most of the CSA cases occurred during the summer months when children were on
holiday from school. Conversely, those children who were the victims of rape perpetrated by strangers
(30.8% by boys and 35% by girls) presented immediately, and with more obvious findings (sperm found
in 118 cases), as they had family support and immediate examination could be performed (in 100 cases,
23.5%). Unfortunately, few children reveal sexual contact immediately following CSA, which limits
the opportunity to recognize injuries and collect forensic evidence. Sexual abuse is usually a chronic,
complex, and often particularly traumatizing incident for the victim, frequently committed by family
members or other trusted persons in the setting of relationship dependence and strong authority
relationships [36].

In Hungary, since the decision made by the constitutional court on 4 September 2002, the
perpetrator and the victim in CSA cases can be of the same sex. With that decision, the Law took account
of the results of reported studies in male victims. In the case of a victim under 18 years of age, legal
proceedings can be initiated by the victim’s parent, carer or guardian. The new act (from 1 July 2003)
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was intended to ensure considerate behavior towards the victim. The evidence given by the victim can
be recorded on videotape and this tape can be used later during legal proceedings. In 2012 a new Penal
Code was introduced dealing with sexual crimes. The essence of the legal change was that where
the previous Penal Code had focused on the defense of gender morality and public interest, the new
Penal Code focused on the individual, gender integrity and gender self-determination. None of the
laws prescribe obligation of charges, but the ordinances of the private proposal and the desuetude of
criminality have been changed. In 2012 our government announced the Year of Child-friendly Justice;
within the framework of the National Court of Justice, a work-team was established in order to evolve
the concept of child-friendly justice. The elements of child-friendly justice have been continuously
becoming the part of legal practice. In Hungary, the greatest challenge is not only to create the Penal
Code, but also to assure its enforcement. The experience of child sexual abuse has the potential to result
in long-term emotional and behavioral consequences for the victim. When children are suspected
of experiencing sexual victimization, they deserve professionals who are knowledgeable, skilled,
sensitive professionals capable of formulating objective opinions that do not further betray their trust,
allowing justice to be served.

In our study, only 205 (48%) of 426 cases had legal proceedings initiated. Delivery of the
judgements against the 41 (9.6%) perpetrators who were ultimately sentenced took several years
in each of the cases. The low proportion of charges and the long time interval needed for a judgement
in the Hungarian legal system demonstrate the challenges associated with successful prosecution.
It is of great importance to organize more family planning centers for young families, children and
teenagers to have access to appropriate health care services and suitable education to protect them
from sexual abuse.

5. Conclusions

The prevention of sexual abuse is the responsibility not only of parents, but law enforcement
agencies, health professionals and educators. In Hungary the training of professionals in the
recognition and reporting of CSA is an urgent matter, the absence of a legal obligation to report
needs reconsideration. The results stress the importance of the need for a public awareness campaign
regarding the vulnerability of children of ages to sexual victimization with a focus on the development
of primary prevention programs. Professionals in health care, child protection, mental health and law
enforcement would all benefit from efforts to raise their awareness of child sexual abuse and what
they can do in their professional role to address abuse when suspected.

Geolocation Info: The study took place in four cities (University Teaching Hospital of Nyíregyháza,
University Teaching Hospital of Fehérgyarmat, City Hospital of Mátészalka and the City Hospital of Kisvárda)
in Szabolcs-Szatmár-Bereg County in the northeastern part of Hungary. The county has approximately
585,000 inhabitants of the 9,900,000 inhabitants of Hungary. Hungary is located in Middle Eastern Europe,
between Austria and Romania.
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Abstract: Objective: Preterm labor is one of the most significant obstetric problems associated with
high rate of actual and long-term perinatal complications. Despite the creation of scoring systems,
uterine activity monitoring, cervical ultrasound and several biochemical markers, the prediction and
prevention of preterm labor is still a matter of concern. The aim of this study was to examine cervical
findings for the prediction and the comparative use of Arabin pessary or cerclage for the prevention
of preterm birth in asymptomatic women with high risk factors for preterm labor. Material and
methods: The study group was composed of singleton pregnancies (spontaneously conceived) with
high risk factors for preterm labor. Cervical length, dilatation of the internal cervical os and funneling,
were estimated with transvaginal ultrasound during the first and the second trimesters of pregnancy.
Results: Cervical funneling, during the second trimester of pregnancy, was the most significant factor
for the prediction of preterm labor. The use of Arabin cervical pessary was found to be more effective
than cerclage in the prolongation of pregnancy. Conclusion: In women at risk for preterm labor,
the detection of cervical funneling in the second trimester of pregnancy may help to predict preterm
labor and to apply the appropriate treatment for its prevention. Although the use of cervical pessary
was found to be more effective than cerclage, more studies are needed to classify the effectiveness of
different methods for such prevention.

Keywords: cervical Arabin pessary; cerclage; second trimester of pregnancy

1. Introduction

Premature birth is defined as birth between 23 weeks + 5 days and 37 weeks of gestation, occurs
in 10–12% of deliveries and is the leading cause of perinatal morbidity and mortality [1–3]. When it
occurs, it leads to 75% perinatal mortality and morbidity and, in 50%, of cases there are long-term
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permanent neurological complications [4]. According to Chang’s report, approximately 1.1 million
neonates die from preterm birth complications [5]. In 2010, it was estimated that 14.9 million neonates
were born in 11.1% of all births globally, 5% in Europe and 18% in Africa [5]. More than 60% of preterm
births are observed in countries of South Asia and Sub-Saharan Africa [6]. Finnström suggested that
the prolongation of pregnancy especially, to 23–26 weeks of gestation increases the survival rate of
premature neonate by 3% [7].

Preterm birth is a clinical syndrome with various causes which can be genetic, maternal (smoking,
multiple pregnancies, diabetes mellitus, hypertension cervical insufficiency, and age of <18 or >40),
fetal (malpresentation), hormonal, social and environmental and it may be difficult to recognize the
exact mechanism that provokes the labor. Until now, it is believed that the majority of preterm births
have an idiopathic cause [8,9]. As medicine evolved in the detection of infections, both asymptomatic
and symptomatic, the ability to study microorganisms (bacteria, viruses, and parasites) and their action
(toxins, immune response, prostaglandins, proteases, etc.) helped to understand various things about
the importance of infections in the provocation of preterm birth [8,9]. Although a lot of research has
been performed on this important condition, the frequency has increased annually in the last years [6].
Ultrasound examination of the cervix can recognize women with increased risk of preterm birth based
on sonographic measurement of the cervical length and funneling of the cervical internal os in the
mid trimester and, consequently, prevention and intervention lead to decreased incidence of preterm
birth. However, the diagnosis of cervical insufficiency (short cervical length and dilation of internal
cervical os) is difficult and there are no existing objective diagnostic criteria [10–12]. In cases of cervical
insufficiency, the value of cervical cerclage and cervical pessaries is still a matter of controversy [13,14].

The aim of this study was to examine cervical findings for the prediction and the comparative use
of Arabin pessary or cerclage for the prevention of preterm birth in asymptomatic women with high
risk factors for preterm labor.

2. Materials and Methods

In the interval between 2007 and 2012 in a retrospective cohort research study, we studied the
cervical length and the dilatation of the internal os of pregnant women in the 1st trimester (10–14 weeks
of gestation) and in the 2nd trimester (14–28 weeks of gestation). Ninety-five percent of all women were
followed in Teaching Hospital Aschaffenburg of Germany and the rest in the Democritus University,
Department of Obstetrics and Gynecology. The study was approved by the scientific committee as a
clinical audit in the two departments.

All studied pregnancies were singleton asymptomatic pregnancies with high risk factors in the
past such as recurrent miscarriage, previous preterm birth, recurrent vaginal bleeding, cervical surgical
procedures, and infections.

Exclusion criteria included: stillbirths, fetal congenital anomalies, uterine anomalies, preeclampsia
and metabolic diseases.

The transvaginal measurements were performed by experienced clinicians in the two departments
according to standard recommended techniques.

Cervical length less of 2.7 cm, dilatation of the internal os more than 10 mm or indentation V or U
shaped of the internal os were determined early as important signs for a cervical insufficiency.

In our pregnant women, we collected the following data: maternal age, parity, past obstetric
and gynecological history, cervical length, funneling, cerclage vs. pessary insertion or conservative
supervision of pregnancy gestation age at delivery and labor modus.

All study participants had normal findings in the sonographical measurements in the first
trimester and were asymptomatic. Women with previous history of abnormal cervical factors were
found to have abnormal measurements in reevaluation during the second trimester, especially during
14–28 weeks of gestation. The treatment of the cervical insufficiency was performed either with
cerclage or Arabin pessary. In some cases, the performance of both methods was obligatory while in
the rest neither was necessary except conservative medical therapy.
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This study evaluates the possible role of cervical length, dilatation of the internal cervical os,
funneling and the use of cerclage or pessary in avoiding this problem.

Our target was to study the correlation between the mentioned three abnormal parameters and
preterm labor under 33 weeks. We defined “early preterm labor” as delivery under 33 weeks, since our
patients have a medical history of high-risk factors and all of them had a preterm delivery. We used
linear and logistic regression to make statistical analysis. We also tried to find which of the two invasive
procedures (pessary and the placement of cervical sutures) is more effective in prolonging the week of
delivery and which is less harmful. A p value <0.05 was considered as statistically significant.

3. Results

In total, 166 women were examined sonographically and we found that 95 (57.2%) had cervical
length less than 2.7 cm. Dilatation of the internal cervical os >10 mm was found in 138 (83.1%) women
and funneling was found in 51 (30.7%). Thirty-nine women (23.5%) who had transvaginal sonographic
assessment of the cervix had preterm labor under 33 weeks. Only 20 of 166 women of the study (12%)
had a cervical cerclage procedure and 124 of them (74%) had a pessary placement. About the mode
of delivery, 61 participants (36.7%) had normal vaginal delivery, 9 (5.4%) had vacuum extraction and
96 (57.8%) had a low segment cesarean section (Table 1).

Table 1. Cervical characteristics of participants and labor modus.

# of Women %

Cervical length <2.7 cm 95 57.2
Dilatation of internal cervical os ≥10 mm 138 83.1

Cervical funneling 51 30.7
Cervical cerclage 20 12

Pessary 124 74
Preterm labor <33 weeks 39 23.5

Mode of delivery
Normal vaginal delivery 61 36.7

Vacuum extraction 9 5.4
Cesarean section 96 57.8

Table 2 describes the relationship between early labor under 33 weeks and the results of the
transvaginal sonography. Logistic regression was used for the need of the specific study. As shown
in Table 2, the prediction of labor under 33 weeks of gestation cannot be based on the results of
transvaginal ultrasonography about cervical length and dilatation of the internal cervical os, since there
is not enough statistical significance to support these specific cases. Of the 39 women who had an early
preterm delivery, 25.6% had abnormal cervical length, whereas 21.12% had a normal one. However, this
inference cannot be considered as a factor of early preterm delivery (p = 0.534 > 0.05). Women who
had dilatation of cervical os >10 mm (25.3%) were more likely to have preterm delivery than those
who did not (14.2%). However, for the same reason, a p value of 0.210 means that this factor cannot be
considered. These results can also be perfectly explained in Figures 1 and 2. Concluding, if a woman
has cervical diameter >10 mm or cervical length <2.7 cm or both, we cannot be definitely sure that she
will have a delivery under 33 weeks. Funneling seems to be a predicting factor of great importance.
It was found that there is a relationship between funneling and delivery under 33 weeks (YES = 39.2%,
NO = 19.8%, p < 0.05). The treatment modus (cervical cerclage and pessary) were also checked in
Table 3. Fifty percent of the ten women who had a placement of a cervical suture delivered under
33 weeks, whereas only 19.6% those who did not have a cerclage procedure had preterm labor under
33 weeks. The p value is <0.05 and this means that the result is statistically significant. In addition,
it is concluded that the incidence of early preterm labor was significantly higher in women with
cervical cerclage compared to women with no medical intervention. A group of women had a pessary
placement. The outcome from the specific group was very encouraging. It was found that pessary does
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not affect the week of delivery in an adverse way. According to our findings, statistical significance of
age (p = 0.419), parity (p = 0.295) and labor modus was not confirmed.

Figure 1. The association of cervical length and pregnancy week (p = 0.534).

Figure 2. The association of cervical diameter and pregnancy week (p = 0.210).

Table 2. Cervical characteristics of the early preterm labor (<33 weeks) women. Bold type means
statistical significance.

Cervical Characteristics # of Women % p

Cervical length <2.7 cm 24 25.6 0.534
≥2.7 cm 15 21.12

Dilatation of internal
cervical os

>10 mm 35 25.3 0.210
≤10 mm 4 14.2

Cervical funneling No 19 19.8 <0.001
Yes 20 39.2
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Table 3. Treatment of cervical insufficiency (cervical cerclage, pessary) of the early preterm labor
(<33 weeks) women. Bold type means statistical significance.

Caption # of Women % p

Cervical cerclage No 29 19.6
0.003Yes 10 50

Pessary No 9 21.4
0.717Yes 30 24.2

As presented in Table 4, if a funneling exists in a woman, there is a three times higher risk of
early preterm (Odds Ratio (OR) = 3.260, with Confidence Interval (CI): 1.544–6.881 and p < 0.05) and
if she has a cervical cerclage placement, there is a four times higher risk of labor under 33 weeks.
The placement of the pessary has a 1.7 higher risk of labor (OR = 1.750, CI: 0.503–2.721 and p > 0.05)
under 33 weeks and it is not statistically significant, which means that it does not affect negatively as
the cerclage procedure.

Table 4. Correlation between preterm labor and cervical characteristics expressed as odds ratio (OR)
with 95% confidence intervals (CI).

Cervical characteristics OR CI p

Cervical length <2.7 cm 0.792 0.38–1.651 0.537
Dilatation of internal cervical os >10 cm 2.039 0.665–6.285 0.215

Funneling 3.260 1.544–6.881 0.002
Cervical cerclage 4.034 1.535–10.603 0.005

Pessary 1.170 0.503–2.721 0.715

Finally, in Table 5, the groups of women with one, two or no invasive characteristics are examined.
Forty women with both cerclage and pessary had a great possibility of early preterm delivery (p < 0.05).
For women who had no surgical intervention and had only pessary, there was less possibility (p = 0.139)
for preterm delivery, which means that pessary is a procedure that does not affect negatively the week
of labor. As far as the group of women who underwent a cerclage is concerned, there is no statistical
significance (p = 0.401), which means that it cannot cause early preterm labor. Unfortunately, there is
not enough evidence to rule it out (because there were only two cases).

Table 5. Labor outcome after treatment of cervical insufficiency (cervical cerclage, pessary). Bold type
means statistical significance.

Pessary Cerclage # of Women # of Early Preterm Labor Women p

No No 40 8 <0.05
Yes No 106 21 0.139
No Yes 2 1 0.401
Yes Yes 18 9 <0.05

On the other hand, judging from the second and the last line of Table 4, we can see that pessary
placement (second line) does not cause preterm labor under 33 weeks, but what make women of the
last group have a delivery under 33 weeks is that they have also a placement of a cervical suture during
the second trimester and it is presumed harmful for these women concerning their preterm labor.

By using logistic regression, we also managed to create three equations, in which we can predict
if the week of labor is under 33, taking into account only the physical features (Equation (1)), only the
invasive characteristics (Equation (2)), or both physical and invasive characteristics. If every feature
is substituted by 0 or 1 according to the sample, then multiplied with the specific coefficient and
added to the constant number of the first column, we find a number which will be very close to 0 or 1,
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representing the week of labor (early preterm labor <33 is 0, preterm labor is 1). The formulas are
the following:

Week = cervical length× (0.136)+ cervical diameter× (−0.242)+ funneling× (−1.112)+ 1.745 (1)

Week = pessary × (0.011) + cerclage × (−1.397) + 1.387 (2)

Week = cervical length × (0.123) + cervical diameter × (−0.398) + funneling × (−0.983)+
pessary × (0.503) + cerclage × (−0.740) + 1.568

(3)

with cervical length (<2.7 = 0, >2.7 = 1), cervical diameter (>10 = 0, <10 = 1), funneling (yes = 1, no = 0),
cerclage (yes = 1, no = 0), and pessary (yes = 1, no = 0).

4. Discussion

The preterm labor contribution to adverse outcome is largely related to pregnancy age at delivery.
Despite continuous research, not a single effective method for satisfactory prognosis of preterm labor
and prevention of preterm birth exists. Main risk factors have been suggested to increase the risk of
prematurity, however, in most cases, it is not exactly possible to recognize clearly identifiable risk
factors. In 25% of cases, the clinical symptomatology does not occur simultaneously with uterine
activity [15]. Cervical evaluation by transvaginal ultrasonography in early pregnancy (first and second
trimester) is a useful predictor of the risk for spontaneous preterm labor in asymptomatic pregnant
women [16].

The cervix is a spindle-shaped structure, around 2 cm long and 1–2 cm wide with main fibrous
structure elements, including collagen 80% type I, 20% type III and only a small amount of smooth
cells about 10% [17]. Normally, in the late pregnancy prior to early phases of delivery at full term
pregnancy, the cervix undergoes cervical ripening depending on biochemical changes, such as
reduction of collagen synthesis and increased collagenase activity, which leads to delivery of the
fetus [18,19]. In cases of preterm labor the cervical changes like cervical softening associated with
painless dilatation, and shortening is explained by increased synthesis of interleukin (IL)-6 amd
IL-8 and prostaglandin synthesis, and monocyte chemotactic protein I in absence of infection [20,21].
Asymptomatic pregnant women more commonly in the second than in the first trimester have a
prediction to preterm labor in cases with abnormal sonographic cervical findings including the length
of cervix (distance between the triangular area of echo density at the external cervical os and the V
shaped notch at the internal one) [22,23].

According to previously published literature, the shortened cervical length is mainly a powerful
biological marker of preterm labor andg a strong inverse association between cervical length and risk
of preterm labor exists [24–26]. This risk is especially very high in cases with length less than 15 mm
and is equivalent in multiple pregnancies with occurrence at 25 mm [27,28].

Based on our findings, we confirm that, in asymptomatic pregnant women with risk factors
mainly in the past, the performance of transvaginal ultrasound cervical assessment in the second
trimester is of great importance, even if the ultrasound examination in the first trimester was without
abnormal findings. In our cohort, cervical funneling is a main prognostic factor of the prediction
of preterm labor: it has three times higher risk compared to the rest of the participants with only
abnormal cervical length. This finding is in accordance to previously published papers [29,30].

Concerning the other examinations parameter with cervical length, we found no statistically
significant correlation between this one and preterm labor. This finding is surprisingly against
previously published literature and our report 10 years ago in which we included abnormal ultrasound
cervical assessments in the first and second trimester [31–34].

The fact that the frequency of preterm birth is not decreasing and is associated with significant
costs, the aim of preventing treatment with cervical cerclage, progesterone, and vaginal pessaries is to
prolong the duration of pregnancy and to decrease the perinatal morbidity and mortality [35–39].
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In recent years, the use of vaginal pessary has been returned to the forefront. The vaginal
pessary that is used is Arabin pessary [40]. A multifactorial research in Spain proved that, in women
with cervical length <25 mm in 18–22 weeks of pregnancy, the use of pessary decreased premature
birth in 34 weeks of gestation by 88% and also decreased neonate complications [41]. On the other
hand, a new study proved that the preventive usage of vaginal pessary in twin pregnancies does
not improve the perinatal result [42]. We have to wait also for the result of other studies to prove
or not its usage, and whether the use of vaginal pessaries in women with decreased length of the
cervix is helpful. When they do not want or they cannot undergo cervical cerclage, particularly for
women with decreased cervical length after 25 weeks of gestation, cervical cerclage is not helpful.
We found no negative association between early preterm labor and pessary and so we can confirm the
effectiveness of this conservative procedure. No complications were noticed [43,44]. In cases where a
cerclage was performed, the contribution of the surgical procedure was not positive to prolong the
pregnancy duration, although no serious side effects occurred. However, the necessity of cerclage was
not confirmed in our participants, similar to several previously published papers [45–48].

5. Conclusions

Transvaginal sonographic detection of cervical funneling in the second trimester of pregnancy
is the most important marker for the prediction of preterm labor. Arabin pessary (probably in
combination with progesterone) seems to be effective in its prevention. Further multicenter studies are
necessary to confirm these findings and determine as guidelines in the future.
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Abstract: Traffic noise has been linked to diabetes, with limited understanding of its mechanisms.
We hypothesize that night-time road traffic noise (RTN) may impair glucose homeostasis through
circadian rhythm disturbances. We prospectively investigated the relationship between residential
night-time RTN and subsequent eight-year change in glycosylated hemoglobin (ΔHbA1c) in
3350 participants of the Swiss Cohort Study on Air Pollution and Lung and Heart Diseases in
Adults (SAPALDIA), adjusting for diabetes risk factors and air pollution levels. Annual average
RTN (Lnight) was assigned to participants in 2001 using validated Swiss noise models. HbA1c
was measured in 2002 and 2011 using liquid chromatography. We applied mixed linear models
to explore RTN–ΔHbA1c association and its modification by a genetic risk score of six common
circadian-related MTNR1B variants (MGRS). A 10 dB difference in RTN was associated with a
0.02% (0.003–0.04%) increase in mean ΔHbA1c in 2142 non-movers. RTN–ΔHbA1c association was
modified by MGRS among diabetic participants (Pinteraction = 0.001). A similar trend in non-diabetic
participants was non-significant. Among the single variants, we observed strongest interactions with
rs10830963, an acknowledged diabetes risk variant also implicated in melatonin profile dysregulation.
Night-time RTN may impair glycemic control, especially in diabetic individuals, through circadian
rhythm disturbances. Experimental sleep studies are needed to test whether noise control may help
individuals to attain optimal glycemic levels.

Keywords: transportation noise; MTNR1B gene; rs10830963; diabetes; glycosylated hemoglobin;
circadian sleep-wake cycle; gene-environment interactions; adults; cohort study
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1. Introduction

Glycosylated hemoglobin (HbA1c) reflects three-month average glycemia [1], predicts diabetes in
non-diabetic individuals, and complications in diabetic individuals [2,3]. Despite control efforts, the
prevalence of poorly-controlled diabetes remains high [4]. Recent interest in the role of environmental
stressors in cardio-metabolic diseases towards improved prevention [5] makes it pertinent to explore
the environmental determinants of glycemic control. Hyperglycemia is an important risk factor
for cardiovascular diseases [6–8] and diabetes [2,3]. Understanding the role of environmental
stressors also entails investigations of their mediating or modifying mechanisms, in persons with and
without diabetes.

Road traffic noise (RTN) represents the most common transportation noise, and together with
air pollution, constitutes more than 75% of environmental disease burden in Europe [9]. Growing
evidence suggests a link between RTN and diabetes morbidity [10–14] and mortality [15] (independent
of traffic-related air pollution), with unclear mechanisms [5,16].

Melatonin, a pineal hormone known to act on numerous organs and co-regulate various neural
and endocrine processes, exhibits a circadian rhythm which is closely linked to sleep propensity [17]
and insulin secretion [18]. Administration of exogenous melatonin elicited subjective sleepiness [19]
and glucose intolerance when given close to mealtime [20]. Melatonin mediates its regulatory
function through binding to receptors including the high-affinity melatonin receptor 1B encoded by
MTNR1B, a gene widely expressed in the human retina and pancreatic islet cells. Recent genome-wide
association studies (GWAS) showed seven common variants near MTNR1B to be associated with
glucose homeostasis or type 2 diabetes, mainly through impairments in insulin secretion [21]. The
glucose-raising allele of the lead variant, rs10830963, was shown to significantly prolong the duration
of elevated melatonin levels by 41 min, and delayed the circadian phase of dimlight melatonin offset
by 1.37 h, as well as increased diabetes risk among individuals who woke up early [22]. Individuals
who are evening chronotypes were also shown to have higher risk of diabetes [23]. In both instances,
it is thought that waking up early or sleeping late (during high melatonin and low insulin phase)
predisposes to having meals, leads to high insulin levels and subsequent hyperglycemia, as a result of
altered timing of food intake. Thus, the glucose-raising allele of rs10830963 could modify susceptibility
to noise exposure in cases of early awakenings during melatonin secretion (Figure 1).

Figure 1. Hypothesized mechanisms of noise effects on glucose homeostasis explored in the
present study.
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Night-time noise exposure could impair glucose homeostasis through disturbances in circadian
sleep–wake cycles. Circadian pathway was captured using melatonin-regulating genetic variants as a
proxy, possibly reflecting genetic risk for melatonin profile dysregulation.

Although there are at least seven common variants on MTNR1B influencing glucose metabolism
through a common pathway [21], sleep and circadian studies have only focused on rs10830963
variant [24]. In essence, following the approach of using scores involving multiple variants for
improved prediction of genetic risks [25,26], an MTNR1B genetic risk score (MGRS) based on variants
that are not in strong linkage disequilibrium (LD), may better capture individuals at high-risk of
melatonin profile dysregulation than single variants.

Understanding the implications of noise exposure on glucose homeostasis through interactions
with circadian-related parameters will improve our understanding and offer preventive channels
towards optimal glucose control in diabetic and non-diabetic individuals.

We therefore tested the hypothesis that MGRS (and component single variants representing the
circadian pathway) may modify the potential association between night-time RTN and eight-year
change in HbA1c (ΔHbA1c) in diabetic and non-diabetic participants of the Swiss Cohort Study on Air
Pollution and Lung and Heart Diseases in Adults (SAPALDIA).

2. Materials and Methods

2.1. Study Population

Participants included 3350 adults aged 29–81 years who completed health interviews and
examinations at the first (SAP2) and second (SAP3) SAPALDIA follow-up surveys, and had
complete information on relevant covariates. Details of inclusion are shown in Figure S1.
The SAPALDIA study began in 1991 (SAP1), with 9651 randomly-selected adults from eight
geographically-representative Swiss areas [27]. Two follow-up surveys in 2001/2002 and 2010/2011
retained 8047 and 6088 participants, respectively. At each survey, participants responded to detailed
questions concerning their health and lifestyle. At SAP2 and SAP3, blood was sampled into a biobank
for biomarker assays, including HbA1c and genotyping. Participants provided written informed
consent and ethical clearances were obtained from the Ethics Committees of the Swiss Academy of
Medical Sciences and the participating cantons (National Ethics Committee for Clinical Research
(UREK); Project Approval Number 123/00; date of approval: September 2001).

2.2. Measurement of HbA1c and Identification of Diabetes Cases

HbA1c was measured in EDTA-buffered whole blood samples collected at SAP2 and SAP3 using
the ARK-RAY ADAMS A1c HA-8180V Analyser (Menarini, Florence, Italy) based on high-performance
liquid chromatography, which has minimal interference from alternate hemoglobin variants [28].
HbA1c values were measured in mmol/mol, and converted into percentage [29]. Using a combination
of questionnaire data and HbA1c values, we identified participants as diabetes cases if they
(I) self-reported physician-diagnosed diabetes, (II) used diabetes medication, or (III) had a HbA1c value
≥6.5% at SAP2 or SAP3. We also defined confirmed/advanced diabetes, restricted to only participants
taking medication, thus, yielding three comparative groups: no diabetes (at SAP2 and SAP3), diabetes
(at SAP2 or SAP3), and diabetes on medication (at SAP2 or SAP3). We defined ΔHbA1c as the absolute
difference between HbA1c at SAP3 (2011) and HbA1c at SAP2 (2002).

2.3. Exposures

Average annual exposure to RTN was assigned to participants based on the most exposed
façade of their residential floors in 2001 and 2011 (corresponding to the survey time points) using the
SonROAD emission and STL-86 propagation models combining high-resolution spatial and temporal
road traffic information, as previously described [30]. This was done in the framework of the SiRENE
(Short and Long-Term Effects of Transportation Noise Exposure) project, where railway and aircraft
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noise were also assigned to the same façade using sonRAIL propagation and SEMIBEL emission
models for railway noise, and FLULA2 simulation model for aircraft noise—all validated Swiss noise
models [30]. Day (Lday; 07–23 h), night (Lnight; 23–07 h), and day–evening–night (Lden) noise (dB)
were computed for road, railway, and aircraft sources. Participants without substantial night-time
railway/aircraft exposures were assigned truncated values of 20 dB, and were assigned a truncation
indicator. Lnight was highly correlated with constituent time points (23–01 h, 01–05 h and 05–07 h;
Spearman R > 0.9). Day and night-time correlations (Spearman R) of road traffic, aircraft, and railway
noise were 0.99, 0.33, and 0.93, respectively. Since our study was aimed at modification of noise–HbA1c
association by circadian-related parameters, and RTN is the most common noise with consistently
reported associations with diabetes mortality/morbidity [12], we focused our analyses on night-time
RTN, considering night-time railway and aircraft noise as potential confounders, with secondary
exploration of their main associations. Noise levels were quite stable over follow-up (Spearman R > 0.9
for both time points), thus, the noise levels at 2001 would capture long-term exposures in statistical
models predicting health outcomes after 2001. To limit exposure misclassification to an extent, we
also restricted analyses to SAPALDIA participants who did not change their residence during the
follow-up period.

2.4. Potential Confounders

From the questionnaire data at SAP2, we extracted additional potential confounders of the
association between RTN at SAP2 and change in HbA1c between SAP2 and SAP3. These included
age (continuous), sex (male/female), formal education (≤9 (primary level)/10–13 (secondary,
apprenticeship level)/>13 years (tertiary level)), neighborhood socio-economic index (SEI) (continuous;
incorporating education and income of household head, median rent and crowding of households
within the neighborhood) [31], and green areas within 2 km residential buffer, available from the
European Environment Agency hectare resolution dataset (continuous; CORINE CLC-2006 Version 13).
We also considered smoking status (never/former/current), exposure to passive smoke (yes/no),
consumption of alcohol (including liquor, wines, beers and spirits; ≤1/>1 glass/day), and body mass
index (BMI), defined as weight and height-squared ratio (continuous). Towards sensitivity analyses,
we extracted participants’ responses to the question “do you often feel that you have not slept enough
after you wake up in the morning?” from which we derived insufficient sleep (yes/no), as well as their
responses to the Short Form 36-item mental health questionnaire (continuous) [32]. In SAP2, average
annual residential exposure to nitrogen dioxide (NO2), a marker of road traffic-related air pollution
and potential confounder of RTN [33], was assigned to participants’ residences based on a hybrid
model (adjusted R2 = 0.83) derived by fitting NO2 sampler measurements using land-use and traffic
variables, and predictions from a Gaussian dispersion model as previously described [34].

2.5. MTNR1B Gene Score

Genomic DNA was extracted from EDTA-buffered whole blood using Puragene™ DNA Isolation
Kit (Gentra Systems, Plymouth, UK). Genotyping of SAPALDIA participants was done on DNA
samples collected at SAP2. In the framework of the EU-funded GABRIEL consortium to identify
genetic determinants of asthma [35], 1612 participants were genotyped using Illumina Human
610Kquad BeadChip (G1; Illumina, San Diego, CA, USA) covering ~570,000 variants. An additional
3015 participants were genotyped using Illumina Human OmniExpress-Exome BeadChip (G2; Illumina,
San Diego, CA, USA), covering ~1 million variants. Quality control criteria were applied to both
genotyping arrays: samples with <97% genotyping success rate, or of non-European origin, with
cryptic relatedness or sex inconsistencies, were excluded. Variants with minor allele frequency (MAF)
of <5% or deviation from Hardy–Weinberg equilibrium (HWE) at a threshold of 10−6 were also
excluded. G1 and G2 datasets were phased using ShapeIT version 2.r790 [36] and imputed using
MiniMac2 [37]. The imputed datasets were then merged, after excluding variants with low imputation
quality (R2 < 0.3), yielding ~14 million markers for 4324 participants across G1 and G2, from where we
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identified seven common MTNR1B variants (rs1387153, rs10830962, rs4753426, rs8192552, rs10830963,
rs3781638 and rs2166706) involved in glucose dysregulation [21]. Imputations were of high quality.
All but rs10830963 (R2 ≥ 0.87) had an imputation R2 ≥ 0.92. All variants had similar allele frequencies
in comparison with other studies [38–49] and the 1000 Genomes Central European Population [50].
All variants were in HWE (p > 0.2), with MAF ≥ 7% (Table S1). Two variants, rs10830962 and rs2166706,
were in high LD (R2 = 0.89; Figure S2), thus, we excluded rs2166706 from the analyses. The LD R2

of the included MTNR1B variants ranged between 0.2 and 0.7. Since the glucose-raising allele of
rs10830963 was the allele implicated in melatonin profile dysregulation, expressed as a significant
delay in melatonin offset [22], we coded the other variants in their reported direction of association in
glucose alterations, such that each variant contained 0–2 quantities of the risk allele. We created MGRS
by summing up risk alleles across the six variants, yielding a minimum, median, and maximum of 2, 6,
and 12 risk alleles, respectively. We also created a categorical variable—low risk (MGRS ≤ 6) and high
risk (>6).

2.6. Statistical Analyses

We summarized the characteristics of participants by inclusion and exclusion status. Differences
in proportions and means were tested using chi-squared and t-tests respectively. We built predictive
statistical models using noise exposure and covariates measured at SAP2, for ΔHbA1c. Both crude and
adjusted associations between MGRS (as well as the single variants, in separate models) and ΔHbA1c;
and between RTN and ΔHbA1c were assessed using mixed linear models with a random intercept at
the level of study area. Adjusted models included age, sex, education, neighborhood SEI, smoking
status, alcohol consumption, and BMI. Adjusted RTN–ΔHbA1c models additionally included NO2,
railway and aircraft noise, noise truncation indicators, and green space within a 2 km residential buffer.
We included interaction terms between RTN and MGRS (as well as the single variants, in separate
models), in the RTN–ΔHbA1c models, to explore the presence of interactions between these variables.
We also stratified the RTN–ΔHbA1c model by categories of MGRS. Furthermore, we restricted analyses
to participants who did not change their residence during follow-up. Since our study included only
35% of SAP1 participants, we limited potential selection bias by applying the inverse of the probability
of participating in present analyses as weights in our models. These probability weights were derived
from a logistic regression model using predictor variables from SAP1. We performed sensitivity
analyses: we explored cross-sectional associations between MGRS (as well as the single variants,
in separate models) and HbA1c using repeated mixed linear models with random intercepts at the
level of participants. Using the RTN–ΔHbA1c model, we tested sensitivity to removal of BMI from
the main and interaction models, performed complete case analyses without adjusting for potential
selection bias, and excluded asthmatic participants in the RTN–MGRS interaction model to explore
potential genotyping selection bias. We explored interactions with self-reported sleep insufficiency
reported at SAP2. All analyses were stratified into three categories—no diabetes, diabetes, and
diabetes on medication—to limit confounding/effect modification by diabetes status or medication.
All analyses were done using STATA version 14 (STATA Corporation, College Station, TX, USA).
Statistical significance was defined at two-sided alpha-values of 0.05 and 0.1 for main associations and
interactions, respectively.

3. Results

3.1. Characteristics of Participants

Over an approximate eight-year follow-up, the mean increase in HbA1c was 0.04%, whereas
diabetes prevalence was 3% at SAP2 and 7% at SAP3, with 8% combined prevalence in the
3350 included participants. On average, diabetic participants gained more HbA1c than non-diabetic
participants (Table 1), in line with evidence for poor glucose control in Switzerland [51].
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Table 1. Characteristics of study participants included in the study.

Categorical Variables (%)

Females at SAP2 48
Formal education at SAP2: ≤9 years 4

10–13 years 64
>13 years 32

Ever-smoker at SAP2 55
Exposure to passive smoke at SAP2 23

Alcohol consumption >once/day at SAP2 40
Sleep insufficiency at SAP2 28

Diabetes status at SAP2 3
Diabetes status at SAP3 7

Diabetes medication at SAP2 3
Diabetes medication at SAP3 5

Change of residence (movers) between SAP2 and SAP3 36

Continuous Variables (Units) Mean (SD)

Age at SAP2 (years) 51 (11)
Body mass index at SAP2 (kg/m2) 25.6 (4)

Neighborhood socio-economic index at SAP2 (%) 64 (10)
SF-36 mental health score at SAP2 (%) a 76 (15)

Lnight, road at SAP2 (dB) 45.8 (8)
Lnight, railway at SAP2 (dB) 28.3 (10)
Lnight, aircraft at SAP2 (dB) 22.7 (6)

Nitrogen dioxide at SAP2 (μg/m3) 22.4 (10)
Green space within 2 km radius at SAP2 (km2) 0.3 (0.4)
MTNR1B variants at SAP2: rs1387153, T allele 0.6 (0.6)

rs10830962, G allele 0.8 (0.7)
rs4753426, C allele 1.0 (0.7)
rs8192552, G allele 1.9 (0.4)
rs10830963, G allele 0.6 (0.6)
rs37816938, G allele 1.1 (0.7)

MTNR1B genetic risk score at SAP2 6 (3)
Glycosylated hemoglobin, HbA1c at SAP2 (%) 5.2 (0.4)

HbA1c at SAP3 (%) 5.3 (0.5)
Change in HbA1c between SAP2 and SAP3 (%): All 0.04 (0.4)

Non-diabetic participants 0.03 (0.3)
Diabetic participants 0.17 (1.1)

Diabetic participants on medication 0.12 (1.2)
a N (included) = 2933.

SAP2 and SAP3 represent the first and second follow-up surveys of the Swiss Cohort Study on
Air Pollution and Lung and Heart Diseases in Adults in 2002 and 2010/2011, respectively. Lnight
represents night-time (23–07 h) noise levels assigned to the SAPALDIA participants based on the most
exposed façade of their residential floors. Number of included participants is 3350.

Mean (SD) annual exposures to night-time road traffic, railway, and aircraft noise at SAP2 were
46 (8) dB, 28 (10) dB, and 23 (6) dB, respectively. Figure S3 shows the distribution of noise exposures
in the included participants. Mean (SD) MGRS was 6 (3) risk alleles. Compared to the participants
excluded due to non-participation during follow-up or missing data, included participants were
younger, more likely males, better educated, and less likely to be overweight or diabetic. They also
had lower exposure to RTN and NO2, but higher exposure to aircraft noise. There were no significant
differences in ΔHbA1c, MGRS, and change of residence between both groups (Table S2).
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3.2. Associations between RTN and ΔHbA1c

In non-diabetics, we observed generally non-significant associations between transportation noise
and ΔHbA1c. Among diabetics, associations with railway and aircraft noise were positive (reaching
significance only for aircraft noise), whereas associations with road traffic noise were negative. Limiting
analyses to non-movers revealed consistent positive associations between RTN and ΔHbA1c among
both diabetic and non-diabetic participants. Among non-diabetic non-movers, mean ΔHbA1c showed
a statistically significant increase by 0.01% (95% CI 0, 0.03) per 10 dB exposure to RTN. Among diabetic
non-movers, associations were reversed compared to all participants, became positive, and were
stronger than we observed in non-diabetic participants. Associations also reached ten-fold in those
reporting the use of diabetic medication compared to non-diabetics, but were not significant (Table 2).

All estimates represent increase (+) or decrease (−) in mean change in HbA1c per 10 dB
of night-time road traffic noise. Adjusted models included age, sex, education, neighborhood
socio-economic index, smoking status, passive smoking, alcohol consumption, green space within a
2 km residential buffer, residential levels of nitrogen dioxide, night-time railway, aircraft noise and their
truncation indicators. All models include random intercepts at the level of the study areas, and were
adjusted for potential selection bias by applying the probability of participation in present analyses as
weights derived from a logistic regression with predictors from the baseline study in 1991.

In the adjusted models, we also found significantly positive associations of ΔHbA1c with
aircraft noise in non-diabetics, where mean HbA1c increased by 0.02% (95% CI 0, 0.03) per 10 dB
difference in Lnight. There were no significant associations with railway noise. Similar to RTN,
associations of ΔHbA1c with aircraft noise in non-movers were consistently positive across comparison
groups (Table 2). All models were stable to confounder adjustments, including BMI. Irrespective of
subpopulation studied or confounder adjustments, we did not observe any association of railway
noise with ΔHbA1c.
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3.3. Associations between MGRS and ΔHbA1c

Results of main associations between MGRS (and component variants) and HbA1c are presented
in Table S4. In non-diabetic participants, MGRS showed a positive association with ΔHbA1c and
cross-sectional HbA1c, but only reached significance in the cross-sectional analysis. All six single
variants were positively associated with HbA1c, with associations of 0.01–0.03% per risk allele. Among
diabetic participants, there was a non-significant tendency for associations of MGRS (and component
variants) with ΔHbA1c and cross-sectional HbA1c to be negative.

3.4. Modification of RTN-ΔHbA1c Association by MGRS

Among non-movers, we observed significant interactions between MGRS and RTN that were
restricted to diabetic participants. The interactions were stronger in persons who reported medication
use where mean ΔHbA1c changed by 0.90% (0.31, 1.49%) in diabetic participants on medication with
high MGRS, and by −0.32% (−0.50, −0.14%) per 10 dB, in those with low MGRS (Pinteraction = 0.001)
(Figure 2). All single variants showed positive interaction with RTN in diabetic participants. The lead
functional variant, rs10830963, showed the strongest significant interactions, where mean ΔHbA1c
increased by 0.80% (0.14, 1.47%) and by 1.21% (0.59, 1.83%) per 10 dB and per risk allele, in diabetics
and medicated diabetics, respectively (Table 3).

Figure 2. Modification of the association between night-time road traffic noise and change in HbA1c
by melatonin dysregulation risk score, in non-movers.

Interaction terms included night-time road traffic noise and MTNR1B variants/score. MTNR1B
score represents the sum of the risk alleles across six included variants. Positive sign of beta coefficient
means increase in HbA1c per 10 dB change in night-time road traffic noise and per risk allele.
All models were adjusted for age, sex, education, neighborhood socio-economic index, smoking
status, passive smoking, alcohol consumption, green space within a 2 km residential buffer, residential
levels of nitrogen dioxide, night-time railway, aircraft noise, and their truncation indicators. All models
included random intercepts at the level of the study areas, and were corrected for potential selection
bias by applying the probability of participation in present analyses as weights derived from a logistic
regression with predictors from the baseline study in 1991.
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Although we observed statistically significant associations between RTN and mean ΔHbA1c
among non-diabetic participants with high MGRS, the difference in associations between non-diabetic
participants with high and low MGRS was non-significant (Pinteraction = 0.39) (Figure 2).

All results are presented as increase or decrease in mean change in HbA1c per 10 dB of night-time
road traffic noise. MTNR1B genetic risk score represents the sum of risk alleles across six included
MTNR1B variants. All models were adjusted for age, sex, education, neighborhood socio-economic
index, smoking status, passive smoking, alcohol consumption, body mass index, green space within a
2 km residential buffer, residential levels of nitrogen dioxide, night-time railway, aircraft noise and their
truncation indicators. All models include random intercepts at the level of the study areas, and were
corrected for potential selection bias by applying the probability of participation in present analyses as
weights derived from a logistic regression with predictors from the baseline study in 1991.

The interactions between RTN and MGRS did not significantly differ by sex in both diabetic and
non-diabetic participants (Pinteraction ≥ 0.30). Similar to the main models, interaction models were also
very stable to adjustments for BMI (Table 3). Even though the direction of interaction terms in models
including all participants was generally similar to those in non-movers, the magnitude of interactions
was smaller, and the interaction terms in those models were not statistically significant (Table S3).

3.5. Sensitivity Analyses

Our results were robust to sensitivity analyses, including complete case analyses without
correction for potential selection bias, as well as RTN–MGRS interaction analyses excluding asthmatic
participants Sensitivity analyses limited to participants whose bedrooms were oriented towards
the street also showed very similar results. Interactions with self-reported sleep insufficiency
were consistent in diabetic participants, reaching significance among those on medication. Unlike
with MGRS, we observed significant interaction with self-reported sleep sufficiency in non-diabetic
individuals (Table 4).

MTNR1B score represents the sum of risk alleles across six included variants. All estimates
represent an increase (+) or decrease (−) in mean change in HbA1c per 10 dB of night-time road traffic
noise. Adjusted models included age, sex, education, neighborhood socio-economic index, smoking
status, passive smoking, alcohol consumption, body mass index, green space within a 2 km residential
buffer, residential levels of nitrogen dioxide, night-time railway, aircraft noise, and their truncation
indicators. All models include random intercepts at the level of the study areas, and were adjusted
for potential selection bias by applying the probability of participation in present analyses as weights
derived from a logistic regression with predictors from the baseline study in 1991. NA: not applicable.
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4. Discussion

We found positive associations between exposure to RTN and eight-year change in HbA1c in
non-movers, which were significantly stronger among diabetic individuals at genetic risk of circadian
rhythm disturbances. We also found positive associations with aircraft noise that were again stronger
in diabetics. Railway noise was not associated with change in HbA1c, supporting findings from
previous studies where road traffic and aircraft noise, but not railway noise [12,13] was associated
with diabetes risk.

Melatonin is involved in the regulation of human circadian rhythms through its role in
thermoregulation and sleep induction [17]. The secretion of melatonin occurs during the biological
night, in a fasting state, when insulin secretion is low [52]. Therefore, the melatonin pathway may
play a role in noise susceptibility if noise exposure causes early awakenings and potential early meals,
which could stimulate insulin secretion during high melatonin levels, leading to impaired glucose
tolerance [22,53]. Diabetics with high MGRS had higher mean BMI (31 kg/m2) compared to those with
low MGRS (29 kg/m2). Noise could also delay sleep onset [54], possibly leading to later chronotype
which was associated with metabolic disturbances and diabetes [23,55]. We found supportive evidence
for this hypothesis only in diabetic participants. One explanation for this may be that individuals
with diabetes usually have comorbidities and worse homeostatic mechanisms, and are more prone to
environmental stressors [56,57]. Exposure to high traffic volume was shown to have a stronger impact
among diabetic individuals on insulin, which could imply more complicated diabetes, expressing
higher inflammatory profiles compared to those on oral hypoglycemic agents [58]. Participants using
diabetic medication in this study were more likely to be overweight, to have cardiovascular diseases
and higher C-reactive protein levels compared to the other participants. Diabetic individuals with a
high genetic risk for melatonin profile dysregulation may be particularly sensitive to poor glucose
homeostasis. Diabetic individuals have also been shown to have sleep–wake cycle irregularities
compared to non-diabetics [59,60]. Our finding of a significant negative effect of noise on glycemia
among diabetics with low MGRS is surprising. Although this could be a chance finding, diabetics
with low MGRS had lower average night-time noise exposure (46 dB), and were less noise sensitive
(45%) compared to those with high MGRS (48 dB noise level and 51% noise sensitivity). Diabetic
participants with low MGRS potentially have better melatonin profiles, and could be at lower risk
for noise disturbances. The complexity of the melatonin system in influencing several physiological
processes [24] calls for more research to better understand this finding.

Our observation of interaction of RTN with self-reported sleep insufficiency, but not with genetic
risk for melatonin profile dysregulation on ΔHbA1c in non-diabetic individuals, suggests that the
melatonin pathway may not be relevant in this group. Interestingly, noise-induced sleep disruption
was reported to impair glucose homeostasis through non-melatonin pathways, including the activation
of sympathetic nervous system and release of stress-related hormones [61]. As GWAS continues to
identify more circadian-related variants, future studies should consider variants covering the entire
circadian pathways, and also incorporate objective sleep and stress-related parameters to improve
understanding of the cardiometabolic effects of noise.

Since night-time noise levels were correlated to Lden, we may not exclude the contributions of
day-time noise exposure (potentially via the stress pathway) to our observations. Noise, through
stress/anxiety, may reduce adherence to medication in diabetic individuals, worsening their glucose
control [62,63]. Exploratory analyses among the respondents to the SF-36 mental health survey [32]
showed a reduction in the magnitude of the observed interactions (in diabetic participants) following
adjustment for their mental health scores (Table 3).

The strengths of this study derive from its novelty in applying gene–environment interactions to
better understand the impact of noise on glucose control in a longitudinal design, and the availability
of detailed phenotypic and genotypic information in the SAPALDIA study. Information on medication
use allowed the exploration of different diabetes phenotypes. We could test the hypothesis covering a
potential pathway of glycemic effects of noise exposure, and used validated models with high spatial
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resolutions to assign individual estimates of noise and air pollution. The availability of information
on change of residence allowed focusing analyses on non-movers, allowing the use of baseline noise
levels as long-term exposures towards our health outcome.

Although our study is limited by sample size which calls for cautionary interpretation, we
controlled for potential selection bias and made salient findings which could be generalized to all
non-movers in the study period. Potentially, post-transcriptional/translational modifications may
have affected melatonin profile, hence the absence of a risk variant may not imply normal melatonin
profiles, and vice versa. We also lack information on melatonin drug use by the participants. However,
the lack of correlation (R = 0.01) between self-reported sleep insufficiency and MGRS in our study
corroborates the findings of previous studies where the lead MTNR1B variant was not associated
with sleep duration [22,64], validating our application of MGRS in this study. We did not have
adequate nutrient intake information e.g., antioxidant or fiber intake. Adjustment for nutrients may
be considered an over-adjustment, if part of the noise–HbA1c association is mediated by impact of
noise on food preference. Although our noise estimates were from validated models, some degree
of misclassification will have occurred due to errors in input data. We did not have information on
participants’ work shifts in our noise exposure models. However, the resulting bias is more likely
non-differential, and to bias effect estimates towards null. We did not consider window opening
habits which may be related to exposure level, and could have also biased our estimates towards
null. Since we found significant associations in non-movers, we cannot generalize our findings to all
SAPALDIA participants. Noise exposure metrics were significantly different between movers and
non-movers, with a tendency for movers to move to areas with lower RTN (Table S6). This tendency
per se, might have led to an over-estimation of the noise effects among movers if there had been no
random misclassification. However, the total bias is the sum of any bias associated with differential
misclassification, and the attenuation bias associated with random misclassification. Although we
cannot prove it, we are quite convinced that the attenuation bias had a stronger impact on our results
than any potential bias due to differential misclassification.

5. Conclusions

Our findings raise the hypothesis that genetic risk for melatonin profile dysregulation,
in combination with long-term road traffic noise, better captured in non-movers, may increase the risk
for poor glucose homeostasis, particularly in diabetic patients. While our findings need replication
and confirmation in other independent cohorts, experimental interventional studies should test the
hypothesis to determine if counseling for noise control should be added to diabetes care.

Supplementary Materials: The following are available online at www.mdpi.com/1660-4601/14/12/1492/s1,
Table S1: Characteristics of common MTNR1B variants included in the study; Table S2: Characteristics of study
participants included and excluded in the study; Table S3: Interaction between MTNR1B variants (single/score)
and night-time road traffic noise (10 dB difference) on change in HbA1c, in all participants; Table S4: Association
between MTNR1B variants and measures of HbA1c (%); Table S5: Interaction between MTNR1B genetic risk score
and 10 dB difference in night-time road, railway and aircraft noise, on change in HbA1c; Table S6: Characteristics
of included participants stratified by moving status; Figure S1: Selection of participants for the present study;
Figure S2: Linkage disequilibrium matrix for seven common MTNR1B variants; Figure S3: Distribution of
night-time road traffic, aircraft and railway noise in the included participants.
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Abstract: The last few decades have seen rapid industrialization and urban development in many
regions globally; with associated pollution by potentially toxic elements; which have become a
threat to human health and the food chain. This is particularly prevalent in a number of regions in
China that host multiple mineral resources and are important agricultural locations. Solutions to
protect contamination of the food chain are more effective and sustainable if locally sourced materials
are available; and in this context; we review the potential of local (sepiolite) mineral deposits to
treat water contamination in the Hunan Municipality; central south China; widely recognized
for significant environmental pollution issues (particularly by Hg; Cd; Pb; and Cr) and the high
agricultural productivity of the region. Sepiolite is an abundant fibrous clay mineral with modest
to good adsorption properties and extensive industrial process applications. It shows reasonable
performance as an adsorbent for element removal. In addition; a number of surface modification
strategies are available that improve this capability. We review these studies; focused on sorption
reaction mechanisms and regeneration potential; with a view to present options for a localized and
effective economic strategy for future application.

Keywords: sepiolite; adsorption; potentially toxic elements; modification; regeneration; Xiangjiang River

1. Introduction

With the international scale of rapid industrialization and urbanization, many developing and
emerging economies have exploited local natural resources. These activities are energy-intensive,
associated with significant interventions in the natural ecosystem including the water balance, which
leads to emissions of pollutants to water, soil, and air. Metal pollution is one of the most serious and
frequently encountered problems. For example, the River Ganga in India, which is considered sacred
by Indian society, has serious pollution from Mn, Cr, Pb, Cd, and other potentially toxic elements
(PTEs) [1]. Pollutants, such as Cd, Cu and Pb, in the Red River in Vietnam, are also much higher than
the local discharge standards, and the maximum enrichment factor for Cd is 19.3 [2]. China’s rapid
industrialization has also led to a severe deterioration in water quality in the country’s lakes and rivers.
More than 80 percent of Chinese rivers and lakes, including seven key river systems, are contaminated
with different types and to different degrees of PTEs with As, Cd, Hg, and Pb being the most frequently
detected in these rivers [3–5]. Soils in China also suffer from high degrees of contamination. A report
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of the national survey of soil contamination of China, which was published in 2014, showed that the
exceedance of environmental standards for Cd, Hg, As, Cu, Pb, Cr, Zn, and Ni in soil samples reached
7.0%, 1.6%, 2.7%, 2.1%, 1.5%, 1.1%, 0.9%, and 4.8%, respectively [6].

The persistence of PTE pollution has the potential to impact on both the human and wider
ecological environment because of their long residence time and the potentially toxic impact through
biological amplification [7,8]. PTE enrichment in the human body through the food chain eventually
destroys the normal function of proteins and enzymes in the body, and high concentrations can
form more toxic compounds, which do great harm to organisms [9,10]. Acute toxicity mainly affects
the normal function of a particular organ and can damage or destroy the reproductive organs with
intergenerational influence on child health [4,11].

Many techniques including adsorption, precipitation, biological treatment, ion exchange, and
membrane separation are used to deal directly with PTE pollution [12–14]. Among them, adsorption,
which refers to the adsorption of metals by means of intermolecular force or electron transfer and
electron pair bonding [15], is widely used in pollution control because it is cheap and easy to apply
and operate and systems are often reusable. Adsorption processes often refer generically to removal of
target pollutants, which may also include other mechanisms such as ion exchange (the exchange of
aqueous pollutant ions with available surface ions on the solid phase) and precipitation (where solution
conditions exceed solubility conditions for specific species). Many kinds of adsorbent materials have
been applied for the removal of soluble pollutant metals such as activated carbon, and modified
complex materials such as metal ferrite doped carbon [16], and metal organic framework systems [17].
Capacities can be quite high, for example, 200–300 mg/g for Hg on modified carbon and similar
range for, for example, U and Th on metal organic framework materials. However, applications are
often limited due to its relatively high synthesis costs. Naturally derived clay minerals like kaolin,
zeolite, sepiolite, bentonite, and perlite have also been utilized as alternative low-cost adsorbents for
remediation of metal polluted environments. Whilst adsorption capacities for, for example, sepiolite
may be an order of magnitude lower than synthetic systems [18] (there are many examples of studies of
these materials for the treatment of metals by adsorption that show useful level of performance [19,20].
The focus for the future development of adsorption based systems should be on identifying adsorbent
materials that are cheap and effective adsorbents in the context of the treatment scenarios (for example,
at point source or to deal with diffuse pollution), to improve the effectiveness of these treatments
and to ensure that no secondary pollution is produced [21–24]. Secondary tasks include the need
for good solid/water separation and the regeneration of adsorbent. In this review, we focus on the
potential of one mineral system in the context of a local demand for treatment, potentially supported by
locally derived materials, which fits with the circular economy principles of resource use and efficiency.
There are a number of serious regional pollution problems, within the Central Southern Chinese
province of Hunan. It is rich in mineral resources, which have been extensively exploited over recent
decades, compromising its significant contribution to food production from a strong agricultural sector.
In addition to extensive base metal deposits, one of the regions’ other significant mineral resources is
sepiolite, a clay mineral with already widespread industrial and manufacturing applications, located
in Xiangtan City, Hunan Province. We focus our review to consider work describing mechanisms for
the removal of locally relevant metal pollutants, the modification and regeneration steps from the view
of economic efficiency and resource sustainability. We identified a number of published studies of this
topic, presented in Chinese literature and academic repositories. Our review, therefore, also provides
wider international access to relevant data, which will be of benefit to similar locations worldwide.

2. Metal Pollution in Hunan, China

It is well known that there are abundant reserves of non-ferrous metals in Hunan Province, and
most ores for mining, mineral processing, and smelting of non-ferrous and rare earth elements
are located in the Xiangjiang Valley. The Xiangjiang River, which cuts across Hunan Province,
is a main water resource for drinking water, process water, and the irrigation of crops. Because
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of prolonged mining and smelting activities for non-ferrous metals, wastewater has been discharged
to the surrounding environment and the Xiangjiang Valley is the most infamous polluted area in
central China [25]. Water, soils, and crops in Xiangjiang River basin are heavily contaminated by
Cd, Hg, Pb, as well as As [26,27]. The “12th Five-Year” Plan for Comprehensive Prevention and
Control of Heavy Metal Pollution indicates that the five major PTE pollutants in China are identified
as Pb, Hg, Cd, Cr, and As [28]. In 2015, the state statistics for “the discharge of major pollutants
in regional wastewater”, Hg, Cd, and As in Hunan province account for 20.3%, 37.9%, and 32.6%
of the total emissions, respectively [29]. The “11th Five-Year Plan” Xiangjiang River basin water
pollution prevention and control plan of Hunan province reported that the pollution in Xiangjiang
is predominantly caused by Hg, Cd, Pb, As, Zn, and others [30]. The monitoring data for the main
pollution indicators in the Xiangjiang are shown in Table 1 with Figure 1 summarizing the geographical
distribution of these sources/effects.

Figure 1. Geographical distribution of the main PTE pollution sources in Xiangjiang Valley. Data from
references in Table 1.
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3. Natural Sepiolite

The mineral sepiolite was discovered by German scholar Woemer in 1789, and the original name
of sepiolite Meerschaum means “foam of the sea” in German. In 1847, it was officially renamed
sepiolite. It is a clay mineral with light color and low density, and has the chemical formula
Mg8(OH2)4[Si6O15]2(OH)4·8H2O [39]. In 1947, sepiolite was first discovered in Jiangxi, China by
Chinese geologists Zhang Renjun. By genetic classification, we can divide the sepiolite into two types:
sedimentary and hydrothermal sepiolite. The world has proven reserves of around 80 million tons,
the main production of raw sepiolite is from deposits in Spain, followed by China, the United States,
and Turkey [40]. China has about 30% of the world’s sepiolite reserves. Among Chinese sepiolite
reserves, 70% of sepiolite comes from Hunan Province. The city of Xiangtan, in Hunan province, hosts
more than 20 million tonnes of sepiolite reserves.

Sepiolite is a clay mineral with a hydrous magnesium silicate, it is a member of the orthorhombic
crystal system. It presents a structure of needle-like particles and has talc-like layers that consist of two
layers of tetrahedral silica and a central octahedral magnesium layer [41]. As a result of its particular
crystal structure, sepiolite has great sorptive, rheological, and catalytic properties, and it is also widely
used in a variety of industrial and commercial applications.

The structure of sepiolite is a fibrous needle form, with a hollow channel in the direction of
the fiber, which gives special rheological properties. The flow properties of sepiolite means that it
is used in drilling muds as a thickener and suspension agent [42,43]. The acidity and alkalinity of
sepiolite itself makes its catalytic activity more versatile and widespread. As a negative charge carrier,
sepiolite can be utilized to remove pollutant cations [44]. It has a large specific surface area, which
can reach 800–900 m2/g, and with its porous properties, provides its good access to adsorption sites.
This performance can play a part in applications for bleaching, cleaning agent, and other sorption
functions. We focus here on those applications relevant to metal adsorption in the context of local
environmental contamination.

4. Modification of Sepiolite

Despite the wide application of sepiolite in a variety of industrial processes when compared with
other sorbent systems, it has relatively low surface acidity, narrow channels, low surface area, and poor
thermal stability. This limits some applications of natural sepiolite [44]. The adsorption performance
of the “modified” sepiolite can be much better than that of natural sepiolite, and studies have shown
that the specific surface area can be increased significantly from 29–87 m2/g [45]. The adsorption
and removal capability of magnetic modified sepiolite for the heavy metal Cr (VI) is 10 times that of
natural sepiolite [46] and of similar magnitude in the case of Hg2+ for surfactant modified sepiolite [18],
but is still 0.5 to 0.3 of modified carbon and synthetic metal organic systems highlighted in the
introduction above. When comparing natural sepiolite with a number of modified sepiolite systems
to remove Pb2+, it was found that the order of adsorption capacity is as follows: H2O2 modified
sepiolite > KNO3 modified sepiolite > natural sepiolite. When the initial Pb2+ concentration is
2.5 mg/L, the adsorption capacity of H2O2 modified sepiolite is twice as much as natural sepiolite [47].
According to other studies, the adsorption of Cr (VI) by activated sepiolite follows the following order:
acid activated-mercapto silane organic modified sepiolite > sulphur silane modified sepiolite > acid
activated modified sepiolite > natural sepiolite [48]. For the adsorption of Pb2+ thermally modified
sepiolite > natural sepiolite > and for the adsorption of Cd2+ thermally modified sepiolite > natural
sepiolite [49]. This provides a range of strategies for modification and sources of reactants to enable
optimization of technological approach.
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4.1. Acid Treatment

In acid treatment the reaction with carbonate in the sepiolite dissolves these impurities and clears
any surface obstruction. The H+ from the acid will replace the Ca2+, Mg2+, Na+, and K+ in the sepiolite
interlayer, and improves the access to the surface and cavities in the sepiolite and increases the surface
area and microporosity to provide improved adsorption performance [48,50,51].

4.2. Thermal Treatment

Thermal modification of sepiolite is the process of calcining natural sepiolite at different
temperatures. At the different temperatures, the associated water in hygroscopic, zeolitic, and
coordinated and structural octahedral hydroxyls groups will be removed to reduce the water
film resistance, increasing the porosity and in doing so, improving the adsorption performance
of sepiolite [52–54].

In calcination temperatures around 500 ◦C, the adsorbed water disappears from the sepiolite
structure and apertures expand, with magnesium loss from the mineral structure. This increases the
metal ion space, which is beneficial for the removal of Cr3+, at the same time. The removal ability of
heavy metals from wastewater was improved because of the change of internal cavity structure of the
thermally treated sepiolite [55].

4.3. Magnetic Modification

After treatment of heavy metal contaminated wastewater by sepiolite, it is difficult to achieve
good separation of mineral/water mixtures, which leads to the difficulty of secondary reuse of sepiolite.
The magnetization of sepiolite provides an effective way to facilitate separation and allows further
treatment and/or reuse. In addition to using iron-based systems, the Fe3+ present in the modified
sepiolite has oxidative properties, and the dissolution of Fe3+ adds acidity, which is beneficial to the
removal of heavy metal ions [46,56–58]. In the process of adsorption, the phase structure of magnetic
sepiolite did not show any obvious change. The adsorption mechanism is an ion exchange process
between heavy metal ions and zeolite in the magnetised sepiolite crystal and coupled adsorption
occurs between the heavy metal ions and the hydroxyl groups (Fe–OH and Si–OH) on the surface of
magnetised sepiolite [59].

4.4. Organic Modification

Organic modification uses a range of molecules such as surfactants, polymerised organic matter,
or microorganisms to load or graft copolymerization to the surface or in a cavity of the sepiolite and
modify its structure and the properties of the material surface. This is a relatively new area of research
for metal removal from wastewater [48,60–63].

4.5. Acid Thermal Treatment

Acid thermal modification combines acid treatment with thermal modification of sepiolite.
This approach to removing metal ions from water is widely used, and the adsorption using this
acid thermal modified sepiolite is much better than for natural sepiolite, or separate acid modified
and thermal treatment sepiolite. The sepiolite was treated with hydrochloric acid solution, and then
calcinated at 450 ◦C, and subsequently used to treat Zn2+, Pb2+, Cu2+, and Cd2+ in solution through an
ion exchange and surface complex adsorption process [48].
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5. Examples of the Application of Sepiolite to Potentially Toxic Element Removals from Aqueous
Environmental Systems

It has been reported that sepiolite-based materials can be used to remove a wide range of pollutant
elements from water and soils. We focus on reports relating to the key pollution metal elements in
Hunan province (Hg, Cd, Pb, and Cr), where most of the research is still at the bench-scale phase.

5.1. The Removal Hg2+ from Wastewater

There are few studies on the removal of mercury ions using sepiolite and modified sepiolite.
Those that are available show that modified sepiolite has a significantly improved effect on Hg2+

removal. As shown in Figure 2, the removal of Hg2+ was more than 90% after acid modification, acid
thermal modification, and organic modification, compared with the natural sepiolite (about 50%).
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Figure 2. The removal of Hg by sepiolite and various modified sepiolite products [64–66].

The mechanism of removing Hg2+ using sepiolite and different modified conditions is also
different. The reaction mechanism for acid modified sepiolite is the dissolution of the impurities in
the sepiolite by the acid, at the same time, the pore area is enlarged, and the acidic hydroxyl group
is exposed to contact with the Hg ions [65]. In the case of acid thermal treatment, the mechanism of
the reaction with adsorbing ions is mainly due to the combination the approach for both acid and
thermal activation. The process of dissolving the impurities in the sepiolite results in improved thermal
removal of the structural water in the sepiolite and contact resistance is reduced. The combined effect
is better than that of pure acid modification or thermal modification [66]. The reaction of sulfhydryl
modified sepiolite for Hg2+ conforms to the pseudo-second-order kinetics equation, and adsorption
of Hg2+ onto sepiolite fits Langmuir and Freundlich isotherm models. The regression coefficient
(R2 = 0.994) suggests that Hg2+ adsorption on sepiolite more closely followed the Langmuir model.
The sulfhydryl modified sepiolite has a smoother surface, and its internal pores are enlarged, and
the increased negative charge is conducive for reaction with metal ions, so as to more effectively
remove the Hg2+ [64].
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5.2. The Removal of Cd from Wastewater

Studies found that the adsorption reaction of sepiolite with Cd2+ conforms to a pseudo-second-
order kinetics model, and its R2 is 0.999. It also satisfies the isothermal adsorption model of both
Langmuir and Freundlich, and the degree of fit to the Langmuir isothermal model is high (R2 = 0.999).
The saturated adsorption capacity of sepiolite for Cd2+ was 11.48 mg/g, and the saturated adsorption
capacity of the acid modified sepiolite for Cd2+ was 13.62 mg/g [67,68]. The study on the adsorption
of heavy metal Cd by sepiolite on acid and thermal treatment found that the adsorption of Cd2+ was
increased by calcining the sepiolite, the main reason is that the CaO produced by the high temperature
roasting makes the liquid alkaline, so that the Cd2+ was removed by precipitation reactions, in the
process of acid treatment, the treatment effect of sulfuric acid is better than that of nitric acid and
hydrochloric acid, which is due to the precipitation reaction between H2SO4 and Cd2+ [69]. The reaction
mechanism of magnetic modified sepiolite to treat Cd2+ showed that the degree of fit to the Langmuir
isothermal model was higher than Freundlich model, which indicates that the adsorption reaction of
magnetic modified sepiolite and Cd2+ was based on single ion layer surface coverage [70]. Figure 3
shows that the adsorption capacity of Cd2+ was increased 3–17 times after modification, especially for
the combined acid thermal modification.
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Figure 3. Adsorption capacity of Cd by sepiolite from solutions [66,68,70,71].

5.3. The Removal of Pb from Wastewater

The adsorption of Pb2+ with sepiolite and modified sepiolite departs from the Langmuir
isothermal model, as a result of the precipitation caused by the reaction. The reaction mechanism is not
only due in part to the complexation at the ion exchange surface, but also that the Pb2+ will precipitate
during the reaction process [68]. The reaction mechanism of sulfhydryl modified sepiolite and Pb2+

fits well with the Freundlich isothermal model, and it also conforms to the pseudo-second-order
kinetics, for which the R2 = 0.9976, and its maximum adsorption capacity for Pb is 97 mg/g [63].
The adsorption of Pb by natural sepiolite and iron oxide-coated sepiolite was found that both fit well
with the Freundlich and Langmuir isothermal models, with the degree of fit for the Langmuir model
was the best (R2 = 0.990). It can be seen that the reaction mechanism of sulfhydryl modified sepiolite
and natural sepiolite and iron oxide coated sepiolite differ. The introduction of sulfhydryl group and
the stable coordination bond with the heavy metal ions in the sulfhydryl group have a good influence
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on adsorption, the adsorption effect of iron coating sepiolite on pollutant metals is higher than that for
natural sepiolite, which may be due to replacement of the zeolite water in the sepiolite and increase
in adsorption sites [72,73]. In addition, the effect of organic modification (dodecyl benzene sulfonic
acid sodium and sodium chloride modified sepiolite) on the adsorption of Pb2+ is greater than that
of unmodified sepiolite and its mechanism is related to the organic modification providing surface
enrichment of macromolecule groups for the adsorption of metal ions. Adsorption isotherm has a good
fit to the Langmuir model and pseudo-second-order kinetic equation, the quasi secondary maximum
adsorption capacity is 226.8 mg/g [74]. The sepiolite has a good performance for the adsorption of
Pb2+ after acid soaking and high temperature calcination, and its removal at 50 mg/L Pb2+ is 80.9%.
The reaction has a best fit to the Freundlich adsorption isotherm [75].

5.4. The Application of Remove Cr in the Wastewater by Sepiolite

The mechanism for sepiolite adsorption of Cr (VI) occurs in two stages. Firstly, to remove part
of the contamination by surface of physical adsorption, followed by the likely reduction of Cr (VI) to
Cr (III) [76,77].

At pH = 2, it was found that amine functionalized natural and acid-activated sepiolites [78] had the
best adsorption effect on Cr (VI), and the adsorption capacity was 37 mg/g and 60 mg/g, respectively.
The system showed a good fit to the Freundlich isothermal model compared with Langmuir and D–R
isothermal models. It shows that in the process of adsorption should be simultaneously to multiple
sites. By analyzing the R2 value for the pseudo-second-order kinetics, the cause of limited adsorption
efficiency in chemical adsorption process can be analyzed. In the study of the adsorption treatment of Cr
(VI) with sepiolite-supported nanoscale zero-based iron (S-NZVI), the maximum adsorption capacity
of S-NZVI for Cr (VI) was 43.86 mg/g, with its response fitting well to the Freundlich isothermal
model, the R2 is greater than for Langmuir isothermal model, which suggested that that is due to the
S-NZVI surface heterogeneity the effects on the Cr (VI) removal, the linear relationship between the
removal of Cr (VI) and the input of S-NZVI fits to pseudo-first-order kinetics [77]. In the study of
the adsorption of Cr on magnetic modified sepiolite, it was found that the reaction is also strongly
related to the Freundlich isothermal model. This shows that the magnetic surface of modified sepiolite
exhibits heterogeneity, with adsorption between monolayer and multilayer adsorption mechanisms.
The reaction has a good fit to pseudo-second-order dynamics (R2 > 0.99) and the maximum adsorption
capacity was 3.6 mg/g. Compared with natural sepiolite, the removal of Cr (VI) by modified sepiolite
is much higher than for natural sepiolite [46].

Other studies of natural sepiolite adsorption of Cr3+, Cd2+, and Mn2+ showed the best adsorption
effect for Cr3+ was on natural sepiolite, with good fit to the Langmuir isothermal model. The adsorption
process is not only the ion exchange, but also the formation of complex and surface adsorption [79].

6. Regeneration of Sepiolite

The process of regeneration of modified sepiolite treated with wastewater is to restore most of
the adsorption capacity of sepiolite, so that the material can be reused, reducing operational costs
and preserving resources, which fitswith green production process philosophy. At present, there are
few reports on the adsorption and regeneration of sepiolite, and it is of great significance to find an
economical and efficient method for the treatment of waste water [80,81].

The method of sepiolite regeneration includes: acid regeneration, alkaline regeneration, and
salt regeneration. Jia et al. used salt regeneration to regenerate the sepiolite that had adsorbed
Zn2+, it shows that the capacity adsorption of regenerated sepiolite is still high although some minor
reduction occurs [82]. The adsorption ability of sepiolite pre- and post-regeneration is shown in Table 2.
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Table 2. The adsorption ability of sepiolite before and after regeneration.

Regeneration
Methods

Metal (s) Before Regeneration After Regeneration Reference

HCl

Ga3+ The removal is 98.8% The removal is 94.4% after the fourth
cycle of adsorption–desorption [83]

Pb2+ equilibrium absorption
capacity is 638.9 mg/g

The equilibrium absorption capacity is
489.2 mg/g after fifth cycle of
adsorption–desorption

[84]

HNO3

Pb2+ The saturated adsorption
capacity is 114.2 mg/g

The saturated adsorption capacity is
97.6 mg/g [66]

Hg2+ The saturated adsorption
capacity is 84.6 mg/g

The saturated adsorption capacity is
64.1 mg/g [66]

Cd2+ The saturated adsorption
capacity is 71.9 mg/g

The saturated adsorption capacity is
52.5 mg/g [66]

Fe3+ /
Removal of iron ions was decreased
less than 5% after the fourth cycle of
adsorption-desorption

[85]

NaOH

Co2+ The sorption capacities of
Co2+ is 16.02 mg/g,

The sorption capacities of Co2+ is 14.50
mg/g after the sixth cycle of
adsorption-desorption

[86]

Cd2+ The sorption capacities of
Cd2+ is 12.38 mg/g

The sorption capacities of Cd2+ is 10.99
mg/g after the sixth cycle of
adsorption–desorption

[86]

Sb /
Removal efficiency was decreased less
than 7% after the fifth cycle of
adsorption–desorption

[87]

NaCl Pb, Zn /
Removal efficiency was decreased by
21.27% after the fifth cycle of
adsorption–desorption

[88]

From Table 2, we can see that the regenerated sepiolite maintains good adsorption properties for
metals ions. Li et al. [87] used hydrochloric acid, sodium chloride, and sodium hydroxide in three ways
to regenerate the sepiolite. It was found that NaOH had the best treatment effect on the regeneration
of sepiolite, and the treatment effect was similar with that of water and sodium chloride, with the
use of hydrochloric acid being the poorest. Li et al. [88] used two different kinds of acid, salt and
alkaline, to study sepiolite regeneration, and showed that the NaOH and nitric acid had the best effect
on sepiolite regeneration, but hydrochloric acid and NaOH treatments were not ideal for sepiolite
re-use. Yan showed several different methods for the regeneration of sepiolite: two acid regeneration
(HNO3, HCl), alkaline regeneration, and salt regeneration. It shows that the removal of metal ions was
reduced by 19.72% when the regenerating solution is HNO3, the removal of metal ions was reduced
by 16.28% when the regenerating solution is HCl, for NaCl, it was reduced by 5.32% and after five
steps, for NaOH, the removal of metal ions was reduced by 6.24% [89]. The results of these trials show
that regeneration process is metal specific, which must be considered when developing protocols for
full trials and field applications.

7. Conclusions

Pollution from mining and industry continues to be serious environmental problem in Xiangjiang
Valley, which is the key rice production area in Hunan province. We need to identify approaches to deal
with the protection of the food chain over widespread areas. Adsorption is still an effective technology
for removing metals from water, but requires careful consideration to deal with multiple metals,
sources, and regional scale contamination. In this review, sepiolite based materials were selected
as target adsorbents for heavy metals removal because of their local abundance and potential cost
effective application. The characteristics and function of natural and modified sepiolites are reviewed
and compared. The sorption performance of modified sepiolite obtained from acid, magnetic, organic,
and thermal treatment is significantly improved over natural materials and can be re-used through
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regeneration. These methods include acid, alkaline, and salt regeneration. The sorption performance
of sepiolite after regeneration is greater than 70% of its original performance.

We identified that the relatively low efficiency for heavy metal removal by natural sepiolite was
because of the scarcity of exchange sites for contaminant metal ions and capacities are much lower
than other synthetic sorbent materials. However, the modification of sepiolite is viable and provides
potentially useful adsorption capacity. However, the process of modification also increases the cost of
any potential application. In our review, few reports have considered the cost–benefit for modification
of sepiolite and application of modified sepiolite on removing metals. Most studies still focus on the
mechanism of modification and regeneration of sepiolite. In order to fully establish the potential of
sepiolite, as a low-cost and effective adsorbent, further field scale research involving a product life
cycle approach is required. This will identify the full potential of local resources to treat local pollution
and meet with recent national (China) international (EU–China) agreements on resource conservation
and environmental protection.
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Abstract: Background & Objectives: Today, to support public policies aiming to tackle environmental
and health inequality, identification and monitoring of the spatial pattern of adverse birth outcomes
are crucial. Spatial identification of the more vulnerable population to air pollution may orient health
interventions. In this context, the objective of this study is to investigate the geographical distribution
of the risk of preterm birth (PTB, gestational age ≤36 weeks) at the census block level in in city of Paris,
France. We also aimed to assess the implication of neighborhood characteristics including air pollution
and socio-economic deprivation. Material & Methods: Newborn health data are available from the
first birth certificate registered by the Maternal and Child Care department of Paris. All PTB from
January 2008 to December 2011 were geocoded at the mother residential census block. Each census
block was assigned a socioeconomic deprivation level and annual average ambient concentrations
of NO2. A spatial clustering approach was used to investigate the spatial distribution of PTB.
Results: Our results highlight that PTB is non-randomly spatially distributed, with a cluster of high risk
in the northeastern area of Paris (RR = 1.15; p = 0.06). After adjustment for socio-economic deprivation
and NO2 concentrations, this cluster becomes not statistically significant or shifts suggesting that
these characteristics explain the spatial distribution of PTB; further, their combination shows an
interaction in comparison with SES or NO2 levels alone. Conclusions: Our results may inform the
decision makers about the areas where public health efforts should be strengthened to tackle the risk
of PTB and to choose the most appropriate and specific community-oriented health interventions.

Keywords: air pollution; neighborhood deprivation index; preterm birth; spatial approach

1. Introduction

Adverse birth outcomes are important public health issues including preterm birth (PTB) and
low birthweight (LBW). Over the past 20 years, the literature confirmed that, in developed countries,
PTB remains a risk factor of adverse health outcomes including neonatal mortality and short- and
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long-term morbidity [1–8]. PTB is also recognized as a risk factor for LBW, delayed motor and social
skills, as well as learning disabilities [9].

Various contextual determinants, characterizing place where people live, have been reported
to be associated with births outcomes, including socio-economic, demographic characteristics and
environmental factors such as exposure to environmental contaminants. Several studies concluded
that prenatal development is a window of high susceptibility to the adverse impact of environmental
nuisances, in particular ambient air pollution [10–17] More specifically, studies revealed that maternal
air pollution exposure such as particulate matter ≤10 and ≤2.5 μm in diameter (PM10 and PM2.5)
and nitrogen dioxide (NO2) reduced birth weight and increased the odds of low birth weight and
preterm birth, [11,12,18]. While findings for PTB remains inconsistent in the literature (depending,
in particular, on the study design, exposure assessment, pregnancy periods and adjustment for
confounders [12,18–21]), experimental studies support plausible biological mechanisms explaining, for
instance, how air pollution exposure could reduce gestational age via placental inflammation linked to
oxidative stress [22].

In addition, some studies suggested that the adverse health effect of maternal environmental
exposure may be influenced by other contextual or individual characteristics (such as sex,
socioeconomic position and psychological factors [12,23–25]). Many authors concluded that health
risk related to environmental exposure may be different according to the socioeconomic level
of populations [26–30]. For instance, Yi et al. in 2010 found a three-fold increase in the PTB
risk for an increase in PM10 concentrations among babies born in low-income groups [27] and
Carbajal-Arroyo et al. in 2011 revealed a significant increase in the risk of all-cause mortality only
among infants with low and medium SES [31]. These social inequalities in air pollution exposure of
pregnant women and newborns are a public health issues. Additional studies are needed in Europe to
improve our level of understanding concerning the underlying mechanisms explaining the existence
of environmental inequality and to tackle this public health issues [32].

In epidemiological studies, quantifying the strength of the association between risk factors and
health outcomes constitute pivotal information to document causality. However, these measures
provide limited guidance for effective policies aimed at improving population health and reducing
health inequalities. Spatial approaches may bring, in complement, useful information to help
policymakers to elaborate on the choice of intervention.

To our knowledge, few epidemiological studies investigated the spatial distribution of PTB.
For instance, in Philadelphia, using a descriptive geographic-spatial approach conducted at census
tract level, Boch et al. investigated the geographical patterns of the prevalence of PTB and examined its
relationships with race, poverty, crime, and natality [33]. Today, the use of geographical information
system for mapping adverse birth outcomes and maternal addresses, while more and more popular,
is not sufficient to highlight areas that exhibit a higher risk. Additional spatial analyses are required
to explore the spatial pattern of adverse birth outcomes and the spatial implication of neighborhood
characteristics that may explain it. In Worcester, Ogneva-Himmelberger et al. in 2015 studied the
spatial distribution of preterm births by racial groups to identify spatial clusters using mother’s
residence address such as point location. Using two different spatial clustering methods, they analyzed
associations between PTB and neighborhood characteristics including distance to major roads, exposure
to hazardous air pollutants from stationary sources, access to vendors of healthy food, and access to
green space and parks [34].

To our knowledge, no study has investigated the geographical distribution of PTB and its spatial
association with the level of deprivation and the concentrations of air pollution measured at a small
spatial scale. Indeed, to assess spatial patterns of health outcomes and its risk factors, fine spatial
scale has been recommended in order to increase the homogeneity of specified variables within each
area (such socioeconomic characteristics in this present study) and maximized differences between
areas [35,36]; it is particularly important, when the study area, as in Paris city, presents a high
population density per km2 with contrasted socioeconomic profiles. In addition, investigations of the
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spatial distribution of health events and risk factors conducted at the state or county level may not
provide useful results for development of local policies or local decisions aiming to tackle social and
environmental inequalities [37]. Small- spatial scale analyses appear to be an appropriated statistical
unit to identify areas of high risk of PTB for targeted interventions and for reduction of inequalities
in PTB.

In our study, spatial approaches appear to be the most appropriated to examine the spatial
distribution of health risk and neighborhood characteristics. Using Kulldorf methods, we sought to
perform clustering analysis to map the spatial distribution of the relative risks and to investigate the
spatial implication of neighborhood characteristics. Unlike more traditional epidemiological studies
which implement logistic regression to estimate impact of air pollution on the risk of preterm birth,
with our approach we aim to answer to the same objective with an additional constraint related to
spatial distribution of the health event. For example, Sabel et al. revealed that the relative risk (RR) of
the pneumonia and influenza cluster adjusted for age, sex and deprivation is 1.92 whereas, the relative
risk for the age, sex, deprivation and air pollution adjusted cluster is 1.99, respectively. However, these
two clusters were not located in the same part of the territory and include different numbers of Census
Area Unit (CAUs) while the risks estimated were similar [38]. More recently, Kihal et al. in France,
found that the RR of end-stage renal disease (ESRD) incidence adjusted for sex, age and rural typology
was 1.5, whereas the RR adjusted for age, sex and socioeconomic deprivation was 1.44. However, even
estimated RR were similar; the two clusters were located at different part of the region: the first in the
South-western part and the second in the extremely western Bretagne) and contained also different
numbers of census blocks [39].

In this context, the localization of small geographical areas that exhibit a high PTB risk and their
fine description may facilitate actions closely targeted towards areas most at risk: it is precisely the
objective of this study. This work is not intended to reveal any causal pathway between neighborhood
characteristics and PTB risk, an objective that requires other study designs [40,41].

2. Materials

2.1. Study Area

The study area is the city of Paris which counts about 2,250,000 inhabitants. We used the smallest
census unit area whose aggregate data can be used on a routine basis: the Ilots Regroupés pour
l’Information Statistique (IRIS: the French acronym for ‘blocks for incorporating statistical information’).
The IRIs is a sub-municipal French census block defined by the National Institute of Statistics and
Economic Studies (INSEE). This statistical unit averages 2000 inhabitants and is constructed to be as
homogenous as possible in terms of socioeconomic and demographic characteristics and land use.
Paris is subdivided into 992 census blocks with a mean population of about 2199 inhabitants and a
mean area of 0.11 km2.

2.2. Health Data: Preterm Birth

The preterm birth case has be defined according to the definition of World Health Organization
(WHO) [42,43]: it corresponds to a neonate born before 37 weeks of pregnancy (gestational
age ≤36 weeks). The preterm birth cases were identified from the first birth certificate information
registered over the period 2008–2011 by the Maternal and Child Care department of Paris (named PMI,
for Protection Maternelle et Infantile). This certificate is completed by parents and health professional
before exit of the maternity and then sent to the PMI unit of the department of residence.

All the postal addresses of mothers’ residency were geocoded at the census block level.
For confidential concerns, to be in agreement with the ethical authorization provided for this study,
it was not possible to keep individual localization of the newborn. The number of cases was aggregated
at census blocks level for the statistical analysis.
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2.3. Air pollution: Nitrogen Dioxide (NO2)

Annual NO2 concentrations were modelled from a grid of 25 × 25 m resolution throughout the
study period (2008–2011) by the local air quality monitoring networks corresponding to the Ile de
France region (AirParif: http://www.airparif.asso.fr/). The ESMERALDA inter-regional platform for
air quality mapping and forecasting (www.esmeralda-web.fr) provided background pollution data,
while the STREET dispersion model [44] was used for traffic-related pollution.

AirParif used a deterministic model which integrates various input parameters including
linear (main roads), surface (diffuse road sources, residential and tertiary emissions) or industrial
point sources and meteorological data (temperature, wind speed and direction, relative humidity,
barometric pressure). More than 200 points sources were selected from the regional emission inventory.
Emissions for traffic roads were estimated using the regional traffic network and the COPERT III
European database for the 2002–2006 period, and COPERT IV for the 2007–2012 period. Concerning
meteorological data, the Mesoscale Meteorological model (MM5: www.mmm.ucar.edu/mm5)
developed by the Division of the NCAR Earth System Laboratory (NESL) was used. The NO2

background concentrations were determined by combining monitored NO2 concentrations from
monitoring stations and those modeled at a regional scale from the ESMERALDA. The NO2

road traffic concentrations estimated from the STREET software model were added to NO2

background concentrations. Air pollutant concentrations were then aggregated at census block
scale in order to obtain annual mean NO2 concentration for each census block (for more detail see
Kihal-Talantikite et al. [45]; Deguen et al. [46]) over the study period.

NO2 pollutant was chosen for several reasons: while data of PM10, PM2.5 and NO2 were available
at the time of the study, we privileged the NO2 because this pollutant is recognized to be a good tracer
of traffic and other combustion sources (major problems in Paris) [47]. It is also well known that the
spatial variability of NO2 concentrations is higher than that of particulate matter [48]; a crucial point
especially for spatial analysis; previous studies already revealed that exposure to NO2 may be related
to adverse birth outcomes [11,12,49–51]. NO2 has been shown to be the best available indicators of
local traffic emissions [48]. Finally, the correlation coefficients between NO2 and, PM10 and PM2.5 are
very high: r = 0.95 and 0.93, respectively (see Figure S1 and Table S1 in Supplementary Materials).

2.4. Socioeconomic Deprivation Index

To characterize the level of socioeconomic deprivation at the census block scale, an index was
created (details in another study [52]). The socioeconomic and demographic variables were provided
by the 2010 national census at census block level. Briefly, a principal component analysis was used
to select 15 variables out of 41 initial socioeconomic and demographic variables. Previous ecological
studies have demonstrated this index’s ability to capture environment-related socio-spatial inequalities
in France [53–55].

3. Methods

3.1. Spatial Methodology

To investigate the spatial distribution of PTB risk at census block level in Paris, we used a spatial
scan statistic approach implemented in the SaTScan software [56].

The null hypothesis (H0) tests whether the risk of PTB is equi-distributed throughout the study
area. The alternative hypothesis (H1) tests if there is an elevated PTB risk within the cluster in
comparison with census blocks outside the cluster.

In our study, the Poisson probability model implemented in the SaTScan software [56] was chosen
as cluster analysis method. The number of PTB cases (a rare event) in each census block is assumed
to follow a Poisson distribution. The input data for the Poisson model are the cases (PTB) and the
population at risk (all birth) to determine if there is significant spatial clustering of the cases.
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We therefore compute a relative risk (RR) in each census block weighted by the population at risk
count in each census block. The RR is estimated as the observed divided by the expected cases within
the cluster divided by the observed divided by the expected cases outside the cluster (Equation (1)):

RR =
c/E[c]

(C − c)/(E[C]− E[c]
=

c/E[c]
(C − c)/(C − E[c])

(1)

where c is the number of observed PTB cases within the cluster and C is the total number of PTB cases
in the data set. Note that since the analysis is conditioned on the total number of cases observed,
E[C] = C.

The procedure to identify the most likely cluster is structured as follow. First, a circle of radius,
varying from zero up to 50% of the population size [57], is placed at the centroid of every census blocks.
Second, the circle moves across the study area to compare the PTB rate within the circle with what
would be expected under a random distribution. Therefore, an infinite number of circles were created
around each centroid, with the radius anywhere from zero up to a maximum so that at most 50 percent
of the population is included.

The scan statistic approach is likelihood based. The most likely cluster can be selected and tested
for statistical significance. The likelihood function for the Poisson model is detailed in Equation (2):(

c
E(c)

)c( C − c
C − E(c)

)C−c
I () (2)

where C is the total number of PTB cases, c is the observed number of PTB cases within the window
and E[c] is the covariate adjusted expected number of PTB cases within the window under the null
hypothesis. Note that since the analysis is conditioned on the total number of cases observed, C-E[c] is
the expected number of cases outside the window. I () is an indicator function.

The identification of the most-likely clusters is based on a likelihood ratio test [58] with
an associated p-value obtained using Monte Carlo replications [59]. The number of Monte Carlo
replications was set to 999 to ensure adequate power for defining clusters and considered a 0.05 level
of significance (p value derived from 999 replications).

3.2. Analytical Strategy and Results Interpretation

• When a significant most-likely cluster (with p < 0.05) was detected, the next step consist in taking
into account the neighborhood characteristics to see whether or not the significant cluster can be
explained by them. Spatial analyses were structured in four successive steps: A crude (unadjusted)
analysis, to identify and localize the most-likely cluster of high risk of PTB.

• An adjusted analysis for NO2 concentrations
• An adjusted analysis for socioeconomic deprivation index
• One final adjusted analysis for air pollution and socioeconomic deprivation index including

interaction between the two variables.

To incorporate covariates in the model, we categorized NO2 concentrations and socioeconomic
deprivation index into five groups according to the quintile of their distribution. Because the SaTScan
software does not allow for an interaction term to be accommodated in the model, we created several
dummy variables combining the socioeconomic deprivation and the air pollution categories.

At the first step, a statistically significant test means that the risk of PTB is not randomly distributed
in the city of Paris: a cluster of census blocks presents a significant increase in PTB risk in comparison
with census blocks located outside the cluster [59].

For the three others steps, when the models are adjusted on one or more co-variables, according
to the Kulldorff studies [57], several statistical criteria were used to test the H0 hypothesis: the cluster’s
localization (the shift or the disappearance of the cluster, or no changes), the level of statistical
significance of the cluster and the likelihood ratio value of each model.

73



Int. J. Environ. Res. Public Health 2018, 15, 1895

According to these criteria, there are three possible results: If, after adjustment, the most likely
cluster remains in the same location, (whether or not this cluster is significant) and its likelihood ratio
decreases, then it means that the variable(s) incorporated in the model explain partially the excess
risk [56]; If the most likely cluster shifts (the centroid of the cluster changes), this suggests that the
covariate(s) in the model explain the cluster’s excess risk [56] allowing the identification of second
cluster. Finally, if the most likely cluster disappears totally, it means that the adjusted PTB risk is now
randomly distributed over the study area. To map and visualize the spatial location of the statistically
significant most likely clusters, we used ArcGis software (ESRI, Meudon, France).

4. Results

4.1. Description of the Population

A total of 115,112 births were recorded during the study period 2008–2011. After exclusion of
all birth with unknown birth weight, gestational age, with birth weights less or 500 g, we counted
110,746 singleton births (about 3.8% of the total births were excluded). When, we excluded also
newborn without address (about 4.9%); the total singleton births include in the study is 105,346.
Among them, 4871 births occurred before 37weeks of pregnancy. The rate of PTB in Paris was
4.6% overall during the study period (2008–2011). Figure 1A shows that low PTB rates, below 3%,
are concentrated in the west-central part of Paris while in the north eastern areas, the PTB rate
reaches 6 −15%. The geographical pattern of socioeconomic deprivation index is readily observed:
the wealthiest census blocks are located in the western part of Paris while the most socioeconomically
deprived neighborhoods are located in the northeast and along the perimeter (much trafficked highway)
of Paris (Figure 1B). During study period, the PTB rate among women living in deprived census blocks
is 4.9% (n = 241) compared to 3.18% (n = 155) among women living in less deprived census blocks
(Significant Kruskal-Wallis test: p-value < 0.0001).

(A)

Figure 1. Cont.

74



Int. J. Environ. Res. Public Health 2018, 15, 1895

(B)

(C)

Figure 1. (A): Spatial distribution of crude preterm birth rate in census block areas within Paris;
(B): Spatial distribution of socio-economic deprivation index in census block areas within Paris;
(C): Spatial distribution of NO2 average concentrations from 2008 to 2011 in census block areas
within Paris.
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All the census blocks have an annual average concentration of NO2 over the study period
2008–2011 higher than the European limit fixed to 40 μg/m3. The spatial distribution of the
NO2 concentrations reveals a clear gradient from the north-western part of the city (the highest
concentrations level >55.8 μg/m3) to the south-east part (the lowest concentrations level <50.6 μg/m3)
(Figure 1C).

4.2. Neighborhood Socio-Economic Deprivation, NO2 Ambient Air Concentrations and Spatial Distribution of
PTB in Paris

Figure 2 highlights the census blocks including in the most likely clusters of high risk of PTB,
their location and spatial shift of centroids from unadjusted clusters to covariate-adjusted clusters.
Table 1 summarizes the results of the spatial analyses: the most likely clusters, the number of census
blocks, radius and relative risks (RR, the ratio of the observed- to-expected number in each census
blocks estimated by SaTScan) for each cluster.

Table 1. Summary statistics of the most likely clusters of preterm birth risk and spatial relocation
resulting from the adjustment analysis.

Analysis
Control

Variables
Cluster
Radius

No of Census
Blocks/No. of Birth

in the Cluster

No of
Expected

Cases

No. of
Observed

Cases
RR LLr Shift p-Value

Unadjusted a

No adjustment 2816.01 169/25,503 1179.94 1310 1.15 9.23 - 0.06

Adjusted b

1 Annual
concentration

of NO2

1125.2 17/2814 130.84 181 1.40 8.84 Same
zone 0.08

SESc index 673.67 19/2396 104.95 140 1.34 5.42 Yes 0.81

NO2 and SES
level 673.67 19/2396 106.95 140 1.32 4.76 Yes 0.97

RR: relative risk; LLr: log likelihood ratio; a Unadjusted analysis, to identify and localize the most likely cluster(s)
of high risk of PTB; b Adjusted analysis for (1) NO2 concentration, (2) socio-economic deprivation index, (3) NO2
concentration and socio-economic deprivation index; c Socio-economic deprivation index.

Unadjusted analysis (Figure 2A) reveals that the most likely cluster is located in the northeast
part of Paris. Within the cluster, the risk of PTB is 1.15 times greater than in the rest of the study area
(p-value < 0.06; Table 1). A total of 169 census blocks composes this most likely cluster, corresponding to
about 25,503 inhabitants. The secondary cluster detected is not statistically significant (p-value = 0.89).

After adjustment for NO2 concentrations (Figure 2B), the most likely significant cluster is reduced
(the radius decreases) and hosts 17 census blocks and 2,814 inhabitants. The risk of PTB increases in
comparison with the crude estimate (RR = 1.40, p-value = 0.08). The centroid of the cluster shifts and
the likelihood ratio slightly decreases from 9.23 (crude model) to 8.84 (adjusted model on air pollution)
(Table 1), which suggests that the spatial distribution of NO2 concentrations partially explain the excess
risk of PTB observed in the unadjusted analysis.

After adjustment for socio-economic deprivation (Figure 2C), the most likely significant cluster
shifts in South-Eastern Paris and the radius substantially decreases in size as well as the likelihood
ratio (from 9.23 in the unadjusted model to 5.42) (Table 1). The remaining excess risk becomes not
significant (RR = 1.34, p-value = 0.8). This indicates that socioeconomic deprivation explains a great
part of the excess risk of PTB observed in the unadjusted analysis.

After joint adjustment for socioeconomic deprivation index and NO2 concentrations: the most
likely cluster totally disappears. The likelihood ratio falls from 9.23 to 4.76; we also observed a
likelihood ratio decrease when comparing with the model adjusted for socioeconomic deprivation
index only (Table 1). The most likely cluster is not significant and located in the same zone in
South-Eastern Paris (RR = 1.32; p-value = 0.97). This result indicates that the excess risk of PTB detected
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from the unadjusted analysis is entirely explained, by the spatial distribution of NO2 concentrations
and socioeconomic deprivation.

In our study, the major finding is that while adjustment for socioeconomic deprivation level was
the essential variable explaining the most likely cluster (as shown in Table 1), further adjustment
for NO2 concentrations reduces the LLR to a larger degree than that obtained in the model with
socioeconomic deprivation level alone or with the NO2 concentrations alone.

Figure 2. Spatial relocation of the most likely cluster of unadjusted PTB risk (A); after adjustment for
NO2 exposure (B); after adjustment for NO2 exposure and socio-economic level (C). Legend: the dark
area represents the census blocks included in the most likely cluster of high risk of PTB.

5. Discussion

To our knowledge, such a work, exploring the spatial association of neighborhood characteristics
on geographical variations of PTB at such a small-scale level had never been performed. For this reason
it is difficult to compare our findings with others. Our study shows that neighborhood socioeconomic
deprivation and average NO2 concentrations over years need to be considered in the interpretation of
the spatial disparities in PTB in the city of Paris.

First, not surprisingly, NO2 concentrations only explained a very small part of the spatial
variations of PTB across different census blocks. While several studies [12,18] have suggested that
maternal exposure to ambient air pollutants (PM10, PM2.5, NO2) are associated with various birth
outcome, the evidence regarding preterm birth is mixed and not conclusive. Some studies reported
significant associations between exposure during pregnancy to NO2 and PTB [14,60–63], while others
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did not [20,64–68]. Recently, Estarlich et al. reported a suggestive association between residential
exposure to NO2 during pregnancy and PTB among pregnant women who spent more time at
home [69]. They found that exposure during the second trimester and during the whole pregnancy
was associated with a higher risk of PTB. Johnson et al. in 2016, did not confirm the association
between NO2 exposure and PTB in New York City. Using the proximity to traffic as a proxy for air
pollution exposure, several studies show that the risk of preterm birth infants is significantly higher
among mothers who live near freeways or roadways or to major roads [70–75].

Several biological pathways emerge from the literature to explain the potential impact of exposure
to NO2 on PTB. Potential etiologic factors for PTB include inflammation, oxidative stress and
cardiovascular alterations [76,77]. Some studies suggest that maternal exposures to NO2 can increase
the risk of preterm delivery, via oxidative stress [78]. More recently, a second pathway through which
NO2 could alter pregnancy outcomes was proposed. Some studies [61,73] suggest that traffic-related air
pollution can related to some cause of PTB such as Preterm premature rupture of membranes (PROM).

Secondly, our findings revealed that the spatial distribution of neighborhood socioeconomic
deprivation index explained a great part of spatial repartition of the excess risk of PTB observed in
the crude analysis. This finding is coherent with previous works documenting the existence of a
social gradient of adverse pregnancy outcome including PTB. Majority revealed an inverse association
between PTB and various socioeconomic measures such as income [79–83], unemployment [84],
composite socio-economic score including Towsend, carstairs or other socioeconomic deprivation
index [85–89].

Recent literature review and meta-analysis concluded that living in a deprived neighborhood
is associated with risk of preterm birth [40,41]. Vo et al. in 2014 found that odds ratios for preterm
delivery significantly increased in the most deprived neighborhood quintile compared with the least
deprived quintile (odds ratio 1.23, (95% CI:1.18–1.28)) [41]. Ncube et al. in 2016 estimated an excess
risk of PTB equal to 27% (95%CI: 16%, 39%) among the most disadvantaged neighborhoods compared
with least disadvantaged [40].

Many hypotheses have been formulated explaining the pathways through which socioeconomic
status could be a potential risk factor of adverse pregnancy outcome including PTB:

(i) Psychological factors such as stressful life events or lack of social support, cohesive social
networks and reciprocal exchanges between residents [90–92].

(ii) Unhealthy lifestyle featuring factors such as smoking or poor maternal nutrition and excess
alcohol consumption especially around the time of conception [91,93–97].

(iii) Barriers and facilitating factors in access to healthcare such as availability of care, the ability to
get to and pay for available care, or to seek and utilize available care [30,98].

The accumulation of these risk factors which is more common in deprived neighborhood [99], can
contribute to maternal stress in turn can lead to higher levels of corticotropin-releasing hormone and
cortisol which could trigger contractions and/or the premature rupture of the membrane resulting in
PTB [100].

Finally, interestingly, our findings showed that the combination of socioeconomic deprivation
level and NO2 concentrations, tacking account the interaction, explain a larger part of the excess
risk of PTB estimated in the north-eastern Paris in comparison with analysis considering only
socioeconomic deprivation level or NO2 concentrations (even if the contribution of air pollution
is marginal compared to the one of socioeconomic deprivation index). These findings are coherent with
previous epidemiological studies. For instance, in the U.S. State of Georgia, Hao et al. in 2015 [101]
found that the strength of association between NO2 and PTB is higher for low education pregnant
women. In California, Padula et al. 2014 confirmed a stronger association among pregnant women
living in low socioeconomic status neighborhoods [60].

Two main hypotheses are more likely to explain the spatial implication of both NO2 exposure and
socio-economic deprivation in geographical distribution of PTB.
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(i) The first mechanisms—vulnerability differential—could explain the greater susceptibility to NO2

exposure of women living in the most deprived neighborhoods. Several studies demonstrated
that people with a lower socio-economic status may be more vulnerable to the health effects of
proximity to road, air pollution and noise exposure because they experience poorer health due to
their economic and psychosocial conditions [15]. Living in communities with lower household
income and education levels would also tend to increase vulnerability level to air pollution [102].

(ii) The second mechanism—combined vulnerability differential with exposure differential—may explain
the greater susceptibility to NO2 exposure of women living in the deprived neighborhood.
Although a majority of studies have found that people living in the most deprived neighborhoods
may be more vulnerable to environmental nuisances, some authors have hypothesized that those
living in middle deprived neighborhoods may have also a particular vulnerability. In this context,
high NO2 exposure may act on this particular sensitive subpopulation, as an exacerbating factor,
which, in combination with unfavorable living conditions, could generate greater health effects
than in the rest of the population. The assumption of a synergy of differential exposure and
vulnerability to explain our findings therefore seems highly probable.

Some research suggest that socioeconomic deprivation is spatially correlated with air
pollution [103,104], and thus may have synergistic health effects through common biological
pathways (e.g., chronic stress-induced inflammation, or dysregulation of immune and endocrine
systems [105]). Clougherty et al. observed that a heightened susceptibility to pollution, associated with
violence exposures or with fear thereof, may lead to synergistic health effects of social and physical
environmental conditions. Bandoli et al. provide evidence of synergistic effects of air pollution and
psychosocial stressors [106].

Strengths and Limitations

One strength of this work is the use of small area-level analyses allowing a correct understanding
of the geographic patterns of PTB. Moreover, this type of analysis is crucial for revealing local-level
health inequalities that are often masked when analysis is produced at large spatial scales.

Unlike geographical information system approach used to map and to visualize the spatial
trends of PTB risk, in our study, we use a spatial clustering approach allowing us to identify areas of
significantly elevated risk of PTB and to investigate spatial implications of adjustment for neighborhood
characteristics. Another strength of our study is the databases used in our analysis to investigate PTB
in France:

- Health data: the advantage of the data used in our study is the rate of completeness of the data
which reach 93% on average and the large population size, resulting in a small variability of our
estimates [107]. To our knowledge, this is the first French study investigate at fine spatial scale
the birth certificates which list all birth in Paris during our study period.

- Modeled air pollution data: the air pollutant modeling procedure used provides unbiased estimates
of exposure to ambient air pollution at census block level. This type of model was validated by
Jerrett et al. who demonstrated its effectiveness and reliability [108].

However, the interpretation of our findings must also consider some weaknesses. Our approach,
which uses ecological data, has several limitations. One is the absence of individual data such as
maternal age, marital status and number of previous births. In addition, race/ethnic differences
were not recorded in the first birth certificate because the French legislation prohibits the collection of
any data based on race and ethnicity. Therefore, all statistical unit are considered equal. Data about
the race/ethnicity were not available and were thus not included in our analysis. However, our
study rests on a fine geographical resolution scale—census block—which has been designed by the
Census bureau to be as homogeneous as possible in terms of population size and socio-economic and
demographic characteristics. The level of homogeneity of the census blocks ensures the minimization of
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ecological bias, and the findings from this spatial analysis tend to be close to what could be observed at
individual level [109,110]. Nonetheless, some degree of misclassification inevitably exists in individual
characteristics and environmental exposures, and these could results in associations being biased
towards the null. Another limitation is the absence of certain parental characteristics like lifestyle
behaviors [92,95,111] including maternal nutritional deficits or status toxicants such as nicotine, cocaine
or alcohol and access to healthcare [91,93–97,112]. Also, while socio-economic characteristics do not
change rapidly over time, exposure to air pollution is highly variable and the present study considerer
average NO2 concentrations over several years, the same value being assigned to all births that
occurred in the same census block, irrespective of seasonality. From our data, the crude estimate of
the PTB rate by season in Paris over the study period increase during the winter (rate of preterm
equal 5.12%) while in summer the rate is 4.36%. A recent meta-analysis study [113] revealed that
the pooled relative risks of preterm births increase during the winter months (maximum observed in
January) and the beginning of summer (maximum observed in June). The air pollution concentrations
follow similar temporal trend with the highest and lowest level in winter and in summer respectively.
Indeed, the main emission sources of nitrogen oxides are road traffic (56%) and residential sector
(18%) [114]. During summer, NO2 concentrations are lower, due to the slowdown of activities in the city
and in particular the decrease of road traffic associated with the holiday period, and also in link with
the chemistry of ozone formation. Due to the lack of data (we have not the daily concentrations of NO2

per census block), it was not possible to explore the air pollution PTB effect by season. This limitation
is a common feature of ecological studies as the one we conducted. Epidemiological approaches that
allow estimation of personal exposure information provide a complementary viewpoint, with their
own limitations.

Finally others characteristic such as green space could be associated with pregnancy outcome.
In previous work we describe conceptual framework with 3 hypothetical pathways by which green
spaces may have a beneficial effect on adverse pregnancy outcomes [55]. In addition, in recent study
conducted in the same study area—city of Paris, we assessed the spatial variability of heat-wave-related
mortality risk among elderly at the census block level and the most likely cluster for increased mortality
risk is located in the same zone of cluster of high risk of PTB, in the East of Paris. In this study, we found
that green space density had a protective effect [115]. In the future, It would be therefore interesting to
collect all environmental exposures data from various sources, with negative health impacts (air, water
and soil contamination, noise, etc.) or with positive effects (e.g., green space) and assess the effect of
cumulative exposure on PTB risk using composite exposure index which performed in French [116].

6. Conclusions

In a public health perspective, regarding maternal and child practice, individual-level
interventions predominate. However, adverse birth outcomes result from a complex combination of
individual determinants and behavior of the parents (more particularly the mother during pregnancy)
and the characteristics of the place where people live requiring appropriate ecological approaches.

Today, spatial approach constitutes a powerful tool to use in the context of the life course
perspective of health, and more specifically in reproductive health [117]. A healthy pregnant woman
is more likely to have a healthy newborn. In addition, neonates born in healthier place of residence
in term of environmental exposure and, living and social conditions will tend to have better health
trajectories throughout their life. The theoretical model suggests that adverse exposures (including
characteristics of the place where people live) accumulate over time since the birth and will increase
adverse outcomes during the adulthood period. In this context, this study is an attempt to fill the gap
regarding a need for spatial approaches to support priority setting and guide policy makers in their
choice of health interventions in general and on birth outcomes in particular. Our findings underscore
the area with increased risk for preterm birth where local authorities should focus their resources
and efforts to reduce health inequalities regarding birth outcomes. They highlight significant spatial
implication of neighborhood characteristics including socioeconomic deprivation level and maternal
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exposure to ambient air NO2, and their combination, which could guide policymakers in choosing
and developing the most appropriate and specific community-oriented interventions. We hope that
in the future this kind of approach will be more often used in public health studies especially in life
courses perspectives.
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Abstract: Children from disadvantaged families are particularly exposed to second hand smoke in
their home environment. Using a mixed methods participatory approach, we aimed at identifying
suitable media channels and appropriate content for a campaign increasing caregivers’ knowledge
about the risks of second hand smoke (SHS) exposure for their children and appropriate measures for
exposure reduction. In the first phase of the mixed method design, we evaluated knowledge and
norms about children’s SHS and perceived barriers for avoiding it. To this end, we conducted 26
one-to-one interviews with smoking caregivers of children below the age of six years. Subsequently,
we developed and illustrated core messages and identified appropriate communication channels.
These were evaluated in focus group discussions by 20 of the 26 interview participants. After a final
revision, 121 caregivers evaluated the campaign via an online questionnaire. Online social networks
were identified as the most suitable media channel. For these, we developed animated photos with
voiceovers addressing the potential consequences of SHS for children. The overall rating of the
campaign messages was promising. Participants confirmed that it was important to address the issue
in social media. However, sharing the pictures was considered unlikely due to the sensitive topic
of the campaign, while the importance of doctors or scientists being recognizable as a source was
highlighted. Employing a participatory approach, we developed an m-health campaign, which can
now be disseminated in social networks to reach the target population. The effectiveness of the
campaign should be evaluated.

Keywords: participatory research; second hand smoking; communication media; vulnerable
populations; migrants

1. Introduction

According to the estimates of the World Health Organization (WHO), each year 150,000 children
and adolescents die as a consequence of exposure to second hand smoke (SHS) [1]. Scientifically proven
is the relationship between SHS exposure and premature births, lower birth weight and irreversible
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organ damage. The latter include respiratory diseases such as asthma, sudden infant death syndrome
and otitis media [2].

In Germany, about 20% of children are exposed to SHS inside the home environment [3] compared
to 11% in the US [4] and 79% in Indonesia as examples for countries with relatively small/high exposure
levels [5]. While the introduction of smoke-free laws in Germany between 2007 and 2008 led to a
considerable reduction of SHS exposure in public places [6], there is no legislation with respect to
smoking at home or in cars [7]. The highest levels of SHS exposure are generally found among children
of disadvantaged and migrant families [3,8–12]. One explanation for this could be that individuals with
lower socio-economic status (SES) are less aware of the detrimental health effects of SHS and have less
knowledge regarding strategies to reduce SHS exposure [2,3,13]. Therefore, it has been recommended
that interventions should be tailored to the needs of families in difficult social or economic situations
and should take into account cultural barriers [3,9,14–17].

The optimal intervention would be to convince parents to stop smoking. However, this approach
is frequently not successful [18,19]. Unfortunately, the second best approach—promoting a reduction of
SHS exposure in the home environment—has also resulted in only small effects in most studies [19,20].
Practical, social, financial, cultural, and personal issues make it difficult for disadvantaged parents to
protect their children from SHS [15,16,21]. To our knowledge, the intervention studies carried out so
far followed a top-down rather than a participatory approach [18,19]. However, the latter approach
is recommended in order to reach disadvantaged parts of the population [22,23]. For this, a mixed
methods iterative design assessing the target populations’ perspectives via qualitative studies followed
by the development of intervention strategies, which are then evaluated using quantitative methods,
is desirable [24].

Furthermore, most of the intervention studies targeted at the reduction of SHS exposure in
children were carried out in health settings, while the use of media as an access path was rarely
considered [11]. A relatively new option of employing media for interventions is the distribution of
health-related information via electronic media (so called “e-health”), especially mobile communication
devices and social online networks (“m-health”). One of their main advantages is that they potentially
reach a large number of users at low costs as compared to interpersonal counselling. More importantly,
they have the potential to reach disadvantaged groups which are hard to approach with conventional
methods [25]. A Canadian study, for example, successfully employed a smartphone application for
coaching diabetes patients with a rather low socio-economic status [26]. For the effective planning of
such m-health interventions, the involvement of the target group from the first development step is
crucial [27].

Using a largely participatory approach, we therefore aimed at identifying media channels and
appropriate content for an m-health campaign increasing knowledge about the risks of second hand
smoke exposure and appropriate measures for exposure reduction among disadvantaged caregivers
in Germany.

2. Materials and Methods

The study was conducted using a mixed method iterative design involving the target group in
various stages of the project. By doing this, the results of the first two research phases were enriched in
a third step by a quantitative online survey. The study was approved by the ethical commission of the
faculty for social sciences of the Ludwig-Maximilian University of Munich (GZ 15-01). Each participant
provided informed consent prior to participation. Participants were offered shopping vouchers to
remunerate them for their time (phase 1 and 2). In phase 3, to increase motivation, respondents could
participate in a lottery containing five 100-Euro vouchers.

2.1. Phase 1: Semi-Structured Interviews

In the first qualitative phase of the study, we conducted 26 semi-structured one-to-one interviews
lasting between 30 and 60 min exploring existing knowledge and norms of smoking around children
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as well as perceived barriers to avoiding it [28]. Furthermore, participants were asked to suggest
potentially successful key messages and access paths to reach the target group. Given the sensitivity of
the topic, one-to-one interviews seemed to be the most appropriate method; providing an empathetic
and supportive environment [10]. Male and female adult caregivers of children below the age of six
years, who were either smokers themselves or lived in a smokers’ household, were eligible. They were
also either German, Turkish, Russian or Spanish speakers being unemployed or holding a job with
a low job prestige [29]. Recruitment was done at five social institutions offering vocational training,
language, integrative or health promotion courses for individuals with low SES, one paediatric practice,
the pulmonary service of a children’s hospital, and at shopping malls and playgrounds in socially
disadvantaged parts of Munich, Germany. Recruitment and interview staff were fluent in German
and had either Turkish, Russian or Spanish as their mother tongue so that all interviews could be
performed in the participants’ preferred language.

2.2. Phase 2: Focus Group Discussions

Based on the results of phase 1, we developed eight key messages, which could be distributed
via online social networks. In all messages, a child addressed one health or social consequence of
SHS and then offered one potential measure to address the problem. These messages were then
visualised by both a comic-style illustrator and a 3D artist. Thereafter, 20 of the 26 participants of the
first project phase took part in focus group discussions, of four to six persons, which lasted about 60
min. During the discussions, participants had the chance to give feedback on the design and content
of the messages. Based on the focus group discussions, the most promising messages were selected
and revised including, among others, the addition of a voiceover.

The interviews, as well as the focus group discussions, were recorded using two audio recorders
and transcribed literally, with Turkish, Russian or Spanish transcripts being translated into German.
After transcription and translation, we inductively analysed the materials by a stepwise formation
of categories [30]. At the same time, analyses were guided by deductive categories that were based
on established health behaviour models including evaluation of the perceived threat of SHS for
children [31], social norms related to SHS [32] and perceived barriers to avoid SHS [33].

2.3. Phase 3: Quantitative Assessment

Using an online survey (SocSciSurvey; https://www.soscisurvey.de/), key messages and
communication channels were evaluated with respect to the fit to the target group, acceptance and
general impression. The campaign was offered without audio to ensure that all participants evaluated
it in the same way of presentation.

The study population was recruited via snowball sampling. For this, participants in the first two
project phases were asked to invite five friends via online social networks to answer the online survey.
The number of participants was increased via the social network of the study team and face-to-face
recruitment at local playgrounds and in a paediatric practice. Participants could thus answer the
questionnaire at home using the link they were given or, in the case of face-to-face recruitment, by direct
data entry in a laptop provided by the study team.

The online survey included items on socio-demographics (age, sex, country of birth and
educational status) and smoking behaviour. Using five-point Likert scales, participants were asked
to assess each of the illustrations and to give an overall evaluation of the campaign. The following
aspects were evaluated:

• Attitude towards SHS (4 items)
• Evaluation of each of the illustrations:

◦ First impression (1 item)
◦ Appeal (1 item)
◦ Quality (5 items)
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◦ Intention to share in social media (4 items)

• Overall evaluation of the campaign:

◦ Suitability for social media (3 items)
◦ Content (3 items)
◦ Effectiveness (4 items)

The exact wording of all items of the online survey is provided in the online Supplement S1.

2.4. Statistical Analyses

For each of the items evaluated on a Likert scale, the relative frequency of each of the five response
categories as well as the mean and standard deviation (SD) were calculated. For the scale “intention
to share in social media”, a total score of the mean of the single item was calculated as Cronbach’s
alpha and indicated the internal consistency of this scale (alpha > 0.7). In order to evaluate the
independence of the evaluation of the individual campaign illustrations, a non-parametric analysis of
variance (ANOVA) was carried out. A Dunn-Bonferroni post hoc test was used if pANOVA was <0.05.
Data were analyzed using SPSS (IBM SPSS 24.0, SPSS Inc., Chicago, IL, USA). Of the 121 participants,
35 subjects did not complete all items. We did not see a systematic tendency that specific items were not
answered, the only observable tendency was that there were more missing data in the items at the end
of the questionnaire such as socio-demographic information. Therefore, these item-non-responders
were only excluded from analyses for their respective missing items.

3. Results

3.1. Phase 1: Semi-Structured Interviews

A total of 26 people were interviewed, nine men and 17 women, between the ages of 26 and
49. Twenty-two interviewees identified themselves as smokers, while four were non-smokers or
ex-smokers but lived together with a smoking partner. Eighteen of them were born in Germany,
the others had lived in Germany for an average of 15 years.

In the mixed inductive-deductive analysis of the interviews [34], a lack of knowledge was
identified with respect to the definition of SHS exposure and its potential health consequences,
especially less severe conditions such as otitis media or tooth decay. For a potential m-health campaign,
participants asked for concrete information about health consequences and on prevention measures
to effectively reduce SHS exposure, especially in difficult contexts (e.g., the absence of a balcony or
garden so that smoking outside would mean leaving the children alone at home). The participants also
suggested that messages should be created from the perspective of the children as victims, not from
the perspective of the parents.

At the formal level, messages should be (audio)visual, simple, concise, and with a positive appeal.
The participants highlighted that the campaign should not only target women but also men as they are
less frequently addressed by typical information providers such as gynaecologists or paediatricians.
Online social networks, especially Facebook, were classified as the most suitable access paths to the
target population and thus the best way to distribute the information.

3.2. Phase 2: Focus Group Discussions

Twenty of the 26 individuals from phase 1 participated in the focus groups. Regarding the design
of the illustrations, the participants were in favour of the photo campaign developed by the 3D artist,
especially because of the adoption of the children’s perspective. However, they suggested to present
the key messages more concisely and to have a uniform structure for all illustrations. In addition,
illustrations were considered to be even more interesting if they were animated and included a
voiceover by a child.
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With respect to the content of the illustrations, the focus group participants selected four
illustrations with key messages as the most suitable ones. Based on these suggestions, texts were
optimised, pictures animated and a voiceover for the first part of the text added (Figure 1). The final
illustrations addressed two health effects of SHS exposure in children (otitis media, asthma) and two
social effects (children of smokers start smoking at a younger age, smell of SHS in clothes). Each of
them were combined with up to two of the following simple and effective measures to reduce SHS
exposure: Not smoking inside the house/apartment, not smoking in front of children and not smoking
in cars. Finally, participants considered it important that the campaign would be distributed in online
social networks by a trustworthy source, e.g., physicians.

 

Figure 1. Pictures with key messages of the final campaign (Original in German with
English translation provided below). MP4 files with the voiceover can be found at
http://www.klinikum.uni-muenchen.de/Institut-und-Poliklinik-fuer-Arbeits-Sozial-und-
Umweltmedizin/de/forschung/arbeitsgruppen/Prof__Radon/aktuelles/Passivrauchkampagne.
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3.3. Phase 3: Quantitative Assessment

Of the 121 participants in the online survey, 45 were women, 41 were men and the remaining
35 did not indicate their sex. The mean age was 35 years (range 20–56 years). All participants were
smokers with at least one child below the age of six in the household. About half of the study
population did not complete high school and 27% were migrants (either themselves or their parents
were not born in Germany).

With respect to attitude towards SHS, participants were mostly aware that SHS has adverse
health effects. However, many did not support a restriction on smoking in cars. More than half of the
participants agreed that a campaign about SHS and its effects on children would be useful (Figure 2).

 
Figure 2. Attitude towards second hand smoke of the 121 participants in the quantitative evaluation of
the campaign (* Original item formulated negatively; SHS = Second Hand Smoke).

3.4. Evaluation of the Individual Campaign Illustrations

Concerning the first impression of the illustrations, they were evaluated as very poor by one-third
of the participants, while one-third found them (very) appealing without statistically significant
differences between the single illustrations (Table 1). The overall quality of the illustrations and their
key messages were positively evaluated with small but sometimes statistically significant differences
between them (Table 2). The intention to share the pictures was moderate (mean value between 3.14
and 3.21 for the individual illustrations on a Likert scale from 1 = very likely to 5 = very unlikely).

Table 1. Evaluation of the first impression and the appeal of the campaign illustrations by the
121 participants in the quantitative evaluation.

Illustration 1:
Asthma (%)

Illustration 2: Cool
Like My Mom (%)

Illustration 3:
Otitis Media (%)

Illustration 4:
Bad Smell (%)

First impression pANOVA

1 very poor 44.6 31.4 33.9 26.4
2 3.3 9.9 1.7 8.3
3 8.3 11.6 11.6 10.7
4 9.1 7.4 9.1 12.4

5 very good 16.5 17.4 18.2 15.7
Mean (SD) 2.38 (1.67) 2.61 (1.62) 2.68 (1.70) 2.76 (1.60) 0.28

Do you feel personally addressed by the message?

1 no, not at all 29.8 18.2 24.8 19.0
2 5.8 5.8 6.6 9.9
3 14.9 16.5 16.5 13.2
4 10.7 10.7 12.4 12.4

5 yes, very
much 21.5 26.4 14.9 18.2

Mean (SD) 2.86 (1.64) 3.28 (1.57) 2.81 (1.53) 3.01 (1.54) 0.08

ANOVA = Analysis of Variance.
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Table 2. Evaluation of the quality of the illustrations and their key messages by the 121 participants in
the quantitative evaluation.

Illustration 1:
Asthma

Illustration 2: Cool
Like My Mom

Illustration 3:
Otitis Media

Illustration 4:
Bad Smell

Mean (Standard deviation) pANOVA

Incomprehensible
(1)/comprehensible (5) 4.64 (0.84) 4.49 (0.90) 4.30 (1.16) 4.40 (1.05) 0.01 *

Not interesting
(1)/interesting (5) 4.20 (0.94) 3.96 (1.20) 4.12 (1.05) 4.06 (1.16) 0.21

Implausible
(1)/plausible (5) 4.18 (1.13) 4.11 (1.12) 3.93 (1.22) 4.07 (1.30) 0.02 *

Unimportant
(1)/important (5) 4.58 (0.92) 4.41 (0.98) 4.69 (0.65) 4.33 (0.97) <0.01 **

Inappropriate
(1)/appropriate (5) 4.21 (1.12) 4.10 (1.07) 3.97 (1.36) 3.90 (1.36) 0.06

ANOVA = Analysis of Variance; * Dunn-Bonferroni post hoc Test p < 0.05 between illustration 1 and 3;
** Dunn-Bonferroni post hoc Test p < 0.05 between illustration 1 and 4.

3.5. Overall Evaluation of the Campaign

Participants agreed that it would be good to include information about SHS in social media (mean
4.36; SD 0.94 on a scale from 1 ‘I fully disagree’ to 5 ‘I fully agree’). However, on average they rated the
topic as too sensitive to be shared in social media (mean 3.98; SD 1.29 on the same Likert scale).

The content of the key messages was evaluated very positively. The recommended measures
were rated as easy to implement (mean 4.32; SD 1.06 on a scale from 1 ‘I do not at all agree’ to 5 ‘I fully
agree’) and reasonable (mean 4.56; SD 0.80). The presented consequences of SHS were rated as realistic
(mean 4.39; SD 0.92).

4. Discussion

With the chosen iterative participatory mixed methods approach, we identified social media
as the best access path to the target population and developed an m-health campaign to increase
knowledge about the consequences of SHS in children and about simple measures to reduce exposure.
The adequacy of the campaign for the target group was confirmed in a quantitative online survey.
Translating the material, the campaign might also be used in other settings and locations.

The main challenge of the project was the recruitment of participants from the target population.
This is in agreement with almost all studies targeting sensitive topics like SHS exposure in children
among disadvantaged families [11,35]. Due to these difficulties in recruitment, with respect to
socio-economic status, the relevant criterion for inclusion in the study was the job status of the
parent that took part in the study. Thus, we cannot rule out that their partners might have had a
better employment status. However, it is very likely that this applied to no more than a very small
proportion of the participants as in Germany spouses largely have the same socio-economic position.
In order to improve participation, we worked with community partners and recruited/interviewed
participants using staff whose native languages were Turkish, Spanish or Russian. Nevertheless,
the target population felt uneasy to discuss this sensitive topic with members of a university hospital.
The reason for this was partly that most of the invited members of the target group were aware that
SHS exposure has negative health effects. They were thus concerned that researchers would stigmatise
them even more. This was confirmed in the quantitative part of the study in which most participants
were aware of the harms of SHS. However, as in other studies [10,15], knowledge was incomplete.

One limitation of the quantitative part of the study was the lack of a list of the target population
of which a random sample could have been chosen. In addition, based on our own experience and the
experience of other researchers aiming at asking disadvantaged families about a sensitive topic, we only
expected a response of 10–20% [35,36]. For recruitment, we followed recommendations to contact the
target population in their native languages by interculturally trained staff and to distribute the study
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information through multiple channels (counselling centres, clubs, doctor’s practices, Internet) [36].
Furthermore, we offered financial compensation for participation. We assume that by using these
measures we were able to recruit a diverse, although more motivated than average, sample. At the same
time, the validity of our conclusions was ensured by our participatory mixed methods approach [37].
The consistency of the results of the qualitative and quantitative phases supports this assumption.

The subjects’ concern to be confronted with their own smoking, or the smoking of their partner,
as well as the possible effects on their children's health, was also evident in the quantitative evaluation
of the campaign messages; the first impression of the animated illustrations was rather negative for
many of the participants. On the other hand, the participants indicated that they would take a closer
look at the illustrations in social media—but would rather not like or share them with others because
of the unpleasant content. This converges with the results of the focus groups regarding possible
obstacles to dissemination via social media. Hamill and colleagues reported similar experiences
regarding the spread of an anti-smoking campaign via Facebook [38]. In their project, they followed
the general recommendations for ‘anti-smoking campaigns’ using deterrent photos of the consequences
of smoking. By this, they reached only 10% of the invited users. In accordance with our respondents,
their participants stated that the photos were offensive and could provoke others if they were
shared [38]. In our focus group discussions, participants suggested that the campaign should be spread
by trustworthy persons, such as doctors, rather than sharing them themselves. This, in turn, coincides
with the results of an anti-smoking campaign in Egypt, where the campaign was posted and advertised
on Facebook and other media [38]. Such social media campaigns are relatively inexpensive and can be
specifically tailored to the target audience [38,39].

In summary, our project developed an m-health campaign in close collaboration with the target
group. The campaign was finally assessed positively in an independent evaluation, also carried out by
members of the target group. The quality of the images and key messages was found to be satisfactory,
the effectiveness and credibility rated as high, and it was confirmed that it was good to address
this issue in social media. However, the topic has caused some degree of consternation among the
participating smoking parents. Hence, it cannot be assumed that the pictures will be shared in social
media actively by smoking parents or their partners. As suggested by the participants, dissemination
should therefore be done by doctors, scientists or authorities. This could be achieved through the
dissemination by paediatricians via social media, as well as through paid advertisements within social
media [38,39]. These access routes need to be assessed in a follow-up study. In addition, it would be
important to study whether the campaign has a lasting effect on the behaviour of smoking parents; i.e.,
the extent to which the proposed simple measures to reduce children's exposure to passive smoking are
actually implemented. Further light on the efficacy of such campaigns may be shed by the results of a
similar project in two other major German cities [40]. A recent representative population-based survey
showed considerable support for tobacco control measures in Germany independent of socio-economic
status (although, not surprisingly, different among smoker and non-smokers), however, indicated that
such campaigns may fall on fertile ground [7].

5. Conclusions

Employing a participatory approach, we developed an m-health campaign to improve knowledge
about second hand smoke in socially disadvantaged families. The campaign is ready to be disseminated
in social networks, ideally by trustworthy persons such as doctors. Moreover, a follow-up study should
evaluate the effectiveness of the campaign.
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Abstract: Cardiovascular diseases are a leading cause of death in Europe. Outcomes in terms of
mortality and health equity in the management of patients with ST-Elevation Myocardial Infarction
(STEMI) are influenced by health care service organization. The main aim of the present study
was to examine the impact of the new organizational model of the Veneto Region’s network for
Acute Myocardial Infarction (AMI) to facilitate primary percutaneous coronary intervention (PCI) on
STEMI, and its efficacy in reducing health inequities. A retrospective cohort study was conducted
on HDRs in the Veneto Region for the period 2007–2016, analyzing 65,261 hospitalizations for AMI.
The proportion of patients with STEMI treated with PCI within 24 h increased significantly for men
and women, and was statistically much higher for patients over 75 years of age (APC, 75–84: 9.8; >85:
12.5) than for younger patients (APC, <45: 3.3; 45–64: 4.9), with no difference relating to citizenship.
The reduction in in-hospital, STEMI-related mortality was only statistically significant for patients
aged 75–84 (APC: −3.0 [−4.5;−1.6]), and for Italians (APC: −1.9 [−3.2;−0.6]). Multivariate analyses
confirmed a reduction in the disparities between socio-demographic categories. Although the new
network improved the care process and reduced health care disparities in all subgroups, these efforts
did not result in the expected survival benefit in all patient subgroups.

Keywords: health care research; quality assurance; hospital management; health inequities

1. Introduction

Cardiovascular diseases are a primary cause of death in Europe, responsible for more than half of
all deaths across the region, with heart disease or stroke the leading cause of death in all 52 countries [1].
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Ischemic heart disease now accounts for almost 1.8 million deaths a year, or 20% of all deaths in Europe,
albeit with large variations between countries [2]. There has been an overall declining trend in the
mortality due to ischemic heart disease over the past three decades, however [3].

Outcomes in patients with ST-Elevation Myocardial Infarction (STEMI) are influenced by many
factors, some of which could relate to how health care services are organized, such as the availability of
emergency medical services based on STEMI networks, which can have an impact on the delay before
a patient is treated. In patients clinically suspected of having myocardial ischemia and ST-segment
elevation, reperfusion therapy needs to be initiated as soon as possible [4,5]. In the literature,
some studies have shown that obtaining an electrocardiogram (ECG) before reaching the hospital
significantly reduces the door-to-balloon time, and that subsequently admitting ambulances directly to
the cardiac catheterization laboratory (CCL), bypassing the emergency room (ER), substantially reduces
the time to primary percutaneous coronary intervention (PCI) [6,7], resulting in a significant time
saving for patients [4,5]. Changes in health care service organization such as prehospital activation
have led to the patients involved having the highest ejection fractions, and the shortest hospital
stays [8], and other studies have reported a reduction in mortality too [9].

According to the literature, myocardial infarction management may differ in relation to patients’
characteristics, such as age, race and gender [10–12], and whether disparities in access to cardiac
procedures translates into a different mortality risk is not known [13]. In recent years, there have been
national and global efforts to rectify such health inequities, but few studies have investigated how
successful they have been. One framework for action defined six strategies imperative for eliminating
disparities in cardiovascular health care [14], and one of these strategies involves collecting health care
data by ethnicity and gender to orient program development, implementation and assessment [15].

A study conducted at one American clinic showed that a systems-based approach to STEMI
care reduced gender disparities and improved STEMI care and outcomes in women [16]. In another
larger American study it emerged that a state-wide STEMI regionalization program was associated
with improvements in treatment times for female, black, and elderly patients comparable with those
for middle-aged, white, male patients [17]. Finally, in a recent European population-based study,
socioeconomic inequity of access to revascularization was no longer apparent following the redesign
of revascularization services in the South Wales Cardiac Network [18]. Such studies have been rather
scarce in the European context, however. Hence the present study to assess the impact of the network
implemented for AMI in the Veneto Region over the past 10 years (based on a ‘hub and spoke’
organizational model) in terms of the quality and outcome of the care process, and its efficacy in
reducing health inequities.

2. Materials and Methods

2.1. Geographical and Socio-Demographic Context

The Veneto Region is located in the north-eastern part of Italy and is the eighth largest region
in Italy with a total area of 18,398.9 km2. In terms of population, on 1 January 2017, the Veneto
Region was the fifth largest Italian region, with just over 4.9 million inhabitants and approximately
485,000 immigrants residing in the region, accounting for 9.9% of the total population [19]. In common
with the rest of Italy, the main demographic feature of the Veneto Region is its aging population: some
20% of the Veneto population is over 65 years old and 10% are over 75. It is one of the most affluent
regions in terms of per-capita income, with only 6% of families living in relative poverty [20]. A quarter
of the population has a chronic health problem, including 65% of those over 65, and more than 25% of
those aged 75–84; and more than 57% of the population over 75 are disabled [21].

2.2. Health Care System

The Italian health care system is essentially region-based [22]. In the Veneto Region, the regional
authorities take full responsibility for organizing and administering public-financed health care
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through their regional health departments in accordance with a national health plan designed to assure
an equitable provision of comprehensive care throughout the country. Responsibility for planning
health care is shared by the central government and the regional authorities.

The regional authorities coordinate and control local health units (LHU) (Regional Law No.
19/2016), each of which is a separate unit within the National Health System (NHS) that plans and
delivers health care services to its local community, based on a regional health plan, and determines
the regional health care reorganization, specific for each region.

In the Veneto Region, the hospital network includes seven large “hubs” with regional or provincial
catchment areas, and 20 local “spokes” each serving around 200,000 residents. There are also 40 smaller
“node-in-the-net” hospitals that provide integrative or specific health services (such as mental health
services or rehab clinics).

The LHUs are responsible for assessing needs and providing comprehensive care to their local
population, either using their own staff and facilities or contracting the services out to public hospital
enterprises and for-profit and non-profit independent hospitals and specialist outpatient service
providers. Private providers must be accredited and have a contract with the LHU.

Tax contributions allocated to the National Health Fund are redistributed horizontally between
the regions using a weighted capitation mechanism. LHU services are financed by the regional
governments. Each LHU is managed and governed by a general manager appointed by the regional
department of health, based on his/her professional qualifications and technical skills. This general
manager appoints a financial manager and a medical director.

Services are structured according to a typical division-based model. Each division has financial
autonomy over, and technical responsibility for one of three different health care system areas
(Legislative decrees No. 502/1992 and No. 229/1999): directly-managed acute care and rehabilitation
hospitals, health districts, and health promotion.

2.3. The Veneto Region’s AMI Network

The management of Acute Myocardial Infarction (AMI) has been tackled from an organizational
standpoint by adopting a ‘hub and spoke’ organizational model since 2008 [23]. The approach is
based on the consensus document approved by the Italian Association of Hospital Cardiologists
(Associazione Nazionale Medici Cardiologi Ospedalieri, ANMCO) and the Italian Society for
Telemedicine (Società Italiana per la salute digitale e la Telemedicina, SIT) [24].

A characteristic of the Veneto Region’s network lies in allowing a selective referral from satellite
cardiology units (spokes) to cardiac surgical centers (hubs) with a CCL that operates 24 h a day and
takes patients for primary PCI immediately.

A pre-hospital 12-lead ECG is remotely transmitted from every ambulance and every ER to the
nearest cardiology unit, where the ECG-based diagnosis can be confirmed by skilled operators with
direct access to the CCL at the hub hospital, possibly with fast tracks to bypass the ER, or Coronary
Care Unit, or Cardiac Intensive Care Unit. A particular feature of this organizational model is that it
goes beyond the borders of the single Local Health Districts: patients are admitted to the nearest CCL
anywhere in the Veneto Region, considering only the geographical distance and journey time.

This model is based on the assumption that: (i) primary PCI performed as fast as possible and
in good time is the preferred treatment strategy for ST-Elevation Myocardial Infarction (STEMI),
as recommended by the European Society of Cardiology (ESC); (ii) the delay due to health care system
organizational issues can be reduced by implementing a network enabling spoke hospitals to transfer
patients promptly to a hub center for PCI, and by ensuring an efficient ambulance transfer service if
the Cardiac Catheterization Laboratory (CCL) can be activated by the ambulance en route to hospital;
(iii) high-level, expensive skills are needed for certain situations and complex diseases, and cannot be
made available everywhere, but should be concentrated instead at highly-specialized regional centers
(hubs) to which patients from local hospitals (spokes) can be promptly referred.
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2.4. Materials

A retrospective cohort study was conducted using hospital discharge records (HDRs) from both
public and private hospitals. We included residents or non-residents admitted to hospital for AMI
who were discharged from any hospital operating under the National Health System (NHS) in the
Veneto Region (north-east Italy) between the 1 January 2007 and the 31 December 2016.

The anonymized data obtainable from HDRs include, among others, a patient’s gender, date of
birth, and citizenship, and details of the type of admission, such as discharge date, length of stay,
dates of interventions, discharge status, and codes for diagnoses and procedures according to the
International Classification of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM), with the
24th version of the DRG Grouper. We classified citizenship as Italian, citizenship of Highly-Developed
Countries (HDC), or citizenship of High Migratory Pressure Countries (HMPC). The HMPC included
new Member States of the European Union, countries in Central-Eastern Africa, Asia (except for Israel,
the People’s Democratic Republic of Korea, and Japan), and Central and South America; by extension,
stateless individuals were also included in this group. The HDC included the other European countries,
North America, Oceania, Israel and Japan.

Inclusion criteria were adopted to examine the performance of the Veneto regional network
specifically in the management of STEMI. We therefore considered the ICD-9-CM diagnostic codes
410.x1 as the principal diagnosis to define AMI (initial episode of care): STEMI was identified using
codes 410.01, 410.11, 410.21, 410.31, 410.41, 410.51, 410.61, 410.81 and 410.91, and non-STEMI AMI
(NSTEMI) using code 410.71. Patients who underwent Coronary Artery Bypass Graft (CABG) surgery
(ICD-9-CM code 36.1x) were excluded.

The study complied with the Helsinki Declaration and Italian privacy legislation (n. 196/2003).
Resolution n. 85/2012 of the Guarantor for the protection of personal data has recently confirmed that
anonymized personal data may be processed for medical, biomedical and epidemiological research
purposes, and data concerning health status may be used in aggregate form in scientific studies.

2.5. Performance Indicators

Two primary indicators describing the performance of the dedicated network were considered,
one for care processes and one for outcomes, using as dependent variables:

• The proportion of patients with STEMI treated with PCI within 24 h, since this was considered
the treatment of choice in cases of STEMI; and

• The proportion of in-hospital deaths among patients treated for STEMI.

We used the following ICD-9-CM procedure codes to define PCI: 00.66, 36.01, 36.02, 36.05, 36.06
and 36.07. The Regional Hospital Information System reports the date, but not the exact time when
procedures are performed so, for the purposes of this study, it was assumed that PCI was performed
within 24 h if it was done on the day of admission to hospital.

2.6. Statistical Analysis

AMI hospitalization rates were calculated based on the size of the population in every year of the
study period, and are reported as the rates per 100,000 population. Direct age and gender adjustments
of in-hospital admissions for AMI (per 100,000 population) by type of AMI were performed using the
data for the population in 2012.

Descriptive statistics were obtained for the variable investigated. Patients’ characteristics are
presented as means and standard deviations (SD), for continuous variables, and using absolute and
relative frequencies for categorical data.

We examined the two performance indicators by subgroup for gender (men and women), age (<45,
45–64, 65–74, 75–84, >84), and citizenship, for each year between 2007 and 2016. The annual percent
changes (APC) and relative confidence intervals (CIs) were calculated to identify trends for all the
variables investigated.
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Two predictive models were built to estimate the relationships between the performance indicators
and socio-demographic factors and, to take the hierarchical structure of the data into account,
we performed multilevel logistic regression with random intercepts for hospitals, controlling for
potential intra-hospital correlations. Next, to investigate disparities in outcomes by gender, age, and
citizenship, we pooled the calendar years into two periods, before (2007–2008) and after (2009–2016) the
introduction of the network. All statistical analyses were performed using STATA software, version 12.1
(Stata Corp LP, College Station, TX, USA). All p-values reported are two-sided, with a significance
threshold of p < 0.05.

3. Results

Overall, there were 65,261 hospitalizations with a principal diagnosis at discharge of AMI (initial
episode of care) in the decade investigated, among all hospitals operating under the NHS in the
Veneto Region (north-east Italy), 55.2% of them (36,035) were STEMI, and 44.8% (29,226) were NSTEMI.
The overall mean age of this patient population was 71.1 ± 13.7 years (data not shown).

Figure 1 shows that the incidence of NSTEMI exceeded that of STEMI in the last year of the decade
(74.8 vs. 72.7 cases per 100,000 population). This phenomenon was possibly due to a simultaneous
decrease in cases of STEMI (−34%; APC:C-4.8 [−5.3;−4.4], p < 0.001), and increase in NSTEMI (+7%;
APC: 1.1 [0.4;1.7], p < 0.001). On the whole, the absolute number of hospital admissions for AMI
dropped by 18% (APC: −2.3 [−2.6;−1.9], p < 0.001) over the decade.

 
Figure 1. Veneto Region 2007–2016. Temporal trends in hospital admissions for AMI * (per
100,000 population), initial episode of care, by type of AMI, after direct standardization (reference
population: 2012). AMI: acute myocardial infarction. * APC (CI 95%), p-value → All STEMI = −2.3
(−2.6;−1.9), p < 0.001; STEMI = −4.8 (−5.3;−4.4), p < 0.001; NSTEMI = 1.1 (0.4;1.7), p < 0.001.

The mean age of the STEMI population was 70.1 ± 14.3 years, and males accounted for nearly
two thirds of the patients hospitalized with STEMI (men: 66.2%; women: 33.8%). The majority of
patients were of Italian citizenship (95.5%) (Table 1). In the decade from 2007 to 2016, 44.6% of patients
admitted to hospital for STEMI as their principal diagnosis underwent a PCI within 24 h of admission;
and the in-hospital mortality rate for STEMI was 12.2% (Table 1).
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Table 1. Veneto Region 2007–2016. Characteristics of hospital admissions for STEMI, in-hospital
mortality and proportion of PCI on day of admission by gender, age, and citizenship.

Hospital Admissions Mean Age
Average

Hospital Stay
PCI on Day of

Admission
In-Hospital
Mortality

n % (y) ± SD d ± SD n % n %

Total 36,035 - 70.1 ± 14.3 9.24 ± 8.80 16,075 44.6 4385 12.2

Gender
Male 23,862 66.2 66.2 ± 13.5 8.82 ± 8.75 12,284 51.5 2162 9.1

Female 12,173 33.8 77.7 ± 12.7 10.04 ± 8.83 3791 31.1 2223 18.3

Age
<45 y 1424 3.9 40.0 ± 4.4 7.34 ± 8.44 844 59.3 18 1.3

45–64 y 11,415 31.7 55.9 ± 5.4 7.61 ± 6.51 7012 61.4 312 2.7
65–74 y 7949 22.1 69.6 ± 2.9 9.19 ± 8.96 4039 50.8 536 6.7
75–84 y 8771 24.3 79.6 ± 2.9 10.90 ± 10.63 3147 35.9 1432 16.3
>84 y 6476 18.0 89.4 ± 3.7 10.33 ± 8.86 1033 16.0 2087 32.2

Citizenship
Italian 34,414 95.5 70.7 ± 14.0 8.4 ± 7.3 15,130 44.0 4314 12.5
HDC 394 10.9 62.9 ± 11.8 8.2 ± 10.4 262 66.5 29 7.4

HMPC 1127 3.1 52.7 ± 12.2 11.8 ± 10.9 645 57.2 38 3.4

PCI: percutaneous coronary intervention; HDC: highly-developed countries; HMPC: high migratory
pressure countries.

Table 2 shows the proportion of patients with STEMI treated with PCI within 24 h by
socio-demographic factors and year of the study. Throughout the period investigated, this care
process indicator was higher for men than for women (e.g., 38.1% vs. 18.6% in 2007), and it increased
significantly over time for both genders, and especially for women, though the difference between
genders was not statistically significant (APC: 6.3 [5.4;7.3] for men, and APC: 8.6 [6.2;11.1] for women).
When age groups were considered, a statistically significant rising trend emerged over the ten-year
period, which was statistically far more consistent for patients over 75 years old (APC, 75–84 y: 9.8;
>85 y: 12.5) than for younger patients (APC, <45 y: 3.3; 45–64: 4.9). As regards citizenship, the
significantly rising trend in the proportion of patients with STEMI treated with PCI within 24 h was
confirmed, with no significant differences between the three citizenship groups identified (APC, Italian:
7.2; HDC: 6.1; HMPC: 5.9).

Table 2. Veneto Region 2007–2016. Proportion of PCI within 24 h of hospital admission for STEMI by
gender, age, and citizenship.

% of PCI Within 24 h

2007
(n =

4040)

2008
(n =

4083)

2009
(n =

3908)

2010
(n =

3793)

2011
(n =

3644)

2012
(n =

3536)

2013
(n =

3362)

2014
(n =

3252)

2015
(n =

3228)

2016
(n =

3189)

APC
(CI 95%)

Gender
Male 38.1 40.8 42.5 48.3 49.9 54.4 59.0 61.0 62.2 64.2 6.3 (5.4;7.3) ◦

Female 18.6 22.5 28.6 28.5 32.4 32.9 38.2 38.8 40.8 40.6 8.6 (6.2;11.1) ◦

Age
<45 y 51.3 47.0 60.9 53.0 58.8 63.4 69.4 69.7 66.7 59.6 3.3 (0.9;5.8) ◦

45–64 y 47.8 49.9 53.2 61.2 60.9 63.2 68.7 68.9 71.8 71.9 4.9 (3.8;6.0) ◦
65–74 y 35.2 39.2 43.6 44.5 50.6 54.8 59.2 61.4 63.4 64.5 7.2 (6.0;8.4) ◦
75–84 y 22.0 25.9 27.5 32.8 35.9 37.7 44.9 47.5 47.8 50.5 9.8 (8.2;11.5) ◦
>84 y 8.0 9.4 12.6 14.9 14.9 19.3 17.3 21.9 22.1 24.2 12.5 (9.4;15.6) ◦

Citizenship
Italian 30.4 33.8 37.2 40.8 43.7 46.9 51.1 53.1 54.7 56.2 7.2 (6.1;8.3) ◦
HDC 50.0 46.4 68.3 46.0 62.9 61.3 92.5 77.3 74.5 76.3 6.1 (1.8;10.6) ◦

HMPC 41.1 44.6 45.5 60.0 54.3 52.3 65.3 66.1 63.4 70.9 5.9 (3.8;8.1) ◦

PCI: percutaneous coronary intervention; APC: annual percent change; HDC: highly-developed countries; HMPC:
high migratory pressure countries. ◦ p < 0.05.

Table 3 shows the proportion of in-hospital deaths among patients treated for STEMI during
the period considered, for all the subgroups investigated. Women with STEMI always had a higher
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in-hospital mortality rate than men (e.g., 18.9% vs. 9.9% in 2007). From 2007 to 2016, the overall
observed in-hospital mortality rate declined for both genders, with no significant difference between
the trends of the two groups (APC: men, −1.9 [−3.7;0.0]; women, −1.2 [−3.1;0.6]). When the different
age groups were analyzed, it emerged that age had a fundamental impact on the chances of PCI within
24 h, but there was no significant difference between the declining mortality trends for the various age
groups, except for the 75- to 84-year-olds (APC: −3.0 [−4.5;−1.6]). The same declining mortality trend
was apparent for the citizenship subgroups too, leading to a difference that was significant for Italian
patients (APC: −1.9 [−3.2;−0.6]), and greater—though it failed to reach statistical significance—for
patients from HDC countries (APC: −4.9 [−12.6;3.5]).

Table 3. Veneto Region 2007–2016. In-hospital mortality after hospital admission for STEMI by gender,
age, and citizenship.

% in-Hospital Mortality

2007
(n =

4040)

2008
(n =

4083)

2009
(n =

3908)

2010
(n =

3793)

2011
(n =

3644)

2012
(n =

3536)

2013
(n =

3362)

2014
(n =

3252)

2015
(n =

3228)

2016
(n =

3189)

APC
(CI 95%)

Gender
Male 9.9 8.7 9.8 9.0 9.6 9.3 8.5 9.8 8.2 7.5 −1.9 (−3.7;0.0)

Female 18.9 19.4 16.7 18.4 20.6 17.8 19.4 16.6 17.7 16.2 −1.2 (−3.1;0.6)

Age
<45 y 1.3 1.8 - 0.7 3.3 0.6 0.8 1.6 1.8 1.0 −1.6 (−16.0;15.3) *

45–64 y 3.1 1.9 2.6 2.5 2.7 2.7 3.0 4.1 2.3 2.5 1.4 (−3.9;6.9)
65–74 y 7.7 6.5 6.4 7.2 8.1 7.3 6.0 7.2 5.9 4.8 −3.0 (−6.2;0.3)
75–84 y 18.1 17.6 17.3 16.1 16.8 17.9 15.3 14.1 15.1 13.1 −3.0 (−4.5;−1.6) ◦
>84 y 31.2 34.0 31.7 31.1 35.3 29.5 35.3 31.6 31.6 31.1 −0.2 (−1.8;1.4)

Citizenship
Italian 13.5 12.9 12.4 12.7 13.6 12.6 12.6 12.4 11.6 10.4 −1.9 (−3.2;−0.6) ◦
HDC 15.6 7.1 7.3 4.0 8.6 6.5 7.5 6.8 7.3 5.3 −4.9 (−12.6;3.5)

HMPC 5.3 3.0 4.0 3.6 1.7 3.6 1.6 3.3 3.3 4.7 −1.8 (−11.5;8.9)

APC: annual percent change; HDC: highly-developed countries; HMPC: high migratory pressure countries.
◦ p < 0.05. * excluded year 2009.

Figure 2 show the results of multilevel logistic regression analyses and the significant associations
between the two performance indicators and the different socio-demographic factors, before
(2007–2008) and after (2009–2016) the introduction of the network.

ORs for proportion of PCI on day of admission 

Figure 2. Cont.
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ORs for in-hospital mortality 

Figure 2. Veneto Region 2007–2016. Multilevel logistic regression analysis of associations between
the two indicators investigated and socio-demographic factors; ORs and 95% confidence intervals,
p value ◦◦. PCI: percutaneous coronary intervention. * Reference: Men. ◦ Reference: 45–64 y.
** Reference: Italian. ◦◦ full indicator → p < 0.05.

Although disparities persisted between genders and age groups, the multivariate analyses
confirmed the trend towards a null value in almost all the different categories of socio-demographic
factors (where a value of 1 attests to no differences between the factors).

4. Discussion

The present study showed that the proportion of PCI performed within 24 h of admission
to hospital with STEMI increased considerably over the decade from 2007 to 2016 for all
socio-demographic patient subgroups in the Veneto Region. A greater standardization also reduced
disparities in access to PCI by gender and age group. The study also revealed no disparities in access
to PCI by citizenship, neither before nor after the implementation of the regional network. During the
period studied, there was a significant reduction of the related mortality among Italians, and for people
aged 75–84 years.

Overall, we noted a substantial reduction in the number of cases of AMI over time, and this
reduction was entirely attributable to declining numbers of STEMI, while the incidence of NSTEMI
did not show any noteworthy changes, neither by year, nor over the decade as a whole. This finding is
consistent with recent national [25] and international literature [26–30], which attributes a decrease
in the incidence of STEMI to improvements in primary prevention measures and a greater use of
evidence-based therapeutic changes.

Our study results demonstrate that a “hub and spoke” organizational model could increase the
proportion of patients given reperfusion treatment on the day of their admission to hospital, and
this applied to all the population subgroups considered. These findings are in line with reports from
the United States, where hospitals implementing the key care processes (prehospital CCL activation,
a single-call protocol for transfer from facilities without PCI capabilities, bypassing the ER for patients
presenting directly to emergency medical services or being transferred) achieved shorter median
reperfusion delays than other hospitals [31]. On the other hand, our study only found an impact
on the AMI-related mortality rates in some subgroups (Italians citizens, and 75- to 84-year-olds).
Though information on the exact door-to-balloon (DTB) time was unavailable for our sample, a possible
interpretation for this limited impact may be that the speed of response is actually still outside
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the critical time-window, and having increased the proportion of PCI performed within 24 h may
have no major impact on survival [32,33]. Our data are partly consistent with the findings of a
previous study [34], in which the authors documented a marked reduction in median DTB time and a
greater compliance with the guidelines, but found in-hospital mortality unchanged. In other words,
the successful implementation of organizational efforts to optimize the quality of this care process did
not produce the expected survival benefit. Another recent study by Wang et al. on 5881 patients with
STEMI undergoing PCI showed that the median DTB time was 101 min from January to December
2005, and dropped to 87 min from July 2006 to June 2007, but this shorter DTB time was not associated
with any improvement in mortality [35].

The other aim of our study was to see whether the new network reduces health inequities among
socio-demographic subgroups of the population, with a view to ensuring that the structural and
procedural features of health service delivery result in an equitable distribution of the services for
individuals and population subgroups with comparable needs and wants [36].

Regarding citizenship, we found a statistically significant increase from 2007 to 2016 in the number
of PCI performed within 24 h in all categories of citizens, and there were no disparities between them
even before the network was implemented. Similarly, a study conducted in the Netherlands [37]
found no ethnic inequities in the revascularization rates after STEMI, and a UK study found none in
the revascularization rates after AMI [38]. These findings contrast with the abundance of literature
from the USA showing considerably lower revascularization rates after coronary events for African
Americans compared with White Americans [39–41]. A major difference between Italy, the UK or
the Netherlands and the USA lies in the former countries’ universal health care provision instead of
private health insurance schemes that fail to cover the whole population’s health care needs. In fact,
Italy and the UK have health systems funded by taxes that guarantee a standard level of care for
everyone, and The Netherlands obliges all residents to have health insurance by law. Our study also
found citizens from HDC more likely to receive prompt treatment than Italians after the network was
reorganized, and this could be because the country of origin’s reimbursement of the costs for these
patients’ treatment is allied to the demonstration of a strict adherence to the guidelines.

After the implementation of the network, there was a statistically significant increase (from 2007
to 2016) in the proportion of PCI performed within 24 h. This was true of both genders, with a
greater improvement in women than in men (APC 8.6 vs. 6.3), though the difference between genders
was not statistically significant. Multivariate analysis nonetheless showed that gender disparities
in STEMI management persisted after the network’s implementation. This is consistent with the
gender disparities seen in our previous studies [42–44]. This inequity in the administration of the
evidence-based best treatment for STEMI might be partly attributable to a greater delay before women
access hospital care, which would prevent the adoption of a PCI approach. Whatever its cause,
such disparities are a health system concern that can be solved by associating suitable strategies
with the network model. In fact, even if high-quality care were accessible to everyone, there is no
guaranteeing that all patients would benefit equally, so strategies are needed to ensure that patients
are all aware of how to make best use of the health care services available.

We also found that the network significantly improved access to PCI within 24 h for all age groups,
and especially for the previously disadvantaged older age groups (>65 years old). We only noted a
significant reduction in mortality for the 75- to 84-year-olds, however, during the period examined.
Despite these improvements, multivariate analysis showed that some degree of age-related inequity
persisted. These results are in line with a similar study conducted in Switzerland [45], where elderly
patients (and females) were at a disadvantage in the circadian provision of primary PCI in a cohort
of patients with AMI. The Swiss authors surmised that physicians and other hospital staff may slow
the process down for some patients more than others and, somewhere along the line, staff members
make decisions about patients based on patient group membership rather than guidelines. There is
no reason to believe that this reflects a pattern of deliberate behavior, however, since many studies
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document the presence of unconscious bias among medical personnel, and the effects these have on
their decisions and actions [46,47].

More generally speaking, Peterson et al. [48] also analyzed data on approximately 2.5 million
patients with STEMI admitted to US hospitals between 1990 and 2006, finding that—despite very
clear, and widely-adopted ACCC/AHA STEMI and NSTEMI guidelines—there were still disparities
in STEMI treatment for women, blacks, and elderly patients. The results of studies conducted
specifically to test adherence to, and effectiveness of standardized guidelines show that, when they are
in place and enforced, standardized protocols reduce disparities and improve patient outcomes [49].
The present study underscores the need to monitor the implementation of organizational models
and/or standardized protocols by means of up-to-date administrative datasets to see whether a given
strategy reduces health care disparities. In fact, hospital administration databases are of considerable
practical value for the purpose of broad-based quality assessments, and could be useful for monitoring
health equity issues too, identifying problems and targeting areas that might require more in-depth
investigations based on more specific data.

The main strength of our study lies in that it was population-based, minimizing selection bias
and relying on independently-collected data. Our study also has some limitations, however. First,
it was an observational study, which limits our ability to draw causal inferences. In particular,
we cannot disentangle whether the disparities arose: because the quality of care provided by the
health care services differed according to patients’ sociodemographic characteristics; or because
patients’ sociodemographic factors influenced their attitudes or behavior, or the clinical characteristics
predisposing them to different treatment for acute events. That said, studies on disparities can only
be observational.

A second limitation lies in that, despite their wide use as a valuable source for health care research
on specific disease, hospital discharge data have some drawbacks in terms of their diagnostic coding
accuracy (in our case, the use of the ICD-9-CM codes to identify the AMI). These codes have the
advantage of being widely available and being less effortful and costly than consulting medical charts,
but their effective use hinges on how reliably the codes reflect a given patient’s clinical condition.

Finally, cardiovascular risk is related to many economic, social and predisposing factors,
apart from age and gender. Unfortunately, our health administration records do not track all the
important risk factors for AMI, such as lifestyle indicators, which could have an important influence
on survival. That said, such risk factors could only have a confounding effect if they are differently
associated with both outcome and exposure.

5. Conclusions

In conclusion, our study confirms the effectiveness of the new hub-and-spoke organizational
model of the Veneto Region’s network for AMI in facilitating primary PCI on STEMI and reducing
in-hospital mortality. The present study also emphasizes that the implementation of organizational
models and/or standardized protocols should be monitored with the aid of up-to-date administrative
datasets to see whether a given strategy reduces health care disparities.

Based on such indicators, the present study revealed numerous opportunities for improvements
and adaptations to the intervention, and for regularly collecting process measures. At the same time,
it will be helpful not only to use administrative databases, but also to introduce qualitative assessment
methods (e.g., surveys, interviews) to identify problems and target areas that might require more
in-depth investigations based on more specific data.

Even though the new network improved the process of care for STEMI and reduced disparities in
this process between all population subgroups, this did not generate the expected survival benefit in
all patient subgroups.

The present findings could prompt policy-makers to seriously consider the feasibility of designing
and implementing programs for health care providers, organizations, and community groups, and
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policies that focus not only on patients. Finally, sharing feedback with providers, and incentivizing
them to reduce disparities could have an important role.
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Abstract: Roads play an important role in the economic development of cities and regions, but
the transport of cargo along highways may represent a serious environmental problem because
a large portion of transported goods is composed of dangerous products. In this context, the
development and validation of risk management tools becomes extremely important to support the
decision-making of people and agencies responsible for the management of road enterprises. In the
present study, a method for determination of environmental vulnerability to road spills of hazardous
substances is coupled with accident occurrence data in a highway, with the purpose to achieve a
diagnosis on soil and water contamination risk and propose prevention measures and emergency
alerts. The data on accident occurrences involving hazardous and potentially harmful products refer
to the highway BR 050, namely the segment between the Brazilian municipalities of Uberaba and
Uberlândia. The results show that many accidents occurred where vulnerability is high, especially in
the southern sector of the segment, justifying the implementation of prevention and alert systems.
The coupling of vulnerability and road accident data in a geographic information system proved
efficient in the preparation of quick risk management maps, which are essential for alert systems and
immediate environmental protection. Overall, the present study contributes with an example on how
the management of risk can be conducted in practice when the transport of dangerous substances
along roads is the focus problem.

Keywords: environmental vulnerability; multi-criteria spatial analysis; risk management tool;
hazardous substance; road accidents

1. Introduction

According to data from the National Confederation of Transport (http://www.cnt.org.br/),
in Brazil about 61% of cargo and 95% of passengers are transported via highways, indicating that this
transportation sector is economically relevant at the national scale, handling a substantial amount of
financial resources [1]. Despite the recognized importance of highways for the country’s economic
development, road transport involves a diversity of cargo types, including dangerous products, which
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renders this activity a preoccupying risk of environmental and social impacts. The risk associated to the
transport of a dangerous product depends not only on the substance being transported but also on the
road network characteristics, weather conditions, driver skills and population concentration along the
selected routes [2]. The potential impacts of accidents related to road transport of hazardous products
were discussed in various studies, which triggered social concerns and were helpful as guides to the
conception and implementation of adequate corrective and preventive actions [3]. However, before
implementation of any specific measure, a correct diagnosis on vulnerability and risk is required.

The Multi Criteria Analysis (MCA) method embedded in a geographic information system (GIS),
also known as Spatial MCA, is a computational tool that can assist the preparation of vulnerability and
risk maps for decision making on the planning and operation road transport networks [4–6], as well
as in many other environmental applications [7–12]. In the study of [5] MCA was used to determine
the vulnerability of soil and water resources in rural basins, while in the study of [6] it was used to
model the environmental risk of accidents involving the transport of dangerous products based on
static and dynamic data. The work group of Van [13] developed a method to evaluate statistical data
on road accidents involving dangerous products, from which it was possible to generate a global
risk map. Regardless the method on which the vulnerability, the risk or the hazards are assessed,
from a safety standpoint road risk management requires the implementation of methods that are
capable to provide a quick diagnosis on the potential environmental impact of an accident involving
the spill and leaching of dangerous substances from a road. The challenge is therefore to develop
and validate robust but expeditious diagnostic tools. The resort to statistical data on road accidents
demands a significant time span dedicated to monitoring, while the generation of vulnerability maps
cannot stand alone as method to identify the risky areas [2]. According to [14], besides the potential
lack of reliable numbers the management of road transport risk based on statistical data requires the
capability to evaluate, in a short period of time, the diversity of transported materials, and the possible
environmental consequences related to their road spill. This evaluation becomes even more complex
given the multiplicity of road accident circumstances. The route to follow is therefore to combine
hazard assessments (road accident counts) with vulnerability assessments at site and catchment scales.

The main purpose of this study is to combine a method already used to determine the
environmental vulnerability of areas adjacent roads to spills of dangerous products [15] with road
accident data, in a manner that becomes possible to analyze the accident scenario immediately after
the occurrence and thus to implement an alert system whereby corrective measures can readily be
triggered, such as the sending of resources, isolation of a certain area, withdrawal of the population,
protection of springs, soil or water decontamination, among others.

2. Area of Study

The area where the risk management method is to be implemented is located between the
municipalities of Uberaba and Uberlândia, in the Brazilian State of Minas Gerais, mesoregion of
Triângulo Mineiro. The municipality of Uberlândia is the second most populous in Minas Gerais,
and the 30th in Brazil, with 676,613 inhabitants according to the Brazilian Institute of Geography and
Statistics—IBGE [16]. The municipality of Uberaba has a population of 328,272 inhabitants, as estimated
in 2017, being the 8th largest municipality in the state and the 81st in the country [17]. The sector
under study comprises a 97-km segment of highway BR 050, from km 77 at the junction of BR 050 to
kilometer 174 at the intersection with BR 262. The BR 050 is an important connecting corridor between
the central-west and southeast regions of Brazil, receiving the flow of several highways that cross the
country from north to south, namely the traffic from the Federal Highways BR 365/452/455/497. The
BR 050 highway was built in the 1970s with the main purpose to connect the capital of the country to
the Port of Santos SP. In 2010 the segment under study was doubled, increasing the highway capacity.

Along the studied segment the BR 050 highway intersects several watercourses that drain small
watersheds (Figure 1). The climate of Triângulo Mineiro region is qualified as Aw according to the
Köeppen classification. The Aw climate is a tropical mega thermal climate, with winter droughts
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and an average temperature for the coldest month around 18 ◦C. Precipitation is characterized by
annual averages of 1200 to 1450 mm, according to the climatic norm of Brazil (1961–1990) published
by the National Institute of Meteorology [18]. The dry period runs from May to September and the
wet period from October on [19]. As regards geomorphology, the Triângulo Mineiro is located in
the so-called “Plateaus and Mesas of the Paraná Sedimentary Basin”, which comprise the “Northern
Plateau sub-unit” [20]. Geologically, this plateau is characterized by deposits of Uberaba, Marília and
Vale do Rio do Peixe formations belonging to the Bauru group; Serra Geral formation belonging to the
São Bento group; and undifferentiated dendritic and/or lateritic [21].

 
Figure 1. Geographic location of the studied BR 050 highway segment, in Brazil and Minas Gerais
State, with representation of intercepted water courses and distribution of road accidents involving
spills of hazardous substances. In the northern and central parts of this segment the road was built
nearly along a water divide. In these sectors the water channels are likely to be equally vulnerable to
contamination at both sides of the road, because the spill of a harmful substance will potentially leach
in both directions. For similar reasons, in the southern part the water channels from the west side are
potentially more vulnerable than the channels from the east side.

3. Materials and Methods

The method to investigate road accident scenarios based on the assessment of environmental
vulnerability and road accident data related to transport of hazardous substances is illustrated in
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Figure 2 in the form of a workflow. The Multi Criteria Analysis represented in this diagram and
used to assess environmental vulnerability has been developed and presented in the previous work
of [15]. The coupling of those results with road accident data is performed in this study. The method
developed in the earlier work of Machado and co-authors is briefly described in Section 3.1. The
complement related to analysis of road accident data is described in detail in Sections 3.2 and 3.3. Both
methods were implemented in Geographic Information System (GIS), frequently used in environmental
studies [22–34]. In the present study, the specific GIS was IDRISI Selva software [35] that resorted to
various sources of digital information, mostly public institution websites (e.g., http://www.webmapit.
com.br/inpe/topodata/ for topographic data or https://earthexplorer.usgs.gov/ for land use/land
occupation data). The full inventory of information sources is listed in [15].

 

Figure 2. Flowchart illustrating how contamination risk has been assessed in the present study,
associated with spills of hazardous substances following a road accident.

3.1. Determination of Vulnerability

As mentioned, an environmental vulnerability evaluation along the BR 050 highway was
accomplished by the authors of this study in a previous publication [15]. To complete the task,
a Multi Criteria Analysis (MCA) embedded in a geographic information system was applied to the
areas under direct influence (within a 210 m buffer from each margin of the highway) and indirect
influence (within the limits of the micro basins along the 97 km segment) of spills of dangerous
products. The MCA approach is a four-step process, which involves (1) selection of factors to describe
vulnerability, with subsequent normalization of factor scales into a common dimensionless range, and
elaboration of raster maps that describe the spatial distribution of normalized factors; (2) the allocation
of a weight to each factor; (3) the weighted combination of factors to compose a final vulnerability
map; and (4) a sensitivity analysis of vulnerability results based on scenarios [36]. The four steps are
briefly outlined in the next paragraphs:

Step 1: In the study of [15] the vulnerability maps were based on the following factors: (1) drainage
density, (2) distance from water courses, (3) ground slope, (4) soil type, (5) land use/occupation, and
(6) geology (Figure 3; Table 1, part (a)). These factors were selected because they are comparable
to key variables of drainage models and flow routing algorithms that describe the detachment and
transportation of pollutants in catchments [5]. The normalization of factor classes was based on a
byte-level interval (0 to 255), which linked a 0 level to the least important class and 255 level to the most
important class (Table 1, part (b)). The association of factor classes to levels of importance (ratings)
was based on the authors’ personal experiences about vulnerability assessments.
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Figure 3. Spatial distribution of vulnerability-relevant factors included in the Multi Criteria Analysis.
Adapted from [15].

119



Int. J. Environ. Res. Public Health 2018, 15, 2011

Table 1. (a) Factors used by [15] in the Multi Criteria Analysis of environmental vulnerability related
to road accidents along the studied segment of BR 050 highway involving the transport of hazardous
substances; (b) Normalization of factors within the Multi Criteria Analysis—MCA (step 2) designed
to evaluate soil and water vulnerability along roads. The higher the value of a normalized factor
the greater its importance for vulnerability. The MCA model was applied to a segment of BR 050
highway where transport of hazardous substances is intense and spills of those products following a
road accident can cause severe damage to the surrounding environment. Adapted from [15].

(a)

Environmental Factors Accident Scenario Implications

Ground slope Factor that describes important aspects related to the control of erosion,
transport of sediments and contaminants.

Drainage density/distance from
water courses

It describes factors related to the likelihood of water resources and biotic
environment contamination.

Geology Factors related to likelihood of contamination, socioeconomic impact
and the extent of damage in accident scenarios.

Soil Classes/land use or
occupation

It exposes factors related to the likelihood of soil and groundwater
contamination and contaminant movement in accident scenarios.

(b)

Factors Values Normalized Values

Drainage density (km·km−2)

Very low 0–1
Low 1–5

Medium 5–13
High 13–15

Very high >15

Distance of water course (m)

30 255
60 175
90 115

120 75
150 50

Ground slope (%)

0 a 5% 25
5 a10% 75

10 a 20% 125
20 a 45% 255

Soil classes

Latosol 100
Acrisol 150
Nitisol 180
Gleysol 200

Cambisol 250

Land use and occupation

Annual crops 75
Pasture 125
Forest 200

Urban Area 255
Undifferentiated surface coverage 50

Serra Geral 100
Vale do Rio do Peixe 150

Marília 200
Uberaba 255

Step 2: The allocation of weights was based on the Analytical Hierarchy Process (AHP; [37])
whereby the user (or a group of experts) assign a relative importance to each factor based on pairwise
comparisons with the other factors, and then this hierarchy is processed in the AHP algorithm to obtain
a set of optimized levels of importance (weights). Because the attribution of weights can be subjective,
in the study of [15] a sensitivity analysis was performed (step 4 below) where various factors were
given the largest relative importance and hence maximum weights.
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Step 3: The overall vulnerability was calculated by Equation (1), implemented in the GIS software
using map algebra tools and factor maps in raster format (Figure 4):

Si =
p

∑
i=1

wjXij (1)

where Sj represents the vulnerability at pixel i, wj represents the weight of the factor j, and Xij represents
the normalized value of factor j at pixel i. The Si values are reclassified into five classes using the
same byte-level range: Invulnerable (0–50), Weakly vulnerable (50–100), Vulnerable (100–150), Strongly
Vulnerable (150–200), and Extremely Vulnerable (200–250).

Figure 4. Vulnerability maps of the intercepted water course catchments, highlighting the vulnerability
at the road accident sites (also termed hazard; labeled circles). The maps are outcomes of a Multi
Criteria Analysis where vulnerability-relevant factors ground slope (map (a)), drainage density (b),
geology (c) and soil type (d) were given the largest weight [15]. The concomitant effects on vulnerability
are reflexes of factor heterogeneity across the studied area. The largest effect occurs when factors
geology or soil type are maximized highlighting the importance of these factors.

Step 4: The sensitivity of S to changing factor weights was evaluated through generation of four
scenarios where one of these factors has been given the largest relative importance maximizing its
weight. The factors that have been given maximum weights were drainage density, ground slope, soil
type and geology. The scenarios were created because the aforementioned factors are heterogeneous
across the studied region and in that context associated with an ample range of scores. For these
reasons there is no easy way to define a universal hierarchy to describe the importance of each factor.
For example, the studied segment of BR 050 highway is contrasting as regards ground slope, because
the north and south sectors are occupied by plains linked to low vulnerability while the central part is
mountainous and linked to high vulnerability. In a scenario that maximizes the importance of ground
slope, these contrasting topographic features will be highlighted in the final vulnerability map, while
being smoothed otherwise. The same rationale holds for the other factors as well. Vulnerability in the
four scenarios is illustrated in Figure 4a–d.
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As expected, when factor ground slope is maximized (Figure 4a) the vulnerability map shows a
central area with high vulnerability bordered to the north and south by areas with low vulnerability.
However, it is evident from analysis of Figure 4c,d that rising the role of geology or soils in the
vulnerability assessment results in larger overall vulnerability. It is also worth to note that the BR 050
highway in the studied segment was built nearly along a water divide in the northern and central
sectors but away from it in the southern part (Figure 1). For that reason, spills of dangerous substances
in the northern-central parts of the segment will potentially affect the water courses in both sides of
the highway while in the southern part spill drainage will primarily affect the western channels.

3.2. Occurrence Data Involving Hazardous and Potentially Harmful Products to the Environment

The data on accidents involving hazardous and potentially harmful products in the studied
segment was obtained from the Concessionaire who manages approximately 700 km of BR 050 highway.
The collected data is summarized in Table 2. It is important to note that some products represented in
the table are not classified as dangerous by the United Nations (http://www.unece.org/trans/danger).
These products are identified as “not applicable” under the heading “UN Code” (Column 3). However,
because the road spill of these products can contribute significantly to soil and water contamination in
accident scenarios, they were used in the present study of risk management. The accident data was
compiled from operational resources such as Operational Control Center (OCC), Traffic Inspection and
Mechanical Rescue Vehicles, Emergency Medical Service Vehicles (rescue and salvage), Closed Circuit
TV and Radio Communication System. Through the OCC, all the occurrence data are recorded using
the software Kria Operational Control for Highways. Among other issues, the recording involves
the generation of a GIS database through the conversion of site details (i.e., the exact kilometer of the
occurrence) into geographical coordinates (last columns of Table 2). Besides generation of data the
software releases management reports according to the periodicity and type of occurrence desired,
allowing analysis, treatment and decision making. The data for the present study spans the period
from July 2014 to December 2017, which represents a 2 years and 6 months interval. Figure 1 shows
the distribution of occurrences (red circles) involving hazardous products in the studied segment,
obtained through the Concessionaire. We recognize that the data record is not long to provide a clear
image of the situation, but are confident that enables a preliminary view.

Table 2. Occurrences involving dangerous products in BR 050 during the monitored period. Symbols:
UN—United Nations; UTM—Universal Transverse Mercator (coordinate system); X, Y—planimetric
coordinates of the accident.

Date Product UN Code Time Kilometer
UTM—Zone 23 S

X Y

09/29/14 Diesel oil 1202 13:04:00 082 + 180 161,681 7,898,073
10/09/14 Ethanol 1170 15:07:00 149 + 500 181,617 7,834,447
10/30/14 Diesel oil 1202 21:32:00 096 + 500 165,445 7,884,280
01/23/15 Toluene 1294 02:21:00 111 + 500 169,793 7,869,927
08/31/15 Ethanol 1170 15:52:00 152 + 120 181,988 7,831,857
09/12/15 GLP 1075 05:35:00 078 + 340 161,054 7,901,861
10/29/15 Oil S10 1202 11:30:00 081 + 800 161,619 7,898,448
10/14/16 Hydrated alcohol 1170 06:04:00 091 + 200 163,904 7,889,351
02/10/17 Diesel oil 1202 12:37:00 129 + 100 176,754 7,854,079
07/17/17 Hydrochloric acid 1789 06:31:00 149 + 300 181,607 7,834,653
10/24/17 Vegetable oil not applicable 10:40:00 136 + 600 178,378 7,846,904
10/25/17 Limestone not applicable 08:45:00 132 + 540 177,162 7,850,754
11/13/17 Cement not applicable 18:09:00 081 + 100 161,494 7,899,147
11/22/17 Kerozene 1223 23:01:00 128 + 300 176,647 7,854,871

3.3. Environmental Vulnerability at Occurrence Sites (Risk)

The vulnerability around the road accident sites listed in Table 2 was assessed by the IDRISI
Selva software [35], taking into account the four predefined scenarios (Figure 4). The IDRISI Selva
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software embeds a set of tools capable to determine the environmental vulnerability of an area
according to the necessary steps. The vulnerability profile of each site was defined through the
following steps: (1) a 200 m buffer was drawn around the site. This area covers the environmental
resources immediately affected after the occurrence of spills; (2) The buffers were plotted over the four
vulnerability maps (Figure 4a–d); (3) For each vulnerability scenario, the area related to a vulnerability
level (e.g., strongly vulnerable) was determined using raster map operations.

Steps 1–3 were repeated for all the vulnerability levels and all sites, and aggregated per
vulnerability level in each scenario. To distinguish the vulnerability evaluated within the studied
segment (catchment scale) from the vulnerability evaluated around the road accident sites (buffer
scale) the latter was termed hazard. Having determined the hazard area within the 14 buffers, the risk
of soil and water contamination is estimated for every vulnerability level using the formula:

Rj =
Hj

Vj
=

Abj

Aj
(2)

where Rj is the risk for level j, Hj is the hazard for level j evaluated within the 14 buffers and represented
by the corresponding area (Abj, in percentage of total buffer area), and Vj is the vulnerability for level j
evaluated within the studied segment and represented by its area (Aj, in percentage of segment area).
If the Rj value is >1 then road accident sites are considered risky at that level. If sites are risky for the
preoccupying levels (e.g., “strongly vulnerable” or “extremely vulnerable”) then the implementation
of prevention and alert systems should be mandatory. These systems should also be considered for the
“vulnerable level”. The analysis of risk can be refined, which means executed site by site. In this case,
the Abj represents the area of hazard level j within the specific site, in percentage of buffer area. It is
worth mentioning that, besides hazard incidence and medium vulnerability the risk of soil and water
contamination by dangerous substance, including public health issues, also depends on the extension
of contaminant propagation, the amount and chemical properties (toxicity) of the spilled product, and
the proximity of human presence [38]. Toxicity and proximity to urban centers will not be addressed
in this study, because the vulnerability assessment on which the risk analysis is standing has been
focused on the protection of environmental resources, soils and water.

4. Results and Discussion

4.1. Accident Count over the Monitored Period

A total of 14 accidents were reported to the monitoring system within the studied period (Table 2).
Among these occurrences, 11 involved the transport of hazardous products and three the transport of
products potentially harmful to the environment such as vegetable oil, limestone and cement. The
largest number of episodes occurred in the morning (from 06:00 to 12:00, 35.71% of occurrences), being
followed by the afternoon (from 12:00 to 18:00, 28.57%), night time (from 18:00 to 00:00, 21.43%), and
early morning (from 00:00 to 06:00, 14.29%). As regards seasonality, there were nine occurrences in
the rainy season (64.29%) and five in the period of low or no rainfall. The results also show that
one quarter (28.57%) of all accidents occurred in the section between km 77 and 83 of BR 050. This
section is characterized by steep slopes, but paradoxically is also distinguished by fast-speed traffic.
Figure 5, generated in Google Earth, shows the elevation profile of km 77–km 83 section, with an
elevation of 932 m at km 77 and 810 m at km 83 (2% slope, on average). Ferreira [39] studied the
causes of road accidents with hazardous products in the State of São Paulo, Brazil, and observed a
greater predominance of accidents in the afternoon (between 12:00 and 18:00) and that the routes
between petrochemical poles also influence the number of accidents, due to the greater flow of vehicles
transporting dangerous products along these routes. Overall, the results obtained in this study as well
as by other authors [2] demonstrate the heterogeneity of factors influencing the incidence of accidents
with hazardous products, which hampers the selection of priority sections for hazard management. The
alternative path to follow relies on combining the assessment of hazard distribution with environmental
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vulnerability assessments, and hence moving from a conventional hazard management to the more
integrated approach that is risk management. The assemblage of hazard and vulnerability data into a
common framework of risk data, especially if using a geographic information system to accommodate
and process the maps and associated attribute tables, has the additional virtue to help finding priority
sections for management, because risky areas are fewer and smaller than the sum of hazard and
vulnerable areas.

Figure 5. Elevation profile of the BR 050 highway segment involved in a large number of road accidents.
This segment is located between km 77 and km 83 of the highway, as illustrated in Figure 1. The
elevation profile was generated using the Google Earth software. The accidents are mostly caused by
fast-speed traffic in a relatively steep-slope road.

4.2. Vulnerability, Hazard and Risk

The 200 m-buffers around the 14 accidents sum a hazard area of approximately 168.27 hectares.
The buffers were defined because large areas around the accident sites can be affected by the road spills,
even extending to the entire watershed. Table 3 summarizes the results obtained for vulnerability,
hazard and risk in the four predefined scenarios of factor maximization, respectively expressed as
vulnerable areas within the BR 050 segment watersheds (V), hazard areas within the 200 m buffers
surrounding the accident sites (H) and the percent ratio between H and V (R = H(%)/V(%)). The V areas
were evaluated within the maps of Figure 4a–d, while the H areas were measured within the buffer
areas (labeled circles) represented in the same figures. For example, for vulnerability level “strongly
vulnerable” (red color in Figure 4) the V area is 4337.79 hectares (3.4% of road segment area; Table 3)
in the ground slope scenario (Figure 4a), while raises to 40,073.87 hectares (31.4%) in the geology
scenario (Figure 4c). The corresponding H areas are 11.50 hectares (6.83%) and 48.75 hectares (28.97%).
According to Equation (2) this gives a risk R = 2.01 for the ground slope scenario and R = 0.92 in the
geology scenario. In case ground slope is adopted as reference scenario for decision making on soil and
water protection, then road accident sites located where the environment is strongly vulnerable are
considered risky because R > 1. In general, as regards vulnerability the areas were mostly classified as
weakly vulnerable or vulnerable, for the ground slope and drainage density factors, and as vulnerable
or strongly vulnerable for the soil class and geology factors. The coverage by extremely vulnerable
areas or invulnerable areas was insignificant. The results obtained for the areas where the accidents
have occurred (hazards) follow the general results obtained for vulnerability, because the percentage
of area ascribed to the vulnerability classes are similar in both cases. The exceptions occur for the
scenarios where ground slope or drainage density factors were maximized, because in some cases the
areas where the accidents have occurred are more vulnerable than the general vulnerability areas in
those scenarios. As mentioned above, for the scenario that maximized ground slope the areas classified
as strongly vulnerable along the highway watersheds represent V = 3.4% of the total watershed area
while the homologous areas around the accident sites represent H = 6.83%. The same holds for the
strongly vulnerable areas in the scenario that maximized the drainage density factor, which rise from
V = 4.06% to H = 6.83%. Put another way, the strongly vulnerable areas in these two scenarios can be
classified as risky, because R = H/V > 1 in both cases, namely 2 and 1.7 (Equation (1)). In that context,
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these vulnerability levels and corresponding areas of influence would deserve special attention in risk
management plans.

Table 3. Vulnerability assessments within the watersheds that surround the studied segment of BR 050
highway (V), considering the four scenarios. Vulnerability assessments within the 200 m buffers that
surround the 14 road accidents (also termed hazard assessments; H), considering the same scenarios.
Risk assessments (R = H/V, in percent ratio).

Intercepted Basins [15] Buffers Around Road Accident Sites

Scenario 1—Maximize ground slope factor
Category Vulnerability Hazard Risk—R

Area—V (hectare) % Area—H (hectare) %
Invulnerable 1425.79 1.12 1.33 0.79 0.71

Weakly
vulnerable 79,725.12 62.46 85.90 51.05 0.82

Vulnerable 42,135.85 33.01 69.54 41.32 1.25
Strongly

vulnerable 4337.79 3.40 11.50 6.83 2.01

Extremely
vulnerable 17.07 0.01 0.00 0.00 0.00

Total 127,641.62 100.00 168.27 100

Scenario 2—Maximize drainage density factor
Category Vulnerability Hazard Risk—R

Area—V (hectare) % Area—H (hectare) %
Invulnerable 1416.06 1.11 1.33 0.79 0.7

Weakly
vulnerable 31,358.31 24.57 44.59 26.50 1.1

Vulnerable 89,678.65 70.26 110.85 65.88 0.9
Strongly

vulnerable 5188.61 4.06 11.50 6.83 1.7

Extremely
vulnerable 0.00 0.00 0.00 0.00 nd

Total 127,641.62 100 168.27 100.00

Scenario 3—Maximize geology factor
Category Vulnerability Hazard Risk—R

Area—V (hectare) % Area—H (hectare) %
Invulnerable 1421.19 1.11 1.33 0.79 0.71

Weakly
vulnerable 25,391.51 19.89 36.89 21.92 1.10

Vulnerable 60,624.47 47.50 81.22 48.26 1.02
Strongly

vulnerable 40,073.87 31.40 48.75 28.97 0.92

Extremely
vulnerable 130.58 0.10 0.09 0.05 0.50

Total 127,641.62 100 168.27 100

Scenario 4—Maximize soil class factor
Category Vulnerability Hazard Risk—R

Area—V (hectare) % Area—H (hectare) %
Invulnerable 1416.06 1.11 1.33 0.79 0.71

Weakly
vulnerable 22,612.48 17.72 28.58 16.98 0.96

Vulnerable 77,085.70 60.39 100.15 59.52 0.99
Strongly

vulnerable 26,190.75 20.52 37.95 22.56 1.10

Extremely
vulnerable 336.63 0.26 0.27 0.16 0.62

Total 127,641.62 100 168.27 100
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Figure 4a–d display the vulnerability maps obtained at the 14 sites where the accidents occurred
during the studied period. The maps also represent the surrounding watersheds, because they can
also be environmentally affected. In all cases, these figures provide visual information for rapid
environmental risk assessment of accident sites, enabling immediate prevention and alerts for the sites
classified as vulnerable or strongly vulnerable. The representation of accident sites in a color scale
related to environmental vulnerability validates the method of [15] as support for an expeditious risk
management tool, and hence represents the achievement of a proposed objective. In that context, it is
important to note the large number of accident sites located in strongly vulnerable areas, especially in
the southern sector watersheds and when the focus of vulnerability is put on the catchments’ soil and
geologic characteristics. An environmental alert is due in these cases to ensure the safety of soil and
water quality within the involved watersheds.

5. Conclusions

The management of road transport risk involving hazardous substances is a challenging exercise
because the factors influencing this variable depend on the vulnerability of the medium as well
as on a myriad of road accident causes and circumstances. The challenge also results from the
fact that, to be effective, a risk management tool needs to release the relevant information on local
vulnerability immediately after the occurrence of an accident that spilled a dangerous product over
the road. In this study, a combination of vulnerability and hazard assessments proved efficient to
readily identify risky sections in a segment of highway BR 050 located in Brazil, which correspond
to areas with a larger incidence of accidents located on strongly vulnerable areas. In these areas,
the risk is mostly determined by ground slope and drainage density. The study could also depict
accident sites and associated influence buffers as colored circles to readily represent vulnerability at site
scale. It became evident at first sight that the southern sector of the highway BR 050 segment requires
closer attention as regards environmental risk. In case of accident, soil and water contamination is
highly probable because soils and geological formations are barely capable to sustain the propagation
of contaminants in that sector. Overall, the study proved efficient in providing a comprehensive
diagnosis on contamination risk along the studied road, as well as in providing clues about sectors of
the highway requiring particular attention from risk managers.
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Abstract: Hatred directed at members of groups due to their origin, race, gender, religion, or sexual
orientation is not new, but it has taken on a new dimension in the online world. To date, very little
is known about online hate among adolescents. It is also unknown how online disinhibition
might influence the association between being bystanders and being perpetrators of online hate.
Thus, the present study focused on examining the associations among being bystanders of online
hate, being perpetrators of online hate, and the moderating role of toxic online disinhibition in the
relationship between being bystanders and perpetrators of online hate. In total, 1480 students aged
between 12 and 17 years old were included in this study. Results revealed positive associations
between being online hate bystanders and perpetrators, regardless of whether adolescents had or
had not been victims of online hate themselves. The results also showed an association between
toxic online disinhibition and online hate perpetration. Further, toxic online disinhibition moderated
the relationship between being bystanders of online hate and being perpetrators of online hate.
Implications for prevention programs and future research are discussed.

Keywords: online hate; hate speech; bystander; perpetrator; online disinhibition; online discrimination;
cyber aggression

1. Introduction

Hatred directed at members of groups due to their origin, race, gender, religion, or sexual
orientation is not new, but it has taken on a new dimension in the online world. Online hate involves
actions involving the denigration, harassment, exclusion, and advocacy of violence against specific
groups on the basis of assigned or selected characteristics (i.e., origin, race, gender, religion, or sexual
orientation) through information and communication technologies (ICTs) [1–3]. Although research
regarding online hate is in its infancy, research on offline discrimination has shown that the
consequences of exposure and victimization can be severe and it can promote deviant behavior, social
disintegration tendencies, and negative health outcomes (i.e., psychosomatic problems, externalizing
behavior problems) [4,5]. Therefore, it is important to understand why some adolescents perpetrate
online hate. Because not much is known about possible correlates of online hate perpetration,
the present study examined the association between being bystanders and perpetrators of online
hate, and toxic online disinhibition as a potential moderator of this association. The results might
help to deepen the knowledge concerning involvement of adolescents in online hate and how the
online environment promotes online hate. The findings might provide information for prevention and
intervention efforts to tackle online hate among adolescents, thereby promoting democratic coexistence
in a pluralistic society.
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There are different roles that adolescents can play in online hate, including being bystanders who
observe online hate without being directly involved, being victims directly targeted by online hate
material, comments, or posts, and being perpetrators who post, forward, or share harmful or hostile
online hate material, comments, or posts [6]. Initial research on prevalence suggests that the most
common way to experience online hate is by witnessing these behaviors as bystanders. For example,
in a study with Finnish adolescents between 15 and 18 years, 53% had witnessed online hate, 6% had
perpetrated online hate, and 23% had been victimized by online hate [1]. A common reaction of
bystanders of online hate is taking no action, making a comment disagreeing with the online hate post,
reporting it, liking the content, or blocking the post [6]. However, researchers have found that being
bystanders and perpetrators of offline and online aggression are related [7–9]. Therefore, it seems
assumable that some bystanders of online hate might also perpetrate online hate, which might be
explained as follows. First, Social Learning Theory postulates that adolescents who observe deviant
behavior and/or perceive that the peer group accepts these behaviors are more likely to engage in
similar deviant behavior [10]. In these cases, perpetrating online hate might be explained in light
of observational learning, adopting inappropriate coping strategies, and dynamic group processes.
The Social Learning Theory has also been expanded to the online context by some researchers that
have found that individuals tend to use more aggressive expressions in their online communication
and interaction when their peers behave aggressively [11,12]. Second, some adolescents might become
desensitized when observing online hate. For instance, initial research has shown that exposure to
cyberbullying predicts lower levels of empathic responsiveness [13]. Third, some adolescents might be
exposed more often to these behaviors because they are friends with perpetrators and share common
values. For example, research on social networks of online and offline bullies has shown evidence for
“nests” of cyberbullying perpetrators, assistants, and reinforcers [14,15].

The online environment involves anonymity, invisibility, asynchronicity, textuality, and lack of
face-to-face contact, and punishment and repercussions are considered less likely to occur as compared
with the offline world [16]. These circumstances can promote rude language, hatred, and threats,
also referred to as toxic online disinhibition or the tendency to feel less inhibited [16]. Toxic online
disinhibition can also decrease the ability for empathy, self-control, and the ability to recognize social
cues [16,17]. When compared to the offline world, there is an increased likelihood that fewer adults
are present in the online world of adolescents, which can also increase aggressive behavior and
discrimination [18,19]. To the authors’ knowledge, no study has investigated the association between
toxic online disinhibition and online hate perpetration. However, past research has revealed that
higher levels of toxic online disinhibition are positively associated with cyberbullying perpetration,
flaming, and trolling [17,20–23]. Therefore, it can be proposed that toxic online disinhibition might also
lead to less self-monitoring when expressing beliefs through hateful or degrading writing or speech
online, making inappropriate attacks on minorities more likely.

The present study aims to contribute to the existing knowledge about online hate exposure and
perpetration among adolescents by focusing on possible moderation effects of toxic online disinhibition
in the association between being bystanders and perpetrators of online hate. In contrast to previous
research on exposure and perpetration of online aggression, the current study will be the first to
investigate these associations among online hate. To guide this purpose, the present study included
the following hypotheses:

Hypothesis 1 (H1). Being bystanders of online hate is related positively to being perpetrators of online hate.

Hypothesis 2 (H2). Higher levels of toxic online disinhibition are positively associated with being perpetrators
of online hate.

Hypothesis 3 (H3). Higher levels of toxic online disinhibition increase the association between being bystanders
and being perpetrators of online hate.
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2. Materials and Methods

2.1. Participants

In this study, 1480 students aged between 12 and 17 years old (students from grades seven to ten,
respectively) were included (Mage = 14.21; SD = 1.22). They were from seven middle schools from the
federal states of Bremen, Berlin, and Brandenburg in Germany. In terms of gender, 50.3% (n = 744)
were girls. Regarding migration background, 9.7% (n = 144) reported that German was not the
main language spoken at home. Around 33.6% (n = 483) of students reported living in families
of low affluence, 33% (n = 474) in families of middle affluence, and 33.4 % (n = 479) in families of
high affluence.

2.2. Measures

Online Hate Involvement. To measure online hate involvement, three items were adopted from
the work of Hawdon et al. [2]. For assessing those who were bystanders of online hate, participants
were asked: “How often in the past 12 months have you observed hateful or degrading writing
or speech online, which inappropriately attacks certain groups of people or individuals because of
their sex, religious affiliation, race, or sexual orientation?”. For online hate perpetration, they were
asked: “How often in the past 12 months have you posted hateful or degrading writing or speech
online, which inappropriately attacks certain groups of people or individuals based on their sex,
religious affiliation, race, or sexual orientation?”. For online hate victimization, they were also asked:
“How often in the past 12 months have you personally been the target of hateful or degrading writing
or speech online because of your sex, religious affiliation, race, or sexual orientation?”. Participants
rated each item on a scale of 0 (never) to 4 (very frequently).

Toxic Online Disinhibition. The four-item Toxic Online Disinhibition Scale assessed the extent
to which adolescents believed that they were less inhibited while interacting or engaging in certain
behaviors online, with response options ranging from 0 (definitely do not believe) to 4 (definitely
do believe) [22]. A confirmatory factor analysis revealed a good fit of the toxic online disinhibition
scale: χ2 = 29.33, df = 8, p < 0.001, comparative fit index (CFI) = 0.99, Tucker–Lewis index (TLI) = 0.99,
root mean square error of approximation (RMSEA) = 0.04, and standardized root mean square residual
(SRMR) = 0.01. A mean score was computed by averaging all items. Cronbach’s alpha was 0.79.

Control Variables. Participants were asked for their age and sex to determine demographic
characteristics. Migration background was assessed by asking which language is mainly spoken at
home. Family socioeconomic status was measured with the Family Affluence Scale (FAS) [24]. The FAS
was trichotomized into low, medium, and high socioeconomic status.

2.3. Procedures

All materials and procedures were approved by the data protection officer and educational
authority of the federal state of Bremen, Germany, as well as University Institutional Review Board.
Twenty schools were randomly selected from a list of 167 schools. From these 20 schools nine principals
did not reply to the recruitment email, four expressed interest but had existing commitments that
prevented them from participating, and seven provided agreement to have their school participate.
There were 1788 parental permission slips passed out to the students. Of these, 1480 parents/guardians
agreed to allow their child to participate. Reasons for not participating in this study were missing
written parental consent, sick note, absence because of projects, internship, refusal to participate,
unexcused absence at school, being new to the class and therefore not informed about the survey,
or having refugee status (missing German language skills). An online survey was conducted during
one regular school hour in the school’s computer lab. All participants received instructions and were
informed that their participation was optional, that they could choose not to answer questions, and that
participation could be stopped at any time without giving a reason and with no consequences. In order
to prevent distress and further harm by participating in this study, oral and written information where
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those who had taken part in the research could get counseling online and offline was given. Less than
3% of the data was incomplete and the missing data were handled with mean imputation [25].

2.4. Data Analyses

Descriptive statistics were used to determine the frequency rates of online hate. Pearson’s
r correlations were used to investigate the bivariate associations among the main study’s variables.
The t-test was used to investigate sex differences among the online hate variables, Cohen’s d used
to calculate the effect size. Confirmatory Factor Analysis was completed with Mplus 8.1 software
(Muthén & Muthén, Los Angeles, CA, USA) [26]. The proposed regression-based moderated model
was examined using the Process Macro for SPSS (SPSS Inc., Chicago, IL, USA) [27], applying Model 1
with 5000 bias-corrected bootstrap samples. Being bystanders of online hate was the independent
variable, toxic online disinhibition was the moderator, and online hate perpetration was the dependent
variable, while controlling for participants’ age, sex, migration background, socioeconomic background,
and online hate victimization. Cohen’s f 2 was used as an effect size. According to Cohen [28] f 2 ≥ 0.10,
f 2 ≥ 0.25, and f 2 ≥ 0.40 represent small, medium, and large effect sizes, respectively. Multicollinearity
diagnostics were assessed and were within an acceptable range (see Table 1).

Table 1. Means, standard deviations, and correlations between online hate bystanders, online hate
perpetrators, online hate victims, and toxic online disinhibition.

Variable 1 2 3 4

1. Online hate bystanders - - - -
2. Online hate perpetrators 0.28 ** - - -
3. Online hate victims 0.40 ** 0.31 ** - -
4. Toxic online disinhibition 0.18 ** 0.20 * 0.18 * -

Mean 1.15 0.19 0.29 0.61
SD 1.32 0.62 0.74 0.73

* p < 0.05; ** p < 0.01.

3. Results

3.1. Descriptive Statistics

Correlations, means, and standard deviations for online hate bystanders, perpetrators, victims,
and toxic online disinhibition are shown in Table 1. All variables were significantly correlated with
each other.

Overall 53.7% (n = 761) of participants reported that they observed at least one incident of
hateful or degrading writing or speech online, inappropriately attacking certain groups of people
or individuals because of their sex, religious affiliation, race, or sexual orientation. Regarding the
frequencies, 46.3% (n = 655) reported they have never had observed online hate, 18.6% (n = 263)
reported observing online hate very rarely, 16.8% (n = 238) occasionally, 10.2% (n = 145) frequently,
and 8.1% (n = 115) very frequently. Concerning online hate perpetration, 11.3% (n = 160) of participants
reported that they had posted at least item of one hateful or degrading writing or speech online,
inappropriately attacking certain groups of people or individuals because of their sex, religious
affiliation, race or sexual orientation. Furthermore, 88.7% (n = 1256) reported they have never
had posted online hate, 7.6% (n = 104) reported posting online hate very rarely, 1.8% (n = 26)
occasionally, 0.9% (n = 13) frequently, and 1.2% (n = 17) very frequently. Regarding online hate
victimization, 16.9% (n = 240) of participants reported that they have personally been the target of
hateful or degrading writing or speech online because of their sex, religious affiliation, race, or sexual
orientation. Additionally, 83.1% (n = 1178) reported they had never personally been targeted by online
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hate, 9.6% (n = 136) very rarely, 4.3% (n = 61) occasionally, 1.6% (n = 23) frequently, and 1.4% (n = 20)
very frequently.

There was a positive correlation between age and observing online hate, r = 0.10, p ≤ 0.001,
and posting online hate r = 0.10, p ≤ 0.001, but not with victimization through online hate.
Girls (M = 1.37, SD = 1.36) reported more often than boys (M = 0.93, SD = 1.24) observing online
hate online (t (1403) = 6.35, p < 0.001, Cohen’s d = 0.35). Boys (M = 0.26, SD = 0.73) reported more
often than girls (M = 0.11, SD = 0.47) posting online hate (t (1208) = −4.42, p < 0.001, Cohen’s d = 0.24).
However, no sex differences were found regarding online hate victimization.

3.2. Association between Online Hate Bystanders, Perpetrators, and Toxic Online Disinhibition

The overall model was significant, F(6, 1357) = 11.87, p < 0.001, R2 = 0.19, indicating a large effect
(Cohen’s f 2 = 0.53). As Table 2 illustrates, there were statistically significant correlates of online hate
perpetration. While controlling for participants’ age, sex, migration background, and socioeconomic
background, increases in being bystanders of online hate were positively related to being perpetrators
of online hate (b = 0.08, SE = 0.19, p < 0.001). Toxic online disinhibition was positively associated with
being perpetrators of online hate (b = 0.11, SE = 0.02, p < 0.001). Although age, migration background,
and socioeconomic background were not significant predictors, online hate victimization (b = 0.16,
SE = 0.04, p = 0.007) and sex (b = 0.16, SE = 0.05, p < 0.001) were significant predictors of online
hate perpetration.

Table 2. Coefficients of the model predicting online hate perpetration.

Predictor b (*) SE t p

Constant −0.530 [−0.915, −0.145] 0.196 −2.70 0.007
Toxic online disinhibition 0.116 [0.060, 0.172] 0.028 4.09 0.000
Online hate bystanders 0.086 [0.052, 0.119] 0.017 5.01 0.000
OHB × TOD 0.074 [0.019, 0.129] 0.279 2.67 0.007

Control Variables

Age 0.021 [−0.002, 0.045] 0.031 5.08 0.080
Sex (male) 0.162 [0.099, 0.225] 0.059 0.967 0.000
Migration background 0.050 [−0.059, 0.175] 0.059 0.967 0.333
SES 0.022 [−0.014, 0.060] 0.019 1.19 0.230
Online hate victimization 0.168 [0.079, 0.256] 0.045 3.73 0.007

Note: OHB = online hate bystanders; TOD = toxic online disinhibition; SES = socioeconomic status; * 95% BCa = bootstrap
confidence intervals based on 5000 samples.

As Figure 1 shows, significant moderation effects were found between bystanders of online hate
and toxic online disinhibition when predicting online hate perpetration (b = 0.07, SE = 0.27, p = 0.007).
Probing the interaction further revealed that bystanders of online hate reported more online hate
perpetration when they reported higher levels of online disinhibition (b = 0.14, SE = 0.02, p < 0.001
at +1 SD) and less frequent online hate perpetration when they reported lower levels of toxic online
disinhibition (b = 0.04, SE = 0.02, p = 0.029 at −1 SD).

Figure 1. Simple slopes equations of the regression of online hate bystanders on online hate perpetrators
at high and low levels of toxic online disinhibition.
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4. Discussion

The purpose of this study was to fill a gap in the literature regarding the associations between
being bystanders of online hate, toxic online disinhibition, and online hate perpetration. To address
this aim, data were gathered from a sample of 1480 German adolescents aged between 12 and 17 years
old. Notably, 53.7% had observed at least one online hate incident, 11.3% reported having perpetrated
at least one incident of online hate, and 16.9% reported being victimized at least once by online
hate. Therefore, online hate appears to be a prevalent issue among adolescents that warrants further
investigation in the future. Our finding that the majority of students report observing online hate
parallels that of Räsänen et al. [1]. These findings also underscore the need for more research into the
experiences of adolescents who are bystanders of online hate.

We found support for our prediction that being bystanders and perpetrators of online hate
would correlate (Hypothesis 1), even after controlling for the effects of being victims of online hate.
Thus, it seems to be important to limit online hate exposure among adolescents. More broadly,
our findings align with those indicating that being bystanders and being perpetrators of online and
offline aggression is correlated [7,8]. A possible explanation might be that adolescents who observe
online hate or perceive that their peers accept it perceive online hate as normal and unexceptional
behavior are therefore more likely to perpetrate online hate. Another explanation might be that
some adolescents might become desensitized by observing online hate, making online hate seem like
a potentially normative behavior.

The evidence showed that, as expected, higher levels of toxic online disinhibition were positively
associated with online hate perpetration (Hypothesis 2). This result extends previous research that
revealed positive associations between online disinhibition and cyberbullying perpetration, flaming,
and trolling [17,20–23]. Nevertheless, personal features like impulsivity, repressed emotions, personal
drives, and one’s own experiences with exclusion and discrimination may also be important predictors
of online hate perpetration, which need to be investigated in future research thoroughly.

We add to the literature that, consistent with expectations, toxic online disinhibition moderated
the associations between being bystanders and being perpetrators of online hate (Hypothesis 3).
Thus, the online disinhibition effect might be a key variable in understanding why adolescents who
observe online hate also perpetrate online hate. More research is needed whether toxic online
disinhibition might also moderate associations between other participating roles, such as between
victims and perpetrators of online hate. Although this finding sheds light on possible contextual factors
that explain the association between being bystanders and perpetrators of online hate, more research
is needed to understand whether intra- and interpersonal factors (i.e., desensitization process, social
norms within the peer group, popularity of the perpetrator, the subjective nature of the perceived
severity of online hate) might also contribute to the correlation between being bystanders and being
perpetrators of online hate. Finally, more research is needed to understand whether benign online
disinhibition controversially might buffer the association between being bystanders and perpetrators
of online hate.

5. Limitations

There are several limitations of this research requiring some discussion. First, the cross-sectional
nature of the study’s design limits the ability to draw any causal conclusions and temporal ordering of
the main study constructs. Future research would benefit from longitudinal studies. Second, the data
were exclusively collected through self-reports. Therefore, the observed relationships might be inflated
due to shared method variance. In addition, measuring online hate solely through self-reports may
affect adolescents’ reports of these experiences. For example, some adolescents who perpetrated online
hate might choose not to answer honestly for fear of consequences (i.e., restricted ICT use). Adolescents
who think that they have a legitimate opinion or are just joking around might not recognize that they
perpetrate online hate and consequently they might also underreport online hate. There is some
research suggesting that people who recognize racism are more likely to perceive it as a deviant and
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negative behavior [6]. More specifically, the items used to measure online hate refer to “inappropriate
attacks” which might also lead to underreporting as adolescents might not perceive such behavior as
inappropriate. On the other hand, it might be that some adolescents overreport perpetrating online
hate to appear tough. Follow-up research should apply a multi-informant approach. Third, we did not
control for involvement in other forms of cyber aggressions (i.e., cyberbullying, trolling), ICT access,
time spent online, or online activities, all of which may have an impact on online hate perpetration.
Future research should include theses control variables. Finally, we relied on single item measurement
for the assessment of online hate. Follow-up studies should try to include validated scales to overcome
concerns with one-item measurements (i.e., low content validity, sensitivity, and lack a measure of
internal consistency reliability).

6. Practical Implications

The findings of the present study signify a need for school staff, policy makers, and providers of
social media to be aware of adolescents’ exposure to online hate. Schools and their educational
mission face a double challenge regarding online hate. On one hand, online hate is not just
an online phenomenon, it can also affect peaceful coexistence at school. On the other hand,
as a democracy-fostering authority, schools are predestined to counter online hate by teaching
appropriate skills (i.e., media literacy, conflict strategies, democratic, and social skills). These skills can
be enhanced through prevention programs that help adolescents understand that democratic values
and basic human rights also apply to the online world. These programs should also aim to foster
empathy with victims, take the perspective of the victim, embrace diversity, and enable adolescents
to recognize and cope with online hate. The present study showed that toxic online disinhibition
might prevent adolescents from becoming online hate perpetrator. Therefore, it seems important to
increase the awareness among adolescents concerning how the online environment influences their
own behavior. Increasing self-control, learning techniques for critical self-monitoring, and fostering of
the ability to recognize social cues and self-reflection might reduce the effects of online disinhibition.
Furthermore, policy makers have to ensure that they recognize the balance between enabling freedom
of expression, protection from online hate, and punishing perpetrators. It is important that policy
is developed to persuade people to not post hateful content in the first place or convince people to
remove the content themselves and apologize. Policy makers should also urge social media platforms
to rank such content lower in social media news feeds and/or to implement more efficient procedures
for reporting the content. Social media platforms need to intensify their efforts to protect adolescents
from online hate exposure by implementing practical systems to reduce exposure to online hate and for
removal of online hate material. Social media platforms should also be expected to remove online hate
content in a more efficient manner, as sometimes there is a lengthy amount of time between reporting
and removal of the content.

7. Conclusions

This study was one of the first to examine the association between being bystanders and being
perpetrators of online hate. It was also one of the first to investigate the moderating effect of toxic
online disinhibition in this relationship. Findings indicate that increases in being bystanders of
online hate and toxic online disinhibition were positively associated with being an online hate
perpetrator, while controlling for participants’ age, sex, migration background, socioeconomic status,
and experience of online hate victimization. Moreover, a significant interaction was found between
being bystanders of online hate and toxic online disinhibition when predicting online hate perpetration.
The findings of the present study indicate a need for school staff, policy makers, and providers of
social media to be aware of the possible impact that witnessing online hate and online disinhibition
can have on adolescents’ behavior. In addition, the identification of correlates, such as toxic online
disinhibition, could help with the development of prevention and intervention programs aimed at
changing adolescents’ online behavior.
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Abstract: In Martinique, Bothrops lanceolatus snakebite, although relatively uncommon (~30 cases/year),
may result in serious complications such as systemic thrombosis and local infections. Infections have
been hypothesized to be related to bacteria present in the snake’s oral cavity. In this investigation,
we isolated, identified, and studied the susceptibility to beta-lactams of bacteria sampled from
the oral cavity of twenty-six B. lanceolatus specimens collected from various areas in Martinique.
Microbiota from B. lanceolatus oral cavity was polymicrobial. Isolated bacteria belonged to fifteen
different taxa; the most frequent being Aeromonas hydrophyla (present in 50% of the samples),
Morganella morganii, Klebsiella pneumoniae, Bacillus spp., and Enterococcus spp. Analysis of antibiotic
susceptibility revealed that 66.7% of the isolated bacteria were resistant to amoxicillin/clavulanate.
In contrast, the majority of isolated bacteria were susceptible to the third-generation cephalosporins
(i.e., 73.3% with cefotaxime and 80.0% with ceftazidime). Microbiota from B. lanceolatus oral cavity
is polymicrobial with bacteria mostly susceptible to third-generation cephalosporins but rarely to
amoxicillin/clavulanate. In conclusion, our findings clearly support that first-line antibiotic therapy in
the B. lanceolatus-bitten patients, when there is evidence of infection, should include a third-generation
cephalosporin rather than amoxicillin/clavulanate.

Keywords: Bothrops lanceolatus; envenomation; snakebite; bacteria; infection; antibiotic susceptibility

1. Introduction

Snakebite envenomation is a relatively uncommon but serious medical emergency in Martinique,
an overseas region of France with a population of 386,000 inhabitants, located in the Lesser Antilles of
the Eastern Caribbean. Approximately thirty cases are declared every year. Envenomation is due to
Bothrops lanceolatus (Order: Squamata; suborder: Serpentes; family: Viperidae; subfamily: Crotalinae;
Figure 1), the only venomous snake in this Caribbean French territory and a snake not found elsewhere
in the world [1]. This envenoming is known to be responsible for a high rate of multiple systemic
thrombotic events as well as for possible local infectious complications.
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Figure 1. Bothrops lanceolatus from Martinique, known as trigonocéphale or fer-de-lance is one the most
dangerous venomous snakes in the Caribbean. (Photo courtesy of Mr. Michel Tanasi, a member of the
snake working group).

As suggested by previous observations at the bedside [2,3], bacterial infection from snakebites in
Martinique occurs in about one third of the envenomed cases, mainly in the most severely envenomed
patients (grade II or III). Interestingly, local infection was hypothesized to be caused by the oral and
fang microbiota of B. lanceolatus.

The oral microbiota of snakes comprises a wide range of aerobic and anaerobic microorganisms,
including Enterobacteriaceae (Morganella spp. and Escherichia coli), Streptococcus spp., Aeromonas
spp., Staphylococcus aureus, and Clostridium spp., as reported in several observational studies from
snakebites worldwide [4–9]. However, the predominant microorganisms change according to the
geographic region and environmental conditions. Additionally, bacteria susceptibility to beta-lactams,
the most frequently used antibiotics to treat snake-envenomed patients, varies with possible resistant
phenotypes, especially since the emergence of multidrug-resistant bacteria in the environment during
the last years.

Therefore, we designed an experimental study aiming to identify the main bacterial microbiota
from B. lanceolatus oral cavity. Then, based on the nature and susceptibility of the isolated bacteria
to beta-lactams, our objective was to propose the most adequate preemptive antibiotic therapy that
should be administered in the suspicion of infection in B. lanceolatus-bitten patients in Martinique.

2. Materials and Methods

2.1. Experimental Design

This experimental study was conducted at the Microbiology Laboratory of the University Hospital
of Martinique. During eighteen months, all B. lanceolatus snakes captured by personnel of the National
Office of Forests in Martinique were studied. Snakes were grouped according to their geographical
origin, i.e., wet (forest and near water areas) versus dry regions (peri-urban areas). The snake’s oral
cavity was opened and sampled from the vicinity of the fangs using sterile cotton swabs. Samples were
subjected to Gram staining and examined for bacterial growth. They were plated on non-selective
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blood agar and chocolate agar and cultured at 37 ◦C for 2–7 days and the color and shape of the
colonies were observed. Species identification was performed with API-20E and API-20NE systems
(BioMérieux, Marcy L’Etoile, France). Antimicrobial susceptibilities of all isolates to beta-lactams were
determined by the disk diffusion methods based on the definitions of the Antibiogram Committee
of the French Microbiology Society [10]. The inhibition zone diameters of each drug for each isolate
were determined after overnight incubation at 35.8 ◦C in ambient air. The interpretive criteria of
the inhibition zone and minimum inhibitory concentrations were in accordance with those of the
Antibiogram Committee of the French Society of Microbiology.

2.2. Statistical Analysis

Data are expressed as absolute values and percentages. Comparisons between the subgroups
were performed using Chi-2 tests. p-Values less than 0.05 were considered to be statistically significant.

3. Results

During the study period, twenty-six specimens of B. lanceolatus were captured and their oral cavity
sampled for bacteriological culture. Twenty snakes were captured from the “wet” zones versus six
from the “dry” zones. All samples obtained from the snake mouths tested positive for bacterial growth.

In 20 cases (76.9%), the sample was polymicrobial. The most frequently isolated bacteria were
Aeromonas hydrophila, Morganella morganii, and Klebsiella pneumonia (Table 1). A. hydrophila was isolated
in 50% of the samples (13 cases). In four cases (15.4%), pure cultures were obtained or the bacterium
was quantitatively predominant. A. hydrophila was isolated in 60.0% of cases from snakes captured
from a “wet” zone compared to 16.7% from snakes captured from a “dry” zone (p = 0.06).

Table 1. Bacteria isolated from the oral cavity of Bothrops lanceolatus in Martinique and their
susceptibility to beta-lactams.

Microorganism N AMX AMX-Clav CTX CAZ
% of Bacteria

(N = 46)
% of Specimens

(N = 26)

Aeromonas hydrophila 13 R R S S 28.3 50
Morganella morganii 7 R R S S 15.2 26.9
Klebsiella pneumoniae 5 R S S S 10.9 19.2
Bacillus spp. 4 R R R R 8.7 15.4
Enterococcus spp. 3 S S R R 6.5 11.5
Proteus mirabilis 2 S S S S 4.3 7.7
Serratia marcescens 2 R R S S 4.3 7.7
Shewanella putrefaciens 2 R R S S 4.3 7.7
Clostridium bifermentans 2 R R S S 4.3 7.7
Proteus penneri 1 S S S S 2.2 3.8
Proteus vulgaris 1 S S S S 2.2 3.8
Enterobacter cloacae 1 R R S S 2.2 3.8
Citrobacter freundii 1 R R S S 2.2 3.8
Chryseomonas violaceum 1 R R R R 2.2 3.8
Pseudomonas pickettii 1 R R R S 2.2 3.8
Total 46 - - - - 100 100
% susceptible - 26.7 33.3 73.3 80.0 - -

S, susceptible; R, resistant; AMX, amoxicillin; AMX-Clav, amoxicillin/clavulanate; CTX, cefotaxime; CAZ, ceftazidime.

In 66.7% of the cases, the isolated microorganisms were resistant to amoxicillin/clavulanate,
while bacteria isolated were more frequently susceptible to the third-generation cephalosporins
including cefotaxime (73.3%) and ceftazidime (80.0%).

4. Discussion

In this study, the most frequently isolated microorganisms from B. lanceolatus oral cavity in
Martinique were A. hydrophila, followed by other members of the Enterobacteriaceae family. The cultures
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were polymicrobial and bacteria were susceptible to third-generation cephalosporins in most cases,
coinciding with the majority of studies that focused on other snakes from different regions of the
Americas [8,10–12].

B. lanceolatus is endemic to Martinique in the French West Indies. Its venom can cause severe
local damage, ranging from blistering and tissue necrosis to secondary cellulitis and abscess in severe
cases [1]. As previously shown [2–7], the oral microbiota of snakes is known to contain a wide range
of microorganisms. Conformingly, B. lanceolatus oral flora is polymicrobial, combining Gram-positive,
Gram-negative bacteria were isolated, with varying proportions across the Martinique sub-regions.

A. hydrophila was the most commonly isolated bacterial species, especially when the snake was
captured from a “wet” zone. This bacterium is known to cause tissue damage and necrotizing
fasciitis [13–15], raising the hypothesis that the tissue damage observed after B. lanceolatus bite may
result from the tissue-damaging properties of the venom combined with the necrosis potency of
A. hydrophila. It is obvious that tissue damage induced by the venom is responsible for perfusion
abnormalities in the zone of the bite. This is due to microvascular damage and thrombosis induced by
the venom itself, in addition to microcirculatory compression due to local edema and compartment
syndrome in some cases. In these conditions, tissue damage and ischemia, with an associated decrease
in the local innate immunity, is an excellent medium for the growth of bacteria ejected from the
snake’s oral cavity at the moment of the bite, as previously demonstrated for Staphylococcus aureus in
an experimental model [16].

In the case of a moderate to severe snakebite, most authors and guidelines recommend the use
of antibiotics to reduce complications by preventing secondary infection. However, the 2010 World
Health Organization statements advised against the use of preemptive antibiotics in snake bites except
in certain circumstances [17]. Our study clearly showed that envenomings by B. lanceolatus species
have a high incidence of bite abscesses and, thus, represent an ideal candidate to use antibiotics, if they
are given when there is the evidence of infection soon enough after the incident and when appropriate
antibiotics are employed.

The most recommended antibiotic for snakebite treatment is amoxicillin/clavulanate,
albeit without strong evidence supporting this recommendation. The Infectious Diseases Society
of America (IDSA) guidelines for the diagnosis and management of skin and soft-tissue infections
recommended amoxicillin/clavulanate as the preemptive antibiotic of choice to reduce complications
by preventing secondary infection from animal bites other than snakes [18]. However, preemptive
amoxicillin/clavulanate was reported to be ineffective in preventing secondary infections from
Bothrops snakebites in the Western Brazilian Amazon region [19]. Similarly, in another study based
on a 10-year experience in a northern Taiwan medical center, amoxicillin/clavulanate alone appeared
non-convenient for the empirical or definitive treatment of soft tissue infections after snakebite [20].
In this setting, the authors advised to use the combination of amoxicillin/clavulanate with ciprofloxacin
or to choose parenteral piperacillin/tazobactam.

Our findings were consistent with these two studies [19,20], since we showed that
amoxicillin/clavulanate was not effective against 66.7% of the isolated bacteria. By contrast, we found
that the most appropriate first-line antibiotics were the third-generation cephalosporins that should be
preferred in B. lanceolatus-bitten patients with signs of local infection. However, since the systematic
prophylactic antibiotic use in snakebite patients remains a matter of debate [21], the use of antibiotics
in B. lanceolatus cases should be restricted to cases where there is evidence of infection.

5. Conclusions

Microbiota from B. lanceolatus oral cavity is polymicrobial with bacteria mostly susceptible
to third-generation cephalosporins and more rarely to amoxicillin/clavulanate. In the absence
of definitive international guidelines for the management of snakebite-associated infections, our
findings support that the first-line antibiotic therapy should include a third-generation cephalosporin
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rather than amoxicillin/clavulanate in patients suffering infections as a consequence of B. lanceolatus
snakebites in Martinique.
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Abstract: Housing adaptations (HA) clients are a heterogeneous group of people with disabilities
experiencing restricted performance and participation in everyday life. While health-related quality
of life is a common and relevant outcome in health care research, associated factors among HA clients
are largely unknown. Thus, the aim of this study was to investigate which factors are associated
with health-related quality of life among HA clients in Sweden. The study has a cross-sectional
design, using baseline data collected among 224 participants in three municipalities in Sweden.
The main outcome was health-related quality of life measured by the EQ-5D. Factors investigated as
potentially associated were age, sex, living conditions, cognitive impairment, usability of the home,
activities of daily living (ADL) dependence, participation, and fear of falling. The associations were
explored using multiple linear regression analysis. Younger age and higher dependence in ADL were
associated with lower scores on the EQ-5D. The social aspect of usability in the home had a positive
association with the EQ VAS. Results suggest that certain groups of HA clients might be at risk for low
health-related quality of life. Knowledge of their characteristics can potentially improve development
and implementation of tailored interventions aiming at increasing their health-related quality of life.

Keywords: ADL; disability; health; home; usability

1. Introduction

Health-related quality of life is widely accepted as important outcomes for evaluating the effect
of interventions, both on individual and societal level [1,2]. Apart from having proved to be a strong
predictor of mortality [3,4], self-rated health is a valuable alternative indicator of a health condition [2].
Studies have shown that a variety of factors affect how people rate their own health. In general,
personal factors such as higher age, being a woman, low income, low education level, living alone,
and body functions and structure such as cognitive impairment and having a chronic disease are all
related with worse scores on self-rated health assessments [5–7]. Mobility, disability, and high risk of
falling are also known factors associated with lower self-rated health [8,9]. Falls are common among
older people, and most falls occur in people’s own homes [10–12], as consequence of environmental
factor hazards such as tripping over thresholds or loose rugs [11,12].

The ageing-in-place principle, aiming to allow people to remain living in their own homes while
ageing, has been inspiring policy reform in Sweden and many other countries [13]. Several older adults
aspire to remain in their homes for several personal and practical reasons. This desire is also beneficial
from a societal point of view, as it relates to lower costs for the society, compared for example to the cost
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of nursing home placements [14]. In this respect, a factor contributing to successful ageing-in-place
strategies is the design of the home environment. Environmental barriers and accessibility problems in
the home or in the close neighborhood can indeed have a negative impact on activity and participation
both inside and outside the home [15], which in turn may lead to reduced self-rated health and quality
of life [16].

In Sweden, people experiencing activity limitations and dependence on other people due to the
presence of physical environmental barriers in the home can apply to the municipality for a housing
adaptation (HA) grant. The individual can submit a certification of his/her needs and an application
for a HA grant, which the municipality can entirely or partly approve or reject. Unlike to what is the
case in most countries, HA in Sweden are publicly funded, and regulated by the Housing Adaptations
Act [17]. Approximately 73,000 HAs are funded in Sweden each year, to a total cost of 1.039 million
Swedish kronor. Common adaptations granted were mounting of grab bars, installation of ramps, and
adaptations in hygiene areas [18].

People applying for HA are a heterogeneous group, in terms of e.g., age, independence in
activities of daily living, participation in social activities and living conditions [19,20]. Most of them
are 70 years or older [18] with declining physical and cognitive capacity due to normal ageing,
or diseases such as stroke and dementia. However, younger people with injuries or diseases belong
to this population [20,21]. Though different in terms of sociodemographic, clinical, and functional
characteristics, they share the common need for having their physical home environment adapted to
live independently. While it is known that a home environment unfit for their needs can negatively
impact their health [22], other factors related to the person, the activity and the home environment
specifically associated with health-related quality of life among this population remains a largely
uninvestigated area. Knowledge about such determinants might support the HA process by providing
valuable information on those concomitant factors which could be addressed by the professionals
working in the municipalities during their interventions to benefit this group of clients. This may
influence the overall effectiveness of the HA intervention. To address the current research gaps, the aim
of this study was to investigate which factors are associated with health-related quality of life among
people applying for HAs in Sweden.

2. Materials and Methods

This study has a cross-sectional design. It draws on baseline data from a larger trial
(ClinicalTrials.gov.NCT01960582), implemented among HA applicants in Southern Sweden [19],
approved by the Ethical Review Board at Lund University (Dnr 2012/556).

2.1. Sampling and Participants

Three municipalities were included in the study. The selection is based on their number
of inhabitants, their geographical dispersion, and their willingness to participate in the project.
Individuals living in these municipalities applying for a HA were asked to participate in the study,
if they met the following inclusion criteria: aged 20 years or older, living in the community and
applying for a HA after contact with the municipality occupational therapist. Excluded were those
living in sheltered housing and those not able to communicate in Swedish [19]. In total, 224 participants
were included in this study.

2.2. Data Collection

Data were collected by occupational therapists during home visits before the start of the HA.
The home visit took approximately 90 min and the data collection included both self-assessments
and observations by means of standardized instruments and study specific questions. In two
municipalities, the occupational therapists employed by the municipality gathered the data, and in
one, the occupational therapist was employed by the project. They were especially trained in the
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methodology applied to the study to uniform the data collection process [19]. Data collection at
baseline took place between March 2013 and December 2015.

2.3. Study Outcome Variables

The outcome variables of the study were measured using the EQ-5D, a standardized instrument
developed by the EuroQol Group as a measure of health-related quality of life. The EQ-5D consists of
a descriptive system assessing five dimensions of health, namely mobility, self-care, usual activities,
pain/discomfort and anxiety/depression, and a vertical visual analogue scale, EQ VAS. In the version
of the descriptive system used in this study, the EQ-5D-5L, the five dimensions are assessed on
a five-graded ordinal scale [23]. The respondent’s scoring obtained on these dimensions can be
converted to a single summary index number reflecting their preference compared to other health
profiles, with a higher index score indicating better health profile. Respondents are then asked to rate
their overall health on the day of the interview on the vertical visual analogue scale, EQ VAS, from 0
to 100, where 0 indicates the worst and 100 the best imaginable health. The EQ-5D has been tested
extensively for validity and reliability [24,25]. In this study, we used separately both the index score
obtained from the descriptive system and the ratings from the visual analogue scale, as two distinct
but relevant measures of health-related quality of life among HA clients.

2.4. Other Study Variables

• Demographic data included age, sex and living conditions classified as “Living alone and having
no close relationship with a partner”, “Living alone and having a close relationship with a partner”,
“Living together with partner/family” and “Other”.

• Cognitive impairment was assessed using the Montreal Cognitive Assessment (MoCA),
a screening tool including eight domains: short-term memory, visuospatial abilities, executive
functions, attention, concentration, working memory, language and orientation in time and
place. The maximum score is 30 points, with a lower score indicating a higher level of cognitive
impairment. MoCA has been tested for validity and reliability [26].

• Usability of the home environment was assessed by a revised version of Usability In My Home
(UIMH) instrument [27]. The revised version consists of 11 self- reported questions on how
satisfied the individual is with the home environment in different activities, such as cleaning,
cooking, leisure activities etc. There are five response alternatives for each question, reaching from
“very unsatisfied” (1 point) to “very satisfied” (5 points). Those who did not perform the activity
described in the item were coded with a 0. Higher sum score indicates higher satisfaction with
the home usability. UIMH has been tested for validity and reliability [27], and a further validation
is currently ongoing [28]. Three aspects of usability have been identified; “Self-care aspects”
(compromising 5 items: going to the toilet, personal hygiene, preparing meals, preparing snacks,
and moving around the home with/without a mobility device, score 5–25 points), “Social aspects”
(compromising 3 items: socializing with family and friends in the home, contacting others via
telephone/Skype, and watching TV/listening to radio, score 3–15 points) and “Leisure/outdoor
aspects” (compromising 3 items: entering the house, picking up the mail, and engaging in hobbies
and leisure activities in the home, 3–15 points) [20].

• ADL dependence was assessed using the ADL-staircase [29] compromising nine activities; feeding,
mobility, using the toilet, dressing, bathing, cooking, transportation, shopping, and cleaning,
and shows how independent the individual is in these situations. The response alternatives
are “independent without difficulty”, “independent with difficulty”, “partly dependent” or
“dependent”. The responses were summarized in a total score, 0–27, with a higher score indicating
more problems. The ADL-staircase has been tested for validity and reliability [29].

• Participation frequency and satisfaction were assessed by means of eight study specific statements
related to: (a) how frequently and (b) how satisfied they were with the following: having contact

147



Int. J. Environ. Res. Public Health 2018, 15, 2130

with others in their home, helping others, doing something outside their home with others, and
doing something outside their home alone.

• Fear of falling was assessed with a dichotomous yes/no question.

2.5. Analysis Design and Statistics

Data on participant age showed a non-normal distribution and was therefore split into three age
categories: category 1 (age < 75 years), category 2 (age 75–90 years) and category 3 (age > 90 years).
Category 2 (75–90 years) was used as the reference category in the regression analysis.

Living conditions were reclassified into two response alternatives. “Living alone and having no
close relationship with a partner”, “Living alone and having a close relationship with a partner” and
“Other” were classified as “Living alone”. “Living together with partner/family” was classified as
“Living together”. The scores from MoCA, ADL-staircase and UIMH (all three aspects) were reclassified
from continuous to categorical variables. This was done to describe and visualize differences between
groups. MoCA scores were classified into moderate, mild, or normal, and ADL-staircase and UIMH
scores were divided into quartiles.

Descriptive statistics included independent T-tests and ANOVA examining the variables
associations to health-related quality of life as measured separately by the EQ-5D-5L and the EQ
VAS. Variables potentially associated with the outcomes (p-value below 0.2 at bivariate level) were
then included in the multiple regression analysis by stepwise-forward selection, starting with variables
that significantly differed between groups in the bivariate analysis. The independent variables were
gender, age, living conditions, cognitive impairment, ADL dependence and usability of the home.
We also tested the influence of items related to frequency and satisfaction with participation, and fear
of falling but since they showed no potential association with the outcomes of interest, these variables
were not included in the final analysis.

Associations with health-related quality of life were analyzed with multiple linear regression
analysis using robust standard errors [30]. We used the EQ-5D-5L and the EQ VAS separately as
the dependent variables of the regressions. Level of significance was set to p < 0.05. Post-estimation
diagnostics was conducted by checking normality of residuals, the link test and measuring the
information criteria of the models. Statistical analysis was performed using SPSS Statistics 25.0
(IBM Corporation, Armonk, NY, USA) and Stata 15.0 (Statacorp, College Station, TX, USA, 2015).

3. Results

The average self-rated health for the whole sample using the EQ VAS was 56.23 ± 20.89, while
the mean EQ-5D-5L index score was 0.54 ± 0.25. The relationship between health-related quality
of life and exposure variables at bivariate level are shown in Table 1. In the bivariate analysis,
significant differences in self-rated health measured using the VAS score were found in relation to
age, ADL dependence, and all aspects of usability in the home. Health-related quality of life, both the
index score and the VAS score, were lower among the population younger than 75 years, those with
the higher dependence in ADL, and among those with lower usability scores. Those living alone had
a significantly higher index score, indicating a better health profile, but on average a similar score for
self-rated health on the VAS.

The regression models are presented in Table 2. The final analysis included 174 and 178 participants,
for the VAS score and the index score variables, respectively. Results show that the variance in
health-related quality of life (both scores) was significantly associated with age. More specifically,
participants aged under 75 years rated their health lower compared to the group of those aged between
75 and 90 years (p values equal to 0.016 and 0.009 for the VAS score and the index score respectively).
ADL dependence was also significantly associated with health-related quality of life (both scores);
the more dependent participants were in ADL, the worse their ratings on the EQ-5D (p values equal to
0.011 and 0.001 for the VAS score and the index score respectively).
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Table 1. Bivariate associations between selected variables and EQ-5D measures.

Variable
EQ VAS EQ-5D-5L Index

n (%) Mean SD ± p * n (%) Mean SD ± p *

Gender

Male 82 (36.61) 55.32 22.9
0.621

87 (37.02) 0.51 0.26
0.1732Female 142 (63.39) 56.75 19.69 148 (62.98) 0.56 0.25

Age

<75 years 85 (37.95) 49.79 22.93
0.001

87 (37.02) 0.45 0.28
0.00175–90 years 117 (52.23) 60.02 19.24 123 (52.34) 0.59 0.22

>90 years 22 (9.82) 60.95 14.58 25 (10.64) 0.61 0.23

Living conditions

Alone 124 (55.61) 56.99 19.49
0.593

132 (56.41) 0.57 0.25
0.048Together 99 (44.39) 55.48 22.58 102 (43.59) 0.5 0.26

Cognitive impairment 1

Missing value 43 (19.20) 57.88 20.98

0.644

50 (21.28) 0.56 0.25

0.512
10–17 28 (12.50) 52.32 20.88 27 (11.49) 0.49 0.34
18–25 97 (43.30) 57.3 20.7 102 (43.40) 0.54 0.23
26–30 56 (25.00) 55.05 21.39 56 (23.83) 0.57 0.25

ADL dependence 2

0–8 (Q1) 68 (30.36) 63.18 19.11

0.006

69 (29.36) 0.66 0.16

<0.001
9–11 (Q2) 42 (18.75) 56.57 19.86 45 (19.15) 0.58 0.22
12–15 (Q3) 64 (28.57) 52.38 19.76 66 (28.09) 0.51 0.24
16–27 (Q4) 50 (22.32) 51.42 23.26 55 (23.40) 0.41 0.31

Usability-self-care aspect 3

0–14 (Q1) 58 (25.89) 47.83 23.28

<0.001

62 (26.38) 0.34 0.28

<0.001
15–19(Q2) 62 (27.68) 53.39 17.73 66 (28.09) 0.56 0.23
20–22 (Q3) 52 (23.21) 59.37 17.62 54 (22.98) 0.64 0.16
23–25 (Q4) 52 (23.21) 65.85 20.51 53 (22.55) 0.67 0.16

Usability-social aspect 3

0–10 (Q1) 58 (25.89) 50.21 24.31

0.002

62 (26.81) 0.47 0.28

0.014
11–12 (Q2) 54 (24.10) 53.04 16.79 55 (26.38) 0.53 0.26
13–14 (Q3) 61 (27.23) 57.8 21.25 63 (25.11) 0.56 0.23
15 (Q4) 51 (22.77) 64.57 17.44 55 (21.70) 0.62 0.22

Usability-outdoor/leisure aspect 3

0–5 (Q1) 59 (26.34) 49.97 21.58

0.002

63 (26.81) 0.46 0.27

0.001
6–8 (Q2) 58 (25.89) 54.19 22.96 62 (26.38) 0.51 0.28
9–11 (Q3) 57 (25.45) 57.18 17.18 59 (25.11) 0.57 0.22
12–15 (Q4) 50 (22.32) 64.9 18.79 51 (21.70) 0.64 0.18

Total sample 224 56.23 20.89 235 0.54 0.25
1 As measured and categorized by Montreal Cognitive Assessment: moderate = 10–17, mild = 18–25, normal > 26.
2 As measured by ADL-staircase. 3 As measured by Usability In My Home. * Figures in bold are significant.

Table 2. Models for estimation of factors associated with EQ-5D measures.

Variable

EQ VAS
(N = 174; R2 = 0.221)

EQ-5D-5L index
(N = 178; R2 = 0.3792)

β Std error p * (95% CI) β Std error p * [95% CI]

Age < 75 (with reference to age 75–90) −7.68 3.15 0.016 (−13.90; −1.45) −0.093 0.035 0.009 [−0.163; −0.023]
Age > 90 (with reference to age 75–90) 3.18 5.55 0.568 (−7.78; 14.14) 0.021 0.044 0.633 [−0.066; 0.109]

Sex (female) −0.66 3.17 0.835 (−6.91; 5.59) 0.013 0.037 0.731 [−0.060; 0.085]
Living conditions (together) 0.28 2.96 0.924 (−5.56; 6.12) −0.017 0.033 0.598 [−0.083; 0.048]

ADL dependence −0.79 0.31 0.011 (−1.40; −0.19) −0.013 0.003 0.001 [−0.019; −0.008]
Cognitive impairment −0.15 0.32 0.636 (−0.80; 0.49) 0.000 0.004 0.947 [−0.009; 0.008]

Usability (self−care aspect) 0.37 0.38 0.33 (−0.38; 1.12) 0.014 0.004 0.001 [0.006; 0.023]
Usability (social aspect) 1.64 0.61 0.008 (0.44; 2.83) 0.003 0.008 0.676 [−0.012; 0.018]

Usability (Leisure/outdoor aspect) 0.31 0.42 0.47 (−0.53; 1.14) 0.004 0.004 0.393 [−0.005; 0.012]
Constant 42.35 12.97 0.001 (16.74; 67.96) 0.403 0.132 0.003 [0.142; 0.663]

β = Beta Coefficient; * Figures in bold are significant.
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Finally, participants who were more satisfied with the social aspect of usability in their homes also
rated their health better than those who were less satisfied, using the VAS score (p = 0.008) Conversely,
the social aspect of usability in the home was not significantly associated with health-related quality of
life when using the EQ-5D index score as dependent outcome measure. Similarly, the self-care aspect
of usability was significantly associated with the EQ-5D index score (p = 0.001) but not the VAS score.

4. Discussion

The aim of this study was to investigate factors associated with health-related quality of life among
people applying for HA in Sweden. For this purpose, the study used multiple regression analysis to test
the influence of variables already known from previous research to have an impact on health-related
quality of life, including personal factors, activities, participation, and environmental factors.

The findings conclude that three variables were significantly associated with health-related
quality of life measured with the VAS in this sample: age, ADL dependence, and the social aspect of
usability in the home. Variables significantly associated with the health summary index were age, ADL
dependence and the self-care aspect of usability.

Age in our data had a skewed distribution, and thus, was reclassified into three categories.
The youngest age category covered a wide range, 25–75 years, and included 27.95% of the participants.
The regression analysis showed that this age group rated their health significantly lower than the other
older groups; a fact, which was not discovered when age was used as a continuous variable. Thus,
categorization helped clarify the relationship between age and self-rated health in this case. In the
general population, younger people rate their health higher than older people [5], but in this study,
those aged under 75 years rate their health lowest compared to other groups.

A potential explanation might be that their expectations on life in general are similar to others
in the same age, but when comparing their own life with others they feel much more restricted
and impacted by their activity restrictions, in this study demonstrated by their higher level of ADL
dependence, and thus perceive their health as lower. When it comes to the older age group, they might
perceive their activity limitations and dependence as a natural consequence of ageing, and thus it has
less impact on their self-rated health compared to those that are younger [20].

In our study, higher dependency in ADL was associated with low health-related quality of life.
Moreover, the self-care aspect of usability was associated with a lower index score. This is in line
with earlier studies focusing on older people [31,32]. A combination of functional limitations and
physical demands may have negative influence on the ability to perform different activities, and
therefore increase dependency in ADL [33] seems to lead to lower self-rated health [22]. An earlier
study exploring the reasons for applying for a HA [34] revealed that among other things, increasing
independence in ADL and not having to rely on family, friends, and home care services to perform
different activities was a major argument for an application.

The social aspect of usability consisted of three items: socializing with friends and family in the
home, contacting others via telephone/computer, and watching TV/listening to radio. The findings
showed that participants, who were more satisfied with this aspect of usability, also rated their health
higher. Social contact and possibility to engage in social activities is related to higher self-rated health
in several previous studies [35–37]. Some of the participants in this study are considered as frail elderly
and might have limited possibility to engage in social activities outside the home, which makes the
own home and its usability more important.

A limitation of the study is the low representation of people with cognitive impairment, due to
a higher frequency of missing data among this population. Cognitive impairment could not be assessed
for 19.2% of the sample, due to fatigue, low mood, or disability among these participants. Thus, it is
likely that the prevalence of cognitive impairments among persons applying for HA in Sweden might
be higher than what actually is observed in our sample. In addition, only people able to communicate
in Swedish were included in this study. This could be due to disability, such as aphasia or dementia
related language difficulty, but also due to cultural reasons. Earlier research has showed that older
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immigrants might rate their health worse than citizens born and raised in Sweden [38]. This limitation
as well might partially affect the generalizability of the results to the general Swedish population but
does not affect the internal validity of our results and the consistency of the associations found.

It is also important to note that ADL dependence, as measured by the ADL-staircase, was
calculated into sum-scores. This differs from the original version of the instrument [36] but has been
previously applied in other studies [20,39]. Most important though, ratings of difficulty in activity
performance are included in this study, potentially generating detailed information on the individuals’
dependence in ADL. Still, further validation of the scale is needed [40].

This study had a cross-sectional design and only investigated factors associated with
health-related quality of life among people applying for HA. However, given the aim of the HA,
it is possible that both health-related quality of life and the strength of these associations would change
after the HA. Future research could involve a longitudinal design exploring how implementations of
HA and/or a rejection of applications affect health-related quality of life and associated factors.

5. Conclusions

To conclude, a variety of factors seem to be associated with how people applying for HAs in
Sweden perceive their health-related quality of life. Our study suggests that applicants with higher
dependence in ADL and other groups, such as applicants with less than 75 years and/or those living
in homes which are not well suited for supporting the activity related to self-care (in other terms,
people reporting lower usability scores in the self-care component), could be at risk of poorer self-rated
health. Our finding suggests that care professionals, such as the occupational therapist working in
the municipalities in charge of providing the HA grants, should pay special attention towards the
situation of people with these characteristics, in order to reduce the observed gap in health-related
quality of life both through personalization of care and the provision of integrative services. Such
approach would be beneficial also in terms of prevention of a further health decline, as the literature
strongly support that differences in health-related quality of life are strongly associated with further
increase of disability and disease-related care burden.
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Abstract: Despite the rapid increase in lesbian and gay (LG) people who desire and decide to
become parents, LG childless individuals may encounter serious obstacles in the parenthood process,
such as minority stress. Notwithstanding, the psychological processes by which prejudice events
might affect the desire to become parents are still understudied. As an extension of the minority
stress theory, the psychological mediation framework sheds light on these psychological processes,
as it encompasses a more clinical view of stress. Within this framework, the current study aimed
at assessing the role of prejudice events in affecting parenting desire in 290 childless Italian LG
individuals (120 lesbians and 170 gay men), as well as the role of internalized heterosexism and
sexual orientation concealment in mediating the relationship between prejudice events and parenting
desire. The results suggest that only in lesbians prejudice events were negatively associated with
parenting desire, and that sexual orientation concealment and internalized heterosexism were also
negatively associated with parenting desire. Furthermore, sexual orientation concealment, and not
internalized heterosexism, mediated the relationship between prejudice events and parenting desire
in lesbians, but not gay men. The findings have important implications for clinical practice.

Keywords: parenting desire; lesbian; gay; minority stress; mediation

1. Introduction

Becoming parents represents a complex process that might be influenced by many social
dimensions, such as economic issues, familial policies, local legislation, or housing conditions [1].
From a psychological point of view, a starting point in the parenthood path is the desire to become a
parent, or rather “what one wants or would like to do” [2] (p. 10).

Despite the rapid increase in lesbian and gay (LG) people who desire and decide to become
parents, differently from heterosexual people, LG childless individuals may encounter serious
obstacles in the parenthood process due to their sexual minority status [3–5]. One of these is
represented by minority stress, a specific stress caused by socially stigmatized status and associated
with negative health outcomes [6,7]. Minority stress theory (MST) conceptualizes both distal and
proximal stressors. Distal stressors are objective stressors (i.e., prejudice events, such as interpersonal
violence, employment discrimination, mistreatment in healthcare setting, etc.), that are independent
of the individual’s perceptions or feelings. On the other hand, proximal stressors are subjective and
internal stressors dependent on individual’s perceptions, such as expectations of rejection, sexual
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orientation concealment, and internalized heterosexism, that is, the direction of negative social attitudes
toward the self. MST assumes that both stressors assumes that objective stressors (i.e., prejudice events,
such as violence and discrimination), as well as subjective stressors (i.e., expectations of rejection, sexual
orientation concealment, and internalized homophobia), predict negative health outcomes, and that
specific protective factors (e.g., resilience, community connectedness, social support, etc.) buffer this
direct association [7,8]. Recently, some studies have demonstrated that minority stressors negatively
affect parenting desire, thus resulting in a significant psychosocial barrier to parenthood [9–11].

A recent extension of MST—the psychological mediation framework (PMF)—places the accent
on a more clinical and subjective view of the stress, thanks to the use of proximal stressors as
mediators between prejudice events and health [12]. The PMF was postulated to analyze psychological
paths linking stigma-related stressors to negative health outcomes. Thus, differently from MST,
according to which stress is a mediator between social structure/status and health, the PMF looks at
stress as the starting point of a mediating psychological chain leading to negative health outcomes.
Psychological mediators are both the proximal minority stressors (e.g., internalized heterosexism
and sexual orientation concealment) and some general psychological processes (e.g., interpersonal
problems or emotion dysregulation). In summary, if MST considers both distal and proximal minority
stressors as predictors of health outcomes, the PMF considers the proximal minority stressors as
mediators between distal minority stressors and health.

Although recent studies have demonstrated the usefulness of approaching parenting dimensions
as potential outcomes of the minority stress processes, going beyond the health outcomes [9–11],
no previous studies have applied the PMF to parenting dimensions in LG individuals. As parenting
desire represents the first link in the chain of the parenting process, and internalized heterosexism
and sexual orientation concealment are the two main personal issues shaping parenting decisions [13],
we were interested in analyzing the role of internalized heterosexism and sexual orientation
concealment as mediators between prejudice events and parenting desire in childless LG individuals.

Furthermore, as gender is a fundamental dimension of parenthood [14], the difference between
women and men was considered as a potential moderator. Indeed, although the old sexist stereotypes
have been overcome in contemporary society, some different-sex couples still divide their childcare
tasks or household chores based on gender norms, with women dedicated to these tasks and men
employed outside the home [15]. On the contrary, most of the research on same-sex couples reported
that they are more likely than different-sex couples to divide the labor fairly [16]. These generalizations
must not lead to the perception of same-sex couples as more functioning than different-sex couples,
but serve to show that gender might play a key role in the couple’s dynamics and that it should
be considered as a crucial factor in studies exploring parenthood dimensions. The article begins
by providing an overview of the relationship between minority stressors and parenting desire in
LG individuals. Then, it gives an overview of the internalized heterosexism and sexual orientation
concealment as mediators, according to the PMF. Finally, as Italy represents the context of our study,
it introduces a snapshot of the Italian context for LG individuals.

1.1. Minority Stressors and Parenting Desire in Lesbians and Gay Men

LG individuals have been found to be generally resilient in the face of stigma and to resist
heterosexist social pressure [17,18]. In spite of this, they still experience prejudice events due to
their stigmatized social status, thus experiencing high rates of minority stress and negative health
outcomes [17,18]. When childless LG individuals become parents, they also become extremely visible
and, because of this, minority stress might increase [11].

Recent studies have shown the association between minority stress and parenting dimensions.
For instance, Bos et al. [10] found that lesbian mothers experiencing higher levels of prejudice events
showed more parental stress and, at the same time, felt more pressed to justify their motherhood
qualities to people than mothers experiencing fewer prejudice events. Similarly, mothers with higher
levels of internalized heterosexism tended to defend their position as mothers more often than those
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with lower levels of internalized heterosexism. Another study, by Baiocco et al. [9], found that
childless Italian LG adults with higher levels of internalized heterosexism were less likely to desire
to marry, and to recognize some positive effects of same-sex legal recognition, than those with lower
levels of internalized heterosexism. More recently, an Italian study by Scandurra et al. [11], in which
MST was applied to a group of childless LG individuals, reported that prejudice events, sexual
orientation concealment, and internalized heterosexism were negatively associated with parenting
desire in lesbians, and that felt stigma negatively impacted parenting desire in gay men. Furthermore,
support from family or significant others buffered the relationship between minority stressors and
parenting desire.

These data seem to confirm that one of the obstacles that LG individuals may encounter in
their parenthood path is heterosexism [4,5], which, in turn, leads to experiencing minority stress
because sexual minority people do not match heterosexist expectations. Indeed, as suggested by
Mezey [13], due to the heterosexist society in which LG individuals live, two fundamental personal
and psychological dimensions that have to be considered in analyzing the parenthood process are
internalized heterosexism and sexual orientation concealment.

LG individuals internalize societal values and messages that communicate that nonheterosexual
orientations are immoral, that LG individuals cannot be good parents, and that children born to
a same-sex couple will not grow up well [4,19,20]. Due to internalized heterosexism, childless LG
individuals may come to question their ability to become parents, creating barriers to parenthood [13].
Sexual orientation concealment, which is the negative side of the coming out process, is also
connected to internalized heterosexism. Revealing one’s own nonheterosexual orientation to family
members, friends, and colleagues, may have positive effects on the quality of relationships and mental
health [21,22]. At the same time, it is often a difficult and pained process, which depends on several
factors, such as age, class, race, and environment [19]. Indeed, this process implies the necessity to
negotiate multiple identities in one’s own environment, and this is particularly true for LG individuals
who desire or want to become parents [13]. For instance, the fear that some LG individuals experience
in coming out to their parents might represent a serious obstacle to the parenthood process [23]. Finally,
despite similarities in the coming out process among lesbians and gay men, previous studies [24,25]
have detected an interesting difference based on gender: many lesbians tend to perceive coming out as
a necessary step to becoming mothers, while many gay men tend to regard coming out as a barrier to
becoming fathers. Thus, for some gay men, coming out represents a break between being gay or being
a father [26]. Substantially, it seems that this gender difference might be explained through the social
expectations regarding becoming a parent, which are greater for women than for men [27]. For this
reason, the individual’s gender should be considered as a potential moderator in parenting studies.

1.2. Internalized Heterosexism and Sexual Orientation Concealment According to the Psychological Mediation
Framework

As mentioned above, starting from a clinical view of stress and with the aim of extending the
MST, the PMF was postulated as a theoretical framework to better understand psychological pathways
that link minority stressors to negative health outcomes. Previous studies have empirically supported
the validity of the PMF, both in LG [28,29] and transgender and gender nonconforming [30–32] people.

Specifically, and considering the main dimensions of the current study, there is evidence that
internalized heterosexism and sexual orientation concealment mediate the relationship between
prejudice events and health. For instance, Feinstein et al. [33] found that internalized heterosexism
mediated the association between experiences of discrimination and both depression and social anxiety
in both lesbians and gay men.

On the other hand, Ryan et al. [34] found that negative reactions to disclosure, which might be
viewed as a form of prejudice event, were associated with depression and low self-esteem, and that
autonomy need satisfaction following disclosure was a mediator between negative reactions and
health. It is noteworthy that sexual orientation disclosure is not always beneficial, both because LG
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individuals could experience negative reactions from their interpersonal contexts and due to the
inherently stressful process [35,36].

To our knowledge, the PMF has not yet been applied to parenting dimensions (e.g., parenting
desire), although previous studies have considered these dimensions as potential outcomes of
MST [9–11].

1.3. Italian Context for Lesbians and Gay Men

The Italian government has only recently recognized same-sex civil unions (law No. 76/2016),
specifically in June 2016, and only after a scathing battle between conservative parties, supported by
strongly religious groups, and moderate and left-wing parties. Before final approval of the original law,
which foresaw the same benefits of different-sex marriage to same-sex couples, the so-called stepchild
adoption (i.e., the possibility of adopting the biological child of a partner) was removed. This means
that the only public body that can decide in favor of the adoption of a partner’s biological child is
the Supreme Court of Appeal, which has already provided this possibility to some Italian same-sex
couples. Notwithstanding, contrary to different-sex couples, Italian same-sex couples cannot legally
adopt children.

It is noteworthy that the social and political debate that led to law No. 76/2016 was specifically
around the parental abilities of LG people, who were perceived by the opposition parties to be
inadequate parents [11]. Along the same lines, a recent study by Lasio et al. [37], analyzing the speeches
of Parliamentarians who expressed their opposition to LG parenthood, revealed that discourses were
organized around a hegemonic model of gender, and that they contributed to reiterating old models of
motherhood, maintaining the institutionalization of sexuality and reproduction within a patriarchal
logic. These findings seem to be supported by some recent Italian studies, in which it has been reported
that Italy is a strongly heteronormative [20,38–42] and genderist [43,44] society that still tends to equate
women to mothers. Thus, social status differences continue to exist in Italy, although a great amount of
progress has been made in the last few years.

Social status difference represents the most important dimension that leads to the development of
minority stress, as it highlights the existence of social inequalities that, in turn, might be internalized
by minority groups as a distinctive sign of their own identity. Indeed, previous studies underlined
the presence of high levels of internalized heterosexism in Italian LG population [39], as well as in LG
individuals who were in the reproductive age [9]. Unfortunately, despite the positive legal progress,
Italian LG individuals still experience high rates of minority stressors [45], which, in turn, negatively
affect parenting desire [11].

1.4. The Current Study

This study was aimed at filling a gap in the literature by applying the PMF to parenting desire
in childless Italian LG individuals. Previous studies have already demonstrated that MST is a useful
perspective for understanding psychosocial obstacles to parenting desire [9–11]. On the contrary,
to our knowledge, although the PMF is an extension of MST, no previous studies have applied this
framework to parenting desire.

Informed by MST, we first hypothesized that prejudice events could be negatively associated
with parenting desire and, based on previous Italian studies highlighting the heteronormative social
context for Italian LG individuals [20,38–42], that this association might be stronger in childless lesbian
women than in childless gay men (Hypothesis 1). Second, informed both by the PMF and previous
Italian studies [20,38–42], we hypothesized that the most subjective minority stressors (i.e., sexual
orientation concealment and internalized heterosexism) would be negatively linked to parenting desire,
with a stronger effect in lesbian women (Hypothesis 2). Third, informed by the PMF, we expected
that both sexual orientation concealment and internalized heterosexism would act as mediators
between prejudice events and parenting desire, and that these indirect effects would be dependent
on an individual’s gender (woman vs. man) (Hypothesis 3). Finally, as sociodemographic factors
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might influence both minority stressors and parenting desire [3,11,46,47], we considered the possible
confounding effect of the following dimensions, age, education level, political orientation, and having
a partner.

2. Materials and Methods

2.1. Participants

A total of 290 childless LG individuals (120 lesbians and 170 gay men), recruited online,
participated in the study. The total sample ranged in age from 18 to 50 years (lesbians, M = 28.25,
SD = 6.14; gay men, M = 33.11, SD = 9.64). Participants could participate in the online survey only
if they self-identified with lesbian or gay sexual orientation, were of the Italian age of consent (i.e.,
18-years old), did not already have children, and had lived in Italy for at least 10 years. Nineteen
participants were excluded due to uncompleted questionnaires. Demographic characteristics for both
the total sample and the sample differentiated by gender are reported in Table 1.

Table 1. Sociodemographic characteristics of participants (N = 290).

Characteristics
Total (N = 290)

n (%) or M ± SD
Lesbians (n = 120)
n (%) or M ± SD

Gay men (n = 170)
n (%) or M ± SD

p-Value

Age 31.10 ± 8.69 28.25 ± 6.14 33.11 ± 9.64 <0.001

Education
0.028≤ High school 116 (40) 57 (47.5) 59 (34.7)

≥ College 174 (60) 63 (52.5) 111 (65.3)

Political orientation *
0.061Left-wing 226 (77.9) 87 (72.5) 139 (81.8)

Centrist 64 (22.1) 33 (27.5) 31 (18.2)

Stable partner
0.967Yes 172 (59.3) 71 (59.2) 101 (59.4)

No 118 (40.7) 49 (40.8) 69 (40.6)

Note: M = Mean; SD = Standard Deviation; Group differences in age were assessed through the Student’s t-test;
Group differences in all other characteristics were assessed through the χ2 test. * No participant declared to
be right-wing.

2.2. Procedures

Participants answered the questionnaires at the end of 2016, when the law on same-sex
civil unions was yet to be approved. The survey was disseminated through the main social
networks (e.g., Facebook), posting the advertisement on many LG groups. Furthermore, some Italian
non-governmental organization (NGO) representatives involved in the defense of lesbian, gay, bisexual,
transgender, and queer rights helped us to carry out a snowball sampling recruitment, asking
their affiliates to answer the questionnaire and to disseminate the survey to their personal contacts.
No rewards were provided to participate in the survey.

The study was designed with regard to all of the principles of the Declaration of Helsinki on
Ethical Principles for Medical Research Involving Human Subjects. According to the EU Regulation
2016/679 “General Data Protection Regulation” (GDPR) and the Code of Conduct for Research in
Psychology of the Italian Association of Psychology approved on 27th March 2015, the participants
gave their informed consent before completing the questionnaire. Furthermore, in accordance with
Italian legislation, privacy was guaranteed through a secure gateway, accessible only to the Principal
Investigator, who removed all of the IP addresses before sharing any data with the other researchers.
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2.3. Measures

2.3.1. Sociodemographic Characteristics

Sociodemographic variables included gender (male, female, other with specification required),
sexual orientation, age, level of education (≤high-school and ≥college), political orientation (left-wing,
centrist, right-wing), and actual stable partner (yes/no).

2.3.2. Parenting Desire

A single-item question based on the work of Baiocco and Laghi [48] was used to determine
information about parenting desire: “Would you like to have a baby?”. The response options were
dichotomous (yes/no). In the current sample, 95 (79.2%) lesbians and 123 (72.4%) gay men responded
positively to the question.

2.3.3. Prejudice Events

The Experiences of Discrimination Scale (EDS) [49,50] is an eight-item measure for assessing four
prejudice events: verbal abuse (e.g., “I heard jokes or unpleasant or derogatory comments about my
sexual orientation”), unequal treatment (e.g., “Because of my sexual orientation I have not been able
to get something important to me, for example a grant, a job”), avoidance (e.g., “It happened to me
that some people have avoided me because of my sexual orientation”), and victimization (e.g., “I was
physically assaulted because of my sexual orientation”). The response options ranged from “never”
to “often” on a five-point Likert scale. Higher scores indicate more prejudice events. The internal
consistency reliability was α = 0.84.

2.3.4. Internalized Heterosexism

The Measure of Internalized Sexual Stigma for Lesbians and Gay Men (MISS-LG) [39] is a 17-item
questionnaire that assesses the negative attitudes of LG people towards homosexuality and specific
aspects of themselves. A final score is achieved through three dimensions: (1) identity, or rather the
enduring propensity to have negative self-attitudes (e.g., “I’d prefer to be heterosexual”); (2) social
discomfort, that is the fear of publicly identifying as a LG individual, disclosure at work and in
one’s personal life, and negative beliefs about the religious, political, and moral acceptability of
nonheterosexual orientation (e.g., “I’m careful of what I wear and what I say to avoid showing my
homosexuality”); and (3) sexuality, or rather negative attitudes towards other LG individuals, and
negative evaluation of same-sex relationships and sexual behaviors in LG people (e.g., “I don’t believe
in love between homosexuals”). The response options ranged from “I disagree” to “I agree” on a
five-point Likert scale. The internal consistency reliability of the entire scale was α = 0.80 for the
lesbian form and α = 0.81 for the gay man form. We used the total score of the scale, as done by other
authors [51]. Higher scores indicate greater internalized heterosexism.

2.3.5. Sexual Orientation Concealment

The Outness Inventory (OI) [39,52] is an 11-item scale for assessing the degree of openness about
an LG individual’s sexual orientation with 11 individuals or groups (i.e., mother, father, siblings,
extended family, new and old straight friends, work peers and supervisors, members and leaders of
religious communities, and strangers). This measure included three scales: family, world, and religion.
Overall outness was calculated as the subscales average. The response options ranged from “person
definitely does not know about your sexual orientation status” to “person definitely knows about your
sexual orientation status, and it is openly talked about” on a seven-point Likert scale. Scores were
recoded so that higher scores indicated greater sexual orientation concealment. In the current study,
the internal consistency reliability for the entire scale was α = 0.80.
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2.4. Statistical Analyses

Analyses were carried out using IBM SPSS statistics version 21 (IBM Corp., Armonk, New York,
NY, USA). The PROCESS macro version 3.1 [53] was used to test the study’s hypothesized model,
which included both a moderation (i.e., the individual’s gender) and a mediation (i.e., sexual orientation
concealment and internalized heterosexism) component.

A total effect moderation model (model template 59 in the PROCESS macro) was first specified.
In this model, the effect of prejudice events (independent variable) on parenting desire (binary
dependent variable; direct effect), and on sexual orientation concealment and internalized heterosexism
(mediators), as well as the effect of both sexual orientation concealment and internalized heterosexism
on parenting desire, were supposed to be conditional (or moderated) by the individual’s gender
(woman vs. man); however, estimation of the coefficients in the statistical model revealed no
significant interaction between prejudice events and gender on both sexual orientation concealment and
internalized heterosexism (both ps > 0.05). Since nonsignificant interactions also influenced the estimate
of the hypothesized indirect effects (which were necessarily conditional with these interactions in the
model), along with all inferential tests thereof, they were trimmed in the final moderated mediation
model (Figure 1), and were thus expressed by only three interaction terms: (1) gender by prejudice
event interaction on parenting desire; (2) gender by sexual orientation concealment interaction on
parenting desire; and (3) gender by internalized heterosexism interaction on parenting desire (model
template 15 in PROCESS macro).

Significant conditional direct and indirect effects were probed by using the pick-a-point approach.
As a final step, in order to quantify the indirect effects as a function of the moderator, and to
provide inferential tests for those conditional indirect effects, indices of moderated mediation were
estimated for each of the hypothesized moderated mediation paths, as recommended by Hayes [53].
Bias-corrected bootstrap confidence intervals, based on 5000 resamples, were used as indicators of
effect size. Confidence intervals that did not contain zero indicated a significant indirect effect via the
specific mediator.

 
Figure 1. The hypothesized moderated mediation model. For reasons of simplification, control
variables were not reported in the figure.

3. Results

3.1. Descriptive Statistics and Preliminary Analyses

The means, standard deviations, and bivariate correlations between all variables, separately for
lesbians and gay men, are reported in Table 2. The results highlighted a significant positive association
only between parenting desire and internalized heterosexism in lesbians; no significant associations
resulted for gay men. Age was negatively correlated with internalized heterosexism, and positively
associated with sexual orientation concealment, in both LGs. Having a stable partner was associated
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with internalized heterosexism in lesbians, whilst sexual orientation concealment was associated with
the absence of a stable partner in both samples.

Table 2. Descriptive statistics and bivariate correlations between minority stressors, parenting desire,
and sociodemographic characteristics.

1 2 3 4 5 6 7 8

1. Prejudice events - −0.04 0.12 0.05 −0.14 −0.07 −0.04 −0.02
2. Internalized heterosexism 0.18 * - −0.39 *** 0.04 −0.22 ** −0.12 −0.03 0.21 **
3. Sexual orientation concealment −0.01 −0.45 *** - 0.07 0.21 ** −0.02 −0.13 −0.20 *
4. Parenting desire −0.16 0.18 * 0.14 - −0.15 * −0.01 −0.08 −0.08
5. Age −0.23 * −0.24 ** 0.19 * −0.12 - 0.07 −0.09 −0.15
6. Education (≤ High school) −0.06 −0.13 0.09 −0.08 0.38 *** - −0.04 −0.13
7. Political orientation (left-wing) −0.09 −0.05 −0.05 0.04 −0.10 −0.16 - −0.14
8. Stable partner (yes) 0.09 0.12 −0.26 ** −0.20 * 0.01 0.01 0.06 -

Note: Lesbians scores are below diagonal and gay men scores are above diagonal;*** p < 0.001; ** p < 0.01; * p < 0.05.

As a further preliminary step, we examined gender differences on prejudice events, sexual
orientation concealment, and internalized heterosexism by performing a multivariate analysis of
variance, including age, education, political orientation, and stable partner as covariates (MANCOVA).
The analysis showed significant differences between lesbians and gay men, with Wilks’ lambda = 0.92,
p < 0.001, F (3282) = 8.37, η2 = 0.08. Specifically, gay men reported higher levels of prejudice
events—F (1284) = 16.59, p < 0.001, η2 = 0.06—and internalized heterosexism—F (1284) = 4.20,
p < 0.05, η2 = 0.01—than lesbians did. No significant difference was found based on sexual
orientation concealment.

3.2. Associations between Minority Stressors and Parenting Desire

The results of the regression analysis are presented in Table 3.

Table 3. Test of the moderated mediation effect of prejudice events on parenting desire through sexual
orientation concealment and internalized heterosexism.

Predictors
Sexual Orientation

Concealment
Internalized

Heterosexism
Parenting Desire

B B B

Age 0.03 *** −0.01 ** −0.04 **
Education (≤High school) −0.04 −0.08 −0.14

Political orientation (left-wing) 0.30 0.06 0.30
Stable partner (yes) −0.56 *** 0.15 ** −0.62 *

Prejudice events 0.27 * 0.02 0.05
Internalized heterosexism 0.24

Sexual orientation concealment 0.12
Prejudice events X gender −1.23 *

Internalized heterosexism X gender 2.17 *
Sexual orientation concealment X gender 0.69 *

R 2 0.11 0.07

−2LogLikelihood
292.07

Δχ2 (11) = 32.98,
p = 0.005

Note: Unstandardized coefficients. * p ≤ 0.05, ** p ≤ 0.01, *** p ≤ 0.001.

The effects of prejudice events (Hypothesis 1), sexual orientation concealment, and internalized
heterosexism (Hypothesis 2) on parenting desire were all moderated by gender (all interaction terms
were significant). The pick-a-point approach revealed that prejudice events significantly reduced
parenting desire in lesbians, but not in gay men (Figure 2), with Bs = −1.18 and 0.05, ps = 0.01 and
0.86, 95% CIs (−2.08, −0.28) and (−0.52, 0.63), respectively. Both sexual orientation concealment and
internalized heterosexism were positively associated with parenting desire in lesbians, but not in gay
men (Figures 3 and 4, respectively), with Bs = 0.81 and 0.12, ps = 0.01 and 0.36, 95% CIs (0.20, 1.42) and
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(−0.14, 0.39) for sexual orientation concealment, respectively; and Bs = 2.41 and 0.24, ps = 0.003 and
0.55, 95% CIs (0.78, 4.04) and (−0.55, 1.04) for internalized heterosexism, respectively.

Figure 2. Interaction between prejudice events and gender on parenting desire. Estimated log odds
of parenting desire are reported for combinations of prejudice events (low, medium, and high) and
individual’s gender (lesbian women vs. gay men).

Figure 3. Interaction between sexual orientation concealment and gender on parenting desire.
Estimated log odds of parenting desire are reported for combinations of sexual orientation concealment
(low, medium, and high) and individual’s gender (lesbian women vs. gay men).
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Figure 4. Interaction between internalized heterosexism and gender on parenting desire. Estimated
log odds of parenting desire are reported for combinations of internalized heterosexism (low, medium,
and high) and individual’s gender (lesbian women vs. gay men).

With respect to moderated mediation effects (Hypothesis 3), we found only one indirect effect of
prejudice events on parenting desire through sexual orientation concealment, which involved lesbians,
but not gay men. The index of moderated mediation confirmed the significance of this effect (Table 4).

Table 4. Indirect effects of prejudice events on parenting desire through sexual orientation concealment
and internalized heterosexism conditional on gender.

Moderated Mediation Index

Mediators B 95% C.I.

Sexual orientation concealment 0.19 0.001, 0.63
Internalized heterosexism 0.05 −0.20, 0.40

3.3. Control Variables

Only age and having a stable partner were found to significantly predict outcomes in our study.
Age was negatively associated with internalized heterosexism and parenting desire, whereas it was
positively linked to sexual orientation concealment. Having a stable partner was associated with
higher internalized heterosexism and lower sexual orientation concealment. Furthermore, having a
stable partner was negatively associated with parenting desire.

4. Discussion

Informed by previous studies that used MST to explore parenting dimensions in LG individuals [9–11],
as well as those that highlighted the heteronormative context for Italian LG individuals [20,38–42],
the current study intended to apply part of the PMF as an extension of MST to parenting desire to
a group of childless Italian LG individuals. We found partial support for this operation. Indeed,
our results highlighted both a direct and an indirect effect (through sexual orientation concealment) of
prejudice events on parenting desire, but only in lesbians. Of note, the direction of this effect changed
depending on whether the association was direct or indirect. Specifically, we found that prejudice
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events were negatively associated with parenting desire, but that this effect became positive when it
was mediated by sexual orientation concealment. Thus, our findings shed light on clinical practice,
highlighting the need for structuring clinical interventions to ameliorate the negative effects of minority
stressors on parenting desire.

In support of the first hypothesis of this study, we found that prejudice events were negatively
associated with parenting desire only in lesbians and not in gay men. This means that, unlike gay
men, prejudice events reduce the likelihood of lesbians desiring to become mothers. This finding
might be read through the lens of MST, as well as through evidence that the Italian context is a
highly heteronormative social context. To this end, previous studies have already demonstrated
that discrimination episodes negatively impact parenting desire in lesbians, but not in gay men [11],
and that this gender difference is due to the double stigma that many lesbians experience as both
lesbians and women [54]. Furthermore, experiencing a prejudice event due to one’s own sexual
orientation and/or gender identity ends up emphasizing a status difference, as what is affected is
a specific identity dimension. It is then likely that, in a heteronormative context, such as the Italian
one [20,38–42], a lesbian woman experiencing a prejudice event will perceive this difference in status
more than a gay man, because parenthood seems to still be a woman’s prerogative [9,11]. Thus,
a lesbian woman might feel herself to be less adequate than a gay man to become a parent, and this
ends up decreasing the levels of parenting desire.

Regarding the second hypothesis, that sexual orientation concealment and internalized
heterosexism negatively affect parenting desire in lesbians, but not in gay men, our findings were
significant but, contrary to our expectations, they suggested that both subjective minority stressors
were positively associated with parenting desire in lesbians and not in gay men, increasing the level of
parenting desire in lesbians, rather than decreasing it. This unexpected finding might be read through
the lens of MST and the related social pressure that some minority people could feel to conform to
social expectations. Thus, it is probably that higher levels of internalized heterosexism, in addition to
questioning one’s own parenting abilities [13], might lead to a need to conform to social expectations,
including becoming a mother in a context that still promotes motherhood as a key value for female
identity [48]. Similarly, in line with the finding discussed above—that internalized heterosexism
increases parenting desire in lesbians—the fact that sexual orientation concealment increased parenting
desire only in lesbians, and not in gay men, might be read through the hypothesis that concealing
one’s own sexual orientation would lead lesbians to conform to societal expectations that tend to
equate women to mothers. Notwithstanding these interpretative hypotheses, this finding should
be qualitatively investigated to better understand how internalized stigma and sexual orientation
concealment could lead to an increase in parenting desire.

Finally, regarding the third hypothesis (the moderated mediation model) that both sexual
orientation concealment and internalized heterosexism would mediate the relationship between
prejudice events and parenting desire, and that gender would moderate these indirect effects,
our findings provided partial support. Indeed, only sexual orientation concealment, and not
internalized heterosexism, acted as a significant mediator between prejudice events and parenting
desire, and only in lesbians, increasing, rather than decreasing, their level of parenting desire. Thus,
in the presence of sexual orientation concealment, prejudice events ended up increasing parenting
desire in lesbians. As suggested by previous studies [24,25], unlike in gay men, the visibility of
lesbian motherhood in previous decades, together with the social expectations that a woman will
become a mother [27], might lead lesbians to perceive coming out as a mandatory step to becoming
mothers. Thus, as suggested by our findings, experiencing prejudice events as a lesbian woman might
lead to concealing one’s own sexual orientation, which, in turn, increases the desire to become a
mother, as becoming a mother would increase one’s visibility as a normative woman, fitting the
heteronormative equivalence of women as mothers.
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4.1. Limitations and Suggestions for Future Research

This study had significant limitations that might affect the generalizability of the results to the
general Italian LG population. First, the cross-sectional design of the study did not allow certain
inferences to be made concerning the causal relationships between variables. Indeed, findings
have to be interpreted as associations which do not necessarily prove causality between variables.
Future longitudinal studies should assess the cause-and-effect relationships between minority stressors
and parenting desire, analyzing potential changes over time.

A second limitation concerns the use of a single-item question to assess parenting desire.
Although the same question had been used in a previous study [46], a more composite measure on
parenting desire should be used in future research. Similarly, a qualitative investigation on parenting
desire, and on its relationship with minority stressors, is recommended in order to achieve a better
understanding of the psychological processes underlying these dimensions.

A third limitation was due to a sample selection bias. Indeed, participants were mostly recruited
through social networks and Italian NGOs engaged in the defense of LG rights, thus not representing
the general LG population. This may even explain why no right-wing individuals participated in the
survey. Finally, in line with the previous limit, a last limitation was the absence of diverse ethnic groups
of LG individuals, which prevented us from reading the findings from an intersectionality perspective.
To this end, it is plausible to hypothesize that sociocultural differences between Caucasians and
non-Caucasians living in Italy exist, both in terms of minority stress—that is usually more pervasive in
multiple marginalized individuals [55]—and parenting process.

4.2. Implications for Clinical Practice

Clinicians might encounter LG individuals for many reasons, including LG individuals or couples
who want to become parents or are questioning about a parenting plan. The results of this study might
provide helpful suggestions for clinical practice with childless LG individuals, despite its limitations.
Indeed, the PMF is a conceptual framework that allows an understanding of the negative effects of
stress on individual psychological dimensions.

Our findings suggest that, unlike in gay men, parenting desire might be influenced by stigmatizing
episodes in lesbians, and that this effect is partly explained by the action of sexual orientation
concealment. Furthermore, although internalized heterosexism was not a significant mediator between
prejudice events and parenting desire, it did increase the level of parenting desire in lesbians, probably
because internalizing negative societal values about being lesbian leads to conforming to social
expectations that tend to equate women to mothers. Thus, our results might shed light on some clinical
implications above all for lesbians, both if they are single or in couple.

Our data should lead clinicians to pay particular attention to minority stress in clinical
settings [56,57], and especially to the detrimental effects that stigma, and in particular proximal
stressors (i.e., internalized heterosexism and sexual orientation concealment), might have on parenting
desire. To this end, clinicians might assume the function of alleviating the emotional impact that
internal stressors might have on individuals’ desire, thoughts, or beliefs, helping clients to unhook
their self-representation from the social dialectic that still tends to construct a negative image of the
LG population, in particular as parents. This seems particular true for lesbians, who live a greater
pressure than gay men to conform to social expectations related to parenthood. Indeed, although we
usually interpret parenting desire or plan as a sign of comfort towards the self, due to an inherently
generative project, our data suggest that the converse is also possible, as both internalized heterosexism
and sexual orientation concealment increase, rather than decrease, parenting desire. This means that
parenting desire might also be a sign of internalized heterosexism or sexual orientation concealment,
rather than a manifestation of a positive identity. Thus, clinicians should deeply explore internal
dynamics related to proximal stressors and be cautious in automatically interpreting parenting desire
as a sign of comfort.
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Furthermore, as both internalized heterosexism and sexual orientation concealment depends on
the social stigma that burdens on LG people, clinicians should help clients to develop or increase
awareness of stigma, allowing them to perceive oppression as a societal problem that afflict LG
individuals as a class of people, rather than as something that concerns them as specific individuals.

Finally, clinicians should also consider group approach as an alternative to individual or couple
approach, as the group activates mirroring processes that productively allow participants to reshape
self-image [58] and increase the self-empowerment processes [59]. Indeed, LG individuals or couples
experiencing high levels of internalized heterosexism might negotiate their negative self-image with
peers, ameliorating the impact of stigma on health. In the same vein, the group might also be helpful for
LG individuals or couples who tend to conceal their sexual orientation to family, friends, or colleagues.
Therefore, sharing one’s own identity to others living similar experiences in a protected and secure
setting might allow an elaboration of feelings such as shame and self-hatred, thus facilitating identity
or couple affirmation processes. In turn, as suggested by our findings, this clinical work could lighten
the weight of social expectations related to parenthood, in particular in women.

5. Conclusions

This study provided support for applying the PMF to parenthood dimensions—in particular,
parenting desire—in childless LG individuals. Indeed, notwithstanding the limitations of the research,
and the nonconfirmation of all of the hypotheses, this study sheds light on the psychological processes
that cause stress to increase or decrease the desire to become a parent. Future studies should thoroughly
apply the PMF to parenthood dimensions, in order to explore the role of both general psychological
processes (e.g., interpersonal problems or emotion dysregulation) and protective factors (e.g., resilience
or community connectedness).
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Abstract: Menopause is associated with depressive symptoms that can significantly affect a woman’s
quality of life. The objective of this study was to evaluate the association between depression
and health-related quality of life (HRQoL) in postmenopausal women. In this cross-sectional
descriptive study, participants (n = 3860) were selected from the 2013–2015 Korea National Health
and Nutrition Examination Survey (KNHANES). The sociodemographic characteristics, medical
history of depression, and EQ-5D scores of the participants were obtained from the KNHANES
dataset. Age, educational level, and income were associated with HRQoL in these participants.
Moreover, depression exerted a considerable influence on HRQoL in postmenopausal women.
The adjusted odds ratios in participants with depression for the EQ-5D dimensions were as follows:
5.52 (95% CI = 4.04–7.55, p < 0.001) for anxiety/depression, 3.86 (95% CI = 2.78–5.36, p < 0.001) for
usual activities, and 2.52 (95% CI = 1.68–3.78, p < 0.001) for self-care. Our findings suggest a
strong association between depression and HRQoL. Hence, preventing the onset or exacerbation of
depression may significantly improve quality of life in postmenopausal women.

Keywords: demographic factor; EQ-5D; health-related quality of life; depression

1. Introduction

The prevalence of depression is increasing worldwide [1]. Indeed, depression is one of the
most common mental disorders among elderly people (prevalence, 1–16%) [2]. Along with somatic
illness, functional disability, cognitive impairment, and lack of social contacts, female gender is also
associated with depressive disorders in elderly populations [3]. Epidemiological and clinical studies
have shown that the prevalence of depression is higher in women than in men [4] by up to twofold [5].
This difference is thought to be related to changes in endocrines that control the reproductive system [6].
Postmenopausal women experience considerable biological and psychological changes, including
a decreased level of estrogen, which may be related to depression [7,8]. Estrogen interacts with its
receptors in the limbic area of the brain, which is important for the regulation of emotions, cognition,
and behavior [9,10].

Depression reduces an individual’s mental and physical health [11,12] and is associated with
a diminished quality of life (QoL) [13,14]. Depression is also associated with several functional
disturbances and significant reductions in several aspects of QoL, including social functioning [15].
In addition, depressive symptoms have various effects on physical and mental health-related quality
of life (HRQoL) of elderly individuals [16]. In older adults, lowered QoL has been reported to be
greatly dependent on reduced physical function. Inability to perform activities of daily living or
instrumental activities of daily living has been known to be associated with decreased QoL [17,18].
Besides, depression has been found to be significantly correlated with functional disability [19]. It is
known that the effect of depression on functional disability may partially be due to deteriorated
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physical activity and social interactions of depressed elderly individuals [20]. Depressive symptoms
and disorders are frequent causes of emotional and physical suffering and are associated with elevated
risks of disability in diverse areas of functioning [21].

HRQoL is influenced by sociodemographic factors, such as gender, age, educational level,
and income [22]. In addition, low socioeconomic status increases the risk of depression [23]. Therefore,
it is important to analyze the relationship between depression and HRQoL in postmenopausal women
according to sociodemographic factors.

Few studies have addressed depression in relation to HRQoL in postmenopausal Korean women
using a population-based sample. Therefore, in this report, we investigated the association between
depression and HRQoL in postmenopausal women using data from the Korea National Health and
Nutrition Examination Survey (KNHANES). We also evaluated the prevalence of depression according
to participants’ sociodemographic characteristics and the relationship between depression-related
morbidity and the five dimensions of EuroQoL. We postulate that the prevalence of depression and
HRQoL may be significantly influenced by sociodemographic factors. Additionally, the prevalence of
depression could be associated with HRQoL in postmenopausal women in Korea.

2. Methods

2.1. Study Population

This study used data from the KNHANES 2013–2015, which included a health and nutrition
survey and a medical examination. The KNHANES sample was chosen using a stratified multistage
cluster sampling method with proportional allocation based on the National Census Registry.
Face-to-face interviews using a structured questionnaire were conducted by trained interviewers.
From this sample, postmenopausal women were selected for inclusion in the present study. Of the
postmenopausal women, 3860 provided data with no missing variables. The study protocol was
approved by the Korean Ministry of Health and Welfare (# 2013-07CON-03-4C, 2013-12EXP-03-5C)
and was conducted in accordance with the Ethical Principles for Medical Research Involving Human
Subjects, as defined by the Helsinki Declaration. All participants in this study provided written
informed consent.

2.2. Source of Data and Variable Definitions

Participants from selected census blocks provided information on their age, educational level,
income, and medical history of depression. Height and weight were measured with the participants
dressed in light clothing with no shoes to determine body mass index (BMI). BMI was calculated as
weight (kg) divided by the square of height (m2). The participants were classified as underweight
(BMI < 18.5), normal (18.5 ≤ BMI < 22.9), overweight (23.0 ≤ BMI < 24.9), or obese (BMI ≥ 25.0)
according to the WHO definitions for Asian populations. In this study, HRQoL was treated as the
dependent variable that was influenced by depression as an independent variable. The depression
criterion was a self-reported history of physician-diagnosed depression (DSM-IV). In this study, we
present the prevalence of current physician-diagnosed depression. As confounding factors, educational
level and income were used as indicators of socioeconomic status. Educational level was classified
as less than a middle school graduate, middle school graduate, or high school or higher. Income
was calculated by dividing household income by the square root of the number of members in
the household according to the Organization for Economic Co-operation and Development (OECD)
method. Income was categorized into quartiles based on the income of the participant’s age group.
HRQoL was assessed using the EQ-5D questionnaire. The EQ-5D is a self-reported, descriptive health
status instrument with five health dimensions: mobility, self-care, pain/discomfort, usual activities,
and anxiety/depression. Each dimension has three levels, namely “no problems”, “some problems”,
and “severe or extreme problems” [24]. The five dimensions of the ED-5D are then converted into
EQ-5D index scores using Korean specific preference weight [25]. Average scores of the EQ-5D index
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ranged from −0.17 to 1, where 1 indicates no problem in any of the five dimensions, zero indicates
death, and negative values indicate health statuses worse than death. The Korean versions of the
EQ-5D tools have been validated in a previous study [26]. The kappa value of EQ-5D in dimensions
between test and retest was 0.32–0.64, and the intraclass correlation coefficient of EQ-5D was 0.61 [26].
For the purpose of this study, the levels were used as an overall measure of the perceived HRQoL.

2.3. Statistical Analyses

Differences in categorical variables between groups were evaluated by the Mantel–Haenszel
chi-squared test. The presence of a linear trend was evaluated by defining a linear contrast in the linear
regression models. Logistic regression models were used to estimate the odds ratio (OR) and 95% CIs
for abnormal (disability) versus normal (no problem) in the EuroQol categories among participants
who reported having depression compared with those who did not. Statistical analyses were conducted
using SAS version 9.4 (SAS Institute, Cary, NC, USA).

3. Results

Table 1 shows the prevalence of depression according to the demographic characteristics of
the participants. The prevalence of depression was in the range of 2.7–7.2%. Educational level and
income level were significantly associated with depression. The prevalence of depression decreased
significantly with increasing income and educational level (p < 0.01).

Table 1. Prevalence of depression in postmenopausal women according to demographic characteristics.

Variable n Depression (%) p-Value a

Age (years)
<60 1303 46 (3.5) 0.092

60–69 1255 68 (5.4)
≥70 1302 64 (4.9)

BMI (kg/m2)
<18.5 92 4 (4.4) 0.133

18.5–22.9 1391 57 (4.1)
23.0–24.9 990 43 (4.3)
≥25.0 1387 74 (5.3)

Education
≤Elementary

school 2126 112 (5.3) 0.007

Middle school 601 31 (5.2)
≥High school 1133 35 (3.1)

Income
Quartile 1 (lowest) 919 66 (7.2) <0.001

Quartile 2 980 45 (4.6)
Quartile 3 976 40 (4.1)

Quartile 4 (highest) 985 27 (2.7)

Note: a p is determined by Mantel–Haenszel chi-squared test.

The mean EQ-5D scores of the participants are listed in Table 2. The EQ-5D score decreased with
increasing age (p for trend < 0.001). In addition, the EQ-5D scores increased with increasing BMI (0.90,
0.89, 0.86, and 0.83 for obese, overweight, normal weight, and underweight, respectively). The EQ-5D
scores also increased with increasing educational level (p for trend < 0.001) and income level (p < 0.001).

Table 3 shows the participants’ age, BMI, and EQ-5D score according to depression category.
The mean age, BMI, and EQ-5D score of participants with depression were 64.7, 24.2, and 0.88,
respectively. The mean age and BMI were not significantly different between participants with
and without depression, whereas the EQ-5D score was significantly lower in the participants with
depression (0.77 and 0.89, respectively; p < 0.001).
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Table 2. Mean EQ-5D scores of postmenopausal women according to demographic characteristics.

Variable n EQ-5D p for Trend a

Age (years)
<60 1303 0.94 ± 0.11 <0.001

60–69 1255 0.89 ± 0.15
≥70 1302 0.81 ± 0.20

BMI (kg/m2)
<18.5 92 0.83 ± 0.22 0.119

18.5–22.9 1391 0.90 ± 0.16
23.0–24.9 990 0.89 ± 0.15
≥25.0 1387 0.86 ± 0.17

Education
≤Elementary school 2126 0.84 ± 0.19 <0.001

Middle school 601 0.92 ± 0.12
≥High school 1133 0.94 ± 0.10

Income
Quartile 1 (lowest) 919 0.85 ± 0.19 <0.001

Quartile 2 980 0.88 ± 0.17
Quartile 3 976 0.89 ± 0.16

Quartile 4 (highest) 985 0.91 ± 0.15

Note: a p is determined by linear trend test.

Table 3. Descriptive characteristics of the participants by depression category.

Variable All Non-Depression Depression

n 3860 3682 178
Age (years) 64.7 ± 9.1 64.7 ± 9.1 65.2 ± 8.4

BMI (kg/m2) 24.2 ± 3.3 24.2 ± 3.3 24.3 ± 3.1
EQ-5D 0.88 ± 0.17 0.89 ± 0.16 0.77 ± 0.23 *

Note: Data are mean ± standard deviation. * p < 0.0001 by t-test.

Table 4 shows the ORs for disability. The adjusted ORs for disability for each EuroQol category
were significantly related to the prevalence of depression after adjusting for age (model 1) or for
all other potential covariates (model 2) (p < 0.001). Compared to participants without depression,
the adjusted ORs for mobility, self-care, usual activity, pain/discomfort, and anxiety/depression were
2.49 (95% CI, 1.79–3.47), 2.52 (95% CI, 1.68–3.78), 3.86 (95% CI, 2.78–5.36), 2.14 (95% CI, 1.57–2.92),
and 5.52 (95% CI, 4.04–7.55), respectively, in those with depression (p < 0.001) (model 2).

Table 4. Adjusted odds ratios (OR, 95% CIs) for disability for the EuroQol categories in
postmenopausal women.

Dimension Non-Depression (n = 3682) Depression (n = 178) p-Value

EuroQoL-mobility
Model 1 1.00 (reference) 2.69 (1.94–3.72) <0.001
Model 2 1.00 (reference) 2.49 (1.79–3.47) <0.001

EuroQoL-self care
Model 1 1.00 (reference) 2.66 (1.78–3.97) <0.001
Model 2 1.00 (reference) 2.52 (1.68–3.78) <0.001

EuroQoL-usual activities
Model 1 1.00 (reference) 4.01 (2.91–5.54) <0.001
Model 2 1.00 (reference) 3.86 (2.78–5.36) <0.001
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Table 4. Cont.

Dimension Non-Depression (n = 3682) Depression (n = 178) p-Value

EuroQoL-pain/discomfort
Model 1 1.00 (reference) 2.24 (1.64–3.05) <0.001
Model 2 1.00 (reference) 2.14 (1.57–2.92) <0.001

EuroQoL-anxiety/depression
Model 1 1.00 (reference) 5.86 (4.30–7.99) <0.001
Model 2 1.00 (reference) 5.52 (4.04–7.55) <0.001

Note: Model 1 was adjusted for age; model 2 was adjusted for age, body mass index (BMI), educational level,
and income.

4. Discussion

In this large population-based study, we investigated the association between depression and
HRQoL using the EQ-5D. Our results indicate a significant association between depression and
educational level and income level in postmenopausal Korean women. The relationship between
depression and sociodemographic characteristics, such as gender, age, marital status, income level,
and educational level has been investigated worldwide in various populations [27]. In many of these
studies, the educational level and income of the participants were significantly related to the prevalence
of depressive symptoms. The association between educational level and depression may be caused
by reduced access to information about risk factors [28,29]. Alternatively, a poor education could be
associated with low income, which could affect physical and mental health [30].

Our results showed that age, educational level, and income are associated with HRQoL. This is
consistent with two previous studies of adult populations [31,32]. The sociodemographic determinants
of HRQoL in the general population have been documented in Sweden, the Netherlands, Norway,
the United Kingdom, the United States, and Japan [33–38]. In these studies, sex, age, educational
attainment, income, and chronic disease had significant impacts on participants’ QoL.

In this study, depression was significantly related to HRQoL in postmenopausal women. Previous
studies have found robust association between depression and low HRQoL in specific population
subgroups [39–42]. In particular, several studies worldwide have explored the relationship between
depressive symptoms or a depressive disorder and HRQoL in older adults. A recent study on
Portuguese elderly population showed that older adults with depression symptoms had a higher
probability of reporting lower levels of HRQoL after adjustment for sex, age, region, and number of
noncommunicable diseases [43]. In a similar context, a review paper by Sivertsen et al. indicated
a clear and consistent association between depression and lower HRQoL in older adults in clinical
and community settings [44]. Based on 19 cross-sectional studies, this review found a significant
association between severity of depression and lower HRQoL in older adults, regardless of assessment
instruments used for HRQoL. Furthermore, in 10 longitudinal studies, a depressive disorder and a
higher depressive symptom score were consistently associated with lower HRQoL, and this association
was found to be stable over time. Participants with a depressive disorder at baseline had lower HRQoL
at follow-up than participants without depression, and the severity of depressive symptoms at baseline
had a significant effect on any improvement in HRQoL at follow-up.

Thus far, there have only been a few studies that have investigated this relationship in a
population-based sample of postmenopausal women. Depression at any time of life, including
postmenopausal period, is known to negatively impact QoL measures as well as somatic
complaints [45]. Community-based longitudinal studies have reported that the risk of depression
is significant increased during the menopause transition compared with premenopausal and that
the prevalence of depression in some premenopausal women could be an important source of
variability in measures of QoL at this stage of a woman’s life [45–47]. In our study, the ORs for
disability in the five dimensions were significantly increased among postmenopausal women with
depression. Anxiety/depression and usual activities exerted the greatest influence on HRQoL
among postmenopausal women with depression. These results suggest that in addition to
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anxiety/depression, limitations on one’s usual activities are also important targets for improving
HRQoL in postmenopausal women.

This study has several limitations. First, the results only indicate associations and cannot be used
to establish causal relationships due to the cross-sectional design of this study. Second, self-reports
of current depression state and sociodemographic variables may lead to misclassification and recall
bias. Third, the use of EQ-5D to assess QoL may also have limitations related to the reliability
and objectivity of the findings. However, this study also has several strengths. To our knowledge,
this is the first population-based study to assess the association between depression and HRQoL
among postmenopausal Korean women using nationally representative data. This study analyzed a
large population based on systematic sampling, which enhances the generalizability of the findings.
Investigation of factors related to HRQoL in specific subgroups is an important concern for health
policymakers and for the development of appropriate interventions to improve individuals’ QoL.
Our results suggest that health policymakers should focus on the effects of sociodemographic factors
and depression on the HRQoL of postmenopausal women in Korea.

5. Conclusions

In this population-based study, HRQoL among postmenopausal women was associated with
educational level and income level. In addition, postmenopausal women with depression had a
significantly lower HRQoL. Depression significantly increased the ORs for disability in all five
dimensions of the EQ-5D. Our results indicate a significant association between depression and
HRQoL in postmenopausal Korean women. Therefore, prevention and management of depression are
important for improving the QoL of postmenopausal women.
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Abstract: Contraceptive use is considered as essential for protecting women’s health and rights,
influencing fertility and population growth, and helping to promote economic development.
The main objective of this study was to analysis the factors and spatial correlates of contraceptive
use among women of childbearing age. The 2015 Rwanda Demographic and Health Survey (RDHS)
data were used to identify the factors associated with contraceptive use in Rwanda. A Bayesian
geo-additive model was used in order to account for fixed effects, nonlinear effects, spatial and
random effects inherent in the data. The overall prevalence of use of any contraceptive method
among married women of childbearing age in Rwanda was 52.7%. A woman’s age, wealth quintile,
level of education, working status, number of living children, and exposure to the media was found to
increase contraceptive use. The findings from the study also found disparities in contraceptive use at
provincial and district level, where prevalence was higher in districts of Northern provinces and lower
in districts of western provinces. The findings of this study suggest that exposure to information
on contraceptive use in health centres, empowerment of women to access quality contraceptive-use
services and religions to play an important role in explaining and informing their adherents on the
importance of using a contraceptive method.

Keywords: family planning; Bayesian; spatial; RDHS; Rwanda

1. Introduction

Contraceptive use is considered as essential for protecting women’s health and rights, influencing
fertility and population growth, and helping to promote economic development, especially in
sub-Saharan Africa. Contraceptive use helps to avoid maternal deaths by preventing unwanted
pregnancies and abortions. It also helps to determine the number of children in the family and
enhances adequate child spacing [1,2]. Some contraceptive methods such as condoms help, not only
for family planning purposes, but also to prevent sexually transmitted infections, for instance, HIV,
among others.

The various studies in the literature point out that satisfying a woman’s need for contraception,
particularly in family planning, may considerably reduce fertility [3,4]. However, young women
confront many problems in contraceptive method use, mainly in family planning services, for instance,
fear of side effects, cost, and lack of enough information [5]. In general, contraception use and family
planning are essential for improving the health of the population. Although many United Nations
member countries, especially those in the developed world, have strong family planning programmes,
this is not the case in some sub-Saharan African countries, some sub-regions of Asia and Latin America
and in the Caribbean, where, regardless of a rise in the contraceptive-prevalence rate, a large number
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of mainly poor, uneducated women and those with limited access to family planning services, continue
to have unmet needs for contraceptives [6,7].

The prevalence of any type of contraception-use method among married women in Rwanda has
improved in the last fifteen years. It was 17.4% among married women in 2005, tripled (52%) between
2005 and 2010, and was 53% in 2014 [8]. This may be attributable to the Government of Rwanda’s
commitment to strengthen the health sector, especially family planning services. The maternal and
child mortality rate in Rwanda has also tremendously declined over a period of 20 years. As shown by
the Rwanda Demographic and Health Survey reports, in 2000, 2005, 2010 and 2015 there were 1 071,
750, 476 and 210 deaths per 100,000 live births respectively for maternal and for child mortality [8].
In neighboring countries, especially in East Africa, in the last 15 years contraceptive use has generally
increased. The prevalence of current contraceptive use among married women in Uganda was 26% in
2004, 34% in 2010 and 38% in 2016; in Tanzania it was 26.4% in 2005, 34.4% in 2010 and 38.4% in 2015
and 2016; in Kenya, it was 39% in 2003, 46% in 2008 and 2009 and 58% in 2014; and in Burundi it was
27.7% in 2010 and 29% in 2016 and 2017 [9–12]. Identifying determinants of contraceptive use among
women of reproductive age is essential in order to formulate adequate health programmes, policies
and strategies and possible interventions that can promote the well-being of children and maternal
health in general. We now consider the problem of contraceptive use.

Various studies in the literature assessed the determinants of modern contraceptive (pill, IUD,
injections, condoms, female sterilization, male sterilization, implants/norplant, lactational amenorrhea,
standards days methods) use only [13–15] and did not include traditional methods (withdrawal,
periodic abstinence) which may sometimes be the most accessible. The current study addresses this
problem by combining all types of contraceptive-use methods among married women of childbearing
age, nationwide. In addition, the RDHS data set has inherent nonlinear, spatial and random effects
that needed to be accounted for. We consider these aspects to capture the heterogeneity of the data.
Consequently, the main objectives of the current study were to address these problems in their entirety,
by analyzing the factors associated with any type of contraceptive use and mapping the spatial
distribution of use at district level in Rwanda. These objectives were achieved by applying structured
spatial modelling that accounted for fixed, nonlinear, spatial and random effects. To the best of our
knowledge, there is no study in the literature that assessed the determinants of contraceptive use
among women in Rwanda, using a structured spatial model. It was expected that the findings from the
present study would help policy makers and other public health institutions in Rwanda to visualize
the spatial distribution of the use of any type of contraceptive method among women of reproductive
age at district level. Therefore, it would help them to improve the current strategies when targeting
the districts of low prevalence of contraceptive use.

2. Materials and Methods

2.1. Source of Data

The current study used data from the 2014/15 Rwanda Demographic and Health Survey (RDHS).
The sampling used in this survey was a two-stage stratified method; in the first stage, 492 primary
sampling areas were selected, whose 113 were selected from urban areas and 379 from rural areas.
The sampling was done with probability proportional to the number of households in the village.
In the second stage, systematic sampling was used for all households existing in the selected village
and 26 households were selected in each village. More details on sampling techniques and data
collection can be found in [8].

2.1.1. Outcome Variable

The different types of contraceptive methods used are the modern (the pill, IUD, injection,
male condom, female condom, female sterilization, male sterilization, implants/Norplant, lactational
amenorrhea (LAM), the standard days method, periodic abstinence), traditional (withdrawal and
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periodic abstinence). In the survey, women were asked whether they used any of these methods.
In this study, a woman is considered as a current contraceptive user if she uses at least one of the
above-mentioned methods and as a non-contraceptive user if otherwise, and this was coded as “1”
and “0” for contraceptive use and non-contraceptive use respectively.

2.1.2. Independent Variables

The independent variables used in the current study have been used elsewhere [6,16–19].
The various socio-economic and demographic factors considered include current age of the
respondent (continuous); the age at first cohabitation (continuous), level of education (no education,
primary, secondary, tertiary); have heard about family planning in the last 12 months from
newspapers/magazines (yes or no); have heard about family planning in the last 12 months on
television (yes or no); have been visited by a family planning worker during the last 12 months (yes
or no); husband or partner desire for more children compared to the wife or partner (same, husband
wants more, husband wants fewer, do not know); wealth quintile of her household (poorest, poorer,
middle, richer, richest); currently working (yes or no); province of residence (Kigali, South, West,
North, East); place of residence (urban, rural); religious affiliation (Catholic, Protestant, Seventh Day
Adventist, other); husband or partner’s education level (no education, primary, secondary, tertiary);
decision-making for using contraceptive (mainly respondent, mainly husband or partner, joint decision,
other); person who usually decides on healthcare (respondent alone, respondent and husband/partner,
respondent and other person, husband/partner alone, someone else, other); number of living children
(0, 1, 2, 3, 4 and more); and age of the husband or partner.

2.2. Statistical Model

Let yijm denote the contraceptive use status of woman, i from stratum j and cluster m, with
i = 1, 2, 3, . . . , 6847, j = 1, 2, 3, . . . , 60 and m = 1, 2, 3, . . . , 492. The outcome variable is
defined as a dichotomous variable such that yijm = 1 if the women i is currently using any type of
contraceptive method and yijm = 0 if the women i is not currently using any type of contraceptive
method. The contraceptive use status among women of reproductive age is a binary outcome in the
current study and hence it is assumed to follow a Bernoulli distribution:

yijm ∼ Bernoulli
(

pij
)

(1)

where pij is the probability that a woman i from district j is currently using a contraceptive method and
1 − pij is the probability that a woman i from district j is not currently using a contraceptive method.
Therefore, the use of contraceptive methods among women of reproductive age can be associated
with the explanatory variables using an appropriate link function from a generalized linear models
approach as follows:

logit
(

pij
)
= log

(
pij

1 − pij

)
= W ′

ijβ (2)

Model (2) is known as binary logistic regression, where W ′
ij is the vector of explanatory variables

and β is the vector of coefficient parameters. However, classical Generalized Linear model (GLM)
has a rigid assumption that all observations are independent; but this assumption is sometimes not
satisfied, as some observations may have, for instance, spatial dependence, or may have nonlinear
effects. Hence, there is a need to include nonlinear and spatial variability in model (2) and it is given by:

logit
(

pij
)
= W ′

ijβ +
q

∑
k=1

fk

(
xijk

)
+ fspat

(
sj
)

(3)

where βi is the vector of fixed effect corresponding to categorical variables, fk is the appropriate smooth
function of continuous variables such as mother’s current age and mother’s age at first cohabitation
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and fspat
(
sj
)

are the parameters of random effects, which capture unobserved spatial heterogeneity at
district sj.

2.2.1. Parameter Estimation

In the current study, the parameter estimation is done based on a full Bayesian analysis
framework, where the appropriate prior distributions have to be assigned to all unknown parameters.
In this study, diffuse priors p(β) ∝ const are assigned to all fixed regression parameters and
the second-order Gaussian random walk priors were assigned to non-parametric continuous
covariates [20]. The structured spatial effects si were modeled through a Gaussian Markov random
field specified as an intrinsic conditional autoregressive (ICAR) prior distribution [21].

2.2.2. Posterior and Inferences

Posterior distributions are the distribution of the parameters after observing the data and are
obtained by updating the prior distribution with observed data. A full Bayesian inference is based on
the analysis of the posterior distribution of the model parameters. In the current study, the Bayesian
posterior marginal distribution was estimated, based on integrated nested Laplace Approximation [22]
and R-INLA was used for inferential analysis.

2.2.3. Model Selection

The model goodness of fit was assessed based on the Deviance Information Criteria (DIC) that
states that the smaller the value of the DIC the better is the model fit [23,24] and the DIC value is
given by:

DIC = D + pD (4)

where D is the posterior mean of the deviance and pD is the number of effective parameters in the
model that penalize the complexity of the model. The DIC takes both the model fit (summarized by D)
and the model complexity (captured by pD) into consideration when comparing models.

2.2.4. Model Building

The present study fitted and examined the following models:

Model 1: logit
(

pij
)
= W ′

ijβ

Model 2: logit
(

pij
)

= W ′
ijβ + f1(current agei) + f2(age at f irst cohabitationi)

Model 3: logit
(

pij
)
= W ′

ijβ + fspatj
(
districtj

)
, j = 1, 2, . . . , 30

Model 4: logit
(

pij
)

= W ′
ijβ + f1(current agei) + f2(age at f irst cohabitationi) +

f j
(
districtj

)
, j = 1,2,. . . ,30

Model 1 is classical logistic regression, where all categorical variables (women’s education,
women’s region affiliation, women’s working status, women’s province of residence, have
heard about family planning on radio in last 12 months, have heard about family planning in
newspapers/magazines in last 12 months, visited by a family planning worker in the last 12 months,
visited a health facility in the last 12 months, currently residing with husband or not, number of living
children, wealth quintile of the household, husband desires children) and (current age of the woman
and woman’s age at first cohabitation) were considered as fixed effects and assumed to have a linear
effect on the outcome variable.

In model 2, categorical variables listed earlier in model 1 were assumed to have a linear effect on
the response variable, whereas continuous variables were modeled non-parametrically and model
2 is commonly known as an additive logistic regression model. In model 3, all predictor variables
were modeled as fixed effects and structured random effects as structured spatial effects that cover the
unobserved covariates which are essential within the districts. Model 4 is an extension of model 2,
including structured spatial effects and is known as a structured additive regression model.
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3. Results

3.1. Descriptive Analysis

Table 1 presents descriptive statistics of the participants. The overall prevalence of any
contraceptive use among married women of reproductive age in Rwanda was 52.7%, of whom 46.8%
use modern methods and 5.9% use traditional methods. The average current age of women was 32.8
years, with a minimum age of 16 and a maximum age of 49 years. The average age of first cohabitation
was 21 years, the minimum age was 10 and maximum age was 95. Most of the respondents were from
rural areas (83%) and 17.0% were from urban areas. It is also observed in the same table that 55.0% of
respondents had heard about family planning on the radio, 7.1% on TV and 6.1% in newspapers or
magazines. Table 1 shows that 29.2% of the respondents were visited by a family planning planner in
the 12 months prior to the survey, 71.8% of the respondents visited health facilities in the 12 months
prior to the survey and 46.3% were told about family planning at a health facility. The majority of the
respondents (86.8%) were working during the period of the survey. It can also be observed that most
of the respondents had primary education (70.5%) and most of the women had two living children
(45.2%). It is also observed that 38.2% of the respondents were Catholic, 45.2% were Protestant, 3.2%
were from religions other than Catholic, Protestant or Seventh Day Adventist and 12.8% were Seventh
Day Adventist.

Table 1. Descriptive statistics of the participants’ details.

Variable Categories % or M or Range

Current contraceptive use
Yes 52.7
No 47.3

Respondent current age Continuous M = 32.81 (Minimum = 16,
maximum = 49)

Age at first cohabitation Continuous M = 21.09 (Minimum = 10,
Maximum = 95)

Place of residence
Urban 17
Rural 83

Respondent education level

No education 16.5
Primary 70.5

Secondary 10.3
Tertiary 2.7

Wealth index

Poorest 18.8
Poorer 21.2
Middle 20.9

Rich 19.9
Richest 19.3

Heard about family planning on the radio in last few months
Yes 55
No 45

Heard about family planning on the TV in last few months
Yes 7.1
No 92.8

Heard about family planning from newspapers/magazines in
the last few months

Yes 6.1
No 93.9

Visited by family planning worker in the last 12 months
Yes 29.2
No 70.8

Visited health facility in the last 12 months
Yes 71.8
No 28.2
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Table 1. Cont.

Variable Categories % or M or Range

At health facility, told of family planning
Yes 46.3
No 53.7

Respondent currently working
Yes 86.8
No 13.2

Husband/partner education level

No education 16.9
Primary 70.1

Secondary 9.2
Tertiary 3.5

Do not know 0.2

Number of living children

0 5.2
1 17.9
2 45.2
3 17.4

4 or more 37.4

Religion

Catholic 38.2
Protestant 45.6

Seventh Day Adventist 12.8
Others 3.2

It is observed from Table 2 that modern contraceptive methods were the most (46.9%) used among
married women of childbearing age in Rwanda and traditional method use was 5.9%.

Table 2. Prevalence of contraceptive use by type.

Current use by Method Type N (%)

No method 3237 (47.3)
Traditional method 402 (5.9)

Modern method 3208 (46.8)

The association between current contraceptive use among married women or women living with
their partners, and various potential factors, was tested by the Chi-square statistical test at 5% level
of significance and the results are summarized in Table 3. Education level of the respondents was
significantly associated with current use of contraceptive methods (p-value < 0.0001). It can be seen
from the table that the prevalence of contraceptive use was 56.8%, 53.5%, 53.7% and 47.3% among
women with tertiary education, secondary and primary education level respectively. The working
status of the woman was significantly associated with current use of contraceptive methods among
women of reproductive age (p-value < 0.0001). It can be observed from the table that the prevalence of
contraceptive use was 53.6% among women who were working at the time of the survey. Hearing about
family planning on the radio, from newspapers or magazines and on the TV was each significantly
associated with contraceptive use (p-value < 0.0001) and the prevalence of contraceptive use in this
regard was 55.8%, 63.9% or 60.1% among the women respectively. Religion was significantly associated
with contraceptive use among women. The prevalence of contraceptive use was 56.9% among Catholic
women, 47.5% among Protestant women, 58.9% among Seventh Day Adventist women and 53.4%
among women from religions other than Catholic, Protestant and Seventh Day Adventist. The issue
of education and its influence on contraceptive use is also a salient finding of the current research.
The education of the husband was significantly associated with current contraceptive use among
women (p-value = 0.018). The prevalence of contraceptive use was 48.1%, 53.7%, 53.0% and 54.2%
among women married to husbands with no education, primary education, secondary education and
tertiary education respectively.
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Table 3. The prevalence of contraceptive use among women of childbearing age by category.

Indicator Variable Category
Contraceptive Use p-Value

No Yes

Woman’s education level

No education 596(52.7%) 535(47.3%)

<0.001
Primary 2233(46.3%) 2592(53.7%)

Secondary 329(46.5%) 379(53.5%)
Tertiary 79(43.2%) 104(56.8%)

Respondent currently working Yes 2755(46.4%) 3183(53.6%)
<0.0001No 481(53.0%) 426(47.0%)

Heard about family planning Yes 1666(44.2%) 2100(55.8%)
<0.0001on the radio in the last few months No 1571(51.0%) 1509(49.0%)

Heard about family planning Yes 150(36.1%) 265(63.9%)
<0.0001from newspapers/magazines in the

last 12 months No 3086(48.0%) 3344(52.0%)

Heard about family planning on TV
in the last few months

Yes 195(39.9%) 294(60.1%)
0.001No 3042(47.9%) 3314(52.1%)

Woman’s religious affiliation

Catholic 1129(43.1%) 1489(56.9%)

<0.0001
Protestant 1637(52.5%) 1482(47.5%)

Seventh Day Adventist 361(41.1%) 517(58.9%)
Other 103(46.6%) 118(53.4%)

Visited by family planning worker in
the last 12 months

Yes 813(40.7%) 1184(59.3%)
<0.0001No 2424(50.0%) 2426(50.0%)

Visited health facility in the last
12 months

Yes 2379(48.4%) 2539(51.6%)
0.004No 858(44.5%) 1071(55.5%)

At health facility, told about family
planning

Yes 1081(47.5%) 1194(52.5%)
0.265No 1298(49.1%) 1345(50.9%)

Household wealth index

Poorest 667(51.7%) 622(48.3%)

<0.0001
Poorer 730(50.4%) 719(49.6%)
Middle 654(45.8%) 774(54.2%)

Rich 599(44.1%) 760(55.9%)
richest 586(44.4%) 735(55.6%)

Place of residence
Urban 516(44.3%) 648(55.7%)

0.028Rural 2720(47.9%) 2962(52.7%)

Number of living children

0 349(98.3%) 6(1.7%)

<0.0001
1 607(49.6%) 618(50.4%)
2 498(42.7%) 867(57.3%)
3 1137(4.3%) 1427(55.7%)

Husband/partner desires children

Same number 430(51.9%) 398(48.1%)

<0.0001
More 1886(45.5%) 2261(54.5%)
Fewer 563(46.0%) 660(54.0%)

Do not know 358(55.2%) 290(44.8%)

Husband/partner education

No education 601(51.9%) 558(48.1%)

0.018
Primary 2222(46.3%) 2579(53.7%)

Secondary 295(47.0%) 333(53.0)
Tertiary 111(45.2%) 132(54.2%)

Don’t know 6(50.0) 6(50.0%)

We now consider the model fit comparisons. The findings from Table 4 reveal that model 4 has
smaller DIC compared to the DIC of model 1, model 2 and model 3. Therefore based on the principles
of the DIC (that state that the smaller the DIC the better the model fit [23]), model 4 was found to be
the better model fit, and it is therefore used in the final analysis in this study.

Table 4. Model comparison based on Deviance Information Criteria (DIC).

Statistics Model 1 Model 2 Model 3 Model 4

DIC 8488.64 8560.34 8465.45 8462.39
D 8428 8486.14 8388 8362.12

pD 29.92 37.10 38.73 50.133
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3.2. Fixed Effect

In the multivariate structured geo-additive model, any variable that was statistically significant in
cross-tabulation at 5% level of significance were included in the analysis and the final analysis retained
only those variables that were at 5% level of significance.

The results from fixed effects are summarized in Table 5. It is observed that the contraceptive
use among women of reproductive age in Rwanda increases with higher wealth and education levels,
exposure to mass media and number of living children. The education level of the woman is highly
associated with contraceptive use among women of reproductive age. It was observed from the table
that a woman with tertiary education was 79.3% (OR = 1.7934, 95% CI: 1.2355, 2.61300) more likely
to use contraceptive methods compared to woman with no education. A woman with secondary
education was 1.34 (OR = 1.3371, CI: 1.0853, 1.7331) more likely to use contraceptive methods compared
to a woman without education, while a woman with primary education was 1.17 (OR = 1.1735, CI:
1.0125, 1.3599) more likely to use contraceptive methods compared to a woman without education.

Table 5. Summary of fixed effects of factors associated with women of childbearing age.

Variable
Posterior Estimate

of the Mean
Posterior Standard

Error
Odds Ratio

95% Credible
Interval (CI)

Intercept −5.3585 0.4743 0.0047 (0.0017 0.0112)

Woman’s education
(No education = reference)

1.0000

Tertiary 0.5841 0.1909 1.7934 (1.2355 2.61300)

Secondary 0.3157 0.1193 1.3371 (1.0853 1.7331)

Primary 0.1600 0.0752 1.1735 1.0125 1.3599)

Wealth quintile (Poorest = reference) 1.0000

Richest 0.3598 0.1023 1.4330 (1.1727 1.7517)

Richer 0.2998 0.0887 1.3496 (1.1340 1.6063)

Middle 0.2201 0.0857 1.2462 (1.0533 1.4745)

Poorer 0.0703 0.0834 1.0728 (0.9107 1.2636)

Visited health facility in the last 12 months
(No = reference)

Yes 0.1960 0.0598 1.2165 (1.0820 1.3681)

Currently residing with husband
(Living = reference)

Stays elsewhere −0.5811 0.0882 0.5593 (0.4702 0.6647)

Number of living children
(4 and more = reference)

3 −0.1217 0.0837 0.8854 (0.7512 1.0435)

2 −0.3055 0.0935 0.7368 (0.6131 0.8848)

1 −0.8057 0.1176 0.4468 (0.3544 0.5625)

0 −4.9371 0.4299 0.0072 (0.0029 0.0156)

Religion (Others = reference)

Catholic −03459 0.0585 0.7047 (0.6308 0.7936)

Protestant 0.1338 0.0854 1.1432 (0.967 1.3523)

Seventh Day Adventist 0.0211 0.1513 1.0213 (0.7600 1.3761)

Respondent currently working
(No = reference)

Yes 0.2394 0.0795 1.2705 (1.0868 1.4850)

Heard about family planning on the radio
in the last few months (No = reference)

Yes 0.1109 0.0554 1.1173 (1.0021 1.2455)
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Table 5. Cont.

Variable
Posterior Estimate

of the Mean
Posterior Standard

Error
Odds Ratio

95% Credible
Interval (CI)

Visited by family planning worker in the
last 12 months (Yes = reference)

No 0.1960 0.0598 1.21653 (1.0812 1.3681)

Heard about family planning from
newspapers/magazines (No = reference)

Yes 0.2884 0.1197 1.3343 (1.0564 1.6896)

Province (West = reference)
Kigali 0.0548 0.1047 1.0563 (0.4702 1.5038)
South −0.1224 0.1066 0.8848 (0.8601 1.2969)
North 0.3580 0.1141 1.4305 (1.1436 1.7898)
East 0.1704 0.1051 1.1858 (0.9649 1.4579)

Husband desires children
(Same number = reference)

More 0.2622 0.0818 1.2998 (1.1069 1.5258)
Fewer −0.0456 0.1153 0.9554 (0.7619 1.1979)

Do not know 0.2073 0.0964 1.2304 (1.0182 1.4866)

The wealth of the family was found to be a significant predictor of women’s contraceptive use.
Women from richest (OR = 1.4330, CI: 1.1727, 1.7517), richer (OR = 1.3496, CI: 1.1340, 1.6063) and
middle (OR = 1.2462, CI: 1.0533, 1.4745) families were more likely to use contraceptive methods than
women from poorest families.

Considering health facilities, a woman who visited a health facility within 12 months prior to the
survey was 1.2165 (OR = 1.2165, 95% CI: 1.0882, 1.3681) more likely to use any type of contraceptive
method compared with a woman who did not visit a health facility within 12 months.

It was also observed from the results that a woman who was not residing with a husband or
partner at the time of the survey was 0.559 (OR = 0.5593, 95% CI: 0.4702, 0.6647) times less likely
to use contraceptive methods compared to a woman who was residing with a husband or partner.
It was also observed that contraceptive use increases with the number of living children in the family.
A woman who had no living child was 0.0072 (OR = 0.0072, 95% CI: 0.0029, 0.0156) less likely to use a
contraceptive method compared with a woman who had four or more living children. A woman who
had one living child was 0.447 (OR = 0.4468, 95% CI: 0.3544, 0.5625) less likely to use a contraceptive
method compared to a woman who had four or more living children. A woman who had two
living children was 0.737 (OR = 0.7368, 95% CI: 0.6131, 0.8848) less likely to use a contraceptive
method compared to a woman who had four or more living children. A Catholic woman was 0.7047
(OR = 0.7047, 95% CI: 0.6308, 0.7936) less likely to use a contraceptive method compared to women
from other religions other than Protestant and Seventh Day Adventist. A working woman was 1.27
(OR = 1.2705, 95% CI: 1.0868, 1.4850) more likely to use a contraceptive method than a non-working
woman. A woman who had heard about family planning on the radio was 1.1173 (OR = 1.1173, 95% CI:
1.0021, 1.2455), on TV was 1.2200 (OR = 1.2200, 95%CI: 1.0812, 1.3681) and from newspapers/magazines
was 1.3343 (OR = 1.3343, 95%CI: 1.0564, 1.6896) more likely to use a contraceptive method than a
woman who had not heard about family planning within 12 months. Contraceptive use is higher
in the Northern Province compared to other provinces. A woman from Northern Province was 1.43
(OR = 1.4305, CI: 1.1436, 1.7898) more likely to use a contraceptive method than a woman from the
Western Province, but a woman from the Southern Province, Kigali and East did not show any statistical
association. A woman whose husband desired more children than her was 1.2998 (OR = 1.2998, 95%
CI: 1.1069, 1.5258) more likely to use a contraceptive method than a woman whose husband desired
the same number of children. A woman who did not know whether her husband or partner desired
the same, less or more children was 1.230 (OR = 1.2304, 95% CI: 1.0182, 1.4866) more likely to use a
contraceptive method than a woman whose husband desired the same number of children.
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3.3. Non-Linear Effect

The current study also considered the non-linear effects from continuous variables on
contraceptive use and results from the structured multivariate model are summarized in Figures 1
and 2. It is observed from Figure 1 that contraceptive use among women of reproductive age decreases
with age. It can be observed from Figure 2 that contraceptive use follows an inverse U-shape, where
the contraceptive use increases with the woman’s age at first cohabitation, up until close to 25 years
old and afterward decreasing with age.

Figure 1. Effects of woman’s current age on the use of contraceptive methods.

Figure 2. Effects of woman’s age at first cohabitation.

3.4. Spatial Effects

The present study found positive and negative structured spatial effects on contraceptive use
among women of reproductive age in Rwanda. Figure 3 presents structured spatial effects on
contraceptive use among women of childbearing age. The light blue colour shows low contraceptive
use while dark blue shows high contraceptive use. The numbers (1-30) shown in the map correspond
to the districts codes indicated in Table 6.
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Figure 3. Structured spatial effects on contraceptive use among women of childbearing age.

Table 6. Districts of Rwanda and their codes used in RDHS 2014/15.

Code District Code District Code District Code District

1 Nyarugenge 9 Ruhango 17 Rusizi 24 Rwamagana
2 Gasabo 10 Muhanga 18 Nyamasheke 25 Nyagatare
3 Kicukiro 11 Kamonyi 19 Rulindo 26 Gatsibo
4 Nyanza 12 Karongi 20 Gakenke 27 Kayonza
5 Gisagara 13 Rubavu 21 Musanze 28 Kirehe
6 Nyaruguru 14 Rubavu 22 Burera 29 Ngoma
7 Huye 15 Nyabihu 23 Gicumbi 30 Bugesera
8 Nyamagabe 16 Ngororero

4. Discussion

The main objective of this study was to identify the factors associated with contraceptive use
among women of childbearing age in Rwanda and to identify and map the possible spatial distribution
of contraceptive use at district level. Figure 3 shows that contraceptive use was unequally distributed
among districts, being higher in districts of the Northern Province and lower in districts of the Western
Province. This finding is similar to the findings in [8]. In the dark blue coloured district a great number
of women use contraceptive methods and in the light blue coloured districts a low number of women
use contraceptive methods. Figure 3 shows that contraceptive use among women in the dark blue
coloured areas was higher, mostly in four districts of the Northern Province (Musanze, Burera, Rulindo,
Gicumbi), in four districts from the Southern Province (Kamonyi, Ruhango, Nyanza and Nyaruguru),
in two districts from the Eastern Province (Kirehe and Gatsibo), in two districts from Western Province
(Nyamasheke and Rusizi) and in Gasabo district in Kigali City [8].

The level of wealth of the family was found to be a significant predictor of contraceptive use
among women of reproductive age. The findings from this study indicated that contraceptive use
increases with greater wealth of the household. This finding is similar to that of [8,25,26]. This may
be due to the fact that the wealthier families can easily access health centre facilities, mass media and
education, among other factors, all of which are well known for increasing the use of contraceptives
among women.

Exposure to the use of contraceptives was found to play an essential role in its use as well as
in family planning. Similar findings were also found in studies by [15,19,27,28]. This may be due to
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the fact that, for instance, when a woman visits a health centre or is visited by health centre workers
or family planning field workers, she is told about the importance of using contraceptive methods.
This may explain why a woman in such cases was more likely to use a contraceptive method.

The current findings show a strong association between the number of living children in the
family and use of contraceptive methods. It was observed from the results that contraceptive use
increases with increasing numbers of living children. This was also found by [16,29–32]. A woman
who has many children tends to limit births because of financial burdens of paying school fees and
providing health care, among other factors.

The findings from this study pointed towards a significant relationship between religious
affiliation and the use of a contraceptive method among women of reproductive age. This was
also found in the studies by [33]. In this study, the use of contraceptives was highest among Protestant
women, followed by Seventh Day Adventists. Among Catholic women there was not a significant
association with contraceptive use compared to women from religions other than Protestant and
Seventh Day Adventist. However, in some studies such as [34,35], a significant relationship was found.

The findings from the current study also highlighted a strong association between the education
level of the women and contraceptive use. The results showed that the use of any type of contraceptive
method increases with women’s level of education i.e., educated women are more frequent users of
contraceptive use than uneducated women. This result was found in other similar studies [26,27,36–38].
However, studies by [26] in Mali found no significant association between education level of the
women and contraceptive use. The significant association is not surprising because education is
known as a powerful factor associated with women’s empowerment, knowledge about their body
and reproductive physiology and other maternal and child health information. The educated women
are most likely to perceive the advantage of having few children and its effect on the family or their
individual economic productivity.

The results from the current study also revealed a strong association between working status of the
women and the use of contraceptive methods among those of childbearing age in Rwanda. The women
that were working at the time of the survey were more likely to use contraceptives compared to women
who were not working over this period. This was found elsewhere in similar studies [33]. This may
be due to the fact that working status sometimes empowers women, not only financially, but also to
access contraception information, maternal and child healthcare and this empowerment promotes
contraceptive use, especially for family planning.

As was expected, this study revealed a strong, significant association between contraceptive use
and marital status. It was found that women who resided with their husband/partner were more
likely to use any type of contraceptive methods than women who did not reside with their husband or
partner. This was found in other studies by [27].

In light of the findings of the current study, the use of any contraceptive method reduces with
increasing age, up to 25 years old, and thereafter, increases up to 42 years old, but thereafter decreases
once more. In many similar studies in the literature it was also found that the use of contraceptives
reduces with the increasing age of the women [32,36,39]. The low contraceptive use among women
from the less than 30-year-old age group may be due to the fact that they are usually newly married
and interested in having children in the first years of their marriage. The higher prevalence rate of
contraceptive use among women aged between 30 and 42 years old may indicate that most of the
women in this age group have reached their desired number of children. It is not surprising that after
the age of 42 years, the use of contraceptive methods decreases, likely because many women at this
age may not be sexually active. This may be due to the fact that a decrease in fecundity correlates with
the onset of menopause.

The findings from the current study revealed that the age of the women at first cohabitation was a
very important factor associated with the use of contraceptives among women of childbearing age.
This was found elsewhere by [39]. Figure 2 showed that cohabitating at an early age increases the use
of contraceptive methods. It was found that contraceptive use increases in the first cohabitation age
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group of 10 to 25 years old. This may be due to the fact that at this age a higher number of women are
not yet married and may not desire children.

5. Study Limitations

The analysis in this study was mainly based on a cross-sectional study and this may not draw the
causal relationship or effect between contraceptive use and independent variables; only associations
can be drawn from this study. Therefore, a longitudinal study is suggested for future work in order to
identify relevant trends and patterns over time. Furthermore, the study used on married woman only
and not on unmarried women. Another possible area for future study is to differentiate types of birth
control, as not all have equal effectiveness.

6. Conclusions

The findings of this study suggest that improvement of exposure to contraceptive-use information
in health centres, empowerment of women to access quality contraceptive-use services and religious
affiliation all play a significant role in explaining and informing their adherents on the importance of
using a contraceptive method. These findings also highlighted the districts with lower numbers of
women using contraceptive methods and this can help policy makers and other related public health
institutions to design specific programmes targeting these districts in order to improve the health
status and living conditions of these women.
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Abstract: Suicide is the leading cause of death among young men aged 15–29 in Greenland,
but few epidemiological studies have described this problem. We aimed to summarise descriptive
epidemiological studies of suicide in young men in Greenland compared with other demographic
groups in Denmark and Greenland to inform future suicide prevention strategy. We searched
PubMed, PsycINFO, and Embase using an agreed search strategy to identify English-language
papers describing suicide epidemiology in Greenlandic men aged 15–29. We followed PRISMA
guidelines in screening and appraising eligible publications. Eight articles fulfilled inclusion criteria
of 64 meeting search criteria. Findings covering 1970–2011 supported a dramatic rise in suicide
rates in Greenlandic men aged 15–24 from 1976, who remained the highest-ranking demographic
group over 1976–2011 compared with men and women of all age groups in Denmark and Greenland.
Highest rates recorded were almost 600 per 100,000 per year in men aged approximately 20–23 over
1977–1986. No studies described suicide epidemiology after 2011, and no studies described risk
factors for suicide in young men. Given the very high suicide rates recorded for young men over
1976–2011, such studies will be essential for informing the development and evaluation of appropriate
preventive interventions.

Keywords: suicide; premature mortality; young men; Greenland; Denmark

1. Introduction

Internationally suicide is the second leading cause of mortality in young men after accidental
deaths [1]. Mortality indicators such as potential years of life lost (PYLL) demonstrate the economic
and social cost of suicide in young men, which has become a serious public health problem over
the last 70 years [1]. Despite widespread international recognition of the problem [1], and growing
media concern, research is lacking on the mediators of suicide risk in young men and the interventions
to mitigate them. International studies suggest that individual-level risk factors for suicide in men
include psychiatric illness, substance misuse, lower socioeconomic status, rural residence, and single
marital status [1]. However, there is a clear need for epidemiological studies of young men in specific
regions, to understand the local sociocultural influences on their suicide risk, and the development
of appropriate responses. The suicide rate in Arctic communities is considered a major public
health concern [2], particularly in adolescents and young men [3]. Indigenous communities in the
circumpolar north face a range of geocultural and economic hardships, including the challenges
of inadequate housing and access to health care, in the context of global forces eroding local
traditions [2]. Greenland has attracted particular media concern over suicide rates in young men,
but few epidemiological studies have described this problem. A large (2,150,000 km2) and remote island
near the continent of North America, Greenland is a former colony of Denmark, largely populated by
Inuit people [4]. According to suicide data published by Statistics Greenland, suicide accounts for 8% of
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total deaths in Greenland and is the leading cause of death among young men aged 15–29 [5]. However,
due to its territorial status, Greenland’s suicide rates are subsumed within those for Denmark, such that
international rankings mask the problem. Broad comparison of the population suicide rates published
by Statistics Greenland for 2011 (83 per 100,000) [5] greatly exceed those published by the World Health
Organisation (WHO) for Guyana, the country with the highest population suicide rates internationally
that year (32.5 per 100,000) [6], or for the 2015 global average of 10.7 per 100,000 [7]. International
comparisons of suicide rates in young men identify particularly high rates in Eastern Europe and
Japan, suggesting that suicide risk is higher for young men in countries undergoing transition or
rapid social change [8]. Societies in transition experience changes in cultural norms, family cohesion,
economic pressures, substance use, and migration patterns. The complex interaction of these variables
requires investigation at the local level.

Greenland proposed a Greenlandic suicide prevention strategy in 2004, identifying young men
as a high risk group, but acknowledging a lack of research into the aetiology of suicide in this
group [9]. Although suicide prevention was included in the 2007–2012 Greenlandic public health
programme, it was omitted in the 2013–2019 version [10]. However, Greenland participates in a US-led
2015 Arctic Council project, RISING SUN (Reducing the Incidence of Suicide in Indigenous Groups:
Strengths United through Networks) to share expertise in suicide prevention in Arctic communities [2].
The success of such policy efforts relies in part on having a clear understanding of the problem
epidemiologically. Suicide data collection in Greenland has a broken history, and policy-makers lack
a clear picture of recent trends and high-risk groups. The earliest systematic suicide data collection
in Greenland was by one physician from 1891–1930 [11], but there is then a gap until 1951 when
annual reports by the country’s Chief Medical Officer commenced [12]. Whilst actual numbers of
suicides are published by Statistics Greenland for 1990–2013 [5], comparison of patterns with other
Arctic areas is difficult without clear presentation of rates, both temporally and by age group. To inform
future Greenlandic suicide prevention strategies and highlight gaps in evidence, it is important to
understand how suicide rates in young men in Greenland compare with those for young men in
Denmark, and with men in other age groups in Greenland.

We aimed to conduct a systematic review of research studies describing the epidemiology
of suicide in young men (aged 15–29) in Greenland compared with young men in Denmark,
and Greenlandic men in other age groups, using international evidence published up until 2018.
In synthesising these findings we aimed to test the hypothesis that suicide rates in young men in
Greenland are greater than those for these other groups. Our objectives were to describe historic and
recent temporal trends in suicide rates in young men, comparing rates with those for other age and
gender groups within Greenland and with other young men in Denmark, and identifying specific risk
factors for suicide in young men. In conducting our review we identified a dramatic rise in suicide
rates in Greenlandic men aged 15–24 from 1976, such that young men supplanted older men as the
highest-risk demographic group for suicide over the period 1976–2011. Our search criteria did not
identify any studies describing suicide epidemiology in young men from 2011 onwards, nor specific
risk factors for suicide at any point, so recent patterns remain unclear.

2. Materials and Methods

2.1. Search Strategy

In developing our search criteria we decided to exclude research on self-harm due to wide
international variations in definitions based on degree of suicidal intent [13], although acknowledging
that self-harm is a key risk factor for suicide in men in high-income countries [14]. We chose the age
range 15–29 to cover WHO definitions of youth (aged 15–24 years), teenagers (aged 15–19 years),
and young adults (aged 20–24 years) [1], as well as the upper limit of under 30 used in the Greenlandic
suicide prevention strategy [9]. We registered our review protocol on PROSPERO register of systematic
reviews, and used the PRISMA checklist to guide the design and reporting of our study [15].
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We searched the online database, PubMed, using the MeSH terms “Suicide” and “Greenland” and
the equivalent keywords Suicid* and Greenland, to give the final search criteria ((“Suicide” [Mesh])
OR Suicid*) AND (“Greenland” [Mesh] OR Greenland). We used no date restrictions on publication
period. The search was repeated on Embase, and with slight variation on PyscINFO as the MeSH
term “Greenland” was not available. No restrictions were applied to age-range or gender, as the
predicted relatively limited number of articles on this topic made it feasible to apply age and gender
exclusions post-search. We conducted the search on 11 October 2017 and screened titles and abstracts
for eligibility, followed by full text review. We conducted secondary searching of the reference lists of
identified articles, and of the publications lists of identified authors, and emailed international experts
in the field to identify additional references. We repeated the search in PubMed on 15 August 2018 to
check for any recent studies.

2.2. Inclusion and Exclusion Criteria

We included articles:

• reporting primary quantitative research involving any length of follow-up
• with titles/abstracts mentioning suicide, fatal or non-fatal suicide attempts, or suicidal ideation
• with titles or abstracts mentioning the Greenlandic population or Inuit population
• specifying age-ranges covering men aged 15–29
• specific to the Greenlandic population (those born in Greenland with at least one Greenland-

born parent)
• published in English

We excluded articles:

• specific to Inuit populations in other countries
• presenting data on the age-range 15–29 but not specific to men
• focusing on non-fatal suicide attempt or suicidal ideation but not suicide

2.3. Study Selection

Two authors (AP and HS) independently screened all citations identified in the search for
eligibility, comparing included/excluded articles for agreement. For those identified for full text review,
two authors (AP and HS/RF) reviewed each manuscript independently to rate eligibility. The third
independent reviewer resolved any discrepancies arising during title, abstract or full-text review.

2.4. Data Extraction

We developed a data extraction form based on STROBE criteria for observational studies [16].
For each article the following data were extracted: design, objectives, setting, participants, outcomes,
summary measures relevant to research question (e.g., absolute numbers of suicides, suicide rates,
standardised mortality ratios, other risk estimates), bias and limitations (as a marker for quality),
and interpretation. For each paper included in the study, two authors (AP and HS/RF) independently
reviewed each paper, rating quality (including an assessment of study and outcome bias) and
summarising findings, including all summary measures presented. Each reviewer completed a data
extraction form independently, and compared findings, updating entries in a master data extraction
form. Again, a third independent reviewer resolved any discrepancies. As a team we discussed the
potential for publication bias, and the potential for selective reporting within studies.

Due to the mixture of summary measures presented, the differing age-groupings, and the
discontinuous time periods covered, we used a narrative approach to synthesise temporal findings,
taking into account study quality. We used the PRISMA statement to structure findings [17].
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3. Results

3.1. Studies Identified

Eight articles fulfilled inclusion criteria, of 64 meeting search criteria (Figure 1). Included studies
were published between 1979 and 2015, with characteristics summarised in Table 1. Studies reported
suicide data specific to young men over 1970–2011. There was great heterogeneity of time periods
studied, ranging from rates for single years, to an aggregated period of 41 years (1970–2011) [18].
There was also great heterogeneity of measures presented (absolute numbers; suicide rates per
100,000 inhabitants; suicide rates per 100,000 person-years), prohibiting meta-analysis. Whilst one
study used a case-control design [19], the remaining seven presented cross-sectional data derived
from national suicide registers (based on death certificates and police reports), or from these primary
sources themselves. Six of those seven aggregated data for the periods of interest, but one presented
data for seven specific years over 1970–1995 [20], although but only for West Greenland where suicide
rates are lower than for East Greenland or the capital Nuuk [21]. Seven studies reported suicide data
on Greenlandic individuals of all ages, from which we were able to extract selected findings relating to
men aged 15–29. One study concentrated solely on young people aged 15–30 [22]. Two only reported
data only from West Greenland [20] or Nuuk [19].

Figure 1. Flow diagram summarising the study selection process.
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3.2. Study Quality

The quality of included studies was partly a function of the quality of routine data available,
which improved over the years studied. The measures presented also became more meaningful over
time; from absolute numbers to rates per 100,000 inhabitants/person-years. Both of these improvements are
demonstrated in the chronological presentation of papers in Table 1. For example an early study presented
absolute numbers of suicides by age group and gender for 1972 and 1973, but no suicide rates specific to
men (or indeed men in specific age groups) [19]. In later studies crude suicide rates were represented as
per 100,000 inhabitants [12,22,23] or per 100,000 person-years [18,20,21]. None of the studies used join-point
regression models to calculate annual percentage change statistics. Many studies compared suicide rates in
different age or gender groups (or between cases and controls) without providing test statistics. Studies
investigating risk factors for suicide aggregated genders or age groups, probably for reasons of power,
or lacked test statistics.

3.3. Risk of Bias across Studies

The dramatic rise in suicide rates in the early 1970s, increasing from zero in young men aged 15–24
in West Greenland in 1970 to 249 per 100,000 in 1976 [20], may have reflected early under-reporting or
misclassification bias. In 1970 all reported suicide cases in West Greenland were for men in the age group
35–59 years of age, but by 1976 suicides were recorded across all age groups above 15 [20]. At the population
level, official Greenlandic figures for 1967–1971 indicated an average of 6.4 suicides per year (16.7 per
100,000 Greenlandic-born inhabitants), which had risen to 21.6 per year (53.9 per 100,000) for 1972–1976 [23].
Due to the high relative number of accidents and unidentified causes of death in Greenland, it is possible
that a substantial number of suicides are misclassified as accidents [24]. Cultural reasons may underlie
the differential recording by age group of suicide versus accidental death on the cause of death register,
and temporal variations in such practices. The only evidence of selective reporting within studies was for
the specific risk factors investigated, which may have reflected inductive bias.

3.4. Results of Individual Studies

3.4.1. Aggregated Data for Specific Periods

Over the aggregated period 1970–2011, the highest suicide rates were in men aged 20–24 (at around
410 per 100,000 person-years), with a clear excess of male suicides [18]. Suicide rates for men for
the 41 year period 1970–2011 fell with advancing age group, to their lowest level in men aged 65–69
(at around 50 per 100,000 person-years), then increased slightly for men over 70 [18]. These figures
are consistent with aggregated suicide data for a shorter 11 year period (1974–1984), showing that
suicide rates in young men aged 20–24 were the highest of all age and gender groups in Greenland
(at 387 per 100,000 inhabitants per year) compared with 151 per 100,000 for men aged 15–19, 162 per
100,000 for men aged 25–39, and 73 per 100,000 in men over 40 [12]. The gender gap in suicide rates
over this period (1974–1984) was greatest in the age group 20–24 (387 for men versus 94 for women per
100,000 inhabitants) [12].

Similarly, aggregated suicide data for the shorter 10 year period 1977–1986 show a consistent pattern of
highest suicide rates in Greenlandic men aged approximately 20–23, greatly exceeding those for women of
the same age [23]. Visual plots presented for average suicide rates per 100,000 population per year showed
that suicide risk increased sharply from the ages of approximately 15–17, peaking at almost 600 per 100,000
per year at approximately age 20–23, falling thereafter but with further peaks aged around 35 (approximately
300 per 100,000) and around 55 (approximately 250 per 100,000). A great disparity between male and female
suicide rates was apparent from the age of approximately 17–27 [23].

By the 1990s, aggregated data for the narrower time periods 1990–1999 [21] and 1990–1995 [24]
reveal men aged 15–24 to have been the highest risk group. A study presenting visual plots of
age-specific suicide rates for the aggregated period 1990–1999 showed suicide rates to be highest in
men aged 20–24 in Greenland (approximately 470 per 100,000 person years), closely followed by men
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aged 15–20 (approximately 430 per 100,000 person years); both considerably higher than those for
men or women in other age groups in Greenland, or for men and women of any age in Denmark.
This disparity continued up until approximately the age of 45, when rates in men and women in
Greenland and Denmark started to converge at around 50 per 100,000 person-years [21].The pattern of
suicide risk in Danish men and women over the same period was very different; rising slowly across
the age groups but remaining below approximately 70 per 100,000 person-years [21]. In Denmark there
was also a much lower ratio of male:female suicides of 1.8 compared to 4.3 for Greenland [21].

Aggregated data for the shortest span of 1990–1995 show that for this period men aged 15–19 had
overtaken men aged 20–24 as the group at highest risk, these being the two highest ranking age groups
for suicide rates in all age-groups in either gender [24]. Rates for men aged 15–19 during 1990–1995
were approximately 480 per 100,000, declining with age at approximately 440 per 100,999 for men
aged 20–24, and 300 per 100,000 for men aged 25–29, and declining thereon. This compared with
age-standardised population rates of nearly 110 per 100,000 population over that period. Higher rates
for men than women applied in all age groups [24].

3.4.2. Temporal Trends

Only one study described temporal changes in suicide rates for young men, reporting rates for
seven specific years over 1970–1995, but solely for West Greenland and using relatively wide age
bands [20]. This recorded a zero suicide rate for young men aged 15–24 in 1970, and all reported
suicide cases in men that year were within the age group 35–59 years [20]. By 1976 suicide rates in
men aged 15–24 had risen dramatically to 249 per 100,000, becoming the group at highest risk, ranking
above those for men aged 25–34 at 123 per 100,000 [20]. They remained the highest risk group at
all remaining data points (1982, 1987, 1990, 1993, 1995), having peaked at 577 per 100,000 in 1990,
and fallen to 238 per 100,000 in 1995 [20]. Throughout this period, men aged 25–34 also had high
suicide rates, reaching a maximum of 297 per 100,000 in 1990 (compared with 577 per 100,000 for men
aged 15–24). However, by 1995 the disparity between high suicide rates in men aged 15–24 and those
aged 25–34 was less marked, at 238 versus 219 per 100,000 [20].

3.4.3. Period Effects

Gender-specific suicide data on cohorts born from 1948–1978 provide evidence that suicide
rates in the age group 15–29 rose in successive cohorts born from 1952, matching the onset of major
sociocultural change. For example suicide rates in men aged 15–29 born in 1952 were approximately
4 per 100,000 births in that cohort, rising to approximately 60 per 100,000 births in the 1978 birth
cohort [21]. Whilst this is suggestive of a period effect, we lack comparative data describing other age
groups in those cohorts [25].

3.4.4. Regional Variation

One study presented regional variations in youth suicide from 1970–1999, which were not broken
down by gender [21]. However, this suggested that young people in remote areas of East Greenland had
generally higher suicide rates, rising from approximately 200 per 100,000 person-years in 1970–1974,
to approximately 800 per 100,000 person-years in 1995–1999. Meanwhile, youth suicide rates peaked
in the capital, Nuuk, in 1980–1984 at above 300 per 100,000 person-years, and fell to between 100 and
200 per 100,000 person-years in 1995–1999. Suicide rates for young people in West Greenland were
lowest among regions but rose throughout the 1970s and 1980s, overtaking those in Nuuk in 1985–1989
where they plateaued at approximately 200 per 100,000 person-years throughout the 1980s and 1990s.
As the majority of these youth suicides will have been in men, only tentative conclusions can be drawn
about these patterns of high suicide rates in rural areas applying to males aged 15–29 [21].
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3.4.5. Risk Factors

We were unable to identify specific risk factors for suicide in young men in Greenland because
analyses of suicide risk factors aggregated all age groups or both genders, or lacked formal statistical
tests. One study investigating seasonality found a significant midsummer peak for men of all ages,
but this was not specific to young people [20]. One study, described briefly here, provided limited
findings on occupational groups and triggering factors [22]. This reported absolute numbers and
proportions of suicides in young men by occupation and triggering factors, for the aggregated period
1982–1986 [22], but did not use rates or statistical tests (perhaps due to relatively low numbers).
Only tentative inferences can be made from their finding that 78% of suicides among youth aged
15–30 were in men, and that these men primarily worked in traditional hunting/fishing jobs, unskilled
jobs, or were unemployed [22]. Using witness statements from police reports, this study also found
that rejection by friends or parents “and other shameful situations” were implicated in 20% of male
suicide cases in the age group 15–30 but comparisons with other groups were not presented [22].
One other study found that for all male suicides, 16% of death certificates mentioned alcohol
dependence/intoxication, but lacked data on age groups [20], so again little can be inferred about
young men.

3.4.6. Suicide Methods

As data on suicide methods in the identified studies did not disaggregate data by age-group and
gender we could not identify the methods used by young men in Greenland, or temporal trends in these
methods. From 1968–1995, 93% of suicides in the whole population were violent, predominantly shooting or
hanging, and this was more common in men than women (96% versus 81%; no test statistic provided) [20].

4. Discussion

4.1. Main Findings

Overall our findings support a pattern of consistently higher suicide rates in young Greenlandic
men over the period 1976–2011, both when compared with men in other age groups, same-age
Greenlandic women, and with men and women of all age groups in Denmark [21]. Aggregated data
for periods over 1970–2011 suggests that men aged 20–24 were the highest risk group for suicide in
Greenland, followed by men aged 15–19. Evidence from the narrowest period of reporting in 1990–1995
suggests that men aged 15–19 replaced men aged 20–24 as the group at highest risk around this point,
at approximately 480 per 100,000 population [24]. This was also the point at which population rates
stabilised, at approximately 110 per 100,000 population until the end of 1995 [24]. However, as the
only study reporting rates for single years collapsed both age ranges [20] we cannot pinpoint if and
when men aged 15–19 overtook men aged 20–24 as the highest ranking age group for suicide.

At the Greenlandic population level, age-standardised population suicide rates over the period
1972–1995 increased markedly from approximately 44 per 100,000 population in 1975 to approximately
110 per 100,000 in 1984–1989, stabilising at 110 per 100,000 from 1990–1995 [24]. This dramatic
rise coincides with a time of high suicide rates in Greenlandic men aged 15–24, [12,18,20,21,23,24]
suggesting that this age group accounted for the population-level transition. This apparent shift in
suicide rates in Greenland from elderly to younger men matched the transition that occurred from
1950–1999 in some high-income countries [1], as suicide rates rose in middle-aged men (aged 35–45) and
in young men (aged 15–25), largely supplanting older men as the group at highest risk of suicide [26].
The studies we identified, however, did not present a fine-grained picture of whether and how this age
transition occurred. Variation in the years and age ranges reported also hamper direct comparisons of
suicide rates across age groups in Greenland to those in other countries.

Geocultural factors are likely to be relevant in explaining suicide epidemiology in Greenland.
Primarily covered by an ice sheet, it is sparsely populated by approximately 57,000 people, mainly
Inuit people who started to migrate there from Canada in 2500 BC [4]. Its high latitude, ranging
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from 59◦ N to 84◦ N, accounts for extreme seasonal variations in daylight and darkness hours.
The country has arctic climatic conditions; seasonal temperatures vary with latitude and distance
from the coast, but average yearly temperatures remain below 10 ◦C [27]. Its remoteness kept it
culturally insulated from its neighbours until the 18th century, but in 1953 its colonial status ended and
it became an integrated constituency, governed by the Danish state and giving Greenlanders Danish
citizenship [28]. This marked the start of a period of rapid sociocultural and socioeconomic changes
under the modernising influence of Denmark. These included a change from subsistence hunting and
fishing to a wage-earning economy, the migration of non-Inuit people to Greenland, and increased
urbanisation, influencing changes in infrastructure and housing [29]. Genetic studies find that over 80%
of Greenlanders have some European ancestry due to recent migration (approximating to 25% of their
genome), inherited primarily from male Europeans [4]. In 1979, Greenlanders voted for Home Rule,
which gave them the right to elect their own parliament, reducing the influence of Denmark. Greenland
gained further autonomy in 2008, when a vote for self-governance was passed by a 75% majority and
Home Rule was replaced. Greenlanders are now recognised as separate people under international
law, and the native Inuit language of west Greenland has official status in place of Danish. The country
has autonomous control over areas such as education, health and environment, whilst Denmark still
governs justice affairs, national security, civil rights and financial sectors [28].

These geopolitical factors set important context. The dramatic increase in suicide rates in young
men in Greenland in the 1970s coincided with a period of rapid modernisation and social change.
However, we were unable to identify specific risk factors for suicide in young men as no studies
reported these. We can only therefore hypothesise that specific aspects of modernisation increase risk.
Superficially, evidence for regional variation in male suicide rates appears to undermine arguments
for the effects of modernisation, given that rates are much higher for men of all ages in rural areas
of East and North Greenland than in West Greenland, or the capital, Nuuk [18] and for young men
in rural East Greenland from 1968–1999 [21]. However, the explanation may lie in disparities in
socioeconomic status between men in urban and remote areas. The problem is that the individual-level
suicide risk factors identified for young men in other countries (psychiatric disorder, substance misuse,
occupational group, ethnicity, rural residence, lower socioeconomic status, single marital status)
have not been specifically tested in young men in Greenland, nor have the population-level risk
factors (unemployment, social deprivation, media influences) identified in high-income countries [1].
Other explanations for marked rises among young men at the start of this period include improved
reporting during the 1970s, misclassification bias, and the effects of rapid social change.

4.2. Findings in the Context of Other Studies

Whilst studies we identified covered the period 1970–2011, insights into suicide patterns in Greenland
during earlier periods are provided by studies meeting our exclusion criteria. The Danish physician,
Dr. Alfred Bertelsen, recorded 14 suicide cases from 1891–1930 [11]. His findings, published in Danish
but reported elsewhere [12], were that eight cases were men, six were women, half the men were under
35 years of age, while all the women were over 35. In cases where he was able to conduct psychological
autopsies he ascertained that all had been diagnosed with mental disorders [11]. His estimates of average
annual suicide rates were 4 per 100,000 for the period 1891–1903 and 3 per 100,000 for the period 1901–1930,
noting that the high comparative rate for accidental deaths suggested misclassification of suicides [12].
A 1955 anthropological study concluded that, at that time, suicide deaths largely occurred in elderly people
who were no longer economically active, did not wish to burden their families, and attempted suicide only
after consultation with family members [30]. Our findings for the period following this, coinciding with
a period of rapid sociocultural and socioeconomic change, suggest a marked shift in risk towards much
younger age groups.

Studies specifically describing suicide epidemiology in young men are lacking worldwide,
and wide variation in the format of mortality statistics creates problems in comparing temporal
patterns by age and gender group [1]. However, there is evidence that indigenous group status
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predicts high suicide rates in young men in regions neighbouring Greenland; specifically indigenous
Sami in Arctic Norway [31], Native American men aged 15–24 in the US [32], and Inuit men aged
15–24 in Canada [33]. A study of men aged 15–34 years in small Alaskan communities from 1980–2007
found that community-level characteristics such as remoteness, fewer non-Natives, and cultural divides
had higher suicide risks, whilst those with higher incomes, more married couples, and traditional
elders had lower risks [34]. This is consistent with evidence that rural or remote residence is associated
with risk of suicide in young men in Denmark, with explanations relating to the migration of healthy
workers to cities, and the increasing socioeconomic disparity between men in rural and urban areas [35].
Analysis of data from Danish longitudinal psychiatric registers shows that Greenlandic men aged
15–24 have significantly higher first psychiatric admission rates than Danish men of the same age [36].
Psychiatric disorder is therefore implicated as one explanation for high suicide rates in young men in
Greenland compared with their Danish counterparts.

4.3. Strengths and Limitations

4.3.1. Strengths

We used a clear research question, and a comprehensive search strategy, with methods to identify
unindexed papers. We registered our study protocol with PROSPERO, followed STROBE and PRISMA
guidelines when conducting our review, and independently screened and critiqued papers.

4.3.2. Limitations at Study Level

These have largely been covered under study quality. A major limitation for many studies was that
of statistical power, which may explain why included studies provided very limited data on risk factors
by gender and age-group, and why many studies aggregated successive years of data. Presenting
average age and gender-specific suicide rates for periods of up to 41 years obscured any year-on-year
changes and made it hard to identify short-term variations during a period of rapid social change [18].
Even where gender- and age-specific suicide rates were presented for specific years over the period
1970–1995, these lacked statistical tests for time trends, and only related to West Greenland [20] so
were unlikely to be generalisable to the rest of Greenland [21]. Without join-point regression models
to calculate annual percentage change statistics we lacked an understanding of the magnitude and
direction of short-term and long-term trends in age-specific suicide rates.

Misclassification bias was another general potential problem. All studies derived suicide cases
from population death registers, or from the death certificates and police reports on which those
registers were based. Only one was questionable in terms of whether it used comprehensive methods
of identifying all cases [19]. In one included study, 94% of deaths from 1968–1999 (as recorded in death
certificates) had been certified by a physician and issued with an underlying International Classification
of Diseases (ICD) code for cause of death [21]. This highlighted that where no diagnosis is made or
where classified as other injuries, it is possible that there was under-recording of suicide, which may
have been differential by age group for cultural reasons. Given high rates of accidental death in
young men, and wide international variation in the quality of suicide data, the great potential for
underestimating, through misclassification, suicide deaths in young men has been acknowledged [1].
It is possible that high rates of suicide in young men in included studies might be under-estimates.
Conversely, it is possible that biases might lead to the deaths of young men being more likely to be
classified as suicide than deaths in other demographic groups. Validation studies, however, suggest
that registration within official Greenlandic statistics is generally reliable [37].

4.3.3. Limitations at Review Level

Due to our eligibility criteria we may have overlooked studies published in Danish or Greenlandic,
and our search for unpublished studies may have been incomplete, thereby reflecting publication
bias. By confining our study to studies reporting suicide rates we lacked the context of age and
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gender patterns in suicidal ideation and suicide attempts over a similar period, particularly where
they provided gender [38] or cross-national [39] comparisons.

4.4. Policy Implications

Although the studies we identified suggest that from the mid-1970s to 2011 young men were the
demographic group of most concern in Greenland, and that their high rates may have stabilised in
1995 [24], data on suicide rates subsequent to 2011 are lacking. Apart from suicide data published
by Statistics Greenland reporting 24 suicides among men aged 15–24 in 2012–2013 [5] we lack clear
risk estimates enabling temporal trends to be charted. To ensure that current Greenlandic suicide
prevention efforts target the groups at highest risk, there is a clear need for updated mortality indicators
to be made available so that up-to-date surveillance is directly linked to suicide prevention activity.

Young people were a major focus of Greenland’s 2004 plans for suicide prevention [9],
which proposed interventions to improve resilience throughout the education system, and national
helplines and radio programmes to overcome barriers such as access to psychological support in remote
areas [21,40]. They also proposed strengthening the research base [21], a need reinforced by the findings
of this review. The multi-level approaches suggested have been shown to have synergistic benefits [41],
but Greenlandic suicide prevention interventions have never been evaluated [42]. Future versions
should consider including means restriction, generally understood to be the most effective suicide
prevention intervention [43]. The high proportion of violent suicides in Greenland [20], and the
historical predominance of hunting/fishing jobs in men who die by suicide [22], suggest a role for
gun control interventions such as limiting access to firearms outside working hours. Other issues to
address include the impact of labour market changes [10], given qualitative accounts of hopelessness
among young men about their opportunities [44]. Evidence from other Arctic Indigenous communities
suggests that reform of alcohol policies may not reduce suicides as much as hoped [34]. International
collaborations such as the RISING SUN project are likely to be important to Greenland in terms of
research infrastructure, and intervention implementation. Implementation of the Canadian Inuit
Suicide Prevention Strategy will also be of interest to Greenland, where any successes in Inuit-specific
approaches might be emulated [2].

4.5. Future Research

Beyond identifying very high suicide rates in young men in Greenland, the studies we identified
in our review covered only a very narrow period, providing little detail on how and when age group
transitions occurred, or specific suicide risk factors. There is a clear need for studies describing
fine-grained temporal changes by age and gender, using appropriate statistical tests, and charting
patterns beyond 2011. There is also a need for studies investigating specific risk factors for suicide in
young men in Greenland, as those for all age groups and genders are of limited utility in understanding
young men. This relies on improved recording of the clinical and socio-demographic characteristics of
all suicide cases, with testing for age and gender variation. However, the problem of a lack of power
will continue to be an issue in answering specific research questions at the country level. This has been
an issue in studies investigating whether there is a differential effect of seasonality in young people in
Greenland, where even combining genders was not felt to have overcome the issue of power [20,45].
Seasonality is of interest because of the potential impact of ambient light on sleep patterns, as well as
associations with social behavior and working patterns.

Population registers present a valuable opportunity to conduct population-based analysis
including routine clinical data, and to describe how risk factors for suicide are distributed
demographically. One such study found that young Greenlandic men are more likely than the general
Greenlandic population to be diagnosed with a psychiatric disorder [36]. Using suicide data available
for the years following 2011, and the potential for linkage with Danish health registers, there is scope
to investigate the contribution of psychiatric disorder to suicide risk in different age groups. Primary
data collection will be needed to investigate whether seasonal affective disorder, acculturative stress
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through rapid modernisation, or imitative suicide [46] are contributory factors, as these have not yet
been investigated in young men in Greenland. The association between ambient light and suicide
rates, the effects of colonial relationships [47] and of climate change, and the influence of the media
reporting of suicide on young people in Greenland are also important areas for investigation.

5. Conclusions

Our systematic review identified evidence to support a dramatic rise in suicide mortality among
Greenlandic men aged 15–24 from the mid-1970s, who then represented the highest risk group from
1976–2011 compared with men and women of all age groups in Denmark and Greenland. However,
as no articles investigated risk factors for suicide in young men we lack clear explanations for these
disparities. Our findings identify a gap in the evidence describing how and when age group transitions
occurred in Greenland, and whether this was related to the rapid social change in Greenland at that
time. Our findings also identified the need for studies identifying specific suicide risk factors in young
men to inform future suicide prevention strategies.
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Abstract: Traumatic head injuries occur frequently in Taiwan, having catastrophic consequences for
the victims, their families, and society as a whole. However, little is known about the risk factors
at the population level in Taiwan. The primary aim of this study was to obtain more information
on these variables and their relationships. Another aim was to analyze the effects of independent
variables such as sex, age, residency, pre-existing conditions, mechanisms of injury, associated injuries,
and severity on the probability of in-hospital death. Using the 2007–2008 total admissions claim
dataset from Taiwan’s National Health Insurance system, total admissions due to acute head injury
were selected for further analysis. The obtained data included patient demographics and trauma
hospitalization rate. A total of 99,391 patients were admitted with head injury, 48,792 of which had
moderate-to-severe head injury. There were 4935 cases recorded as in-hospital mortality and the
standardized in-hospital mortality rate was 10.7 deaths per 100,000 person-years. The mortality
rate increased with age. After adjustments, male sex, age older than 54 years, living in a rural area,
lower monthly income, a Charlson comorbidity index greater than one, being a pedestrian hit by a
motor vehicle, fall from a height, and having significant chest, abdominal, or lower extremity injury
increased the risk of death during admission. This population-based analysis provides information
about the incidence rate and death rate for admissions in Taiwan due to acute head injury and the
factors that affect in-hospital mortality. Our results that highlight the risk factors for adverse outcome
can help us prevent or improve rural area trauma care of head injury patients in the future.

Keywords: head injury; incidence; national health insurance; population-based study; mortality;
traumatic brain injury

1. Introduction

Trauma is a devastating cause of morbidity and mortality in Taiwan and other countries around
the world. Head injury is still one of the leading causes of death in modern society [1–3]. Approximately
1.5 million patients are suffering from traumatic head injuries in the United States [4] and traumatic
head injuries caused more than 53,000 deaths every year during 1997 to 2007, at a rate of 18.4 deaths
per 100,000 people [5]. Critical head injuries are preventable deaths. Head injuries lead to tremendous
loss of capacity and resources in long-term care. Some studies have noted the severity of social burden
caused by head injuries and claimed that more than half of trauma-related deaths are caused by head
injury [6,7]. Evidence has accumulated from studies in other regions indicating that head injury is a
global health threat [8–11]. Some epidemiological reports have revealed various incidence rates in
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different countries [7,12–18]. Comparison amongst studies is difficult because the definitions of head
injury, socio-economic status, and the inclusion criteria are different. A descriptive, population-based
study of patients with severe associated head injuries has not been carried out in Taiwan. Therefore,
our aim was to estimate the trauma hospitalization rate in Taiwan due to head injury and describe
where people are being treated for their injuries. We also aimed to investigate the prevalence of
concomitant injuries among hospitalized patients with acute head injury in Taiwan, and how hospital
outcomes are affected by variables including (1) patient characteristics including age, sex, residence,
and presence of pre-existing conditions (PECs) and (2) characteristics of the injury including body
region of principal injury, trauma severity, mechanism of the injury. There are two major events
affecting trauma case mortality rate: the introduction of the motorcycle helmet law in 1997 and the new
trauma care hospital classification system in 2009. The helmet law effectively decreased the mortality
and morbidity from motorcycle-related head injuries after its inception [19]. Even in rural areas,
people now wear helmets when riding their motorcycle leading to a decrease in accident mortality rate.
We wanted to find more predictors associated with mortality of head injury allowing policy makers to
introduce new policies or improve medical care, thus decreasing the loss.

2. Methods

In Taiwan, the National Health Insurance (NHI) system covers nearly 99% of the population
and this study retrieved the entire claim admissions dataset for those who were coded with
discharged diagnostic numbers defined by the International Classification of Diseases, 9th revision,
Clinical Modification (ICD-9-CM). Therefore, this study included all NHI trauma patients who were
hospitalized and discharged between 1 January 2007 and 31 December 2008 and is population-based.
We captured all the trauma hospitalizations of patients defined as any admission claim coded with
at least one ICD-9-CM diagnosis between 800.00 and 959.99, except 905.00 to 909.99, which indicate
“late effects of injuries, poisonings, toxic effects and other external causes: 930.00 to 939.99, which
include “effects of a foreign body entering through an orifice”, and 958, “complications”. In Taiwan,
computed tomography (CT) for patients with traumatic head injury is generally covered by NHI and
moderate-to-severe head injury was mainly diagnosed by radiological findings on CT, as in other
studies [13]. This research is a based on the national data bank with informed consent. This research
did not involve human participants and/or animals.

2.1. Variables

According to capacity and services, hospitals in Taiwan were classified into three levels: medical
centers (MC), regional hospitals (RH), and local hospitals (LH). Taiwan’s definition for medical centers
and regional hospitals includes capacity and services. Empirically, the patients were stratified into nine
age groups: 0–14, 15–24, 25–34, 35–44, 45–54, 55–64, 65–74, 75–84, and >84 years of age. The patient area
of residency was classified into two groups: urban (including suburban) and rural areas. The average
population density (persons/km2) is higher in urban areas (2635 persons/km2) than in rural areas
(230 persons/km2). According to the level of monthly income, injured patients were classified into
four groups: monthly income less than USD $660, between USD $660 and $1320, more than USD
$1320, and dependents, which are those who were injured but not employed, including those insured
(NHI) by a spouse, other family member, or social welfare. During the study period, the average
Taiwan monthly living cost was USD $595/person. Pre-existing conditions were defined as the medical
co-morbidities of the injured patients who were diagnosed and recorded with ICD-9-CM codes in
the same admission data file [18]. We used Charlson’s comorbidity index to quantify the PECs [20].
According to Charlson’s study in 1987, 17 diseases are included in the formula for calculating the
Charlson comorbidity index [21]. The patients were classified into four levels according to their
Charlson comorbidity index: 0, 1, 2, and more than 2.

For assessing injury severity, a computerized mapping method that used the ICD codes to
obtain injury severity scores, such as the AIS, was employed [22,23]. A computerized mapping
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system, ICDMAP, for converting injury-related International Classification of Diseases, ninth revision
(ICD-9-CM) rubrics into AIS scores, was proposed by MacKenzie et al. in 1989, and their results have
been verified [24]. This ICD mapping system has been refined over the years and has been used
in several large or population-based studies to classify severity using ICD diagnostic codes [25,26].
Our study applied ICDMAP to the dataset and derived ICD/AIS scores for each injury diagnosis and
an ICD/ISS (injury severity score) for each admission.

As the patient group coded with an AIS head score of 1 or 2, as generated by ICDMAP software,
was classified as mild head injury, we defined moderate-to-severe head injury as significant head
injury with an AIS head score more than 2, which included moderate (AIS head = 3) and severe head
injury (AIS head 4, 5, and 6), as shown in Table 1.

Table 1. Abbreviated Injury Score (AIS) head score and head injury severity classification.

AIS Head Score Head Injury Severity Classification

AIS score 1–2 Mild
AIS score 3 Moderate

AIS score 4–6 Severe

ICD E-codes in the claim data were also used to classify the mechanism of injury [27]. A patient is
classified as the driver or passenger in a motor vehicle traffic accident if the number after the decimal
point is zero or one, respectively (e.g., E811.0, E811.1, E812.0, or E812.1). A patient is classified as a
motorcycle rider or passenger injured in a traffic accident if the number after the decimal is two or
three, respectively (e.g., E811.2, E811.3, E812.2, or E812.3). A patient is classified as having an injury of
an unspecified nature in a motor vehicle traffic accident if the number after the decimal point is nine
(e.g., E811.9, E812.9, etc.), as shown in Table 2.

Table 2. ICD-E codes and injury mechanisms.

ICD-E Code Injury Mechanism

The number after the decimal point is zero or one,
e.g., E811.0 Driver or passenger in a motor vehicle traffic accident

The number after the decimal point is two or three,
e.g., E811.2

Motorcycle rider or passenger injured in a
traffic accident

The number after the decimal point is nine,
e.g., E811.9

An injury of an unspecified nature in a motor vehicle
traffic accident

ICD-E code: International Classification of Disease-external cause of injury code.

2.2. Statistical Analysis

The percentage of sex, four categories of monthly income, four categories of PECs, and mortality
rates were compared to understand the differences between all patients with head injuries and
the patients with moderate-to-severe head injuries. Means, medians, and standard deviations of
continuous variables, such as age, monthly income, Charlson comorbidity index, and ICD/ISS were
analyzed using analysis of variance (ANOVA). The relative odds of death in the admission course
were estimated by using binary logistic regression with the backward conditional stepwise method.
Statistical significance was set at p < 0.05. All the data analyses were generated by using SPSS software,
version 20.0 (IBM Corporation, New York, NY, USA). Institutional board review was waived because
this study involved secondary data analysis of a well-encrypted database.
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3. Results

3.1. Incidence of Hospitalization and In-Hospital Fatality Rate

During 2007–2008, 476,241 cases were retrieved as trauma admissions. There were 50,599 cases
of mild head injury in which the AIS in the head region was 1 or 2. Among these cases, 151 deaths
occurred and the in-hospital mortality rate was 0.3%. There were 9666 cases of moderate head injury
(AIS head of 3) and 126 deaths were recognized; the in-hospital mortality rate was 1.3%. There
were 39,126 cases of severe head injury (AIS head of 4, 5, or 6) and 4809 deaths were recognized;
the in-hospital mortality rate was 12.3%. The raw hospitalization rate for all head injuries in Taiwan
was 215.3 per 100,000, and for moderate-to-severe head injury, 105.9 per 100,000. After calculations
using the U.S. 2000 standard population, the standardized incidence of all head injury was 220.6 per
100,000 in Taiwan and the standardized incidence of moderate-to-severe head injury was 110.5 per
100,000. Table 3 shows the incidence of trauma hospitalization with head injury in the nine age strata.
The lowest trauma hospitalization rate for patients with moderate-to-severe head injury in Taiwan
was in the 0–14 year age group (29.8/100,000), followed by a higher incidence in the 15–24 year age
group (97.9/199,999), and gradually increased up to 582.4/100,000 in the age group older than 84 years.
The graph pattern of hospitalization rate in the nine age strata and the in-hospital fatality rate for
patients with moderate-to-severe head injury are shown in Figure 1. The in-hospital mortality rate
for patients with moderate-to-severe head injury was 10.7% and the standardized hospitalization
death rate was 11.8/100,000. The hospitalization death rate for patients with moderate-to-severe head
injury increased gradually from 1.2/100,000 in the group younger than 15 years old to the highest rate,
108.5/100,000, in the group older than 84 years, except for slightly lower rates in the 25–34 year age
group than in the 15–24 year age group. Men had higher rates than women in all age groups.

Figure 1. Incidence rate of head injury admission and death by age groups.
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In Taiwan, 6,935,205 people resided in rural areas in 2008. During the study period, 41,570 rural
people were admitted with head injury and 18,108 of these rural people had moderate-to severe
head injury. Thus, focusing on moderate-to-severe head injury, the patients who resided in rural
areas had a higher hospitalization rate than those residing in urban areas (130.6 vs. 95.3 per 100,000,
respectively; p < 0.01). Among the patients who had in-hospital mortality, 2038 were registered in
rural areas. The rural population yielded a higher raw hospitalization death rate for patients with
moderate-to-severe head injury than the urban population (14.2 vs. 9.2 per 100,000, respectively;
p = 0.005). Monthly distribution of case numbers during 2007–2008 is shown in Figure 2, and in
general, the occurrence did not significantly change with month.

 

Figure 2. Monthly distribution of case numbers during 2007–2008.

Table 4 presents the demographics of two groups: all patients with head injury and those
with moderate-to-severe head injury. Table 2 summarizes the comparisons of age, sex, and other
demographics, the associated injury characteristics, and distribution of the locations of treatment
between these two groups. The patients with moderate-to-severe injury were older (50.6 ± 23.1 vs.
46.8 ± 22.9 years), a higher proportion were men, and rural people had a higher Charlson comorbidity
index and a higher ICDISS score (18.2 ± 6.4 vs. 12.0 ± 8.1 years), and had a longer median stay
in the hospital (7, 4–13 vs. 5, 2–6 (days, 25th–75th centile). In the moderate-to-severe head injury
group, more patients were treated at a medical center and fewer at a local hospital. Figure 3 shows the
different distribution of the mechanisms of injury among these nine age groups. Among those in the
younger population, being injured as a motorcycle rider or passenger was more frequently the external
cause, and a fall on the same level was more frequently the cause in older patients. The proportion of
case numbers for motorcycle injury in people aged 15–24 years was significantly higher than that in
people of other ages (49.4% vs. 26.4%, p < 0.001).
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Table 4. Patients demographics in mild and moderate-to-severe head injury cases.

Patient Characteristics Total Head Injury Cases
Moderate-to-Severe
Head Injury Cases

p-Value

Variable N = 99,391 N = 48,792 (49.1%)

Age (years)
Mean (± SD) 46.8 ± 22.9 50.6 ± 23.1 <0.001
>64 years old 26,343 (26.5%) 16,290 (33.4%) <0.001

Sex
Male 61,746 (62.1%) 32,072 (65.7%) <0.001

Residency
Rural 41,570 (41.8%) 18,108 (37.1%) <0.001

Income
Income group (dependent) 30,673 (30.9%) 14,793 (30.7%)

<0.001
Income group (<USD $660) 28,071 (28.2%) 14,257 (29.6%)
Income group (USD $660–1320) 35,719 (35.9%) 16,792 (34.8%)
Income group (>USD $1320) 4918 (4.9%) 2404 (5.0%)

Charlson Index groups
Charlson index = 0 81,865 (82.4%) 38,159 (78.2%)

<0.001
Charlson index = 1 12,551 (12.6%) 7233 (14.8%)
Charlson index = 2 3317 (3.3%) 2231 (4.6%)
Charlson index > 2 1658 (1.7%) 1169 (2.4%)

Mechanism of Injury
Car accidents 2785 (2.8%) 917 (1.9%)

<0.001

Motorcycle riders or passengers 29,930 (30.1%) 12,586 (25.8%)
Bicycle 2219 (2.4%) 981 (1.9%)
Pedestrians (hit by motor vehicle) 2751 (2.8%) 1488 (3.0%)
Traffic accident, mechanism unknown 8722 (8.8%) 4456 (9.1%)
Same level fall 7072 (14.0%) 8694 (17.8%)
Fall from a height 15,705 (4.9%) 2716 (5.6%)
Missing 20,767 (20.9%) 12,598 (25.8%)

Associated injury (ICD/ISS ≥ 3)
Face injury 28 12 0.279
Neck injury 21 13 0.573
Chest injury 3397 (3.4%) 2298 (4.7%) <0.001
Abdominal and pelvic injury 1017 (1.0%) 531 (1.1%) 0.047
Spinal injury (Thoraco-lumbar spine) 1591 (1.6%) 658 (1.3%) <0.001
Upper extremity injury 444 (0.4%) 171 (0.4%) <0.001
Lower extremity injury 3099 (3.1%) 1674 (3.4%) <0.001

ICDISS
Mean 12.0 ± 8.1 18.2 ± 6.4 <0.001

Level of treating hospitals
Medical Center (MC) 20,546 (20.7%) 16,611 (34.0%)

<0.001Regional Hospitals 46,258 (46.5%) 23,354 (47.9%)
Local Hospitals 32,587 (32.8%) 8827 (18.1%)

Ownership of treating hospitals
Public Hospitals 22,439 (22.6%) 10,795 (22.1%) 0.001

Treatment Outcome
Discharge Status
Death 5086(5.1%) 4935 (10.1%) <0.001

Length of Stay (day)
Mean 7.8 10.7

<0.001Median 5 7
25th–75th centile 2–6 4–13
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Figure 3. Mechanisms of head injury by age groups.

3.2. Results of Regression Analyses

We included characteristics of the patients and their injuries, including age, sex, rural residency,
level of monthly income, Charlson comorbidity index, mechanism of injury, and ICD/ISS in a
logistic regression to estimate the adjusted relative odds of in-hospital fatality for the patients with
moderate-to-severe head injury. The results are shown in Table 5. Different age strata experienced
different effects; being younger than 15 years decreases the risk of death, but being older than 54 years
is associated with a higher risk of death. The older the patient, the higher the hospitalization
mortality rate. Rural residency increases the risk of death (odds ratio (OR): 1.19, 95% confidence
interval (CI): 1.11–1.27). Compared with the lowest level of monthly income (less than USD $660),
the group with a monthly income between USD $660 and 1320 had a lower probability of death (OR:
0.78, 95% CI: 0.72–0.85), but dependents had a higher probability of in-hospital death (OR: 1.49, 95% CI:
1.38–1.61) Compared with the patients treated at medical centers, being treated at a regional hospital
was associated with a higher probability of in-hospital fatality (OR: 1.11, 95% CI: 1.03–1.19). Compared
with the patients treated at private hospitals, being treated at a public hospital was associated with
slightly lower risk of death (OR: 0.92, 95% CI: 0.86–1.00).

As an indicator of PECs, higher Charlson comorbidity index scores were associated with a higher
risk of death. The relative odds of dying in the group with a Charlson comorbidity index of two
was 1.52 times higher than those for the group with a Charlson comorbidity index of zero (95% CI:
1.34–1.72) and the relative odds of dying in the group with a Charlson comorbidity index more than
two was 2.5 times higher (95% CI: 2.16–2.90). Several mechanisms of injury did not significantly affect
the probability of death. Compared with falls on the same level, only pedestrians hit by a motor
vehicle and falls from a height had a higher probability of in-hospital death. Furthermore, being
associated with another significant injury significantly increased the risk of mortality; the mortality
rate in the group associated with a significant abdominal, chest, or lower extremity injury was 3.41,
3.41, and 1.37 times higher, respectively, than the group without a significant injury.
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Table 5. Regression results. Adjusted odds of in-hospital death for the patients with moderate-to-severe
head injury.

Vairables Relative Odds Lower 95% CI Higher 95% CI p-Value

Men (Women as reference) 1.18 1.10 1.26 <0.001

Age (15–54 years old (y/o) as reference)
Child (<15 y/o) 0.53 0.42 0.66 <0.001
55–64 y/o 1.43 1.29 1.58 <0.001
65–74 y/o 1.77 1.62 1.95 <0.001
>74 y/o 2.38 2.19 2.59 <0.001

Residency (urban as reference)
Rural resident 1.19 1.11 1.27 <0.001

Income group (<USD $660 USD as reference)
Income group (dependent) 1.49 1.38 1.61 <0.001
Income group (USD $660–1320) 0.78 0.72 0.85 <0.001
Income group (>USD $1320) 0.97 0.82 1.14 0.717

Level of treating places (Medical center as reference)
Regional hospitals 1.11 1.03 1.19 0.004
Local hospitals 0.52 0.47 0.58 <0.001
Being treated at a public hospital 0.92 0.86 1.00 0.037

PECs (Charlson index = 0 as reference)
Charlson index = 1 1.08 0.99 1.18 0.066
Charlson index = 2 1.52 1.34 1.72 <0.001
Charlson index > 2 2.50 2.16 2.90 <0.001

Mechanism (Fall on the same level as reference)
Other mechanism 1.08 0.95 1.23 0.223
Car driver or passenger 1.09 0.86 1.39 0.483
Motorcycle rider or passenger 0.93 0.84 1.03 0.169
Pedal cyclist 0.93 0.73 1.18 0.540
Pedestrian hit by auto vehicle 1.60 1.36 1.89 <0.001
Traffic accident without clear mechanism 1.11 0.98 1.26 0.108
Fall from a height 1.58 1.38 1.81 <0.001
E-code missing 1.03 0.94 1.14 0.532

Anatomic injury (ICD/AIS < 3 as reference)
Severe chest injury 3.41 3.07 3.79 <0.001
Severe Abdominal injury 3.41 2.76 4.21 <0.001
Severe lower limb 1.37 1.18 1.58 <0.001

Constant 0.05 <0.001

4. Discussion

Head injury continues to be a major health problem around the world in both developed and
developing countries [1–4]. The aim of this study was to examine the incidence and in-hospital
head injury-related mortality in Taiwan. Compared with other regions or countries, the incidence
rate in our study, 220.6/100,000, was higher than in the U.S. (103/100,000), Finland (101/100,000),
and India (160/100,000) but lower than in Europe (235/100,000) [2,9,16,28]. However, the definitions
and inclusion criteria are different, which complicates comparisons between studies and regions.

Among those aged 15 to 74 years, the most common mechanism of injury is motorcycle-related
traffic accident because motorcycles are the most popular transportation vehicles in Taiwan. Motorcycle
riders and passengers should be the target population for injury prevention, even in the age group
between 65 to 74 years. For those older than 65 years, falls caused more than two-thirds of the
injuries and hospitalization rates in this age group. This deserves more attention because trauma
does not only affect the younger population; therefore, a focus on injury prevention programs should
be aggressively advocated for the elderly. For the people younger than 15 years old in Taiwan in
the study by Tsai et al. in 2004, the incidence rate was higher in the age groups of 4 to 9 and 10
to 14 years. The main cause of pediatric head injury was traffic injury followed by falls. Of all
pediatric traffic injuries, motorcycle-related injury had the highest incidence, followed by pedestrian
and bicycle-related injury [29].
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In the United States, head injuries cause about 2.5 million emergency department (ED)
visits, 280,000 hospitalizations, and 50,000 deaths annually [4]. In Taiwan, our study showed a
hospitalization death rate of 11.8/100,000. Compared with the head injury-related death rates in the U.S.
(18.1/100,000) [18], Finland (18.3/100,000) [28], India (20.0/100,000), and Europe (15.4/100,000) [22],
the standardized death rate in Taiwan, at 11.8/100,000, was lower than in these other studies. However,
our dataset only included patients who had been admitted to hospital, and head injury-related
accidents caused 4935 in-hospital deaths among the total 7640 hospitalization mortality cases in
2007–2008 in Taiwan. The dataset did not include deaths at the scene of the accident, during
transportation, or in the emergency department. In Taiwan, there were 14,207 accidental deaths
in 2007–2008 and our in-hospital dataset only included half of the deaths. It is reasonable to assume
that the annual head injury-related mortality rate is underestimated in this study. With the aging
population, the devastating effects of head injury will become increasingly serious.

Our regression model showed that only pedestrians hit by a motor vehicle and those who had
a fall from a height were associated with a higher probability of mortality; other causes of head
injury were not. This result might be caused by the lack of helmet protection and pedestrians hit
by a motor vehicle is a well-known dangerous mechanism of injury [30]. In Taiwan, NHI provides
a high accessibility to hospital resources to all citizens, but our results show that rural residents
and the subgroup with lower monthly income were associated with lower survival probability after
moderate-to-severe head trauma. Some researchers have found that the medical institutions providing
higher levels of trauma care are often located in urban areas [31]. Their results showed that the
odds ratio for death was higher in the hospitals located in rural areas than in hospitals located in
more urbanized areas. One study found huge rural-urban disparities in mortality from unintentional
injuries [32]. Lower monthly incoming and living in a rural area are associated with many factors
leading to higher mortality rate, such as low education and health literacy, risky environments,
and low economic support for medical care. We need to focus on these vulnerable populations,
reinforce cause-specific prevention programs to reduce the mortality rate, relocate more resources to
fairly provide optimal care, and periodically monitor the effectiveness of these programs.

This study had some limitations. First, this is a retrospective study including all the NHI claim
data about injury-related hospitalizations during the study period. However, the accuracy of NHI
claim data is assured given the severe penalty for fraud and erroneous claiming. Second, this dataset
does not include the Glasgow Coma Scale (GCS), which may be misleading for assessing the severity
of head injury. The NHI covers brain CT for head injury in an emergency setting, and the severity score
ICD/ISS in this study was basically determined by brain CT. The third limitation is that nearly 10% of
all admissions were recorded as traffic accidents without further information about the mechanisms,
and one-quarter of admissions were recorded without any information about the mechanism of injury.
This is reasonable because there was a higher proportion of trauma patients who were found injured
without any witnesses or other information source compared to in the United States [14]. Because this
study is based on the NHI research database, some detailed information that was not included may
lead to ignoring some clinical important factors such as alcohol or drug consumption, related to head
injury mortality.

5. Conclusions

In conclusion, this epidemiological study that focused on traumatic head injury hospitalizations
in Taiwan is the first population-based study providing abundant objective information about the
severity of the damage caused by head injury in our society. Although the government and medical
institutes have attempted to mitigate the damage caused by head injury for decades, head injury still
requires public attention to alleviate the impact on human health and society. Our results that highlight
the risk factors for adverse outcome can help us to prevent or improve rural area trauma care for head
injury patients in the future.
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Abstract: Polycystic ovary syndrome (PCOS) is one of the most common chronic endocrinopathies
affecting between 5 and 10% of reproductive age women. A diagnosis of PCOS very often causes a
deterioration in the woman’s self-esteem and self-image, and consequently her quality of life (QoL).
The purpose of the study was to investigate generalized self-efficacy, dispositional optimism and
acceptance of illness in women with PCOS and to explore factors that affect these variables. The study
was performed between January and November 2016 among women with PCOS using health care
services. The study used a diagnostic survey with questionnaires. The research instruments included
the Generalized Self-Efficacy Scale (GSES), the Life Orientation Test-Revised (LOT-R), the Acceptance
of Illness Scale (AIS), and a standardized interview questionnaire. Among the PCOS patients studied,
the mean score for generalized self-efficacy was 28.74 (±5.16), dispositional optimism—13.56 (±4.28),
and acceptance of illness—27.90 (±7.74). The respondents’ generalized self-efficacy was determined
by their residence, education, socio-economic standing, BMI, and time from diagnosis (p < 0.05), while
socio-economic standing was a determinant of dispositional optimism (p < 0.05). Determinants of
illness acceptance in women with PCOS included their residence, socio-economic standing, and time
from diagnosis (p < 0.05). Increased generalized self-efficacy and dispositional optimism contributed
to more illness acceptance in PCOS patients. The present study, compared with others on the subject,
will enable specialists providing care to women with PCOS to gain a deeper and more comprehensive
understanding of the situation and condition of their patients. It will also allow for a better response to
the needs of PCOS patients, and provide them with individualized, holistic specialist care, diagnostics,
and treatment.

Keywords: polycystic ovary syndrome; self-efficacy; optimism; acceptance of illness

1. Introduction

Every person reacts differently to the diagnosis of a chronic illness, in accordance with their
individual characteristics. Any illness affects the psychological state and functioning of the person
diagnosed with it, and chronic illnesses are very often associated with a number of adaptations and
changes in a person’s life and activities [1–3]. Significant factors affecting the acceptance of illness
include a person’s belief in their capacity to adapt, their self-esteem, self-efficacy, optimism, and
socio-demographic factors [1–4].
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Polycystic ovary syndrome (PCOS) is one of the most common chronic endocrinopathies affecting
between 5 and 10% of reproductive age women. The syndrome presents a variety of symptoms,
including hyperandrogenism, menstrual disorders, obesity, metabolic syndrome, type 2 diabetes
mellitus, fertility disorders, or emotional and psychological disorders, while its etiology has not yet
been fully understood [5–7]. Polycystic ovary syndrome is most commonly diagnosed based on the
Rotterdam criteria, i.e., when two out of the following three findings are present: oligomenorrhea
or oligo-ovulation, clinical and/or biochemical hyperandrogenism, and/or polycystic ovaries on
ultrasound [7]. A diagnosis of PCOS very often causes a deterioration in the woman’s self-esteem
and self-image, and consequently her quality of life (QoL) [8,9]. Polycystic ovary syndrome presents
a broad variety of symptoms, including metabolic, endocrine, and emotional or psychological ones,
which is extremely challenging to women diagnosed with the disorder [5,7,10]. Numerous studies
on PCOS focus on its biological and physiological aspects, though a growing number of publications
discuss the adverse impact of PCOS on women’s lives and how women function. These publications
emphasize the fact that PCOS patients are at a higher risk of depression, anxiety, and low QoL [5–13].
Thus, women with PCOS, faced with the challenge of such a multidimensional disorder, must cope
with their new situation. This may be affected by multiple factors, including the patient’s individual
predispositions [6,8–13].

Individual capabilities and predispositions, including optimism or self-efficacy, have an impact
on a person’s acceptance of their situation, including the situation of being ill, and this motivated
the authors to tackle this subject in the present paper. The purpose of the study was to investigate
generalized self-efficacy, dispositional optimism and acceptance of illness in women with PCOS and to
explore factors that affect these variables.

2. Materials and Methods

2.1. Participants

The cross-sectional study was performed between January and November 2016 in PCOS patients
using health care services (primary care, specialist outpatient care, and inpatient/hospital care) in
four regions of Poland: Lubelskie, Podkarpackie, Pomorskie, and Wielkopolskie provinces. Inclusion
criteria for cases were as follows: Age over 18 years, PCOS diagnosis made based on the Rotterdam
criteria, and use of health care services in Poland. Exclusion criteria were: Cancer and psychological
disorders. The study was performed in accordance with the Helsinki Declaration, and approved
by the Lublin Medical University Bioethics Committee (approval no. KE-0254/189/2015). It was
also approved by the respective health care units. Respondents were informed that participation
was voluntary, and that study results were anonymous and to be used exclusively for research
purposes. Out of the 300 survey questionnaires distributed to respondents, 250 correctly completed
questionnaires were analyzed. Fifty questionnaires were excluded from further analysis due to
incomplete data. The data effectiveness rate was 83.33%.

2.2. Assessments

The study used a diagnostic survey with questionnaires. Research instruments included the
Generalized Self-Efficacy Scale (GSES), the Life Orientation Test-Revised (LOT-R), the Acceptance
of Illness Scale (AIS), and an own sociodemographic questionnaire to collect data on respondents’
characteristics (age, residence, marital status, education, professional activity, socio-economic
standing—self-reported, having children, BMI—collected from respondents’ medical records, time
from PCOS diagnosis).

The GSES was developed by Schwarzer and Jerusalem, and adapted for Polish settings by
Juczyński. It measures an individual’s sense of generalized self-efficacy in difficult situations. The scale
comprises 10 statements, which are scored by the respondent as follows: 1—not true at all, 2—hardly
true, 3—moderately true, 4—exactly true. The total score ranges between 10 and 40 points, representing
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a person’s level of self-efficacy. Higher scores indicate a stronger sense of self-efficacy. Scores should
be interpreted using sten ranges, with scores of sten 1–4 considered low, and sten 7–10 considered
high. The scale has good psychometric properties, with a Cronbach’s α of 0.85 [14].

The LOT-R was authored by Scheier, Carver, and Bridges, and adapted for Polish settings by
Poprawa and Juczyński. It measures dispositional optimism based on 10 statements rated 0–4, where
0 stands for “I disagree a lot”, while 4 stands for “I agree a lot”. Total score ranges between 0 and
24 points, with higher scores denoting more optimism. The raw score is converted into sten results,
with scores of sten 1–4 considered low, i.e., indicating pessimistic tendencies, while sten 7–10 scores
are considered high, i.e., indicating an optimistic attitude. The reliability of the LOT-R as measured by
Cronbach’s α is 0.76 [15].

The AIS was developed by Felton et al., and adapted for Polish settings by Juczyński. It allows
for measuring illness acceptance in adults, using 8 statements concerning the negative consequences
of poor health, rated by the respondents using a 5-item scale, with 1 standing for “strongly agree”, and
5 for “strongly disagree”. The total, between 8 and 40 points, is a measure of illness acceptance. Low
scores indicate a lack of acceptance, poor adaptation to the illness, and significant emotional problems
associated with the illness, while high scores indicate a respondent’s acceptance of their condition.
Internal consistency as measured by Cronbach’s α is 0.85 for the original version of the AIS, and very
similar for the Polish version, with an α of 0.82 [16].

2.3. Statistical Analyses

Statistical analysis of data from the questionnaires was performed using STATISTICA version 12
(StatSoft, Kraków, Poland). Qualitative data are described by numbers (n) and percentages (%),
and quantitative data are described by means (M), standard deviations (SD) and medians (Me).
To analyze the variables affecting GSES, LOT-R, and AIS scores, standard multiple regression analysis
was performed. With this method, results are interpreted by comparing β values, indicating the
direction and strength of relationships between predictors. The fit of the regression model to
the data is indicated by the corrected R2 value. Reference categories were provided for nominal
and ordinal variables: For age it was under 25 years old, for residence—urban: Province capital,
for education—college/university, and for time from PCOS diagnosis—less than 1 year. As to BMI,
it was included in the analysis as a scale variable. If a variable comprised two categories, the analysis
involved comparing the two categories, e.g., in the case of marital status—single, professional
activity—not working, socio-economic status—unsatisfactory, and for having children—none.
Correlations between selected variables were tested using Pearson’s r; correlation strength was
evaluated using Guilford’s classification. The study used a significance threshold of p < 0.05.

3. Results

The study included 250 women with PCOS. Most respondents were women aged 26–35 years
(43.20%), lived in urban: Province capital (38.40%), married (64.40%), college/university-educated
(59.60%), professionally active (77.20%), who viewed their socio-economic standing as satisfactory
(62.40%), had no children (53.20%), mean BMI 26.41, and had been diagnosed with PCOS 1 to 5 years
before (50.40%) (Table 1).

Table 2 shows the mean scores for generalized self-efficacy (28.74 ± 5.16), dispositional optimism
(13.56 ± 4.28), and acceptance of illness (27.90 ± 7.74).

The regression model for variables generalized self-efficacy (GSES) is shown in Table 3.
The regression model that was developed accounts for 18.8% of variance for the GSES variable
(F(15.234) = 4.834; p < 0.001). Statistically significant predictors for the GSES regression model included
residence—urban: Other (β = −0.140; p = 0.033), education—primary/vocational (β = −0.137; p = 0.033),
socio-economic standing (β = 0.275; p = 0.001), BMI (β = −0.152; p = 0.012) and time from PCOS
diagnosis—1–5 years (β = −0.233; p = 0.010) and 6–10 years (β = −0.197; p = 0.023). Living in a city
other than a province capital, having finished one’s education at the primary/vocational level, having
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a higher BMI, and a 1 to 10 years from PCOS diagnosis (1–5 and 6–10 years) were all associated with a
lower sense of self-efficacy in the women studied. Better socio-economic status predicted a stronger
sense of self-efficacy.

Table 1. Participants’ characteristics.

Participants’ Characteristics n %

Age
Under 25 years old 47 18.80

26–35 108 43.20
Over 35 years old 95 38.00

Residence
Urban: Province capital 96 38.40

Urban: Other 74 29.60
Rural 80 32.00

Marital status
Single 89 35.60

Married 161 64.40

Education
Primary/vocational 22 8.80

High school 79 31.60
College/university 149 59.60

Professional activity Working professionally 193 77.20
Not working 57 22.80

Socio-economic standing Unsatisfactory 94 37.60
Satisfactory 156 62.40

Having children No children 133 53.20
Children 117 44.80

Body Mass Index (BMI) Mean BMI 26.41

Time from PCOS diagnosis

Up to 1 year 38 15.20
1–5 years 126 50.40
6–10 years 52 20.80

more than 10 years 34 13.60

Table 2. Mean scores for generalized self-efficacy (GSES), dispositional optimism (LOT-R), and illness
acceptance (AIS) in the polycystic ovary syndrome (PCOS) patients studied.

M Me SD

GSES 28.74 30 5.16
LOT-R 13.56 13 4.28

AIS 27.90 28 7.74

M—mean; SD—standard deviation; Me—median.

Table 3. Regression model for variables GSES.

Variables

GSES
R2 = 0.188 F(15.234) = 4.834 p < 0.001

B β t p

Age: 26–35 0.023 0.002 0.024 0.981
Age: Over 35 y/o −0.090 −0.008 −0.076 0.939

Residence: Urban—other −1.576 −0.140 −2.150 0.033
Residence: Rural −1.216 −0.110 −1.665 0.097

Marital status 0.315 0.029 0.438 0.662
Education: Primary/vocational −2.487 −0.137 −2.148 0.033

Education: High school −0.001 0.000 −0.002 0.999
Professional activity −0.676 −0.055 −0.904 0.367

Socio-economic standing 2.921 0.275 4.561 0.001
Having children 0.103 0.010 0.127 0.899

BMI −0.169 −0.152 −2.541 0.012
Time from PCOS diagnosis: 1–5 years −2.395 −0.233 −2.599 0.010
Time from PCOS diagnosis: 6–10 years −2.504 −0.197 −2.282 0.023

Time from PCOS diagnosis: More than 10 years 0.319 0.021 0.246 0.806
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Table 4 shows regression model for variables LOT-R. The model was found to fit the data well
(F(15.234) = 2.427; p = 0.003), while it only accounted for 7.9% of variance in the LOT-R variable. For the
LOT-R variable, the only statistically significant variable was socio-economic standing (β = 0.259;
p = 0.001)—the better the socio-economic status, the higher the optimism score.

Table 4. Regression model for variables LOT-R.

Variables

LOT-R
R2 = 0.079 F(15.234) = 2.427 p = 0.003

B β t p

Age: 26–35 0.009 0.001 0.010 0.992
Age: Over 35 y/o 0.016 0.002 0.015 0.988

Residence: Urban—other −0.851 −0.091 −1.313 0.190
Residence: Rural −0.572 −0.062 −0.886 0.377

Marital status −0.192 −0.021 −0.303 0.762
Education: Primary/vocational −1.506 −0.100 −1.472 0.142

Education: High school −0.167 −0.018 −0.271 0.787
Professional activity −0.855 −0.084 −1.293 0.197

Socio-economic standing 2.284 0.259 4.034 0.001
Having children 0.489 0.057 0.691 0.490

BMI −0.040 −0.044 −0.688 0.492
Time from PCOS diagnosis: 1–5 years 1.253 0.147 1.538 0.125
Time from PCOS diagnosis: 6–10 years 1.324 0.126 1.366 0.173

Time from PCOS diagnosis: More than 10 years 2.025 0.162 1.763 0.079

The regression model for AIS is shown in Table 5. This regression model accounts for 20.7% of
variance for the AIS variable (F(115.234) = 5.340; p < 0.001). For the AIS variable model, statistically
significant predictors included residence—urban: Other (β = −0.134; p = 0.037), socio-economic
standing (β = 0.335; p = 0.001), and time from PCOS diagnosis—1–5 years (β = −0.263; p = 0.003).
Living in a city other than a province capital and time from PCOS diagnosis between 1 and 5 years were
associated with poorer acceptance of illness by the PCOS patients studied, while better socio-economic
standing predicted more PCOS acceptance.

Table 5. Regression model for variables AIS.

Variables

AIS
R2 = 0.207 F(15.234) = 5.340 p < 0.001

B β t p

Age: 26–35 1.292 0.083 0.885 0.377
Age: Over 35 y/o −1.914 −0.120 −1.096 0.274

Residence: Urban—other −2.272 −0.134 −2.092 0.037
Residence: Rural −1.918 −0.116 −1.772 0.078

Marital status 1.722 0.107 1.617 0.107
Education: Primary/vocational −3.145 −0.115 −1.834 0.068

Education: High school 1.347 0.081 1.302 0.194
Professional activity −0.168 −0.009 −0.152 0.880

Socio-economic standing 5.335 0.335 5.623 0.001
Having children 0.758 0.049 0.628 0.530

BMI −0.077 −0.046 −0.777 0.438
Time from PCOS diagnosis: 1–5 years −4.056 −0.263 −2.971 0.003
Time from PCOS diagnosis: 6–10 years −2.169 −0.114 −1.334 0.183

Time from PCOS diagnosis: More than 10 years −0.016 0.000 −0.009 0.993

Statistical analyses showed significant positive correlations between generalized self-efficacy on
the one hand, and dispositional optimism and illness acceptance on the other, as well as between
dispositional optimism and illness acceptance (p < 0.001). The strength of correlations was rated
between 0.434 and 0.610 (Table 6).
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Table 6. Correlations between GSES, LOT-R, and AIS in the PCOS patients studied.

GSES LOT-R AIS

GSES
– r = 0.474 r = 0.610
– p < 0.001 p < 0.001

LOT-R
r = 0.474 – r = 0.434
p < 0.001 – p < 0.001

AIS
r = 0.610 r = 0.434 –
p < 0.001 p < 0.001 –

GSES—generalized self-efficacy; LOT-R—dispositional optimism; AIS—illness acceptance.

4. Discussion

Illness, especially a chronic one such as diabetes, cardiovascular disease, or thyroid disease,
is a major challenge for the person diagnosed with it. It has a considerable impact on the patient’s life
and functioning, which is associated with multiple and diverse factors, including concern about one’s
health and life, possible complications, impact of the disease on family or professional life, self-efficacy,
optimism, and a number of other social, demographic, and economic considerations [2,10,17–19].
Polycystic ovary syndrome matches the above description of the impact illness has on the patient’s life,
as the literature emphasizes that a diagnosis of PCOS affects the whole of a woman’s life. Symptoms
of PCOS first manifest during puberty or in early adulthood, but its complications or sequelae have
a negative impact on women’s functioning and QoL at subsequent stages as well, including menopause
or even old age [5,7,10,20–23]. Therefore, the authors of the present paper attempted to evaluate
generalized self-efficacy, dispositional optimism, and illness acceptance in women with PCOS, as well
as the determinants of these characteristics.

Self-efficacy is strongly associated with an ability to control one’s actions so as to achieve the
desired results, even in unfavorable circumstances. It reflects a person’s beliefs about their capability to
change their behavior when diagnosed with an illness or to prevent potential health problems [24–26].
The author of the Polish adaptation of GSES reported mean scores for Polish populations, including
a population of women who had undergone a mastectomy—30.07 [14]. In Polish hysterectomy patients,
a self-efficacy score of 32.46 was reported [1], in University of the Third Age students—a mean of
30.12 [25], and in patients with heart failure—32 [27]. These data indicate a strong sense of self-efficacy
in the various groups [1,14,25,27]. As to the present study, it demonstrated a moderate level of
self-efficacy in PCOS patients (28.74), similar to that found in diabetics (28.34) or in women with
migraines (28.57) [14].

Kozica et al. (2013) studied self-efficacy and self-care in women with and without PCOS,
demonstrating that significant predictors of self-efficacy in their respondents included health vigilance,
overall health history, and diagnosed infertility. The authors state that women with PCOS should
be aware that their illness is a chronic condition that requires them to carefully manage their health
by introducing lifestyle modifications and undergoing regular screening [24]. Rogala et al. (2015)
investigated the relationship between mental adaptation to cancer and self-efficacy in women who
had undergone hysterectomies due to cancer. Their analysis included socio-demographic factors,
such as education, residence, relationship status, and economic standing, which could affect the
respondents’ self-efficacy. The only statistically significant variable was the patients’ relationship
status, as women in a relationship had a higher level of self-efficacy than single ones [1]. In a study
by Zielińska-Więczkowska (2017), concerning the relationships between satisfaction with life and
selected personal resources in University of the Third Age students, self-efficacy was associated with
education, financial standing, and perceived health. Lower levels of education were associated with
poorer self-efficacy, while a better financial standing or better perceived health was related to higher
GSES scores [25]. In the present study, lower levels of self-efficacy were found in PCOS patients who
lived in cities other than province capitals, had had a primary/vocational education, had higher BMI
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values, and had been living with PCOS for a longer time (1–10 years), while higher levels were found
in women with a better socio-economic standing.

The present study also analyzed another important individual characteristic or tendency, namely
optimism, defined as an overall expectation of positive rather than negative life experiences in the
future. This trait is conducive to motivation, perseverance, and determination in pursuing and
achieving goals [2,28–30]. The literature on the subject provides a highly inconsistent view on
dispositional optimism and its predictors in various patient groups studied in the world, depending
on their health status [2,25,28–31]. In their study on the relationship between dispositional optimism
and acceptance of illness in a group of patients with Graves’ disease, Basińska et al. (2008) found
comorbidity to be the only variable significantly affecting the patients’ optimism levels. Those
diagnosed with other diseases beside Graves’ had lower levels of dispositional optimism than those
with no comorbidities [2]. A study by Chung et al. (2016) showed that, in stroke patients, there was
a negative correlation between optimism and depression symptoms—lower optimism levels were
associated with more severe symptoms of depression [28]. Bleil et al. (2012), in turn, found that a more
pessimistic attitude may contribute to the failure of fertility treatment [29]. Moyer et al. (2009) analyzed
optimism/pessimism and health-related quality of life (HRQoL) in pregnant women from China,
Ghana, and the US. Optimism levels were found to be associated with the women’s country of origin,
professional activity, education, and treatment for emotional disorders [30]. Zielińska-Więczkowska
(2017) demonstrated that financial standing had a significant impact on dispositional optimism in the
University of the Third Age students she studied [25]. The present results corroborate those reported
by this author. Satisfaction with one’s socio-economic standing was associated with a higher level of
dispositional optimism, which overall was moderate in the PCOS patients studied.

Acceptance of illness is a very important stage in the life of a person diagnosed with a disease,
especially a chronic one. It allows the patient to adapt to their new situation, and higher levels of illness
acceptance contribute to better coping with the illness, and ultimately, to a better QoL [2,32,33]. In the
study on Graves’ patients by Basińska et al. (2008), the reported acceptance of illness score was 28.48 [2].
In turn, Bień et al. (2016) reported a score of 30.66 in a group of patients with gestational diabetes
mellitus (GDM) [32]. A comparison between the cited scores and the mean score of 27.90 found in the
present study demonstrates that PCOS patients have a lower level of illness acceptance than other
populations. This finding may be explained by the complexity and variety of PCOS symptoms, which
significantly affect the life of patients, as well as their self-perception in relation to the expectations of
the contemporary world [6,8,9,24,34].

The multiple factors affecting acceptance of illness also have an impact on a person’s adaptation
to the illness, which occurs to various degrees, as shown in the literature on the subject, as well as
in another part of the present study [2,32,33,35]. In a study by Jankowska-Polańska et al. (2016),
determinants of illness acceptance in patients with chronic obstructive pulmonary disease (COPD)
included age, education, and duration of illness. Better illness acceptance was found in younger COPD
patients, in those with college/university education, and with a shorter duration of illness [35]. Bień
et al. (2016) demonstrated that acceptance of illness in women with GDM improved with very good
financial standing, dietary treatment of diabetes, and very good overall perceived health [32]. In turn,
Kostyła et al. (2013), in a study on patients with psoriasis, found acceptance of illness to increase as
psycho-pathological symptom intensity decreased [33]. In the present study, PCOS patients who lived
in cities other than province capitals and had been diagnosed with PCOS between 1 and 5 years before
were found to have lower levels of illness acceptance. Better socio-economic standing was associated
with greater acceptance of PCOS in the group studied.

The findings of the present study demonstrate a single common determinant of all the aspects
analyzed, including self-efficacy, dispositional optimism, and acceptance of illness: The PCOS patients’
socio-economic standing. The literature on the subject emphasizes the importance of financial situation
for health, as it affects access to health care in general and to specific methods of treatment, the ability
to maintain a healthy lifestyle, as well as how the patients manage on a daily basis and their family
life [19,25,32,36].
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The final stage of the present study involved an analysis of correlations between self-efficacy,
dispositional optimism, and acceptance of illness in women with PCOS. Popa-Velea & Purcarea
(2014), investigating the psychological factors affecting HRQoL in COPD patients, demonstrated that
self-efficacy and optimism were positively correlated with the patients’ HRQoL. Moreover, patients
with low levels of self-efficacy and optimism may experience more problems and discomfort than
those with higher levels of these traits in the case of a comparable decrease in lung function [37].
Zielińska-Więczkowska (2017) found satisfaction with life to be positively correlated both with
generalized self-efficacy and with dispositional optimism [25]. Basińska et al. (2008) demonstrated
an association between dispositional optimism and acceptance of illness in their group of patients
with Graves’ disease [2]. As to the present study, a stronger sense of self-efficacy was associated with
both greater optimism and more acceptance of PCOS, and similarly, higher levels of optimism were
associated with greater illness acceptance. This warrants the conclusion that acceptance of illness is the
product of an individual’s personal resources that allow them to come to terms with their illness and
to adapt to it, so as to live and function better with the illness, as evidenced both by literature reports
and by the present study [2,25,37].

So far, the authors have found no studies on the level and determinants of generalized self-efficacy,
dispositional optimism, and illness acceptance among women with PCOS in the available literature.
Therefore, the study is an original one. The present study has certain limitations. The study concept did
not include an analysis of the impact of PCOS symptoms (including hirsutism or menstrual disorders)
or psychological condition on the patient’s life, though these analyses were included in a number of
studies worldwide, providing information and direction to the authors of the present paper. Further
studies are still warranted on PCOS, its clinical circumstances, etiology, impact on patients’ lives, and
long-term consequences.

5. Conclusions

Women with PCOS have moderate levels of generalized self-efficacy, dispositional optimism, and
illness acceptance. The patients’ generalized self-efficacy is determined by their residence, education,
socio-economic standing, BMI, and time from diagnosis, while socio-economic standing was the only
determinant of dispositional optimism. Determinants of illness acceptance in women with PCOS
included their residence, socio-economic standing, and time from diagnosis. Increased generalized
self-efficacy and dispositional optimism contributed to greater illness acceptance in PCOS patients.

The present study, compared with others on the subject, will enable specialists providing care
to women with PCOS to gain a deeper and more comprehensive understanding of the situation and
condition of their patients. It will also allow for a better response to the needs of PCOS patients, and
provide them with individualized, holistic specialist care, diagnostics, and treatment.
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Abstract: Pilot aircraft-assisted suicides (AAS) are rare, and there is limited understanding of
copycat phenomenon among aviators. The aim of this study was to evaluate the possible effect
the 11 September 2001, terrorist attacks had on pilot AASs in the U.S. Fatal aviation accidents in the
National Transportation Safety Board (NTSB) database were searched using the following search
words: “suicide”, “murder-suicide” and “homicide-suicide”. The timeline between 11 September
1996, and 11 September 2004, was analyzed. Only those accidents in which NTSB judged that the
cause of the accident was suicide were included in the final analysis. The relative risk (RR) of the pilot
AASs in all fatal accidents in the U.S. was calculated in order to compare the one, two, and three-year
periods after the September 11 terrorist attacks with five years preceding the event. The RR of a fatal
general aviation aircraft accident being due to pilot suicide was 3.68-fold (95% confidence interval
1.04–12.98) during the first year after 11 September 2001, but there was not a statistically significant
increase in the later years. This study showed an association, albeit not determinate causal effect, of a
very specific series of simultaneous terrorist murder-suicides with subsequent pilot AASs.

Keywords: September 11 terrorist attacks; pilot aircraft-assisted suicide; copycat effect

1. Background

Copycat phenomenon (suicidal behavior provoked by media exposure) in pilot aircraft-assisted
suicides (AASs) has been studied since the 1970s with inconclusive results [1,2], while longitudinal
case series on pilot AASs have shown the difficulty of predicting rare events [3,4].We have previously
analyzed pilot AASs after the Germanwings pilot murder-suicide incident [5], with no increase in pilot
AASs was observed in the U.S. or Germany during a two-year period after the incident as compared to
the previous five-year period.

The negative impact of exposure to atrocities on mental health is well documented, from trauma
and-stress related disorders, to the level of copycat suicides [6–9]. The exposure to traumatic events
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through media alone is sufficient to cause psychological distress or even stress-related disorders [10].
Copycat behavior can be defined as suicidal behavior provoked by media exposure, also described
as the “Werther effect” (from Goethe’s novel Die Leiden des Jungen Werthers). In addition, the term
“Papageno effect” has been proposed to describe protective media measures [7,11]. The name originally
refers to a bird catcher character from Mozart’s Magic Flute, who became suicidal but recovered after
his friends intervened [7,11]. World Health Organization (WHO) has guidance on responsible media
reporting after suicide, and recent National Institute for Health and Care Excellence (NICE) guidelines
on suicide prevention have also focused on the impact of media [12,13].

Pilots are generally regarded as being psychologically resilient and healthier than the general
population due to initial health assessment of specialized aeromedical examiners, which excludes
individuals with severe risk factors for suicidal behavior, such as repeated suicide attempts or current
major depression. Mandatory health assessments are regularly repeated, as requested in aviation
authorities’ guidance on aviation medical examiners (AME)s [14,15]. At an individual pilot level,
mental health fitness assessments may have an impact on aviation safety [16]. However, the use of
several aircrafts in the September 11 attacks focused attention internationally on the actions of aviators
and also on the potential vulnerability of aviation safety with excessive and repeated media coverage.
In relation to military pilots, the U.S. Air Force has published fairly constant suicide rates for that time
period in an analysis of the U.S. Air Force suicide prevention program [17].

A study by Claassen et al. [18] has shown no increase in suicide rates in the general population
in areas surrounding the three airline crash sites in New York, the Pentagon in Washington D.C,
and Somerset County in Pennsylvania after 11 September 2001. Claassen et al. [18] concluded that
geographical proximity is less important compared to other event characteristics and more research is
needed regarding relevant social factors. This is in line with the study of Mezuk and coworkers [19],
who reported no increase in New York suicide rates after the attack. Monthly homicide statistics in
the New York City area did not reveal an increase in homicide or suicide rates after 11 September
2001 [20,21].

Although Pridemore and colleagues [21] showed that the rate of homicide or suicide deaths in
New York was not increased following the attacks of 11 September 2001, Jordan et al. [22] showed
that the standardized mortality ratio (SMR) for suicide was elevated (SMR = 1.82) among rescue
recovery workers, while SMR for all-cause mortality was not elevated (SMR = 0.69). In another study
of mortality among World Trade Center rescue workers, Stein et al. [23] reported a lowered all-cause
and cause-specific mortality among rescue workers during a time period of 2002–2011 and did not
find any association relating to the duration of rescue work and mortality. These long-term follow-up
study results are not conclusive, inviting more analyses among different professional groups related to
similar types of incidents. Starkman [24] has reported a one-year increase in suicide attempts after
11 September 2001 in Michigan, U.S, and the effect was greatest in the months following the attacks.

One aspect to explore is the research on suicidal ideation. In a survey of 871 adults who experienced
loss during the September 11 attacks, individuals with complicated grief had significantly high rates of
suicidal ideation even after adjusting to comorbid depression [25]. Additionally, suicidal ideation was
increased in another primary care cohort after 11 September 2001 (N = 444) in Manhattan [6].

The aim of this study is to evaluate possible changes in pilot aircraft-assisted suicides after the
11 September 2001, terrorist murder–suicides in the U.S.

2. Methods

The U.S. National Transportation Safety Board (NTSB) database was searched on 26 June 2018,
using the following search words: “suicide”, “murder–suicide”, and “homicide–suicide” [26]. Fatal
aviation accidents in the U.S, with full formal accident investigation reports finalized at the time of
the search and the cause of accidents assessed as pilot suicide in the NTSB accident investigation,
were included as index cases to this study. These NTSB accident investigations were further analyzed
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in-depth to assess the descriptive factors in these suicide processes. Only those accidents in which
NTSB judged that the cause of the accident was suicide were included in the statistical analysis.

Frequency of the aircraft-assisted pilot suicides out of all fatal accidents in the U.S was calculated
for the reference period (5 years before the 11 September 2001 terrorist murder-suicides event) and
separately for the first, second, and third year after the September 11 terrorist attacks. The relative risk
(RR) of the likelihood of an aircraft accident being due to pilot suicide for the three post-attack years
was calculated.

3. Results

The number of fatal aviation accidents and relative risks of the likelihood of pilot AAS being
due to suicide three years after 11 September 2001, calculated for each year separately, is presented in
Table 1. All pilots who died were male. The RR was 3.68 in the first year and decreased close to 1.0 in
the third year. Only the observation for the first year was statistically significant.

Table 1. The number and the risk ratios of pilot aircraft-assisted suicides five years before and three
years after 11 September 2001, in the U.S.

Follow-Up
Period

Dates
No. of

Suicides
No. of Fatal

Aviation Accidents
FRQ Risk Ratio

95% Confidence
Interval

Reference 11 September 1996–10 September 2001 6 1861 0.32% 1.00 Reference
1st year 12 September 2001–11 September 2002 4 337 1.19% 3.68 1.04–12.98
2nd year 12 September 2002–11 September 2003 3 375 0.80% 2.48 0.62–9.88
3rd year 12 September 2003–11 September 2004 1 354 0.28% 0.88 0.11–7.26

FRQ = frequency.

Altogether 23 fatal aviation accident reports were obtained with the specified search words.
All index cases were identified with the search word “suicide”, search words “homicide-suicide”,
or “murder-suicide” did not yield any additional index case incidents. Fourteen of these incidents
were caused by a pilot’s or co-pilot’s suicidal act according to NTSB accident investigations, and these
incidents are described in detail in Table 2. All the incidents were operationally related to general
aviation, although three pilots had also Class I (commercial pilot) medical certification even though
they were not flying commercial aircraft at the time of the suicide crash. It should be noted that three
of the deceased pilots were also flight instructors. Altogether fourteen pilots or student pilots died in
these incidents. Their ages ranged from 15 to 69 years. Eight of these aircraft-assisted suicides occurred
after 11 September 2001; four within the first year, three during the second year, and one in the third
year, while six aircraft-assisted suicides took place during the five-year-period before it (see timeline
in Figure 1). NTSB causes of death for excluded cases in this search were: four undetermined causes
of fatal aviation accidents, two related to psychological problems (drugs or alcohol were mentioned
at least as a contributing factor), in two reports weather conditions were mentioned, and in one case
death occurred due to a passenger’s suicidal act.

Figure 1. Timeline of aircraft-assisted pilot suicides five years before and three years after 11 September
2001. Red arrows indicate aircraft assisted suicides.
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4. Discussion

The one-year RR of 3.68 of aircraft-assisted pilot suicides in the U.S. after 11 September 2001, is in
line with the results of rescue worker’s suicide mortality reported by Jordan et al. [22], and some earlier
copycat reports by Fink et al. [8]; see also Sisask and Värnik [7]. While fatal aviation accidents are rare,
large or long-term register studies such as the study of Blettner et al. [27] and Politano and Walton [3]
enable assessments to detect plausible effects of such events. General population suicide rates have
been relatively stable during the time period of this study, but have increased in the U.S. during the
last few years [28,29].

In studies from other countries, in England and Wales no increase of suicides was observed
after 11 September 2001 [30] and there was no detectable change in the suicide rates in the Germany
study [31]. An analysis of suicide rates from the Netherlands by de Lange and Neeleman [32] showed
evidence of an increase in the suicide rates in the weeks after 11 September. Regarding trauma and
stress related disorders, a Danish study by Hansen et al. [33] reported an increase in trauma and stress
-related disorders after 11 September 2001, in line with several U.S. studies [34,35].

In one suicide flight involving a young pilot after 11 September 2001, the plane crashed
intentionally into a high office building. According to the report there was a suicide note but it
was not included in the accident investigation data. The helicopter pilots who intercepted this airplane
attempted to signal the young pilot to land. According to the helicopter pilots, the student pilot saw
their hand gestures and gestured back, but they could not determine the meaning of the gestures.
Investigation of this incident led to a Federal Aviation Administration security notice release.

In the incidents investigated in this study, previous depression with suicide attempts was
described in one case, ongoing treatment for depression in two cases, and a history of substance
abuse and arson conviction in one case. Toxicology revealed that in six of these incidents there were
medications or substance misuse not compatible with flying according to FAA. Some pilots with no
information on previous psychological or psychiatric issues had recent stressful personal situations,
such as legal or interpersonal difficulties.

The choice of crashing an aircraft to commit suicide among some pilots may in part be understood
through the desire to combine passion for flying with death, reflecting an intimate bond between
the pilot and his means of dying. Occasionally there may also be a hope that the incident would be
construed as a medical fatality if the evidence were to be destroyed in the crash (for instance if the
aircraft disappears).

One of the Class 1 pilots had a history of substance dependence. He was convicted of driving
when intoxicated on several occasions and of arson, and had acute stressors. He left a suicide note.
Another Class 1 pilot with no known immediate stressful events or health-related issues asked air
traffic control to call for airport rescue and firefighting, and “also if you could tell my family and
friends that I love them very much”. Thus, he could be reached immediately before the lethal act.
The third Class 1 pilot with military helicopter experience told the dispatcher he was going to meet
someone. At no time did he display any signs of stress or unusual behavior. There were no records of
previous incidents, and he had flight experience with various helicopters. This description gives an
impression of a person who made a decision and enacted it; he was not in contact with any air traffic
control facility at the time of the incident.

Previous suicide attempts and major depression are risk factors for completed suicide, but data on
depression among aviators is limited [13,36]. In civil aviation, ongoing symptomatic major depression
is not compatible with flying duties. After full remission and sufficient follow-up, International
Civil Aviation Organization (ICAO) and aviation authorities currently accept psychological and some
pharmacological treatments for aviators to prevent recurrence [14,15].

In aviation, full remission of depressive or stress-related symptoms, good compliance, and a
reasonable follow-up time post-recovery are a prerequisite to the consideration of an aviator’s return
to flying duties [13–15,36–38]. Accepted antidepressants used to prevent symptoms are assessed
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through specific programs that focus on comprehensively assessing fitness to fly, symptoms, treatment
adherence, and especially aero-medically relevant side-effects (e.g., fatigue).

In relation to mental health and suicide, it should be noted that among pilots regular health
examinations contribute to the recognition of risk factors of suicidal behavior. The actual risk factors
for pilots may somewhat differ from the general population, in relation to the role of any defined
psychiatric disorders [13,39,40].

The limitations of this study include the fact that our data are based on information in the accident
investigations, and we do not have access to additional medical information for determining aviator
suicides nor to any information on aviators’ attempted suicides prior to the incidence. The data are
reliant on NTSB reports, and these reports are incomplete in some cases and certain details remain
unknown. The news information after 11 September and timing of news delivery was not analyzed,
but there are several studies from the U.S. on psychological effects after 11 September 2001 [6,25,41].
We do not think that any flying pilot in the U.S. could have avoided the news, due to immediate alerts
and airspace closures in the U.S. The role of media research and balancing Werther and Papageno effects
in general population suicide prevention is more thoroughly assessed elsewhere [42–45]. However, we
consider our pilot AAS estimates to be conservative since those fatal aviation incidents where autopsy
indicated suicide, but NTSB accident investigations did not agree, were excluded.

5. Conclusions

This study showed an association of 11 September 2001, with pilot AASs. The copycat effect was
present for one year after 11 September 2001. The causal factors behind this statistical association
remain unclear in context to the theoretical approaches on suicidality. The use of aircraft as the means
to commit the terrorist attacks in the U.S. on 11 September 2001, may have had a negative effect on
a few acutely vulnerable pilots. This vulnerability warrants further investigation, particularly with
reference to the copycat phenomenon and it needs to be taken into account in aviation medical safety
risk assessments.
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Abstract: Objective: We examine obese and non-obese patients with respect to Helicobacter pylori
(H. pylori) positive-infection (HPPI) and associated factors, specifically body mass index (BMI).
Methods: This study took place in the Department of Endoscopy of a central hospital in the Najran
region of Saudi Arabia (SA). A total of 340 obese Saudi patients (BMI ≥ 30 kg/m2) who had
undergone diagnostic upper endoscopy before sleeve gastrectomy, were compared with 340 age and
gender-matched control patients (BMI < 30 kg/m2) who had undergone diagnostic upper endoscopy
for other reasons. Data collected included diagnosis of HPPI. Descriptive and multivariable binary
logistic regression was conducted. Results: Mean patient age was 31.22 ± 8.10 years, and 65% were
males. The total prevalence of HPPI was 58% (95% CI = 54–61%) with obese patients presenting
significantly more HPPI than non-obese patients (66% vs. 50%, OR = 1.98, 95% CI = 1.45–2.70,
p < 0.0005). Age and gender did not associate significantly with HPPI (p = 0.659, 0.200, respectively)
and increases in BMI associated significantly with increases in HPPI (p < 0.0005). BMI remained a
significant factor in HPPI when modelled with both age and gender (OR = 1.022, 95% CI = 1.01–1.03,
p < 0.0005). Conclusions: Within the limitations of this study, the significance of HPPI in obese Saudi
patients residing in the Najran region in SA was demonstrated alongside the significance role of BMI
in HPPI.

Keywords: obesity; endoscopy; Helicobacter pylori; BMI; Saudi patients

1. Introduction

Helicobacter pylori (H. pylori) is one of the most common infections affecting the epithelial
lining of the stomach [1]. It is correlated with antral gastritis, peptic ulcers and promotes gastric
malignancies [2]. There were approximately 4.4 billion individuals with H. pylori infection worldwide
in 2015 [1]. H. pylori infection is prevalent in developing countries [1] and risk factors for H. pylori
including age and socioeconomic status [2].
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There is ongoing debate over the relationship between obesity and H. pylori infection, within the
acknowledgment that the etiology of obesity is far more complex [3–5]. A recent ecological review of
several cross sectional studies found an inverse correlation between H. pylori prevalence and rate of
overweight/obesity in countries of the developed world i.e., increase in H. pylori positive infection
associated with reduction in obesity [6]. This was further corroborated with Intervention studies
reporting that eradication of H. pylori was associated with significant weight gain as compared to
subjects with untreated H. pylori [7,8]. In contrast, observational or clinical studies from developing
countries reported a linear relationship between H. pylori positive infection and obesity [9–11].

Saudi Arabia has the highest obesity and overweight prevalence rates in the Middle East which is
linked to multiple factors including adapting a westernized life style [12]. The prevalence of H. pylori
within the Saudi Arabian population and related factors remains unknown and most available data is
reported from medical care settings with a range of prevalence between 33–85% [9,13–17]. A study
randomly selecting university students reported a prevalence of 35% for H. pylori [18]. Specifically,
high H. pylori prevalence was reported among morbid obese patients who underwent upper endoscopy
prior to bariatric surgery was 88% [9]. Yet the matching of this latter group with normal body weight
patients to substantiate such findings within the context of Saudi Arabia has not been attempted
specifically in the light of controversy of the association of H. pylori with obesity [6–8].

Morbid obesity has been widely treated with various type of bariatric surgery. Bariatric surgery
includes laparo-scopic adjustable gastric bands (LAGB), lap band, the Roux-Y gastric bypass (RYGB)
and sleeve gastrectomy or gastric sleeve [19]. Routine upper endoscopy with H. pylori screening
and biopsies to rule out pathological abnormalities (e.g., gastritis, duodenitis, esophagitis, ulceration,
hiatus hernia, ..., etc.) is able to detect abnormalities in up to 91% of bariatric candidates [20] with a
higher rate in patients with concomitant H. pylori infection [21–24].

The American Association of Clinical Endocrinologists/The Obesity Society/American Society
for Metabolic and Bariatric Surgery guidelines [25] have not provided any clear indication about
preoperative H. pylori screening and management but recommended H. pylori screening in patients
belonging to high-prevalence areas and upper endoscopy in selected cases. On the other hand,
the European guidelines [26] have recommended upper gastrointestinal endoscopy before bariatric
surgery in both symptomatic and asymptomatic patients and to treat H. pylori infection and other
abnormalities, which may cause postoperative complications.

In light of the limited literature to assess the prevalence of HPPI in patients undergoing bariatric
surgery from the Middle East and North Africa (MENA) and specifically Saudi Arabia therefore,
we aimed in this hospital-based study to determine the estimate of H. pylori positive infection (HPPI)
in group of morbidly obese subjects undergoing sleeve gastrectomy and compare it to a match control
group (age and gender) who had an upper endoscopy in the same period and same setting with
different indications but had normal body weight. Based on the conflicting results of the current
literature, we hypothesized, after controlling for age and gender, that we will be able to find out
whether there is correlation between HPPI and obesity.

2. Material and Methods

2.1. Study Design and Setting

A case-control study design was adopted in the department of endoscopy at a central hospital
(King Khalid) which received all medical referrals in Najran region southwest of Saudi Arabia.

2.2. Subjects’ Recruitment and Inclusion and Exclusion Criteria

A consecutive test group consisted of 340 obese patients; defined with a BMI of ≥30 kg/m2

with a serious comorbidity (e.g., diabetes mellitus, ischemic heart disease, obstructive sleep apnea) or
with a BMI of ≥40 [27] who had undergone diagnostic upper endoscopy before sleeve gastrectomy
were enrolled into the study over the period between January 2013–December 2014. Over the same
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period, a similar number of 340 patients; with BMI of <30 kg/m2 who had undergone diagnostic upper
endoscopy in the same hospital and department due to other reasons and complain (e.g., epigastric
pain and dyspepsia) were selected as controls with approximately 1:1 ratio test to control. Both groups
self-reported neither tested nor treated for H. Pylori in the past 5 years.

We excluded patients with advanced liver disease, malignancy, renal failure, those taking bismuth
subcitrate, history of taking eradication therapy of HPPI within six months, with acute infection and,
gastro intestinal bleeding or patients with history of proton pump inhibitor (PPI) or antibiotics intake
2 weeks before the endoscopic procedure as these are known to may lead to false negative results for
HPPI test.

2.3. Variables and Clinical Procedures

The data for both groups included the demographics (age, gender), medication use, laboratory
results (e.g., CBC, coagulation profile, RFT, LFT, Cortisol, TFT, blood sugar, lipid profile), endoscopic
and histologic finding (e.g., Gastritis, PUD, GERD, Hiatus Hernia). All patients underwent the
endoscopic procedure with standard technique (using Olympus GF260, 9.6 mm diameter scope) to
assess for HPPI test. Patient were lying in the left lateral position with a mouth piece placed and
their throat sprayed with adequate xylocaine. Two antral biopsies were taken from antrum and lower
body for each patient, as per the routine practice of the endoscopy unit, and submitted for histologic
evaluation. No complication related to endoscopy was reported in any subject. The specimens were
stained by hematoxylin and eosin stain or methylene blue. The laboratory investigator was blinded to
the sample status to avoid bias.

Body mass index (BMI) is a simple index of weight-for-height that is commonly used to classify
overweight and obesity in adults. It is defined as a person’s weight in kilograms divided by the
square of his height in meters (kg/m2). BMI greater than or equal to 25 is considered to be overweight,
and BMI greater than or equal to 30 is considered to be obesity [28]. As for body mass index a digital
scale was used to measure the weight of patient to the nearest 0.1 kg and height was considered in a
standing position without shoes and in light clothing.

2.4. Ethical Considerations

The study’s proposal was reviewed and guaranteed clearance from the Ethical Committee of King
Khalid Hospital, Najran (H-11-N081, Ali Mothanna Al-Zubaidi, 2012). The study was conducted in
accordance with the Declaration of Helsinki wherein respondents were briefed about the study
and the anticipated benefits of participating in the study. An information sheet explaining the
aims and objectives of the study was made available for each respondent. Voluntary participation
was emphasized and withdrawal from the study at any time without giving reason(s) would not
disadvantage the respondent from receiving any treatment. An informed consent form was obtained
before participating in the study and confidentiality of the information obtained was assured.

2.5. Statistical Analysis

Descriptive analysis was conducted and continuous variables were reported using Mean ± SD
and for categorical variables we used frequencies with percentages. Unpaired T-Test and Chi squared
tests were performed to explore the relationship of continuous and categorical variables with the
dependent variable (‘HPPI’ (H. pylori positive infection) and ‘HPNI’ (H. pylori negative infection)).
Binary logistic regression analysis was used to model the relationship of BMI after controlling for age
and gender with the dependent variable. A p value of <0.05 was considered significant. The statistical
analyses aforementioned were performed withe SPSS Software version 16.0 (SPSS Inc., Chicago, IL, USA).
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3. Results

3.1. Sample Characteristics and Distribution of HPPI between and within Obese and Non-Obese

The demographic characteristics for both groups are shown in Table 1. There were no significant
differences in the age of both obese and none obese patients (p = 0.307) with a male predominance
in both groups (66.5% and 64.4%). The total mean of BMI for both groups was 35.57 ± 13.97 and
there were statistical significant differences in the mean BMI between the obese and none obese
(BMI = 23.13 ± 3.80 for none obese vs. 48.04 ± 8.10 for obese, p < 0.0005). As demonstrated in Table 1,
the total prevalence of H. pylori positive-infection (HPPI) was 58% (95% CI = 54–61%). A statistical
significant difference in HPPI between obese and non-obese was observed (225 (66.2%) for obese vs.
169 (49.7%) non-obese, OR (95% CI) = 1.98 (1.45–2.70), p < 0.0005). Within the gender groups, females
were found to slightly predominate in HPPI. Males and females with respect to HPPI among obese
patients was non-significant (146 (64.6%) vs. 79 (69.3%), OR = 1.23 (0.76–2.00), p = 0.388) and likewise
among non-obese (104 (47.5%) vs. 65 (53.7%), OR (95% CI) = 1.28 (0.82–2.00), p = 0.271). However,
between groups, Table 1 shows that both males and females were statistical significantly different in
HPPI (p < 0.0005, 0.014, respectively). Unpaired T-Test and Chi squared tests revealed that age and
gender did not associate with HPPI (p = 0.659, 0.200, respectively) and increases in BMI associated
significantly with increases in HPPI (p < 0.0005).

Table 1. Characteristics of obese (N = 340) and none-obese (N = 340) and distributions of HPPI between
groups and gender.

Variables
Mean ± SD or N (%)

OR (95% CI) p-Value
Obese (Cases) Non-Obese (Controlled)

Age 31.54 ± 8.27 30.90 ± 7.93 - 0.307

Gender
Male 226 (66.5) 219 (64.4)

Female 114 (33.5) 121 (35.6) 0.93 (0.67–1.25) 0.572

BMI 48.04 ± 8.10 23.13 ± 3.80 - 0.0005

HPPI 225 (66.2) 169 (49.7) 1.98 (1.45–2.70) 0.0005

HPPI in male 146 (58.4) 104 (41.6) 2.02 (1.38–2.95) 0.0005

HPPI in female 79 (54.9) 65 (45.1) 1.95 (1.14–3.32) 0.014

SD = Standard deviation; F (%) = Frequency with percentage; HPPI = H. pylori positive infection; OR (95% CI) =
Odd ratio with 95% confidence interval.

3.2. Multivariable Analyses of Adjusted Factors of HPPI

Multivariable binary logistic regression revealed that BMI remained significant factor in HPPI
when modelled with both age and gender (OR = 1.022, 95% CI = 1.01–1.03, p < 0.0005) (Table 2).

Table 2. Adjusted model for the association of BMI with HPPI.

Explanatory Variables Wald AOR (95% CI) * p-Value

Age 0.371 0.99 (0.98–1.03) 0.542

Gender
Male 1

Female 2.11 1.28 (0.92–1.77) 0.146

BMI 13.67 1.02 (1.01–1.03) 0.0005

* AOR (95% CI) = adjusted odd ratio and 95% confidence interval.
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4. Discussion

To the best of our knowledge, this case-control study is the first conducted in this region of
Najran, SA that considered the none-modifiable factors (age and gender) in modelling relationship
between obesity and H. pylori positive infection. The key finding was that increased prevalence of
HPPI was associated with increased BMI levels, both with and without adjustment for none modifiable
factors (age and gender). The findings of this study added to the current debate about the relationship
of obesity with HPPI. A recent review showed a significantly inverse correlation between H. pylori
prevalence and rate of overweight/obesity in countries of the developed world. Thus, the obesity
endemic observed in the Western world was attributed to the gradual decrease of the HPPI [6]. These
later results were also supported with studies in certain areas in Asian region e.g., Taiwan, [29].

However, our study findings were in consensus with previous studies reported within SA [9]
and elsewhere [11,30]. In Turkey a prevalence of 57.2% of HPPI in Turkish obese subjects compared to
27.0% in normal body weight was found and this further supported our finding [31].

The estimate of HPPI among obese patients who underwent sleeve gastrectomy in this study
sample was 66% which was in mid-range (50–88) of previous studies conducted in in SA [13,32,33]
and higher than a study among young medical students that showed a low prevalence of 35% [18].
Different study design, participants’ recruitments and clinical investigation may reflect such variations
in the estimate of HPPI among obese subjects. In addition, the role of the difference in geographic,
economic or environmental factors should be considered. Notably, our study was comparable to
one US study which found a higher prevalence rate of 61% in morbidly obese patients compared
to 48% in the control group [34] though this later used H. pylori serologies, while our study used
histopathology diagnosis. With respect to the role of age and gender in HPPI, they were found to
be non-significantly associated with HPPI and these findings were in consensus with other studies
reported in the region [15,33] and elsewhere [35].

As for the strengths of this study, firstly our study findings have substantiated the relationship of
obesity with H. pylori among obese patients who were matched with none obese patients consecutively
recruited in the same setting with a standardized investigation procedures i.e., internal validity
plausible. Secondly, this was a hospital-based case-control as such more prone to bias, specifically
when selecting participants. However, we were in line with what has been reported previously [30]
patients underwent a gastroscopy and received a histological examination of gastric mucosal biopsies
as a standard diagnostic examination before bariatric surgery. Thus, the majority of the examined
patients were asymptomatic which excludes a strong selection bias toward HPPI. Our study results
were of validity as the inclusion and exclusion criteria was adequate to rule out any confounding
effects; e.g., use of antibiotics [34]. The enrolment of patients from the same region and in one Centre
(Najran Hospital) is another strength of our study, the difference in the estimate of H. pylori between the
two groups was less likely to represent a differences in geographic prevalence of H. pylori as reported
elsewhere [34]. Finally, the feasibility of the study with respect of time and resources was additional
strength. As for the limitations, the sampling method adopted precludes the generalizability of the
study findings to individuals outside of this setting. The patients self-reported of neither tested nor
treated for H. pylori was not objectively validated, therefore, recall bias was possible. The impact
of the latter on the validity of the results might be inevitable. Importantly, in SA the role of race in
HPPI should be investigated as elsewhere [29]. The use of the concept of nationality is not sufficient
as many Saudi national of different ethnicity/origin backgrounds that presumably influence HPPI.
The contribution of other environmental and host factors [36] which has not been controlled for in this
study should be considered in future research.

5. Conclusions

Within the limitations of this study, the significance of HPPI in obese Saudi patients residing in
the Najran region in SA was demonstrated alongside the significance role of BMI in HPPI. Further
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research should consider a comprehensive and context specific factors (e.g., environmental and host)
contribution to clarify the association of obesity with HPPI.
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Abstract: Environmental assessment of eutrophication or heavy metals in urban lakes is an important
reference for identifying the pollution degree and formulating pollution prevention strategies. At
present, the most research on lake health states is often evaluated from a single angle for toxic metals
pollution or eutrophication using the standard comparison method for both, the comprehensive
trophic level index (TLI), and the health risk assessment for toxic metals. Moreover, the above
deterministic methods probably lead to biased or unreliable assessment due to the randomness
and fuzziness in environment system caused by natural change and human activities. In this
paper, a fuzzy comprehensive lake health assessment method (FCLHAM) was established to evaluate
comprehensive lake health states more comprehensively and accurately, which integrates quantitative
eutrophication and health risk considerations. To test and verify FCLHAM, 21 lakes, scientifically
selected from the total 143 lakes in the Chinese Wuhan city as study case, were investigated and
analyzed for their state of eutrophication and the health risk posed by heavy metals. According
to the FCLHAM, the average comprehensive lake health state decreased in the sequence of L20
(considerate risk level) > L1–L17, L19, L21 (moderate risk level) > L18 (low risk level). Based on the
result, lakes were classified into three categories: general management (L18), enhanced management
(L1–L17, L19, L21), and priority management (L20). If the 143 lakes in Wuhan were classified
by the “area-region-function” classification, they would be assigned to the same category as the
representative lakes of the same type. At this point, we will attribute all of Wuhan’s lakes to the
three types. Depending on the characteristics of each type, a targeted approach to different types
of management for each type of lake is a more efficient way to manage many of Wuhan’s lakes.
This management mode also serves as an effective reference for the environmental management of
urban lakes both at home and abroad. In other words, according to the FCLHAM, a hierarchical
management system based on lake characteristics classification was obtained.

Keywords: urban lake; comprehensive nutrition status Index; heavy metals; health risk; fuzzy
comprehensive method
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1. Introduction

Eutrophication is a common water pollution phenomenon caused by excessive nutrients and
is accompanied by ecological problems such as algal blooms, oxygen depletion, aquatic organism
death, and aquatic ecosystem deterioration [1]. With the increase of population and rapid urbanization,
nutrient loading in lots of urban lakes has increased and exceeded their corresponding natural carrying
capacities [2–4]. Especially, urban lake eutrophication poses a serious threat to regional economic
development, the ecological environment, and drinking water security [5,6]. Furthermore, heavy metal
pollutants are discharged into urban lakes through industrial, agricultural, and domestic waste-water
discharges, precipitation, and the release of contaminated sediment [7–9]. To a certain extent, toxic
metal accumulation in urban lakes can do serious harm to the “water—aquatic plant—aquatic
animal” system which will affect human health directly or indirectly through drinking water, food
chains, etc. [10].

In recent years, various works have been done to explore the heavy metal or eutrophication
distributions and sources in urban lakes [11,12], as well as toxic metal eco-risk and health
risk levels [13,14], environmental management strategies [15,16], and corresponding remediation
technologies [17]. Obviously, eutrophication and heavy metal pollution play key roles in urban
lake health. Environmental assessment of eutrophication or heavy metals in urban lakes is an
important reference for identifying the degree of pollution and formulating pollution prevention
strategies. Unfortunately, most research on lake risk is often evaluated from a single angle for
toxic metals pollution or eutrophication using the standard comparison method [18–20] for both,
the comprehensive trophic level index (TLI) [21,22], and the health risk assessment for toxic
metals [23,24]. Moreover, the above deterministic methods probably lead to biased or unreliable
assessments due to the randomness and fuzziness in environment systems caused by natural change
and human activities [25–28]. Frankly, when there are different theoretical foundations, the evaluation
results and conclusions differ to some extent, which makes it challenging for decision-makers to make
scientific and synthetic management decision under consideration of separate assessment methods.
Therefore, in order to implement appropriate environmental management strategies and measures,
it is important to explore a feasible lake health assessment method synthetically considering lake
eutrophication and corresponding health risks posed by heavy metals, together with evaluation of
systematic uncertainty.

The objectives of this study were (i) to investigate and analyze the state of eutrophication and
the health risk posed by heavy metals in the selected lakes from the total 143 lakes in the Chinese
Wuhan city as a study case; (ii) to develop a fuzzy comprehensive lake health assessment method
(FCLHAM) integrating quantitative eutrophication and health risk consideration; (iii) to test and verify
FCLHAM by assessing the integrated lake health states of the studied lakes; and (iv) to introduce
a novel hierarchical management system for lakes based on the FCLHAM results.

2. Materials and Methods

2.1. Study Area

Known for having over 100 lakes, Wuhan city (113◦41′ E–115◦05′ E; 29◦58′ N–31◦22′ N) is located
in the interior of China, in the eastern part of Jianghan Plain. Located on the northern side of the
Northern Tropic, the sub-tropical monsoon humid climate zone has a mean annual temperature of
15.8 ◦C–17.5 ◦C and an annual rainfall of 1150–1450 mm. Wuhan city has 143 lakes and the total area
of lakes is 803.2 km2, which is the highest of all Chinese cities. Because of the high ecological value
and the large number of lakes, the local economy is increasing rapidly. Additionally, various functions
of these lakes play significant roles in the development of the city. But, as a result of the excessive
increase of economy and other factors, the number of lakes is rapidly decreasing and some lakes are
polluted to a certain degree, bringing adverse effects to sustainable urban development.
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2.2. Sample Collection and Analysis Methods

One hundred and forty-three lakes in Wuhan (Figure S1) were divided into large lakes (≥20 km2),
medium lakes (10 km2–20 km2), and small lakes (≤10 km2) with the proportion of 3%, 6%, and 91%,
respectively. The large and medium-sized lakes were small in number and important to the
development of Wuhan city, so they were all included in the typical lakes. Other typical lakes
in the small lake category were selected by combing the region and function further. Based on
regionalization, the lakes could be divided into Central District, Dongxihu District, Caidian District,
Hannan District, Jiangxia District, Huangpi District, Xinzhou District, Economic Development Zone,
and the High and New Technology Development Zone of Donghu lake. The lakes have five
main water functions: regulation, irrigation, water supply, aquaculture or planting, landscape or
entertainment, and reservation. Most lakes had multiple functions, especially large lakes, while
small lakes were relatively simple in function. According to the preliminary classification of
region and function, the small lakes were selected comprehensively to contain all city regions
and functions. The selection method is presented in Figure S2. Therefore, under the premise of
ensuring the results are representative and scientific, a total of 21 typical lakes (Figure 1) were
screened and selected from 143 lakes in Wuhan city based on comprehensive consideration of their
characteristics of area, function, and region. Figure 1 was made based on our investigation’s data
and the ArcGIS software version 9.3 (Environmental Systems Research Institute, Redlands, CA, USA)
(https://www.arcgis.com/index.html). The 21 selected typical lakes were Tangxun Lake (L1), Niushan
Lake (L2), Baoxie Lake(L3), Luhu Lake (L4), Shenshan Lake (L5), Qingling Lake (L6), Huangjia Lake
(L7), Yanxi Lake (L8), Wuhu Lake (L9), Houhu Lake (L10), Jingyin Lake (L11), Donghu Lake (L12),
Nanhu Lake (L13), Moshui Lake (L14), Tanghu Lake (L15), Lanni Lake (L16), Zhongshan Lake (L17),
Guanlian Lake (L18), Tonghu Lake (L19), Xiaozha Lake (L20), and Hougong Lake (L21).

Figure 1. The geolocation of the 21 lakes in Wuhan (ArcGIS software version 9.3 (https://www.arcgis.
com/index.html)).

The design layout and sampling methods of lake water samples were strictly according to the
Chinese Technical Specifications Requirements for Monitoring of Surface Water and Waste Water
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(HJ91-2002) and the Chinese Water Quality Technical Regulation on the Design of Sampling Programs
(HJ495-2009), combined with the area size and hydrological characteristics of the studied lake. All water
samples were collected into polytetrafluoroethylene bottles which were rinsed with lake water at least
three times before using. Afterwards, water samples were acidified to pH 1–2 with H2SO4 and then
kept in thermostats with ice bags, and transferred to the laboratory within 24 h. The water temperature
(T), pH, dissolved oxygen (DO), electrical conductivity (EC), and Chl-a were measured by a portable
water quality analyzer (HQ40d, HACH, Loveland, CO, USA) and the transparency (SD) was measured
by the lead method in situ. In the laboratory, the concentration of TP was measured by Molybdenum
Antimony Spectrophotometry (GB11893-89, China), the concentration of TN was measured by Alkaline
Potassium Persulfate Digestion UV Spectrophotometry (HJ636-2012, China), and the concentration of
CODMn was measured by Water Quality—Determination of Permanganate Index (GB11892-89, China).
In addition, the total amounts of Cu, Zn, Cr, Cd, Mn, Fe, Ni, and Pb were measured with Atomic
Absorption Spectroscopy (AAS ZEEnit 700P, Jena, Germany), the total amount of As and Hg were
measured by Atomic Fluorescence Spectrometry (AFS-9730, Haiguang Instrument Co. Ltd., Beijing,
China), both of the determinations were according to Water Quality—Digestion of Total Metals-Nitric
Acid Digestion Method (HJ677–2013, China) and Water Quality—Determination of Mercury, Arsenic,
Selenium, Bismuth and Antimony—Atomic Fluorescence Spectrometry (HJ694-2014, China).

To ensure the accuracy and reliability of analysis, parallel samples and blank samples were used
to analyze error and at least 10% of each batch of samples was taken as parallel samples. If the relative
deviation of the results was less than 20%, the analysis results were considered reliable. The analysis
results of blank samples should be lower than the detection limits, so as to eliminate the pollution
that might generate between processing procedures and determinations. The standard curve would
be drawn for each sample analysis, and the correlation coefficient of the standard curve was not
below 0.995.

2.3. Comprehensive Trophic Level Index (TLI) Method

TLI is one of the comprehensive eutrophication evaluation methods taking chlorophyll a (Chl-a),
total phosphorus (TP), total nitrogen (TN), transparency (SD), and permanganate index (CODMn) as
the evaluation indicators [28,29]. It was widely used in trophic state assessment of lakes and rivers
due to its diversity and applicability in evaluation indicators [30,31]. TLI takes Chl-a as the benchmark
parameter, obtaining the corresponding weights of all parameters depending on the correlation degree
between the benchmark parameter and the other parameters, and then obtains the TLI by a weighted
algorithm [29]. The TLI model is as follows [32]:

TLI(Σ) =
n

∑
j=1

Wj × TLI(j) (1)

where TLI(Σ) is comprehensive trophic level index. Wj represents the corresponding weight of parameter
j. TLI(Σ) represents trophic state index of parameter j. n is the numbers of evaluation parameters.

With Chl-a as the benchmark parameter, the normalized correlation weight of parameter j is as
follows [32]:

Wj = rij
2/

n

∑
j=1

rij
2 (2)

where Wj represents the corresponding weight of parameter j. rij represents the correlation coefficient
between benchmark parameter and parameter j. n is the numbers of evaluation parameters. Based on
a eutrophication survey of Chinese lakes, the correlation coefficients rij between the benchmark
parameter (Chl-a) and other parameters are rChl-a = 1, rTN = 0.82, rTP = 0.84, rSD = 0.83 and
rCODMn = 0.83 [28,32].
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Trophic level indexes of each parameter are calculated as Equations (3)–(7).

TLI(Chl−α) = 10 × (2.5 + 1.086 ln ρChl−α) (3)

TLI(TP) = 10 × (9.436 + 1.624 ln ρTP) (4)

TLI(TN) = (10 × 5.453 + 1.694 ln ρTN) (5)

TLI(SD) = 10 × (5.118 − 1.94 ln ρSD) (6)

TLI(CODMN) = 10 × (
0.109 + 2.66 ln ρCODMN

)
(7)

where ρChl-a represents concentration of Chl-a (mg/m3), and ρTP ρTN ρCODMn represent concentrations
of TP, TN, and CODMn (mg/L), respectively. ρSD represents transparency (m). The trophic state of the
lakes is graded using continuous numbers from 0 to 100, as shown in Table 1 [28,32].

Table 1. Classification of eutrophication levels.

TLI(Σ) [0, 30) [30, 50] (50, 60] (60, 70] (70, 100)

Grades I II III IV V

Trophic state Oligotrophic Medium trophic Light
eutrophication

Medium
eutrophication

Severe
eutrophication

2.4. Health Risk for Heavy Metals in Lakes

Health risk assessment is described as processes used to estimate event probability and probable
degree of adverse health effects over a specific period [33–35]. Risk level of environmental pollutants
to human beings depends on the body’s exposure dose to the pollutants and the toxicity of the
pollutants. There are two main pathways for human exposure to trace elements in water: ingestion
and dermal absorption, ignoring exposure via inhalation [35,36]. The exposure dose can be calculated
by Equations (8) and (9) [37,38].

ADDing =
CW × IR × EF × ED

BW × AT
(8)

where ADDing (μg/(kg·day)) represents the exposure dose through ingestion. In this study,
the ingestion mainly refers to the intake through water from studied lakes. Cw is the mean concentration
of trace element in water (μg/L). IR is the intake rate of water, including direct drinking rate and
indirect drinking rate (L/day). EF is the exposure frequency to pollutants (day/year). ED is the
exposure duration, and it means the length of time over which contact with the contaminant lasts
(year). BW represents the body weight (kg). AT is the average time (day). For carcinogenic risk, AT is
the average life expectancy of people [37,38].

ADDderm =
CW × SA × KP × ET × EF × ED × 10−3

BW × AT
(9)

where ADDderm (μg/(kg·day)) represents the exposure dose through dermal absorption. SA is the
exposure area of skin (cm2). Kp is the dermal permeability coefficient of pollutants in water (cm/h),
in this study, 0.001 cm/h for Cu, Cd, and As, 0.0001 cm/h for Pb, 0.002 cm/h for Cr, and 0.0006 cm/h
for Zn [14,35], and ET is the exposure time (h/day). In this study, ET is 0.6 h/day. For the meanings of
Cw, EF, ED, BW, and AT, please refer to Equation (8).

The health risks caused by environmental pollutants can be divided into carcinogenic risk and
non-carcinogenic risks according to their properties. In general, carcinogens are of greater risk than
non-carcinogens. Therefore, the risk of cancer caused by lake water is used as the assessment medium
of lake health risk.
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Carcinogenic risk is the product of daily exposure dose and cancer slope factor, which is shown in
Equation (10). Under the assumption that there is no antagonism and synergism between pollutants,
the integrated carcinogenic risk can also be identified as the sum of carcinogenic risks exposure by
various pollutants via different pathways as shown in Equation (11). The EPA believes that carcinogenic
risk value of human being is acceptable within 1 × 10−4, while the maximum acceptable risk value
recommended by International Commission on Radiological Protection (ICRP) is 5 × 10−5 [14]. The
significant difference between the two evaluation standards may mislead the decision makers in their
final judgment. Furthermore, it should be noted that there is currently no official and uniform standard
of acceptable risk value in China and many developing countries, which may lead to uncertainty and
incomparability among different decision-makers. Therefore, risk classification was carried out in this
study in order to make the evaluation results clearer and more intelligible. Risk levels were rated as
five levels based on the Delphi method, assessment criteria of USEPA and ICRP, as well as existing
research (Table 2) [38].

CRi = ADDi × CSFi (10)

CR =
n

∑
i

CRi (11)

where CRi is the carcinogenic risk of trace elements through ingestion or dermal absorption,
dimensionless. ADDi (μg/(kg·day)) is the daily exposure dose of carcinogenic pollutants. CSFi
(kg·day/μg) is the cancer slope factor of carcinogenic pollutants. CR is the sum of CRi. i is the
pathways of exposure. n is the kinds of trace elements.

Table 2. Levels and values of assessment standards.

Risk Grades Range of CR Acceptability

Grade I Extremely low risk <10−6 Completely accept
Grade II Low risk [10−6, 10−5) Do not mind about the risk
Grade III Low-medium risk [10−5, 5 × 10−5) Care about the risk
Grade IV Medium risk [5 × 10−5, 10−4) Care about the risk and willing to invest
Grade V High risk >10−4 Pay attention to the risk and take action to solve it

2.5. Fuzzy Comprehensive Lake Health Assessment Method (FCLHAM)

As one of the most important human habitats, lakes provide a variety of service functions,
and their health status is closely related to the survival and development of human beings. How to
comprehensively and scientifically evaluate the health status of lakes is becoming an important concern
in the field of environmental science and ecology. And it has extremely important application value for
the monitoring and management of lakes. Therefore, a fuzzy assessment method needs to be developed
to efficiently identify comprehensive lake health states. Based on TLI, Health Risk Assessment
framework for heavy metals, and fuzzy theory, it is of significance to explore a novel assessment
method synthetically considering heavy metals’ health risk, eutrophication risk, and fuzziness of the
assessment system. Based on the fuzzy comprehensive evaluation theory [39,40], the comprehensive
lake health state was defined as follows:

Risk = f (RiskE, RiskH) (12)

where RiskE represents the eutrophication risk of studied lakes, which is assessed by TLI. RiskH
represents the health risk for the heavy metals of studied lakes. And f represents the comprehensive
lake health state calculation functions.
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Fuzzy language recognition theory in fuzzy mathematics was used to identify the risk in this
model. The comprehensive lake health state can be calculated as follows:

Risk =
∼
C · ∼R = (C1, C2) ·

(
A1

B1

A2

B2

A3

B3

A4

B4

)
(13)

where
∼
C · ∼R characterize the f in Equation (13). C is the weight values of RiskE and RiskH. C1 and C2

was determined as 0.4 and 0.6 by the Delphi method, which indicated that the risk of lakes depends

on the health risk of heavy metals more than the eutrophication risk by expert advices [41,42].
∼
R is

membership matrix for levels of RiskE and RiskH. A1, A2, A3, A4, and A5 represent membership degrees
of five levels of RiskE (Table 1), and B1, B2, B3, B4, and B5 represent membership degrees of five levels
of RiskH (Table 2).

Therefore, the comprehensive lake health state can be represented as a matrix with one row and
five columns. The calculated comprehensive lake health state were divided into five levels as follows:
(1) level I, low risk; (2) level II, moderate risk; (3) level III, considerable risk; (4) level IV, high risk;
(5) level V, very high risk. The membership degree of each assessment factor plays a key role in the
fuzzy comprehensive risk assessment, which is the basis of the foundation of comprehensive fuzzy
assessment. According to Tables 1 and 2, the membership function of RiskE and RiskH was established,
and the membership degree of each level can be calculated by the following formulas [39,40]:

(1) RiskE

u1(r) =

⎧⎪⎨⎪⎩
1, r ∈ [0, 30)
(50 − r)/20, r ∈ [30, 50)
0, r ∈ [50,+∞)

(14)

u2(r) =

⎧⎪⎨⎪⎩
0, r ∈ [0, 30) or [60,+∞)

(r − 30)/20, r ∈ [30, 50)
(60 − r)/10, r ∈ [50, 60)

(15)

u3(r) =

⎧⎪⎨⎪⎩
0, r ∈ [0, 50)or[70,+∞)

(r − 50)/10, r ∈ [50, 60)
(70 − r)/10, r ∈ [60, 70)

(16)

u4(r) =

⎧⎪⎨⎪⎩
0, r ∈ [0, 60)
(r − 60)/10, r ∈ [60, 70)
0, r ∈ [70,+∞)

(17)

u5(r) =

⎧⎪⎨⎪⎩
0, r ∈ [0, 70)
(r − 70)/30, r ∈ [70, 100)
1, r ∈ [100,+∞)

(18)

(2) RiskH

u1(r) =

⎧⎪⎨⎪⎩
1, r ∈ [

0, 10−6)(
10−5 − r

)
/
(
10−5 − 10−6), r ∈ [

10−6, 10−5)
0, r ∈ [

10−5,+∞
) (19)

u2(r) =

⎧⎪⎨⎪⎩
0, r ∈ [

0, 10−6) or
[
5 × 10−5,+∞

)(
r − 10−6)/

(
10−5 − 10−6), r ∈ [

10−6, 10−5)(
5 × 10−5 − r

)
/
(
4 × 10−5), r ∈ [

10−5, 5 × 10−5) (20)

u3(r) =

⎧⎪⎨⎪⎩
0, r ∈ [

0, 10−5) or
[
10−4,+∞

)(
r − 10−5)/

(
4 × 10−5), r ∈ [

10−5, 5 × 10−5)(
10−4 − r

)
/
(
10−4 − 5 × 10−5), r ∈ [

5 × 10−5, 10−4) (21)
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u4(r) =

⎧⎪⎨⎪⎩
0, r ∈ [

0, 5 × 10−5)(
r − 5 × 10−5)/

(
10−4 − 5 × 10−5), r ∈ [

5 × 10−5, 10−4)
0, r ∈ [

10−4,+∞
) (22)

u5(r) =

{
0, r ∈ [

0, 10−4)
1, r ∈ [

10−4,+∞
) (23)

3. Results and Discussion

3.1. Basic Parameters and Trace Element Concentrations in Surface Water from Studied Lakes

Table 3 provides a statistical summary of the water quality parameters measured in the 21 lakes in
Wuhan. The pH of lakes was basically between 9 and 10, and the highest was in L16, the lowest in L1.
According to the five levels of standard limited values stipulated in the Chinese Environmental Quality
Standard for Surface Water (GB3838-2002), the concentrations of Chl-a and EC in lakes were within
their target water quality standard. With the exception of L1 and L3, which were slightly below the
target, the DO of the other 19 lakes met the target water quality standards. However, the concentrations
of TN and TP did not reach the standard. The TP concentrations of 18 of the 21 lakes did not reach the
target water quality. There are four lakes (L10; L13; L15, L21) with higher TP concentrations than the
Class V water quality standards, far from reaching the target water quality standards of GB3838-2002.
The TN concentrations ranged from 2.16 to 5.48 mg·L−1, with the highest value in L15 and lowest in L4.
Not only did all the studied lakes not meet their target water quality standards, but they also did not
reach the limit of the Class V water quality standard of GB3838-2002, indicating that 21 lakes have been
heavily polluted with nitrogen and have shown significant eutrophication pollution characteristics.
In addition, the SD values of 16 of the 21 lakes did not reach the target water quality standard limit,
and the CODMn concentrations of 12 lakes did not reach the target water quality standard limit, which
also showed the serious pollution of lake water.

The detected heavy metal concentrations of 21 lakes in Wuhan are listed in Table 4. Cr was not
detected in water samples. The concentration range of As is 1.237–12.148 μg·L−1. Except for L20,
the concentrations of As in the studied lakes was within the permissible limits of USEPA, WHO,
and Chinese Ministry of Health (2007). The concentrations of Cd were all within the permissible limits
of China, WHO, and USEPA. The results indicated that the concentration of carcinogenic heavy metals
in lakes was not very high, and other related risks of lake health need to be further explored.
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Table 4. The concentrations of heavy metals in 21 lakes in Wuhan.

Lake
Cr

(μg·L−1)
As

(μg·L−1)
Cd

(μg·L−1)

L1 <0.1 b 3.353 0.033
L2 <0.1 3.165 0.056
L3 <0.1 6.133 0.012
L4 <0.1 3.521 0.035
L5 <0.1 1.237 0.014
L6 <0.1 5.759 0.022
L7 <0.1 2.359 0.017
L8 <0.1 3.951 0.015
L9 <0.1 2.194 <0.1

L10 <0.1 5.534 0.01
L11 <0.1 3.057 0.009
L12 <0.1 3.872 0.004
L13 <0.1 5.812 0.02
L14 <0.1 3.516 0.018
L15 <0.1 4.792 0.021
L16 <0.1 5.095 0.026
L17 <0.1 2.941 0.005
L18 <0.1 2.089 0.021
L19 <0.1 2.062 0.009
L20 <0.1 12.148 0.161
L21 <0.1 4.125 0.005

WHO a 50 10 3
USEPA b 100 10 5

Chinese standards c 50 10 5
a WHO, 2008; b USEPA, 2009; c Chinese Ministry of Health, 2007.

3.2. Eutrophication State Analysis of the Studied Lakes

The comprehensive trophic level index (TLI) of 21 lakes in Wuhan are calculated and shown in
Table S1. L2 and L5 had relatively better water quality with TLI values of 49.14 and 49.44 (corresponding
to the medium trophic condition). Unfortunately, most of the studied lakes presented eutrophication
to different extents. Particularly, the TLI of lake L15 was higher than the other lakes, which indicated
the most severe eutrophication status. The TLI values in the lakes L3, L4, L7, L8, L9, L11, L12, and L19
varied from 49.14 to 72.96, indicating light eutrophication. Furthermore, the other 10 lakes reached
medium eutrophication states, decreasing in the order of L13 > L10 > L17 > L6 > L14 > L16 > L1 > L21
> L20 > L18. The main exceeding standard factors of each lake include TN, TP, SD, and CODMn. This
result accords with the data listed in Table 3, which indicates that the cause of eutrophication in lakes
is the result of the combined effect of reducing substances and nutrients in the water [14,43].

3.3. Health Risk Assessment for Heavy Metals in the Studied Lakes

As the results show in Table S2, the values of CRCr and CRCd in all lakes were both below 10−6,
indicating that there was no carcinogenic risk of Cr and Cd. However, there was a certain carcinogenic
risk of As because the CRAs values of 21 lakes exceeded 10−6, decreasing in the order of: medium
risk (L20 > L3 > L13 > L6 > L10 > L16) > low risk (L15 > L21 > L8 > L12 > L4 > L14 > L1 > L2 > L11
> L17 > L7 > L9 > L18 > L19 > L5). The maximum and minimum values of CRAs were 2.44 × 10−5

and 2.48 × 10−6, which were 24.4 times and 2.5 times than the lowest risk limit. Moreover, Table S2
indicated that the risk levels of lakes L3, L6, L10, L13, L16, and L20 were Grade III, which indicates that
the pollution of carcinogenic heavy metals in these lakes should be given certain attention by relevant
local departments. The risk level of the remaining lakes was Grade II, indicating that carcinogenic
heavy metal pollution was not very serious, and not a current health risk concern.

262



Int. J. Environ. Res. Public Health 2018, 15, 2617

3.4. Results of the Fuzzy Comprehensive Lake Health Assessment Method (FCLHAM)

To sum up, we can see that some differences surely existed between the results of eutrophication
and health risk assessment, which may confuse the decision-maker because these methods unilaterally
focus on evaluating the eutrophication level or the health risks of heavy metals of the lakes. For
example, the eutrophication level of L15 is very high and belongs to the severely eutrophic category.
However, the result of health risk assessment of L15 is low risk. FCLHAM assigns weights to the
results of TLI and CR in order to evaluate comprehensive lake health states more comprehensively
and accurately. Then, comprehensive lake health state can be calculated. According to ui(r) arithmetic
calculation, the assessment matrix is shown in Table 5. The five numbers contained in the assessment
matrix represent the degree to which Risk belongs to the level represented by ui(r). According to the
maximum membership principle, the closer the membership of ui(r) to 1, the higher the degree to
which Risk belongs to the level represented by ui(r). As is shown in Table 5, average comprehensive
lake health state decreased in the sequence of L20 (considerate risk level) > L1~L17, L19, L21 (moderate
risk level) > L18 (low risk level). It indicated that L20 needs increased human, material, and financial
resource investment and to be given priority regarding its governance. L1~L17, L19, and L21 need
more attention, governance, and oversight to maintain their current state. Although L5’s risk level was
close to the low risk level, its low risk level (0.508) and moderate risk level (0.492) were too close to
each other. Under the principle of maximum risk protection, L5 was determined as moderate risk. If
the absolute difference between the memberships of two adjacent risk levels is less than 10%, the final
risk level can be determined as the higher level.

Table 5. The fuzzy matrix of RiskE and RiskH.

Lake RiskE RiskH Risk Membership Level

L1 (0,0,0.583,0.417,0) (0.345,0.655,0,0,0) (0.207,0.393,0.2332,0.1668,0) II Moderate risk
L2 (0.043,0.957,0,0,0) (0.375,0.625,0,0,0) (0.2422,0.7578,0,0,0) II Moderate risk
L3 (0,0.585,0.415,0,0) (0,0.941,0.059,0,0) (0,0.7986,0.2014,0,0) II Moderate risk
L4 (0,0.932,0.068,0,0) (0.307,0.693,0,0,0) (0.1842,0.7886,0.0272,0,0) II Moderate risk
L5 (0.028,0.972,0,0,0) (0.828,0.172,0,0,0) (0.508,0.492,0,0,0) I Low risk
L6 (0,0,0.484,0.516,0) (0,0.958,0.042,0,0) (0,0.5748,0.2188,0.2064,0) II Moderate risk
L7 (0,0.443,0.557,0,0) (0.576,0.424,0,0,0) (0.3456,0.4316,0.2228,0,0) II Moderate risk
L8 (0,0.494,0.506,0,0) (0.222,0.778,0,0,0) (0.3732,0.6644,0.2024,0,0) II Moderate risk
L9 (0,0.764,0.236,0,0) (0.622,0.378,0,0,0) (0.3732,0.5324,0.0944,0,0) II Moderate risk
L10 (0,0,0.342,0.658,0) (0,0.971,0.029,0,0) (0,0.5826,0.1542,0.2632,0) II Moderate risk
L11 (0,0.134,0.866,0,0) (0.425,0.575,0,0,0) (0.255,0.3986,0.3464,0,0) II Moderate risk
L12 (0,0.052,0.948,0,0) (0.246,0.754,0,0,0) (0.1476,0.4732,0.3792,0,0) II Moderate risk
L13 (0,0,0.308,0.692,0) (0,0.956,0.044,0,0) (0,0.5736,0.1496,0.2768,0) II Moderate risk
L14 (0,0,0.485,0.515,0) (0.317,0.683,0,0,0) (0.1902,0.4098,0.194,0.206,0) II Moderate risk
L15 (0,0,0,0,0.0986) (0.031,0.969,0,0,0) (0.0186,0.5814,0,0,0.03944) II Moderate risk
L16 (0,0,0.51,0.49,0) (0,0.991,0.009,0,0) (0,0.5946,0.2094,0.196,0) II Moderate risk
L17 (0,0,0.358,0.642,0) (0.453,0.547,0,0,0) (0.2718,0.3282,0.1432,0.2568,0) II Moderate risk
L18 (0,0,0.829,0.171,0) (0.634,0.366,0,0,0) (0.3804,0.2196,0.3316,0.0684,0) I Low risk
L19 (0,0.886,0.114,0,0) (0.646,0.354,0,0,0) (0.3876,0.5668,0.0456,0,0) II Moderate risk
L20 (0,0,0.99,0.01,0) (0,0.621,0.379,0,0) (0,0.3726,0.6234,0.004,0) III Considerate risk
L21 (0,0,0.698,0.302,0) (0.189,0.811,0,0,0) (0.1134,0.4866,0.2792,0.1208,0) II Moderate risk

Through comparative analysis, we can see: (i) only the heavy eutrophication of L15 also had
a high health risk for heavy metals, with a level II risk assessment, indicating that the risk should be
noticed. Comparing the results of FCLHAM, L15 belongs to the level II (moderate risk) category, which
should attract attention. (ii) All 10 lakes at moderate eutrophication and 8 lakes in mild eutrophication
were all rated at level II or level III, while the corresponding results of the FCLHAM levels are also level
II or level III, except for L18, whose level was I (low risk). (iii) All three assessment results of L2 and
L5, which were in the medium level of nutrition, were level II. That also provided further proof of the
reliability of FCLHAM. The first two methods of L5 were level II, and the results of FCLHAM was level
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I. The examples of L5 and L18 illustrated the more hierarchical and scientific results of FCLHAM than
the other two evaluation methods, which makes up for the deficiency of the deterministic assessment.

3.5. Classification and Control Countermeasures of Studied Lakes

It is understood that lakes in Wuhan are currently subject to cross-sectoral management by
functional classification. With the exception of the water sector, other departments, such as fishery,
transportation, environmental protection, health, land, forestry, tourism, health, and other related
departments, have a certain management function for lakes. However, the pollution treatment of
lakes depends on the management and promotion of the environmental protection department, so it is
necessary to consider the lakes’ function and nutritional status in the lake classification. Based on the
results of FCLHAM, the 21 studied lakes were classified into three categories: general management,
enhanced management, and priority management (Figure 2). Figure 2 was made based on the results
of FCLHAM with ArcGIS software version 9.3 (https://www.arcgis.com/index.html). The low risk
lake (L18) which was rated level I corresponds to common management; enhanced management
corresponds to the moderate risk lakes (L1–L17, L19, L21); and priority management corresponds to
the considerable risk lake (L20).

According to the characteristics of each kind of lake, we give countermeasures of lake management,
specifically: for the common management lakes, its eutrophication level and health risk for heavy
metal are both low, so at present, it does not need a great deal of manpower and material resources for
remediation, but observation and supervision policies should be implemented so that the lake stays
in good condition. The enhanced management lakes, whose risk is in the middle, should be given
attention and some treatment measures should be taken. The priority management lakes, whose levels
of eutrophication and the health risks for heavy metals are both high, require greater human, material,
and financial resource expenditure for remediation to prevent threats to the physical health of the
surrounding residents. In addition, the corresponding policies and the necessary source investigation
should also be carried out to protect the lake after treatment.

Figure 2. Management classification chart of 21 investigated lakes (ArcGIS software version 9.3
(https://www.arcgis.com/index.html)).
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If the 143 lakes in Wuhan were classified by the “area-region-function” classification, they would
be assigned to the same category as the representative lakes of the same type. At this point, we will
attribute all of Wuhan’s lakes to the three types of common management lakes, enhanced management
lakes, and priority management lakes. Depending on the characteristics of each type, a targeted
approach to different types of management for each type of lake is a more efficient way to manage
many of Wuhan’s lakes. Based on FCLHAM, a novel hierarchical management system for urban
lake health based on lake characteristics classification was obtained (Figure 3). Here, we have tested
and verified the rationality, efficiency, and science of this novel hierarchical management system for
innovative lake management of Wuhan. Therefore, this management mode can serve as an effective
reference for the environmental management of urban lakes both at home and abroad, to manage
urban lake health hierarchically and efficiently.

Figure 3. Workflow of the established hierarchical management system.

4. Conclusions

FCLHAM was established to evaluate lake health states more comprehensively and accurately by
integrating quantitative eutrophication and health risk considerations. To test and verify FCLHAM,
Wuhan was taken as an example to carry out a practical test. The state of eutrophication and the health
risk posed by heavy metals in 21 of the 143 lakes in Wuhan city were investigated and analyzed. Under
two different evaluation methods, the results of the same lake were different, and some even deviated
greatly, such as L15 and L20, which is very disadvantageous for the managers of urban lake health to
administer effective lake management. FCLHAM solves this problem for decision makers and offers
the evaluation results of comprehensive consideration of the state of eutrophication and the health risk
posed by heavy metals. The evaluation results of FCLHAM are as follows: L20 (considerate risk level)
> L1–L17; L19; L21 (moderate risk level) > L18 (low risk level). According to the results, the studied
lakes were grouped into three categories (general management lakes, enhanced management lakes,
and priority management lakes) and effective protection and management measures were provided
with respect to the characteristics of each type of lake. According to the characteristics of lake clustering,
all lakes in Wuhan are classified into the above-mentioned three types. According to the characteristics
of each type, solutions are put forward for the management each kind of lake. Therefore, FCLHAM
offers a novel hierarchical management system for urban lake health based on lake characteristics
classification, which can serve as an effective reference for the environmental management of urban
lakes both at home and abroad.

Supplementary Materials: The following are available online at http://www.mdpi.com/1660-4601/15/12/2617/
s1, Table S1: Eutrophication evaluation results of 21 studied lakes, Table S2: Health risk indicators for carcinogenic
health for 21 studied lakes, Figure S1: Distribution map of lake in Wuhan city, Figure S2: The workflow of typical
lake selection method.
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Abstract: Childhood and adolescent obesity are currently among the greatest challenges for
public health. Physical activity, physical fitness, and adherence to the Mediterranean diet (MD),
representing powerful indicators of healthy lifestyles, are shown as determinant factors in the
prevention and treatment of obesity. The aim of the present study has been to analyse the relationship
between health-related physical fitness components, body composition, and adherence to MD in
387 Icelandic adolescents of 13–16-years old (54% boys). The ALPHA Fitness Test was used to measure
physical fitness and body composition. The KIDMED questionnaire was used to assess the adherence
to MD among participants. Associations between variables were tested according to gender and age
using linear regression models and analysis of variance. Participants with high/medium adherence to
MD showed significantly higher endurance scores in both the boys and the girls. Gender differences
were found. The boys in high/medium MD categories had significantly lower fat percentages and
ran a 4 × 10 m sprint faster than the girls. The girls scored higher than the boys in endurance and
speed-agility tests. It can be concluded that a high and medium adherence to MD is associated with
high and very high endurance in both the girls and the boys.

Keywords: adolescents; physical fitness; Mediterranean diet; body composition

1. Introduction

Noncommunicable diseases, cardiovascular diseases, cancer, respiratory diseases, obesity,
and diabetes are the main causes of death worldwide [1]. These deaths are caused, in large part,
by poor diet, physical inactivity, and the consumption of alcohol and tobacco [2,3], thus establishing
lifestyle as a good predictor of health and morbidity and mortality [4,5].

Childhood and adolescence are important periods of life, since many physiological and
psychological transformations take place at these ages. Similarly, lifestyle and healthy or unhealthy
behaviours are established during these years, which may influence adult behaviour and health
status [6,7]. In children and young people, the prevalence of overweight and obesity has increased in
recent years [8], causing premature deaths and increasing the risk of cardiovascular and metabolic
diseases [9]. Childhood and adolescent obesity are a transcendental challenge for public health, both in

Int. J. Environ. Res. Public Health 2018, 15, 2632; doi:10.3390/ijerph15122632 www.mdpi.com/journal/ijerph269



Int. J. Environ. Res. Public Health 2018, 15, 2632

its magnitude and in its consequences [10]. Lifestyle intervention is the most common treatment
strategy in children and adolescents with obesity. Although there are studies with significant effects
of lifestyle treatment in children and adolescents with obesity [11], additional research is required to
draw conclusions about this type of population [12,13].

Among the habits that lead to a healthy lifestyle are physical activity (PA) and eating healthily [14].
Defined as ‘any bodily movement produced by skeletal muscles that results in energy expenditure’ [15],
PA is a vital part of a healthy lifestyle and has been extensively documented and associated with health
benefits in children and adolescents. Some of the benefits include reductions in blood cholesterol,
hypertension, metabolic syndrome, obesity, and associated health problems such as diabetes mellitus
type 2, cardiovascular diseases, or bone health problems in this population [16–22]. Moreover,
physical fitness, mainly cardiorespiratory fitness, muscular fitness, and motor ability, have been
shown to be powerful markers of health in young people [23]. Several PA tracking studies have
been analysing activity patterns in childhood and adolescence and the risk of maintaining sedentary
behaviours [24]. A low level of PA is associated with metabolic risk factors in young people that can
also persist until adulthood [25].

Food intake in adolescence is a significant predictor of intake in adulthood [26]. In the context
of overall dietary patterns, the MD has been accepted as one of the healthiest dietary patterns
in the world [27], showing significant protection concerning mortality and morbidity when there
is high adherence to it [28–31]. The MD has shown health benefits by reducing cardiovascular
diseases, type 2 diabetes, certain types of cancer, and some neurodegenerative diseases [27,28].
Studies focusing on the influence of the MD in children and adolescents have increased in recent
years [32]. In general, adherence to the MD has been shown to be associated with physical benefits
and high levels of health-related quality of life, reducing the different factors associated with obesity,
among others [33,34].

There is growing evidence that health behaviours are grouped. For example, the combination of
regular PA and healthy eating habits helps to maintain and improve health and physical and mental
well-being [35]. During youth, healthy eating combined with regular PA increases the likelihood
of a healthy pattern of consistent physical maturation [36]. In addition, there are independent and
combined associations between physical fitness, physical activity, and adherence to the MD with quality
of life related to health in children, adolescents, and adults [33,37–40], with significant improvements
in joint interventions [41–43].

However, despite all the benefits mentioned above, the current data show unhealthy patterns of
eating and PA during the transition from childhood to adolescence [44], substantially contributing to the
global burden of morbidity, mortality, and disability [45], and increasing the prevalence of overweight
and obesity at those ages [46]. As mentioned before, obesity and hypertension, among others, have been
largely attributed to unhealthy diets and a decrease in PA [47]. Thus, PA and nutrition are shown as
fundamental pillars in the prevention and control of obesity [48,49].

The aim of the present study is to analyse the independent associations between health-related
physical fitness components, body composition, and adherence to the MD of adolescents from
Reykjavik (Iceland).

2. Materials and Methods

2.1. Study Sample and Design

The study design was cross sectional, including 13–16-year-old students from the capital area of
Reykjavik, Iceland. A total of 439 participants (235 boys and 204 girls) were selected for the present
research. Finally, 387 adolescents (209 boys (54%), Mage = 13.57, SD = 1.13 and 178 girls (46%),
Mage = 13.38, SD = 1.14) took part in it, which yields a participation rate of 88.15%.

The subjects were recruited from two different schools in Reykjavik: Seljaskóli School (54.2%)
and Ölduselsskóli School (45.8%). The inclusion criteria for this research were: male and female
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participants between 13 and 16 years old who had submitted the signed informed consent by their
parents/guardians. Related to their health status, participants in the present investigation were
those subjects who, due to their state of health, could participate regularly in the subject of Physical
Education. The participants did not have any type of cognitive or physical/motor limitations The
National Committee of Bioethics of Iceland approved the present study (Ref.: VSNb2017030026/03.01),
which ensured that all the procedures related to research involving human beings would be carried
out in complete safety. Written informed consent was obtained from the parents of the participants.
The adolescents were asked for verbal consent, while they were informed that participation was
voluntary and that they could leave the study at any time.

2.2. Instruments

Adherence to a Mediterranean Diet Questionnaire (KIDMED): The KIDMED questionnaire,
previously validated, was used to evaluate the adherence to MD in adolescents (http://www.
aulamedica.es/nh/pdf/9828.pdf). The questionnaire consists of 16 items, where 12 questions assume
a positive score for adherence to MD (consumption of yogurt and dairy products, consumption
of legumes, use of olive oil, consumption of vegetables, fruits, fish, cereals, rice, pasta, and nuts)
and four questions assume a negative score (consumption of fast food, not having breakfast daily,
consuming sweets several times a day, consuming industrial pastries). Affirmative answers to questions
that represent a negative connotation in relation to the MD are worth −1 point and affirmative answers
to questions that represent a positive aspect in relation to the MD are worth +1 point. Negative answers
do not score [50–52].

Therefore, this index can range from 0 (minimum adherence) to 12 (maximum adherence).
The sum of the values of this questionnaire gives rise to the KIDMED index, which is classified
into three categories: From 8 to 12: an optimal MD (high adherence); from 4 to 7: a need to improve
the food pattern to adapt it to the Mediterranean model (average adherence); and from 0 to 3: a very
low-quality diet (low adherence) [50–52].

Alpha Fitness test battery: Physical fitness and anthropometric variables were assessed by a
modified version of the extended ALPHA fitness test battery, (Ref: 2006120)). Skin folds were omitted
for limited time reasons and the 4 × 10 m speed-agility test was added to the version in order to have
more information about physical fitness. The protocol marked on the ALPHA-Fitness Battery for
measurement was followed at all times [53].

Body composition: The height of the subjects was recorded barefoot with an accuracy of 0.1 cm
using a portable stadiometer (Seca 213, Seca, Hamburg, Germany). The weight of the participants
was measured with an accuracy of 0.10 kg, the subjects wore light clothing, and a portable electronic
scale was used. Body fat percentage (BF%) was measured by bioelectrical impedance (Tanita Inner
Scan BC-543, Tanita, Tokyo, Japan). Body mass index (BMI) was calculated from the ratio of body
weight (kg) to body height (m2). Waist circumference was measured with a non-flexible measurement
tape (Seca 201, Seca, Hamburg, Germany) with the adolescent standing upright and with an accuracy
of 0.1 cm. The measuring point was the narrowest part of the space between the lowest rib and the
anterior superior iliac spine at the end of normal expiration.

Cardiovascular fitness was assessed with the multistage 20 m shuttle run test (Leger et al.,
1988) [54]. In this test, the participants had to run a distance of 20 m, adjusting their speed to the
rhythm of the audio signals that were emitted from a previously recorded CD. The subjects finished
the test when they could not reach the line a second time concurrent with the audio, or when the
subject stopped due to fatigue. The initial speed was 8.5 km/h, with this being increased by 0.5 km/h
per minute [55].

Lower body explosive muscle strength was assessed using a standing long jump. The participants,
placed behind the jumping line with their feet together, pushed hard and jumped as far away as
possible, contacting the ground with both feet simultaneously and in a vertical position. The distance
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was measured from the rearmost heel to the jumping line and was always performed on a
non-slippery surface.

Upper body maximal muscle strength was measured by means of handgrip strength using a hand
dynamometer with an adjustable grip (TKK 5401 Grip D, Takey, Tokyo, Japan). The examiner showed
the correct way of execution and adjusted the grip measure according to the size of the hand [56].
The test was performed twice, and the best result was recorded, calculating the average of the two
hands. The subjects were verbally encouraged to “squeeze as hard as possible” and to exert the
maximum effort for at least two seconds (s). Speed-agility was tested using the 4 × 10 shuttle run test.
The examiner showed the correct way of execution. The test was performed twice, and the best result
was recorded (s). The participants had to run, as fast as possible, the distance between the two lines
placed 10 m away, change a series of sponges (three times), and run back to the starting line.

2.3. Methodology

All participants performed the test battery and the KIDMED questionnaire during the time
corresponding to their physical education classes. The different tests were organised as a circuit
and the participants carried out all the tests consecutively, except for the cardiovascular fitness test,
which was performed by several students at the same time and on a different day. The development
and performance of all physical tests lasted one hour for each class of 20–25 students.

2.4. Data Analysis

Quantitative variables were presented as means (M) and standard deviations (SD), while frequencies
and percentages (%) were used for qualitative variables. After verifying the normality of the variables
by means of the Kolmogorov-Smirnoff test, a Student-T test for independent samples was used to
perform a comparative analysis of the quantitative variables of body composition and physical fitness
between the boys and the girls. In addition, to check for possible differences in the proportion of
subjects that are in the different categories in the % of body fat for an adolescent population established
by Moreno et al. (2006) [57], a Chi-square test was performed to check for the possible differences
between genders. In order to analyse the degree of adherence to an MD (low, medium or high),
both in the boys and the girls, in relation to the different variables of body composition and physical
fitness, after checking homoskedasticity by means of Levene’s test, a one-way ANOVA and, in the
case of statistically significant differences, a Bonferroni post-hoc test, was performed. Furthermore,
a Chi-square test was performed to check for the possible differences in each of the questions that
compose the KIDMED questionnaire grounded on the normative levels of body fat % established by
Moreno et al. (2006) [57]. The level of statistical significance was set as p < 0.05. All statistical analyses
were carried out using the SPSS statistical package (version 18.0, SPSS Inc., Chicago, IL, USA).

3. Results

The characteristics of the participants, including age, body composition, and physical fitness,
are shown in Table 1. Although anthropometric data show a statistically higher weight (+7.5%,
p = 0.010) and height (+3.7%, p < 0.001) in the boys, there were no statistically significant differences
in relation to BMI (p = 0.241) between the boys and the girls. In addition, the boys showed a lower
percentage of body fat (−33.4%, p < 0.001), but a significantly higher waist circumference (+5.8%,
p < 0.001).

However, by relativising the average data of the boys and the girls to the different levels of body
composition established by Moreno et al. (2006, 2007) [57,58], it is confirmed that the values of BMI,
waist and % of body fat are classified as ‘medium’ in each of the parameters (see Figure 1).
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Table 1. Anthropometric characteristics and physical fitness variables (n = 387).

Variables Mean ± SD Boys (n = 209) Girls (n = 178) p-Value

Age (year) 13.48 ± 1.14 13.57 ± 1.13 13.38 ± 1.14 0.097
Weight (kg) 57.29 ± 13.53 59.20 ± 14.21 55.05 ± 12.36 0.010 *
Height (m) 1.64 ± 0.10 1.67 ± 0.11 1.61 ± 0.81 <0.001 *

BMI (kg/m2) 22.26 ± 4.72 22.17 ± 4.91 22.37 ± 4.49 0.241
Body fat (%) 21.37 ± 8.79 17.37 ± 8.44 26.07 ± 6.61 <0.001 *
Waist (cm) 72.05 ± 10.12 73.91 ± 10.41 69.86 ± 9.34 <0.001 *

Handgrip (kg) 25.95 ± 7.01 28.18 ± 7.90 23.33 ± 4.58 <0.001 *
Jump (cm) 171.94 ± 1.51 182.94 ± 28.60 159.02 ± 25.51 <0.001 *

4 × 10 m (s) 11.80 ± 1.40 11.53 ± 1.59 12.11 ± 1.06 <0.001 *
Endurance (CRF) 6.73 ± 2.52 7.52 ± 2.62 5.80 ± 2.04 <0.001 *
KIDMED Index 5.83 ± 2.31 5.82 ± 2.18 5.84 ± 2.46 0.940

Note: SD = Standard Deviation, BMI = Body Mass Index, Waist = Waist Circumference, CRF = Cardiorespiratory
Fitness. * Expresses statistically significant differences between boys and girls (p < 0.05).

 

Boys Girls

High

Very High

BMI Waist (cm) % Fat mass

Medium

Low

Very low

Figure 1. Classification of the mean levels of body composition variables based on the average levels
established by Moreno et al. (2006, 2007) [57,58].

In relation to the physical fitness components, the boys showed significantly higher performances
in each of the tests (p < 0.001). However, when categorising the average levels of the boys and the
girls to the different levels of physical fitness established by Ortega et al. (2011) [59], the average value
of the boys is established as an average value and the girls show high levels. In endurance, the boys
show a high level and the girls very high (see Figure 2).

 

Boys Girls

High

Very High

Handgrip Jump Speed/ agility Endurance

Medium

Low

Very 
low

Figure 2. Mean levels of physical fitness variables based on the average levels established by Ortega et al.
(2011) [59].
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In addition, Table 1 highlights no differences in the KIDMED-index when comparing both the
boys and the girls. Analysing the participants in the different categories established based on the
percentage of body fat %, statistically significant differences were observed between both (p = 0.003),
where more girls showed high and very high values and a lower % ranked in low and medium (see
Figure 3).

 

0
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Very low Low Med High Very high

Boys Girls

Figure 3. Proportion of boys and girls in each of the Alpha Fitness categories based on the percentage
of body fat.

When performing a stratification of the sample based on the degree of adherence to MD,
14.99% showed low adherence, 60.72% an average level, and 24.29% a high level. When comparing
body composition in relation to the degree of adherence to MD, it was found that, although there
were no statistically significant differences in girls, boys showed a higher % of body fat among those
who had a low adherence (21.84%) in comparison to a medium (16.79%) or a high adherence (16.21%)
(p = 0.006) (see Table 2). When categorising the average levels with the classification established
by Moreno et al. (2006, 2007) [57,58], the boys and the girls with different levels of adherence to
MD present a medium level in the % of body fat and waist circumference (see Figures 4 and 5).
On the contrary, when comparing the normative levels of the mean levels of these variables with the
categorisation established by Moreno et al. (2006, 2007), it is verified that both genders present average
levels in waist circumference and body fat percentage [57,58]. However, in the BMI variable in the
boys, even though there were no differences (p > 0.05), the average level of subjects with low adherence
to MD is rated as a high level, whereas those who show a medium or high adherence present an
average level.

 

Low Med High

High

Very 
High

Medium

Low
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mass

Figure 4. Mean levels of body composition variables in the boys based on the grouping by Moreno et al.
(2006, 2007) [57,58].
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Figure 5. Mean levels of body composition variables in the girls based on the grouping by Moreno et al.
(2006, 2007) [57,58].

The results of the fitness tests showed a higher performance in endurance, both for the boys
and the girls, among the participants with a medium or high adherence to MD than those with low
adherence (p < 0.05) (see Table 2). Moreover, when comparing the endurance classification of the
average levels in the boys with a low adherence with the normative levels established by Ortega et al.
(2011), these are medium [59], while those that have a medium or high adherence are high (see Figures 6
and 7).

Furthermore, the boys with a high and medium score in the MD have a significantly lower fat
percentage and run faster on the 4 ×1 0 m sprint test in comparison to those with a low adherence
to MD (p = 0.002), with no such difference being found in the girls. However, the average levels of
the girls with a low level of adherence to MD were medium, whereas the girls with a medium or a
high adherence were classified as high according to Ortega et al. (2011) (ALPHA fitness test) [59].
Regarding the jump test, no statistically significant differences were found in relation to adherence to
MD. The same happened with the hand grip test, although the average levels of manual grip strength
are classified as low in the boys and the girls with a high adherence to MD compared to the medium
levels of participants with a low and medium adherence to MD.

 

Figure 6. Mean levels of the physical fitness variables in the boys based on the average levels established
by Ortega et al. (2011) [59].
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Figure 7. Mean levels of the physical fitness variables in the girls based on the average levels established
by Ortega et al. (2011) [59].

4. Discussion

The present study is the first to analyse and describe the health-related physical fitness together
with the adherence to MD of Icelandic adolescents.

As expected after analysing the body composition of the participants, significant differences were
obtained between the boys and the girls in weight, height, % of body fat, and waist circumference
(see Table 1). These results are similar to those obtained in several studies on the adolescent
population [60–63], in which girls had higher levels of adiposity, whereas boys had higher weight,
height, and waist circumference values. Both the boys and the girls show average values of BMI, % of
body fat, and waist circumference (see Figure 1).

The weights, heights, and BMIs of the present study sample are comparable to the reference values
provided by Ortega et al. (2011) [59]. Unlike what was found by Wärnberg et al. (2006) [64], there is
no prevalence of obesity in the adolescent participants of this study as the BMI, waist circumference,
and % of body fat are considered medium values (see Figure 3).

In relation to the performance in the physical fitness tests, the boys obtained significantly better
results in manual dynamometry, the long jump, the 4 × 10 m sprint, and the endurance test (see Table 1).
These results are similar to those of previous studies carried out [55,65–67]. However, when analysing
the mean values of the different tests in relation to Alpha Fitness categories, the girls show the
highest scores (see Figure 2). These results differ from several studies where boys score higher on
these tests [66,68]. It is possible that three hours of mandatory PE classes and swimming lessons in
secondary education may contribute to obtaining these results [69].

As mentioned before, MD is considered one of the healthiest dietary patterns [70], with benefits
on a physical and mental level, among others [71–73]. The results of the present study show a
low/poor MD adherence (14.99%) and are superior in an average (60.72%) and high adherence
(24.29%). In addition, no significant differences were observed in the adherence to the diet according
to the gender of the participants. These results are also superior to those of studies conducted in
Mediterranean countries [74–76]. These results are different with respect to a recent study that analysed,
in a similar way, the adherence to MD in non-Mediterranean countries, showing worse final results
than ours with a poor (39%), medium (47.7%), and high (13.3%) adherence [73].

Several recent articles directly associate the adherence to MD with the weight and the BMI of the
participants [77,78]. These data are similar to those obtained here, as the participants with the highest
adherence to MD are those who also show regular weights and BMIs. Those with a low adherence
to MD show a high BMI, although this is not significant. It should be noted that these values are
significant when considering fat % (see Table 2), so it would be substantial to see which variable,
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BMI or fat %, has more importance in the three subgroups (low, medium, and high) that result from a
better adherence to the MD (see Figures 4 and 5).

In contrast to the results obtained by Ozen et al. (2015) [79], which showed important differences
in relation to a high and low adherence in the population analysed, with a clear tendency to abandon
the MD, the results found in the present study display a tendency to maintain or even increase the MD
patterns related to this type of diet, since a medium and high adherence gather 85% of the participants
(see Figures 4 and 5).

These results from the KIDMED index are in line with the results obtained in other studies [77].
In addition, the results found are similar to studies carried out in southern European countries, where a
large part of the sample is at a medium level of adherence to MD [80,81].

Regarding the relationship of the MD with the waist circumference, Bacopoulou et al. (2017),
after studying more than 1600 subjects of a similar age to those of the present research, determined
that the increase in adherence to MD was associated with a decrease in the perimeter of the waist,
indicating a potential for school interventions to fight against abdominal obesity in adolescents [71].
This matches with the results of the present study and with the findings of Schröder et al. (2010),
where more than 60% of the participating subjects presented a medium adherence to MD and medium,
low, and very low waist circumference values [38].

As a novel aspect, the present study searched for relationships between health-related physical
fitness, adherence to MD, and body composition (see Table 2 and Figures 6 and 7) in Icelandic
adolescents. Significant differences were found in the tests of 4 × 10 m and endurance in the boys,
and endurance in the girls with respect to those participants that show low adherence, compared with
those with a medium or high adherence to MD. The disparity between genders in performance
scores can be explained in the different processes of the adolescents’ development. Girls experience
development earlier than boys, which determines their ability to develop higher levels of strength,
speed, and endurance [82].

The results mentioned in the previous paragraph are consistent with the conclusions of recent
research. Muros et al. (2017), for example, found a positive relation between a high performance in
the resistance test and a high adherence to MD [77]. Evaristo et al. (2018) not only demonstrated the
relationship between a high adherence to MD and high levels of health-related physical fitness, but the
subjects also showed high levels of health-related quality of life [70].

Despite the strength of the study, it is also important to acknowledge the limitations of the current
research, which may restrict the generalisability of our findings and possible alternative interpretations.
First, our data are cross-sectional and, therefore, do not enable us to infer the causal direction of our
predictions. Nevertheless, they can be used as valuable indications to be considered for future research.
Second, some of the data collected (KIDMED) were self-reported, which could lead to an error in the
reports and recall bias due to the nature of the study. In addition, it must be borne in mind that the
KIDMED questionnaire, although it was used to observe the adherence to MD does not contemplate
the content and intake of nutrients consumed by the sample, which may be a confounding factor to be
taken into account.

5. Conclusions

The adolescents participating in this study show medium/high levels of health-related physical
fitness, with the girls obtaining slightly higher results. The participants’ adherence to MD is classified
as medium/high since 60% of the participants are in the middle level and almost 25% are in the
high level.

The results found showed significant correlations between MD and the endurance test in the girls
and the boys. A high adherence to MD also correlates with better results in endurance and agility
speed tests in the boys.

This research shows the importance of developing and maintaining an adequate physical fitness
and, together with a medium or high level of adherence to MD, it culminates in a better health-related
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quality of life in adolescents. Both the boys and the girls that showed a medium and high adherence to
MD had the highest scores in the health-related physical fitness tests [50].

These results agree with those obtained in the Spanish and Portuguese adolescent population,
since a high adherence to MD is related to higher levels of perceived quality of life, within which
a good level of physical fitness is found. Moreover, a high adherence to MD is associated with a
significant improvement in physical health and with lower obesity, a fact that is consistent with recent
results [42].

Finally, this research appeals for the development of public health programmes, awareness campaigns,
and the creation of PA and healthy eating environments for children and adolescents [64]. Not only an
adequate diet is sufficient [65], but a minimum of daily physical activity practice is necessary to avoid
the appearance of diseases derived from a sedentary lifestyle [40] and consequently, a poor quality of
life [66].

Author Contributions: T.G., F.R. and A.J.S.-O. designed the study. P.G.-L. and T.G. collected the data. R.D.
realised statistical work. P.G.-L., R.D., and A.J.S.-O. interpreted data. P.G.-L., R.D., and A.J.S.-O. drafted the
manuscript. All the authors contributed to developing, editing, and approving the final version of the paper.

Funding: This work was supported by the fifth Research Programme 2013-2016 (PPI2015-IV.5 / PP2016-EBRV) of
the University of Seville, Seville, Spain and the University of Iceland Research Fund, Reykjavik, Iceland.

Acknowledgments: The authors thank the participants and schools in the study.

Conflicts of Interest: The authors declare no conflicts of interest.

References

1. Sánchez-Oliver, A.J.; García, C.M.; Gálvez-Ruiz, P.; González-Jurado, J.A. Mortality and economic expenses
of cardiovascular diseases caused by physical inactivity in Spain. J. Phys. Edu. Sport 2018, 18, 1420–1426.

2. Diem, G.; Brownson, R.C.; Grabauskas, V.; Shatchkute, A.; Stachenko, S. Prevention and control of
noncommunicable diseases through evidence-based public health: Implementing the NCD 2020 action plan.
Glob. Health Promot. 2016, 23, 5–13. [CrossRef] [PubMed]

3. Riley, L.; Guthold, R.; Cowan, M.; Savin, S.; Bhatti, L.; Armstrong, T.; Bonita, R. The World Health
Organization STEPwise Approach to Noncommunicable Disease Risk-Factor Surveillance: Methods,
Challenges, and Opportunities. Am. J. Public Health 2016, 106, 74–78. [CrossRef] [PubMed]

4. Loef, M.; Walach, H. The combined effects of healthy lifestyle behaviors on all cause mortality: A systematic
review and meta-analysis. Prev. Med. 2012, 55, 163–170. [CrossRef] [PubMed]

5. Tomba, E. Assessment of lifestyle in relation to health. In The Psychosomatic Assessment: Strategies to Improve
Clinical Practice; Fava, G.A., Sonino, N., Wise, T.N., Eds.; Karger: Freiburg, Germany, 2012; Volume 32,
pp. 72–96, ISBN 9783805598545.

6. Sawyer, S.M.; Afifi, R.A.; Bearinger, L.H.; Blakemore, S.-J.; Dick, B.; Ezeh, A.C.; Patton, G.C. Adolescence:
A foundation for future health. Lancet 2012, 379, 1630–1640. [CrossRef]

7. Twig, G.; Yaniv, G.; Levine, H.; Leiba, A.; Goldberger, N.; Derazne, E.; Ben-Ami Shor, D.; Tzur, D.; Afek, A.;
Shamiss, A.; et al. Body-Mass Index in 2.3 Million Adolescents and Cardiovascular Death in Adulthood.
N. Engl. J. Med. 2016, 374, 2430–2440. [CrossRef] [PubMed]

8. Cattaneo, A.; Monasta, L.; Stamatakis, E.; Lioret, S.; Castetbon, K.; Frenken, F.; Manios, Y.; Moschonis, G.;
Savva, S.; Zaborskis, A.; et al. Overweight and obesity in infants and pre-school children in the European
Union: A review of existing data. Obes. Rev. 2010, 11, 389–398. [CrossRef] [PubMed]

9. Franks, P.W.; Hanson, R.L.; Knowler, W.C.; Sievers, M.L.; Bennett, P.H.; Looker, H.C. Childhood Obesity,
Other Cardiovascular Risk Factors, and Premature Death. N. Engl. J. Med. 2010, 362, 485–493. [CrossRef]
[PubMed]

10. Peng, W.; Goldsmith, R.; Berry, E.M. Demographic and lifestyle factors associated with adherence to the
Mediterranean diet in relation to overweight/obesity among Israeli adolescents: Findings from the Mabat
Israeli national youth health and nutrition survey. Public Health Nutr. 2017, 20, 883–892. [CrossRef] [PubMed]

11. Mårild, S.; Gronowitz, E.; Forsell, C.; Dahlgren, J.; Friberg, P. A controlled study of lifestyle treatment in
primary care for children with obesity. Pediatr. Obes. 2013, 8, 207–217. [CrossRef] [PubMed]

279



Int. J. Environ. Res. Public Health 2018, 15, 2632

12. Mead, E.; Brown, T.; Rees, K.; Azevedo, L.B.; Whittaker, V.; Jones, D.; Olajide, J.; Mainardi, G.M.; Corpeleijn, E.;
O’Malley, C.; et al. Diet, physical activity and behavioural interventions for the treatment of overweight or
obese children from the age of 6 to 11 years. Cochrane Database Syst. Rev. 2017, 22, CD012651. [CrossRef]
[PubMed]

13. Al-Khudairy, L.; Loveman, E.; Colquitt, J.L.; Mead, E.; Johnson, R.E.; Fraser, H.; Olajide, J.; Murphy, M.;
Velho, R.M.; O’Malley, C.; et al. Diet, physical activity and behavioural interventions for the treatment
of overweight or obese adolescents aged 12 to 17 years. Cochrane Database Syst. Rev. 2017, 22, CD012691.
[CrossRef] [PubMed]

14. Suárez-Carmona, W.; Sánchez-Oliver, A.; González-Jurado, J. Pathophysiology of obesity: Current view.
Rev. Chil. Nutr. 2017, 44, 226–233.

15. Caspersen, C.J.; Powell, K.E.; Christensen, G.M. Physical Activity, Exercise, and Physical Fitness:
Definitions and Distinctions for Health- Related Research. Public Heal. Rec. 1985, 100, 126–131.

16. Longmuir, P.; Colley, R.; Wherley, V.; Tremblay, M. Risks and benefits of childhood physical activity.
Lancet Diabetes Endocrinol. 2014, 2, 861–862. [CrossRef]

17. Tremblay, M.S.; Gray, C.E.; Akinroye, K.; Harrington, D.M.; Katzmarzyk, P.T.; Lambert, E.V.; Liukkonen, J.;
Maddison, R.; Ocansey, R.T.; Onywera, V.O.; et al. Physical Activity of Children: A Global Matrix of Grades
Comparing 15 Countries. J. Phys. Act. Heal. 2014, 11, S113–S125. [CrossRef] [PubMed]

18. Tremblay, M.S.; Barnes, J.D.; González, S.A.; Katzmarzyk, P.T.; Onywera, V.O.; Reilly, J.J.; Tomkinson, G.R.;
Global Matrix 2.0 Research Team. Introduction to the Global Matrix 2.0: Report Card Grades on the Physical
Activity of Children and Youth Comparing 38 Countries. J. Phys. Act. Health 2016, 13, S85–S86. [CrossRef]
[PubMed]

19. Berrington de Gonzalez, A.; Hartge, P.; Cerhan, J.R.; Flint, A.J.; Hannan, L.; MacInnis, R.J.; Moore, S.C.;
Tobias, G.S.; Anton-Culver, H.; Freeman, L.B.; et al. Body-Mass Index and Mortality among 1.46 Million
White Adults. N. Engl. J. Med. 2010, 363, 2211–2219. [CrossRef] [PubMed]

20. de Onis, M.; Blossner, M.; Borghi, E. Global prevalence and trends of overweight and obesity among
preschool children. Am. J. Clin. Nutr. 2010, 92, 1257–1264. [CrossRef] [PubMed]

21. World Health Organization. Global Action plan on Physical Activity 2018–2030: More Active People for a Healthier
World; WHO: Geneva, Switzerland, 2018.

22. Golden, N.H.; Abrams, S.A.; Committee on Nutrition. Optimizing bone health in children and adolescents.
Pediatrics 2014, 134, e1229-43. [CrossRef] [PubMed]

23. Ortega, F.B.; Ruiz, J.R.; Castillo, M.J.; Sjöström, M. Physical fitness in childhood and adolescence: A powerful
marker of health. Int. J. Obes. 2008, 32, 1–11. [CrossRef] [PubMed]

24. Janz, K.F.; Burns, T.L.; Levy, S.M. Tracking of activity and sedentary behaviors in childhood: The Iowa bone
development study. Am. J. Prev. Med. 2005, 29, 171–178. [CrossRef] [PubMed]

25. Ekelund, U.; Anderssen, S.A.; Froberg, K.; Sardinha, L.; Andersen, L.B.; Brage, S.; European Youth Heart
Study Group. Independent associations of physical activity and cardiorespiratory fitness with metabolic risk
factors in children: The European youth heart study. Diabetologia 2007, 50, 1832–1840. [CrossRef] [PubMed]

26. Lake, A.A.; Mathers, J.C.; Rugg-Gunn, A.J.; Adamson, A.J. Longitudinal change in food habits between
adolescence (11–12 years) and adulthood (32–33 years): The ASH30 study. J. Public Health 2006, 28, 10–16.
[CrossRef] [PubMed]

27. Serra-Majem, L.; Roman, B.; Estruch, R. Scientific evidence of interventions using the Mediterranean diet:
A systematic review. Nutr. Rev. 2006, 64, S27–S47. [CrossRef] [PubMed]

28. Sofi, F.; Abbate, R.; Gensini, G.F.; Casini, A. Accruing evidence about benefits of adherence to the
Mediterranean diet on health: An updated systematic review and meta-analysis. Am. J. Clin. Nutr. 2010, 92,
1189–1196. [CrossRef] [PubMed]

29. Sofi, F.; Cesari, F.; Abbate, R.; Gensini, G.F.; Casini, A.; Transmission, P.P. Adherence to Mediterranean diet
and health status: Meta-analysis. BMJ 2014, 337, 333–340. [CrossRef] [PubMed]

30. Martinez-Gonzalez, M.A.; Bes-Rastrollo, M.; Serra-Majem, L.; Lairon, D.; Estruch, R.; Trichopoulou, A.
Mediterranean food pattern and the primary prevention of chronic disease: Recent developments. Nutr. Rev.
2009, 67 (Suppl. 1), S111–S116. [CrossRef] [PubMed]

31. Schwingshackl, L.; Schwedhelm, C.; Galbete, C.; Hoffmann, G. Adherence to mediterranean diet and risk of
cancer: An updated systematic review and meta-analysis. Nutrients 2017, 9, 1063. [CrossRef] [PubMed]

280



Int. J. Environ. Res. Public Health 2018, 15, 2632

32. Novak, D.; Štefan, L.; Prosoli, R.; Emeljanovas, A.; Mieziene, B.; Milanović, I.; Radisavljević-Janić, S.
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Abstract: Background: Dementia is a public health priority with a dramatic social and economic
impact on people with dementia (PwD), their caregivers and societies. The aim of this study was
to contribute to the knowledge on how utilization of formal and informal care varies between
Sweden and Italy. Methods: Data were retrieved from two trials: TECH@HOME (Sweden) and
UP-TECH (Italy). The sample consisted of 89 Swedish and 317 Italian dyads (PwD and caregivers).
Using bivariate analysis, we compared demographic characteristics and informal resource utilization.
Multiple linear regression was performed to analyze factors associated with time spent on care by the
informal caregivers. Results: Swedish participants utilized more frequently health care and social
services. Informal caregivers in Italy spent more time in caregiving than the Swedish ones (6.3 and
3.7 h per day, respectively). Factors associated with an increased time were country of origin, PwD
level of dependency, living situation, use of formal care services and occupation. Conclusions: Care
and service utilization significantly varies between Sweden and Italy. The level of formal care support
received by the caregivers has a significant impact on time spent on informal care. Knowledge on
the factors triggering formal care resources utilization by PwD and their caregivers might further
support care services planning and delivery across different countries.

Keywords: dementia; health services; resource utilization; dementia care; informal care; formal care;
cognitive disorder

1. Introduction

Dementia is a disease currently affecting around 50 million people worldwide, corresponding
to about 5% of the older population worldwide [1]. It is a public health priority for which most of
the modern welfare states are not fully prepared [2]. Dementia onset is associated with age and low
education in early life [1,3]. Other causal determinants include hypertension at midlife, smoking and
diabetes, which are often related to lifestyle factors [3]. People with dementia face a disabling condition
and gradually reach the need for extensive support by informal and formal care in activities of daily
living (ADL), e.g., showering, dressing and managing finances [3], restricting their participation in
the society leading to adverse events such as institutionalization and inappropriate use of health care

Int. J. Environ. Res. Public Health 2018, 15, 2679; doi:10.3390/ijerph15122679 www.mdpi.com/journal/ijerph285



Int. J. Environ. Res. Public Health 2018, 15, 2679

and social services (care and services) [3]. The disease has no cure and affects considerably also the
life of families and significant others, leading to an overall negative economic and health impact for
the society [4]. Indeed, empirical data show that everywhere in Europe families and other informal
caregivers are those who provide the bulk of care to their dependent older relatives, thus facing the
most significant share of the disease burden [5].

The World Health Organization (WHO) strongly recommends addressing this challenge by
creating specific dementia care plans in each country and accordingly reallocating resources [1]. In line
with these recommendations, high-income countries in recent years endeavored to achieve effective
health prevention, timely diagnosis and an overall increase of the availability of health care and social
services (care and services) [6]. Access to long-term care services is particularly relevant due to the
dementia characteristic trajectories during which people might require a mix of care and services to
ensure independent living and quality of life [7]. The care is mainly related to the timely diagnosis
and symptom management and services are mainly focusing on supporting independence in ADL.
The availability of care and services may differ significantly across countries, e.g., in terms of type
and amount of services provided and the way they are delivered [8]. Recent evidence suggests
that this intervention area could include interventions to improve lifestyle, e.g., in terms of physical
activity and nutrition, as this might prevent complications and even slow down the progression of the
disease [9]. As the majority of people with dementia live at home, due to the deinstitutionalization and
ageing-in-place policies, informal caregivers, mainly family members, make up the cornerstone of the
whole care system [3,4]. However, as a consequence of their difficult roles, they experience a high level
of caregiver burden which put them in a condition of psychological, physical and financial strain [1,3],
being at risk of declining health and increased care needs. As the on-going trends suggest a future
increase of the prevalence of people with dementia worldwide, there is an urgent need to improve
the effectiveness and efficiency of the dementia care systems in all countries. It is especially relevant
to achieve an appropriate balance between the formal and informal care contribution to guarantee
care situations respectful of the quality of life and social rights of both people with dementia and
their caregivers.

In this respect, several studies have analyzed the resource utilization in dementia care [10]
across different geographical and cultural contexts, also using a comparative approach [11]. These
studies have revealed how widely the use of care and services can vary across countries, and how
different the conditions of the informal caregivers can be. Nonetheless, many studies have adopted
a pure cost-analysis approach, providing mostly data on the global financial consequences of the
disease (e.g., in terms of total public or private healthcare expenditure), without giving details
on the characteristics and intensity of the services driving the costs and their relation with the
informal care network. Comparative analysis in this area would be particularly interesting within the
European Union context, and the similarities and differences in how the dementia care systems are
organized [12]. Sweden and Italy for instance represent different welfare systems and cultures (Nordic
vs. Mediterranean), facing similar challenges in organizing dementia care and support for informal
caregivers. Both Sweden and Italy are high income countries with similar life expectancy at birth,
estimated at 83 and 82 years for Italy and Sweden, respectively [13,14]. Sweden is a Nordic welfare state
with a long tradition of service provision to support people with dementia and their caregivers [15–17].
The population size is around 10 million inhabitants, representing one of the oldest populations in the
world [18,19], out of which approximately 160,000 people have a dementia diagnosis [20]. Dementia is
one of the leading causes of mortality in Sweden [14]. The majority of people with dementia live at
home with support from informal caregivers and have a wide range of available care and services [20].
The care of people with dementia in Sweden is a shared responsibility between the counties and
the municipalities. The county councils are responsible for healthcare according to the Health and
Medical Services Act [21]. The municipalities are responsible for the elderly citizens, 65 years or older,
according to the Social Services Act [22]. All care is financed through taxes. National guidelines for
dementia care and the provision of care and services have been developed to ensure that the care
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provided by county councils and municipalities are equal independently of where one lives [21]. Italy
has a population of approximately 60 million people and the second highest proportion of older people
(65 years old or more) in Europe and about 1 million people with dementia [23,24]. The healthcare
system is regionally decentralized, and Italy was the first country to introduce nationwide specialized
memory clinics for dementia care [16,25]. Here, while home help is provided by the municipalities,
nursing home care is the responsibility of the Local Health District and largely funded by the National
Health Fund. However, significant disparities exist among Italian regions regarding the availability of
these services [25]. Most often, families opt for privately paid care workers due to the scarce services
available for dementia care, and thus they face a significant impact on household budgets due to
out-of-pocket expenditures [23,26]. This in part urged the creation of a national plan that aims to
promote and improve interventions for people with dementia and their families [25].

In terms of resources allocated to healthcare, the total health expenditure in Italy reaches about 9%
and in Sweden about 11% of GDP, while out-of-pocket expenditure of the Italian population accounts
for 23% of their current health expenditure, compared to 15% for Sweden [27]. Due to the different
allocations of resources within the healthcare budget and the different levels of resources available in
the area of care and services, it is estimated that, on average, a Swedish citizen has at least three times
more funding available for long-term care compared to an Italian citizen [15].

This study was based on the experience of two recent research projects, namely TECH@HOME
and UP-TECH, which have investigated, among other outcomes, the economic impact of dementia in
Sweden and Italy. The similarities of the study designs and samples give the opportunity to investigate
two different care systems responding to similar challenges concerning welfare systems sustainability.
Such comparison might contribute to a better understanding of the current dementia care and service
systems in Europe, but also to hypothesize how differences in the levels of formal care provision might
impact on the dynamics of informal care levels, and vice versa [28]. The overarching aim of this study
was thus to contribute to the knowledge gap on utilization of formal and informal dementia care across
European welfare states and on how such differences might impact on the daily arrangements of people
with dementia and their caregivers. Specific aims of the study were to evaluate: (a) the characteristics
of people with dementia and their caregivers in Sweden and Italy; (b) the level of resources utilization
in the two countries; and (c) the factors associated with the time spent in caregiving by the informal
caregivers of the people with dementia.

2. Materials and Methods

2.1. Study Design and Sample

This study had a comparative cross-sectional design, drawing on data from two studies.
TECH@HOME [29] is an ongoing prospective study conducted in southern Sweden between 2016
and 2019, focusing aspects of physical and mental health, health related quality of life and use
of health care and social services among PwD and their informal caregivers, after installation of
a sensors-based monitoring system in their homes. The UP-TECH (Chiatti et al.) [30] project is a
multi-component, randomized controlled trial recently conducted in the Italian Marche region during
2014–2015. The main objective was to reduce caregiver burden of family caregivers of patients with
Alzheimer’s disease (AD) and to maintain patients with AD at home for as long as possible, through
the use of new technologies and of case-management approaches. Inclusion criteria for the two studies
were very close, although not completely overlapping. In TECH@HOME, the inclusion criteria were: a
diagnosis of major neurocognitive disorders with a mild to moderate severity; a Mini Mental State
Examination (MMSE-SR) between 14 and 24 [31]; a Global Deterioration Scale (GDS) score between 1
and 5; living at home; being able to understand and communicate in Swedish; and having an informal
caregiver [29]. Dyads were enrolled through the primary health care centers and the municipalities.
Inclusion criteria of UP-TECH were [30]: Alzheimer’s diagnosis at an intermediate stage; and MMSE
between 10 and 20. Potential participants were recruited at the Alzheimer Evaluation Units [30].
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To improve the comparability of the two samples, we selected in this study only people with dementia
with a MMSE between 14 and 24 and their caregivers. The final sample resulted in 89 Swedish and 317
Italian dyads.

2.2. Data and Measures

Basic socio-demographic data such as gender, age, marital status and living situation of the
person with dementia were available for both the TECH@HOME and the UP-TECH samples, as well
as data on the age, gender, occupation, education and caring situation of the caregivers. In addition,
the questionnaires administered by the research nurses in both studies included reliable and valid
instruments to address several clinical (related to diseases and other clinical conditions) and functional
dimensions (related to the individual cognitive and physical functioning, e.g., ADL, IADL and MMSE).
The rationale for also evaluating these dimensions in our study is that literature has vastly confirmed
the existence of multiple explanatory factors behind the use of health and social care resources.
The Andersen–Newman healthcare utilization model [32], for instance, suggests that use of resources
could depend on the actual needs of a person as well as on the socio-environmental characteristics of
the individual and his/her family. The procedures used for data collection are thoroughly described
in details elsewhere [29,30]. In both studies, information on cognitive function, as measured by the
MMSE [31], was available. The MMSE is a 30-point questionnaire extensively used in clinical and
research settings to measure cognitive impairment. A score greater or equal to 24 points indicates
intact functioning, while below this threshold can indicate severe (≤9), moderate (10–18) or mild
(19–23) cognitive impairment. Data on ADL were collected by means of the Interrai ADL Hierarchy
Scale [33]. This scale includes four items rating the functional status in relation to self-performance
(i.e., personal hygiene, toilet use, locomotion, and eating), which are summarized in a hierarchical
scale that ranges from 0 (no impairment) to 6 (totally dependent). Dependence in IADL were assessed
using the IADL Involvement Scale, which is based on seven IADL-related items, summarized in a scale
that ranges from 0 to 48, with higher scores indicating greater dependency [34]. The Hospital Anxiety
and Depression scale (HADS) was used in both studies to assess caregiver’s level of psychological
health [35]. HADS includes 14 items; seven items related to anxiety and seven items related to
depression. Each item is assessed on a Likert scale that ranges from 0 to 3 and the overall scores range
from 0 to 21 in both anxiety and depression where 0–7 is consistent with absence of the conditions [35].

2.3. Use of Resources

The instrument used for data collection in TECH@HOME was the Resource Utilization in
Dementia (RUD) [36]. This instrument has been extensively used especially for cost analysis and has
a widespread use in global settings. The RUD instrument collects information regarding the level
of resource utilization by frequency in hours and days, from both the person with dementia and the
caregiver, together with other demographic and health status information. The UP-TECH study used
an ad-hoc developed Resource Utilization Form, which had several sections overlapping with those
included in the RUD, therefore providing comparable data for the analysis [30].

Some variables have been be recoded to obtain identical unit of measurements: for example,
outpatient visits in Italy were measured using a six-month timeframe, while in the Swedish
questionnaire they were measured using a 30-day period. Time spent in care activities by informal
caregivers in TECH@HOME has been assessed using the specific section of the RUD instrument, while
in UP-TECH one item assessed the hours spent in caregiving activities by the primary caregiver during
the day. A second item retrieved the time spent by other secondary caregivers.

2.4. Data Analysis

In a first step, samples were compared according to socio-demographic characteristics, clinical
and functional measures. Differences were investigated using bivariate analysis. Statistical significance
for categorical variables was assessed using the Chi-squared or the Fisher’s exact test. For continuous
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variables, independent T-test and Mann–Whitney test were used to compare means depending on
the distribution of the investigated variable (normal vs. non-normal distribution). In a second step,
differences in the level of use of formal care services and in the amount of informal care provided were
evaluated following a similar statistical procedure. Finally, multiple linear regression models were
built to evaluate factors associated with informal caregiving time. Potential factors were tested in the
model if they had a p-value ≤ 0.25 following the results of the bivariate analysis and inserted in the
model using a step-forward. Different models were tried, and variables were dropped from the model
when they decreased the Adjusted R-squared, had no significant results or had no impact in the rest of
the parameters. The coefficients described in the tables are based on 1000 bootstrap samples. Statistical
significance was considered with a p-value ≤ 0.05. The statistical software package used was STATA
(Statacorp, College Station, TX, USA) [37].

3. Results

3.1. Demographic Characteristics of Persons with Dementia and Informal Caregivers

Mean age among study participants with dementia was higher in Italy compared to Sweden
(81.5 vs. 78.4, p < 0.001). Nonetheless, the largest age group in both countries was that of people
between 80 and 89 years old (Table 1). Most people in both countries were female and living with
their spouses. However, people with dementia in Sweden tend to live alone more frequently (47.2% in
Sweden vs. 15.1% in Italy, p < 0.001). In Italy, it was frequent that a person with dementia lives with an
adult child, which was really uncommon in the Swedish context (only in 1.1% of the cases). From a
clinical and functional point of view, the Italian participants seem characterized by an overall worse
condition. Cognitive function was slightly lower in Italy where the mean MMSE value is 17.8 (SD = 2.3)
(vs. 19 ± 3.7 in Sweden). Additionally, the Italian group was characterized by a higher number of
comorbidities as well as by higher level of dependency measured using the ADL and IADL scale.

The majority of informal caregivers were women, although in Italy women were more represented
than in the Swedish context (68.8% vs. 52.3%). Caregivers in Italy were younger, and more often an
adult child living with the person with dementia. In Sweden, the informal caregivers more often were
spouses, which tend to be more frequently engaged in a working occupation.

Table 1. Baseline characteristics of persons with dementia and informal caregivers.

Swedish Sample (n = 89) Italian Sample (n = 317)

% Mean (SD) % Mean (SD) p *

Persons with dementia

Age in years, (%) - 78.4 (7.8) - 81.5 (5.8) 0.001
Early old age (<69) 11.2 - 3.5 - 0.009
Middle old age (70–79) 39.3 - 32.5 -
Later old age (80–89) 44.9 - 59.3 -
Very old age (>90) 4.5 - 4.7 -

Gender
Men 27.0 - 30.3 - 0.544
Women 73.0 - 69.7 -

Living situation
Living alone 47.2 - 15.1 - <0.001
Husband/wife 49.4 - 50.2 -
Child 1.1 - 21.5 -
Other 2.2 - 13.2 -

Comorbidity, n of diseases - 1.7 (1.1) - 2.2 (1.4) 0.001
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Table 1. Cont.

Swedish Sample (n = 89) Italian Sample (n = 317)

% Mean (SD) % Mean (SD) p *

Cognitive function, MMSE score (0–30) a - 19 (3.7) - 17.8 (2.3) <0.001
Mild (≥20) 53.0 - 54 (17.0) - <0.001
Moderate (10–19) 47.0 - 263 (83.0) -

ADL scale (0–6) b - 0.2 (0.5) - 1.4 (1.5) <0.001

IADL scale (0–48) c - 25.2 (12.4) - 33.3 (14.2) <0.001

Informal caregivers

Age-groups (%) d

<39–54 29.6 - 39.1 - 0.051
55–69 39.8 - 31.2 -
>70 30.7 - 29.7 -

Gender d

Men 47.7 - 31.2 - 0.004
Women 52.3 - 68.8 -

Marital status d

Married 74.2 - 79.8 - 0.031
Divorced/widowed 2.2 - 7.9 -
Never married 22.5 - 12.3 -

Occupation e

Employee/self–employed 50.0 - 46.1 - 0.001
Job seeking 4.7 - 3.8 -
Retired 36.0 - 36.0 -
Sickness/activity allowance/sick leave f 5.9 - 2.2 -
Other 3.5 - 12.0 -

Level of education d

Elementary school 14.8 - 7.6 - 0.074
Gymnasium 36.4 - 33.8 -
University 48.9 - 58.7 -

Relationship to the person with dementia d

Wife/Husband 43.2 - 30.9 - 0.038
Child 50.0 - 54.6 -
Other 6.8 - 14.5 -

Living with the person with dementia
Yes 45.5 - 63.7 - 0.002

Data source for Sweden: TECH@HOME questionnaire. Data source for Italy: UP-TECH questionnaire; ADL,
activities of daily living; IADL, instrumental activities of daily living; n, number of observations; MMSE, mini
mental state examination; p value of significance; SD, standard deviation. a missing values, n = 6; b missing values,
n = 2; c missing values, n = 4; d missing values, n = 1; e missing values, n = 3; f long term sick leave. * p < 0.05 was
regarded as significant; significant p-values are underlined. Underlined values indicate positive results, e.g., 0–30.

3.2. Resource Utilization by Persons with Dementia and Their Caregivers

Results showed that the Swedish participants more frequently used healthcare and social service
than the Italian sample, except for emergency care (Table 2). However, hospital admissions were more
frequent in Sweden compared to Italy (5.6 vs. 1.6, p < 0.001). The most frequently used services in
Sweden were day care centers (used by 39.8% of the sample), social services (65.9%) and home care
(38.6%). In Italy, the main support for the people with dementia and their caregiver was the use of
privately paid home help services (used by 28.7% of the sample).

290



Int. J. Environ. Res. Public Health 2018, 15, 2679

Table 2. Resource utilization the last 30 days of healthcare and social services by persons with dementia.

Swedish Sample (n = 89) Italian Sample (n = 317)

% Mean (SD) % Mean (SD) p *

Hospital admission (%)
Yes 5.6 - 1.6 - 0.045
Number of admissions - 1.6 (1.3) - -

Emergency ward admission b

Yes 4.6 - 6.3 - 0.798
No 95.4 - 93.7 -
Number of visits - 1.3 (0.5) - 1 (0) 0.477

Outpatient care
Yes 38.2 - 9.1 - <0.001
Number of visits - 1.7 (1.3) - 1 (0) 0.001

Municipal (SWE) or District (ITA) nurse c

Yes 12.6 - 2.8 - 0.001
Number of visits - 3.36 (2.7) - 3 (3.5) 0.664

Day care centre
Yes 39.8 - 3.8 - <0.001
Number of visits - 11.4 (5.4) - 1 (0) <0.001

Social care services c

Yes 65.9 - 6.9 - <0.001

Home help (SWE) or Private Carer (ITA) b

Yes 38.6 - 28.7 - 0.074

Data source for Sweden: TECH@HOME questionnaire. Data source for Italy: UP-TECH questionnaire. ITA, Italy;
p, p-value; SD, standard deviation; SWE, Sweden. a Median and interquartile range is only provided in case the
variable was non-normally distributed: b missing values, n = 1; c missing values, n = 2. * p < 0.05 was regarded as
significant; significant p-values are underlined.

3.3. Time Spent in Informal Caregiving

Italian informal caregivers spent significantly more time in all caring activities than Swedish ones
and had a mean of 6.27 h per day (vs. 3.5 h per day spent by Swedish caregivers) (Table 3). In Italy,
the number of hours spent in caregiving activities is higher when the person with dementia is a male
(7.47 vs. 5.76, p = 0.006) and the caregiver is a female (6.49 vs. 5.81, p value is not significant). In both
countries, the hours of caregiving provided increase with the level of dependency in ADL and IADL.
Living with the person with dementia is not associated with a higher amount of care provided either
in Sweden or in Italy.

Table 3. Time spent in informal caregiving and psychological health of informal caregivers.

Swedish Sample (n = 89) Italian sample (n = 317)

N (%) Mean (SD) p * N (%) Mean (SD) p *

Patients characteristics

Age in years 0.205 0.230
<69 10 (11.4) 3.22 (3.63) 11 (3.5) 3.96 (3.49)
70–79 35 (39.8) 3.92 (3.27) 103 (32.5) 6.26 (6.98)
80–89 39 (44.3) 3.74 (5.03) 188 (59.3) 6.23 (6.13)
>90 4 (4.5) 1.80 (0.91) 15 (4.7) 8.64 (7.72)

Gender 0.351 0.006
Male 24 (27.3) 3.60 (2.65) 96 (30.3) 7.47 (6.72)
Female 64 (62.7) 3.69 (4.55) 221 (69.7) 5.76 (6.26)
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Table 3. Cont.

Swedish Sample (n = 89) Italian sample (n = 317)

N (%) Mean (SD) p * N (%) Mean (SD) p *

MMSE, score (0–30) 0.006 0.244
Mild (≥20) 43 (52.4) 2.98 (3.63) 54 (17.0) 6.11 (6.80)
Moderate (10–19) 39 (47.6) 4.44 (4.55) 263 (83.0) 6.31 (6.38)

ADL scale score (0–6) 0.304 0.002
0 74 (84.1) 3.24 (3.30) 125 (39.4) 4.73 (5.26)
1 8 (9.1) 6.69 (7.49) 72 (22.7) 7.26 (7.13)
2 4 (4.5) 5.59 (7.65) 61 (19.2) 7.26 (7.17)
3 or more 2 (2.3) 3.50 (0.71) 59 (18.7) 7.32 (6.55)

IADL scale score (0–48) <0.001 <0.001
1–22 32 (38.1) 2.66 (3.70) 74 (23.3) 3.30 (3.48)
23–35 34 (40.5) 3.31 (2.42) 69 (21.8) 6.79 (6.71)
36–43 13 (15.5) 5.91 (4.35) 81 (25.6) 6.62 (6.68)
44–48 5 (5.9) 9.35 (8.93) 93 (29.3) 7.97 (7.10)

Formal Caregiver
No 53 (60.9) 3.62 (3.82) 0.910 226 (71.3) 6.79 (6.93) 0.062
Yes 34 (39.1) 3.68 (4.62) 91 (28.7) 4.99 (4.81)

Caregivers characteristics

Gender 0.515 0.697
Male 42 (47.7) 3.76 (4.41) 99 (31.2) 5.81 (5.56)
Female 46 (52.3) 3.58 (3.86) 218 (68.8) 6.49 (6.80)

Status in employment 0.036 <0.001
Employed 43 (50.0) 3.28 (4.38) 146 (46.1) 3.35 (3.09)
Not employed 43 (50.0) 3.74 (3.01) 171 (53.9) 8.77 (7.44)

Living conditions 0.015 0.170
Living with the PwD 40 (45.5) 3.98 (3.18) 200 (63.7) 6.33 (6.22)
Not living with the PwD 48 (54.5) 3.40 (4.77) 114 (36.3) 6.23 (6.91)

HADS Score Depression (0–21) 0.017
Normal (0–7) 75 (86.3) 2.95 (3.20) 169 (53.3) 5.95 (6.30) 0.218
Mild (8–10) 9 (10.3) 7.54 (5.61) 79 (24.9) 7.74 (7.65)
Moderate (11–14) 3 (3.4) 8.78 (9.79) 47 (14.9) 5.55 (5.28)
Severe (15–21) 0 (0.0) 22 (6.9) 5.10 (4.03)

HADS Score Anxiety (0–21) 0.354 0.732
Normal (0–7) 83 (95.4) 3.58 (4.14) 202 (63.7) 6.55 (6.60)
Mild (8–10) 4 (4.6) 4.65 (3.79) 57 (18.0) 5.68 (6.43)
Moderate (11–14) 0 (0.0) 42 (13.3) 5.30 (5.00)
Severe (15–21) 0 (0.0) 16 (5.0) 7.56 (7.79)

Total sample 86 (100) 3.50 (3.74) n.a. 317 6.27 (6.44) n.a.

Data source for Sweden: TECH@HOME questionnaire. Data source for Italy: UP-TECH questionnaire. HADS,
hospital anxiety and depression scale; p = p-value; n.a, not applicable; p, p-value; PwD, person with dementia;
MMSE, mini mental state examination; SD, standard deviation. * p < 0.05 was regarded as significant; significant
p-values are underlined. Underlining of values indicates positive results, e.g., 0–30.

The results of the multiple regression model showed that higher IADL dependence, working
status of the caregiver, use of formal home care, and the country of origin were factors associated with
the number of hours of informal care provided (Table 4). The lower the IADL dependence, the higher
the amount of care provided (+4.6 h per day, among people with dementia with an IADL score between
44 and 48 (p < 0.001). Conversely, working carers provided 4.2 h less care compared to the non-working
ones (p < 0.001). Compared to Italian couples not using any type of formal care support, those Italians
using private care help provided - 1.8 h care/day. Being Swedish, even if not using home help from
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the municipality, was associated with a reduction of the number of daily hours of care equal to 2.6
(p < 0.001).

Table 4. Factors associated with hours of informal caregiving.

Independent Variables
Hours of Informal Caregiving (n = 392)

B (SE) p-Value * 95% CI

Constant 6.715 (2.03) 0.001 (2.74;10.686)
Relation with PwD (Partner/Spouse vs. Other) 0.461 (0.600) 0.443 (−0.716; 1.638)
Informal caregiver working (Yes vs. No) −4.152 (0.553) <0.001 (−5.237; −3.068)

Interaction between Country # Utilization of formal caregiving
(Ref. Italy/not using formal caregiving)

Italy/using formal caregiving −1.874 (0.684) 0.006 (−3.215; −0.533)
Sweden/not using formal caregiving −2.631 (0.707) <0.001 (−4.017; −1.245)
Sweden/using formal caregiving −1.078 (0.961) 0.262 (−2.963; 0.805)

IADL scale (1–48)
23–36 2.794 (0.692) <0.001 (1.436; 4.152)
37–43 3.273 (0.789) <0.001 (1.725; 4.821)
44–48 4.655 (0.914) <0.001 (2.863; 6.447)

Living with the PwD (Yes vs. No) −0.001 (0.324) 0.995 (−0.638; 0.634)
ADL scale (one point increase) −0.002 (0.178) 0.990 (−0.351; 0.346)
MMSE score (one point increase) −0.061 (0.109) 0.572 (−0.276; 0.152)

R-squared 0.244
Adjusted R-squared 0.222

Data source: TECH@HOME and UP-TECH questionnaire. ADL, activities of daily living; B (SE), Beta coefficient
(standard error); CI, confidence intervals; MMSE, mini mental state examination; PwD, person with dementia.
IADL, instrumental activities of daily living. Country of origin: 1 = Sweden, 0 = Italy. Living with the person with
dementia: 1 = no, 0 = yes. Utilization of formal caregiver: 1 = yes, 0 = no. Informal caregiver actively working:
1 = yes, 0 = no. * p < 0.05 was regarded as significant; significant p-values are underlined.

4. Discussion

4.1. Differences in Socio-Economic Conditions of the Dyads in the Two Countries

Findings of our study showed mainly “women caring for women”, as in both countries they were
the majority among caregivers and people with dementia. This trend has been seen in many other
studies where female gender is highly represented [38–40]. However, the Swedish commitment with
gender equality was revealed in our findings. In line with other studies focusing on long-term care
in a Swedish context, only slight differences were seen between the proportion of male and female
informal caregivers [17,18], differently from what was observed in Italy, where the ratio of female to
male informal caregiver is about 7 to 3.

Diverse caring dynamics were seen in each country. In Italy, informal caregivers tend to live
significantly more with the person with dementia than in the Swedish sample. Some European studies
have shown that living with the PwD indicates higher time spent in caregiving [41–43] and higher
risk of caregiver burden [41,44]. These precedents coincide with our findings. Italian caregivers had
a higher time spent in caregiving activities and had a worse psychological health than the Swedish
sample. Interestingly, when adding IADL dependence level to the model, the relation between the
variable “living with the PwD” and “hours of informal care provided” changes. At a bivariate level,
living together the PwD was associated to a higher number of hours of care provided. However, our
regression suggests that this might be the result of the interaction between the living status and the
IADL dependence level of the PwD. In other terms, caregivers caring for PwD with higher IADL
impairment are more frequently living with them, compared with those caring for PwD with less
level of dependency. This suggests that the choice of co-residence might be influenced by the level of
dependency of the person with dementia.
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In this respect, it is interesting to observe that Italian persons with dementia were more frequently
living with their adult children. This difference may be explained due to a still high prevalence
of intergenerational households in Italy and prevalent family-based care of the country [16,38,45].
This possibly reflects a history of a strong cultural norm of caring responsibilities, in spite of its current
changing trend inside families [45]. It could also reflect a cost saving strategy. Households under
economic strain and the financial situation of a country contribute in the decision of co-residence [46].
This could be intentionally opted for or more a response to the increasing uncertainties in the globalized
world [46]. Conversely, in Sweden, people with dementia were more frequently living alone, probably
due to the widespread support from the state, which could offset economic burden and allow them to
sustain living on their own [46,47].

Surprisingly, even though Swedish caregivers represented an older age group, our findings
showed that they were more actively working than the Italian caregivers. The extensive utilization of
dementia care services might allow them to remain at the workplace and consequently spend fewer
hours per day in caregiving. Conversely, the Italian sample was less actively working despite having
more caregivers in a working age. As previously depicted in other studies, they might have to reduce
their working hours or to stop working to care for the person with dementia [23,44]. In line with these
results, our regression model indicated an association between caregivers actively working and less
time spent in informal caregiving activities.

4.2. Differences in Informal Caregiving Intensity

The time spent in informal care was regarded as an important part of the analysis. In a
pan-European study, Bremer and Cabrera [48] considered that an average of 4–8 h per day spent
in caring for ADLs by informal caregivers constitutes a medium level of intensity of care. Similarly,
Ory and Hoffman [49] utilized an intensity of care index where about 3 h per day is considered an
intermediate level of care. According to these definitions, we could conclude that both countries
significantly relied on informal care. The average time spent in caring activities was 3.9 h per day
in the Swedish sample and 6.3 h per day in the Italian one. The age of the PwD was associated
with informal caregiving time, and this is consistent with previous studies conducted in a European
context [41,50]. Additionally, studies have reported an association between high severity of disease
and worse health state of the informal caregiver [42]. Italian people with dementia had a higher level
of severity of the disease and this could explain the higher proportion of psychological distress in their
informal caregivers.

Interestingly, our regression showed that being from Sweden is associated with fewer mean
hours spent in caregiving activities in comparison to the Italian sample. The impact of the country
of origin on informal care might reflect differences in health care systems, and socioeconomic and
cultural factors [40,51]. In our study, we found higher utilization of health and social care services in
the Swedish sample, but lower levels of informal care provisions. These differences might be rooted
in several explanatory factors. Firstly, Italy and Sweden represent two different types of welfare
states, as suggested by Esping-Andersen work, in which different levels of complementarity between
informal and formal care can be found [12,15]. Welfare states can be categorized as liberal, conservative
and social democratic and differences among these typologies reflect their “(...) political ideologies
with regard to stratification, de-commodification and the public-private mix of welfare” [12]. A social
democratic model, such as the Swedish one, represents a state that ensures equal health and social
service provision and funding for all citizens through a tax-based system [38]. In a conservative model,
such as the Italian one, the state is partially responsible for service provision and funding through social
insurance schemes, therefore relying on a strong family-based care. Raggi and Leonardi’s work [52] is in
line with this interpretation, as it identifies a north–south European gradient in care, in which Northern
European countries are characterized by universal social policies, state support for families and a large
public sector and Southern European one by a mix of universal private services and benefits together
with a fragmented system between health and social care services. Our findings indeed show that the
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Italian sample had a comparatively low utilization of services but strongly relied either in another
informal caregiver or in paid care workers. Secondly, cultural norms could be considered another cause
of divergence between countries. As Brandt and Haberkern pointed out [38], intergenerational help is
subject to cultural norms, and according to these norms the state would have an effect in “crowding
in” (more family support) or “crowding out” (less family support). For instance, in the Swedish
context, intergenerational households are comparatively scarcer and adult children are less frequently
caregivers than in the Italian context. The state here supports the families through services, thus
creating a “crowding out” effect. Conversely, in Italy, more adult children are informal caregivers and
the state plays a residual role, thus creating a “crowding in” effect [38,53]. Due to lack of services, Italian
families might have slim alternatives of care and internalized caring responsibilities and this could also
reflect their increased level of burden seen in our findings. Thirdly, help seeking behaviors constitute
another potential source of explanation of the differences seen in resource utilization between the two
countries in our study. According to Alzheimer’s Disease International (ADI) “concerns regarding
stigma may be one factor deterring or delaying help seeking” [6]. This could be explained by the lack
of information and awareness of services available together with a need of improvement in tailored
formal care delivery [54]. In the case of the Italian informal caregivers, a perception of self-sufficiency
and a reliance on internal family support might hinder the demand for other alternatives of care [48].
Lastly, availability and accessibility of services influences the level of resource utilization. The dementia
care pathway should be addressed through a continuum between health and social care services across
“(...) the various stages of the disease as a seamless process, as needs for both types of care evolve” [8].
Fragmentation between these could potentially hinder utilization of resources. In this respect, formal
services in Italy are often described as scarce and fragmented, hence this could explain the low resource
utilization seen in our findings [15,55]. In the Swedish context, formal services seem to be highly
available but its utilization is low, therefore an alignment with needs is necessary [56].

4.3. Strengths and Limitations

Among the strengths of our study is the possibility to compare countries due to a highly
comparable sample of participants and research designs. Eligibility criteria and questionnaire structures
were similar across the two clinical trials. However, cross-country comparison becomes challenging
in presence of strong differences in how the services themselves are organized across welfare states.
For instance, each country offers different types of social care services, in terms of contents and
intensity, therefore their comparison should be taken with caution. Similarly, the variable that we have
created for formal home help pointed at two different services in the two countries. Swedish formal
caregivers have basic healthcare training while in Italy they are in most cases people without a formal
qualification with a migration background [57]. Furthermore, the data available for analysis represent
samples from specific regions of each country and significant variation could be found within and
across them. Thus, the generalizability of the findings at country-level could be limited. In addition,
given the cross-sectional design of our primary studies, other important factors that could be involved
in determining the dynamics of care might have overlooked, i.e., generating a so-called ecological
bias. Finally, informal care could entail support to several different activities, e.g., ADL, IADL or
supervision [41]. Detailed comparisons of informal care time could not be performed in our study,
since more details information where not included in the Italian data.

5. Conclusions

Our paper suggests that differences in the organization of health and social care systems across
welfare states have broad impacts. They influence the time spent in informal care, the amount of
reliance on family support, gender roles, working status and levels of psychological burden among
populations. Our findings may facilitate the understanding of dementia care system variation across
countries, thus having an impact for both policy and care management. This knowledge is also valuable
for professionals and students in educational training, preparing for careers in the health care and
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social service area. Differences between Sweden and Italy are quite significant and rooted in diverse
explanations. Balance between informal and formal care is essential for welfare states sustainability and
similar resource utilization dynamics can provide crucial information regarding the informal–formal
care mix [54]. In the future, further investigation could be made including analysis of the unmet needs.
In this respect, further qualitative research could be necessary to explore the experiences of people
during their debate on seeking support services or not in the dementia care pathway.
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Abstract: Background: The problem of an inadequate level of physical activity (PA) is important
in the context of its relationship with the quality of life (QoL) of pregnant women. The aim of this
study was to analyze the relationships between PA and QoL among pregnant women. Methods:
The study analyzed 346 questionnaires filled in by pregnant women (157 in the second trimester
and 189 in the third). The tool used for assessment of PA was the Pregnancy Physical Activity
Questionnaire-Polish version (PPAQ-PL). The quality of life (QoL) was assessed by the World Health
Organization Quality of Life Questionnaire-short form (WHOQoL-Bref). The results obtained from
the PPAQ-PL and WHOQoL-Bref questionnaires for women in the second and third trimesters of
pregnancy and intergroup differences were analyzed. Results: There was a significant correlation
in the group of women in the second trimester of pregnancy between quality of life in the physical
health domain and the intensity and type of physical activity. The women who rated their quality of
life higher in this domain declared higher energy expenditures (EE) associated with vigorous activity
(R = 0.159, p ≤ 0.05), as well as with occupational activity (R = 0.166; p ≤ 0.05) and sport/exercise activity
(R = 0.187; p ≤ 0.05). In women in the third trimester, higher EE related to sport/exercise activity
coincided with higher assessments of the overall quality of life (R = 0.149, p ≤ 0.05) and general health
(R = 0.170, p ≤ 0.05). In the case of the psychological domain (R = 0.161, p ≤ 0.05) and social relationship
domain (R = 0.188; p ≤ 0.05) of QoL, positive correlations occurred with EE related to vigorous activity.
In contrast, high assessment of physical health domain coincided with higher EE related to occupational
activity (R = 0.174; p ≤ 0.05). Conclusions: Our study makes an important contribution to knowledge
concerning the correlations between PA and QoL in pregnancy. The results suggest the need for
improvement in prenatal care and promotion of PA programs for pregnant women.

Keywords: physical activity in pregnancy; PPAQ; quality of life; WHOQoL-Bref; pregnant women

1. Introduction

The prevalence of an insufficient level of physical activity (PA) in pregnant women has been
demonstrated in studies using representative samples in different countries [1–4]. Despite the
well-documented benefits of involvement in PA in this period of life [5–7], it is emphasized that
pregnancy continues to be one of the causes of a substantial reduction in PA [8–10].

Over the past two decades, most studies which have focused on these problems have estimated
that most pregnant women do not participate in recommended PA. Clark and Gross [11] demonstrated
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that 39% of women who reported participating in some forms of weekly exercise before pregnancy
did not report pursuing any similar activities during pregnancy. Similarly, Fell et al. [12], in a
comparative study of women’s levels of PA during early pregnancy and during the year before
pregnancy, observed that most women reduced their PA levels during the first 20 weeks of pregnancy
compared with their level of activity during the year prior to pregnancy.

According to the data presented by Evenson et al. [1], only 15.8% of pregnant women in the USA
reported being active, in accordance with the recommendations. In a cohort study conducted in Brazil,
Domingues and Barros [2] estimated that only 4.3% of women were active during the whole pregnancy.
Furthermore, [13] found that only 14.6% of women in mid-pregnancy in Norway were involved in
the exercise ≥3 times a week, >20 min at moderate intensity. According to Santo et al. [4], merely 9%
of 1584 pregnant women met the American College of Obstetrics and Gynecology ACOG guidelines.
Furthermore, nearly half of the women reported PA < 1 day/week during the third trimester. Similarly,
Haakstad et al. [3] found that only 11% of pregnant women followed ACOG guidelines regarding PA.

The problem of inadequate levels of PA is particularly important in the context of the relationship
of PA to the quality of life (QoL) of pregnant women. Recently published studies have provided
important information on changes that occur in health-related QOL (HRQoL), both during pregnancy
and [14] in the perinatal period [15]. A problem that remains to be discussed is the explanation of
the relationships between PA and the quality of life of pregnant women [16–20]. No unambiguous
findings have been published to date in this area, since interpretation is difficult due to the use of
different measurement tools, both for the evaluation of PA during pregnancy and the quality of
life. For example, some researchers have used the results obtained with the Global Physical Activity
Questionnaire (GPAQ) and 36-Item Short-Form Health Survey (SF-36) [20], while others have used
the Pregnancy Physical Activity Questionnaire (PPAQ) and the abridged World Health Organization
Quality of Life (WHOQoL-Bref) [16,18]. In addition to these tools, other questionnaires have been
popular and are frequently used in the assessment of the quality of life, with an extensive review and
discussion of their use being presented by Mogos et al. [21].

Despite many analyses, the problem of correlations between PA and the quality of life of pregnant
women remains to be solved and still raises many questions that need to be addressed. To the best of
our knowledge, the few studies that have used the PPAQ and WHOOoL-Bref tools [16,18] have failed
to analyze the Polish population. Therefore, the aim of this study was to obtain information about the
relationships between PA and QoL among pregnant women in Poland. The QoL was evaluated by a
reliable questionnaire used in surveys of pregnant women (WHOQoL-Bref) [16,22–24], whereas PA
was measured using the increasingly popular PPAQ questionnaire [25–34]. Furthermore, we hope
that the choice of the above measurement tools will allow for replication of the study results and
comparison with future research conducted on a wider scale.

2. Material and Methods

The study analyzed 346 questionnaires filled in correctly by pregnant women (157 in the second
trimester and 189 in the third). The data were directly distributed among pregnant women who
participated in activities for pregnant women organized within antenatal classes or in fitness clubs in
Szczecin and Warsaw, Poland. The survey was anonymous and conducted only in places where consent
was obtained. The respondents consisted only of volunteers. In each case, the survey supervisor
presented the purpose and scope of the research to the respondents and instructed them on how to
complete the questionnaires. The method “pen and paper” was used in the study. The respondents
were given unlimited time to fill in the questionnaires.

The analysis excluded three questionnaires in which the first trimester of pregnancy was declared.
Furthermore, the questionnaires which were not filled in completely or were filled in incorrectly
were rejected (contrary to the instructions). 400 questionnaires were distributed to women, 346 of
which were fully and properly completed. 21 questionnaires were incompletely or incorrectly filled in,
and 29 questionnaires were not returned. The project was approved by a local Bioethics Committee.
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The age of the respondents was 30.4 ± 3.6 years. Over 90% of study participants were college
graduates (91.9%), 8.1% graduated from high school, 81.5% were married, 17.3% were single, while 1.2%
were divorced. Furthermore, 88.2% were childless, 10.1% had 1 child and 1.7% had 2 or more children.

The tool used for assessment of PA was the Pregnancy Physical Activity Questionnaire-Polish
version (PPAQ-PL) [32–34]. The original version of PPAQ was designed by Chasan-Taber et al. [35].
The questionnaire is used by pregnant women to self-assess their PA in the current trimester.
In PPAQ-PL, the respondents were asked to report the time spent on participation in 32 types of
activities grouped under the following categories: household/caregiving (12 activities), occupational
(5 activities), sports/exercise (9 activities = 7 questions + two open questions, allowing the respondent
to add any activities not previously listed), transportation (3 activities), and inactivity (3 activities).
The questionnaire measures energy expenditure related to total activity and total activity of light intensity
and above expressed in Metabolic Equivalent of Task (MET) units (MET-h·week−1). Based on the energy
expenditure, each of these activities was additionally classified according to intensity: (a) sedentary
activity [<1.5 METs], (b) light intensity activity [1.5–<3.0 METs], (c) moderate intensity activity [3.0–6.0
METs], (d) vigorous-intensity activity [>6.0 METs]. The MET values were assigned according to the
values presented in the questionnaire instruction and the Compendium of Physical Activities [36].

The methodological basis for the assessment of the quality of life (QoL) was provided by the
abridged World Health Organization Quality of Life Questionnaire (WHOQoL-Bref), a Polish version
provided by Wołowicka and Jaracz [37]. The WHOQoL-Bref questionnaire assesses self-reported QoL
and general health of respondents. The WHOQoL-Bref questionnaire consists of 26 questions. The first
two questions were analyzed separately. They concerned self-assessed overall quality of life and general
health of the respondents. The remaining 24 questions assessed four domains of the QoL (physical
health domain: 7 questions, psychological domain: 6 questions, social relationships domain: 3 questions,
and environmental domain: 8 questions). The respondents were asked to mark their answers using
a five-level rating scale (from 1 to 5 points, in a positive direction: the higher the number of points,
the better quality of life). The QoL in the domains was expressed as mean values, calculated according
to the key and guidelines provided by the authors [37].

STATISTICA 12.5 software was used for statistical analysis. The significance of the analyzed
variables in women in the second and third trimesters of pregnancy was evaluated by means of the
Mann-Whitney U-test. Correlations between the variables were analyzed using Spearman’s rank
correlation test, with correlation coefficients calculated for each pair of variables. The level of statistical
significance was set at p ≤ 0.05.

3. Results

The results obtained from the PPAQ-PL and WHOQoL-Bref questionnaires for the women in the
second and third trimesters of pregnancy and intergroup differences (between the second and third
trimesters) are presented in Tables 1 and 2.

No statistically significant differences in the declared values of total energy expenditure (total
activity and total activity of light intensity and above) were found among the women surveyed (Table 1).
However, it was shown that the PA intensity differed significantly (p ≤ 0.05) depending on the trimester
of pregnancy. This concerns in particular sedentary activity (group of women in the second trimester:
30.4 ± 21.6 MET-h/week, group of women in the third trimester: 35.5 ± 23.1 MET-h/week) and
moderate activity (42.7 ± 45.2 and 39.4 ± 52.8 MET-h/week, respectively).

Analysis of the type of activities showed that the MET-h/week values did not differ between
the groups studied for household/caregiving, occupational activity, transportation and sports/exercise.
However, it was noticeable that higher energy expenditure (p ≤ 0.01) in women in the third trimester
of pregnancy was observed for the activities related to inactivity (51.4 ± 28.87 MET-h/week) compared
to those in the second trimester (42.7 ± 24.9 MET-h/week).
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Table 1. Means (M), standard deviations (SD), medians, and 25th and 75th percentiles for the
Pregnancy Physical Activity Questionnaire (PPAQ-PL) and intergroup comparisons (the second and
third trimesters) using the Mann–Whitney U-test.

Factors Trimester
PPAQ-PL (MET-h/week)

M ± SD 25th Median 75th p

Total Activity Scores:

Total activity 2nd 183.3 ± 75.2 129.1 166.8 220.7
0.721

3rd 192.1 ± 99.3 130.4 168.8 227.2

Total activity of light
intensity and above

2nd 152.9 ± 75.9 99.7 143.3 184.2
0.838

3rd 156.6 ± 95.5 99.2 136.9 188.7

by Intensity:

Sedentary (<1.5 METs) 2nd 30.4 ± 21.6 15.4 29.4 43.4
0.025 *

3rd 35.5 ± 23.1 17.9 29.4 46.2

Light (1.5–<3.0 METs) 2nd 110.4 ± 547.4 73.3 104.7 140.7
0.355

3rd 117.8 ± 55.3 73.5 109.8 151.6

Moderate (3.0–6.0
METs)

2nd 42.7 ± 45.2 17.9 30.9 50.2
0.022 *

3rd 39.4 ± 52.8 13.7 23.7 46.9

Vigorous (>6.0 METs) 2nd 1.78 ± 4.2 0.0 0.0 0.8
0.937

3rd 1.6 ± 4.3 0.0 0.0 0.8

by Type:

Household/Caregiving 2nd 56.4 ± 39.8 33.6 43.5 67.6
0.316

3rd 59.1 ± 40.1 33.9 50.1 70.4

Occupational activity 2nd 37.8 ± 60.9 0.00 0.00 74.9
0.337

3rd 33.2 ± 61.4 0.0 0.0 67.2

Sports/Exercise 2nd 12.8 ± 11.8 7.2 12.8 21.2
0.212

3rd 14.5 ± 12.7 5.0 11.0 19.7

Transportation 2nd 30.9 ± 31.1 10.7 21.4 36.8
0.505

3rd 33.84 ± 34.5 10.7 22.6 42.0

Inactivity 2nd 42.7 ± 24.9 24.2 38.2 57.4
0.005 **

3rd 51.4 ± 28.87 29.6 44.9 70.0

MET-Metabolic Equivalent of Task; * p ≤ 0.05; ** p ≤ 0.01.

The WHOQoL-Bref results indicated no differences in the self-rated quality of life of the women
surveyed (Table 2). Pregnant women in both the second and third trimesters rated their quality of life
in the psychological domain as the highest (16.48 ± 1.88 in the second trimester and 16.56 ± 1.64 in the
third trimester), whereas the lowest ratings were recorded for the environmental domain (15.89 ± 1.96
and 15.78 ± 1.91, respectively).

The next stage of the statistical analysis focused on investigating whether there is a correlation
between intensity and types of PA assessed using PPAQ-PL and domains of the QoL assessed using
WHOQoL-Bref in women in the second (Table 3) and third (Table 4) trimesters of pregnancy.
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Table 2. Medians, 25th and 75th percentiles, means (M) and standard deviations (SD) for the Quality of
Life-Bref Questionnaire (WHOQoL-Bref) and intergroup comparisons (2nd and 3rd trimesters) using
the Mann–Whitney U-test.

WHOQoL-Bref
Factors

Trimester M ± SD 25th Median 75th p

Overall quality of life 2nd 4.34 ± 0.61 4.00 4.00 5.00
0.300

3rd 4.41 ± 0.65 4.00 4.00 5.00

General health
2nd 4.13 ± 0.67 4.00 5.00 5.00

0.507
3rd 4.19 ± 0.65 4.00 4.00 5.00

WHO Domain

Physical health 2nd 16.06 ± 2.16 15.00 16.00 18.00
0.187

3rd 15.80 ± 01.99 14.00 16.00 17.00

Psychological 2nd 16.48 ± 1.88 15.00 17.00 17.00
0.552

3rd 16.56 ± 1.64 15.00 17.00 17.00

Social relationships 2nd 16.47 ± 2.21 16.00 16.00 19.00
0.274

3rd 16.14 ± 2.60 15.00 16.00 17.00

Environmental
2nd 15.89 ± 1.96 15.00 16.00 17.00

0.781
3rd 15.78 ± 1.91 15.00 16.00 17.00

Table 3. Spearman’s correlation coefficients between the Pregnancy Physical Activity questionnaire
(PPAQ-PL) and Quality of Life-Bref Questionnaire (WHOQoL-Bref) in women in the second trimester
of pregnancy.
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Total Activity Scores:

Total activity −0.003 0.005 0.057 0.020 0.071 −0.061
Total activity of light
intensity and above 0.002 0.007 0.089 0.037 0.129 −0.037

by Intensity

Sedentary (<1.5 METs) −0.040 −0.028 −0.041 −0.072 −0.104 −0.073
Light (1.5–<3.0 METs) 0.029 −0.025 0.129 0.061 0.091 0.011

Moderate (3.0–6.0 METs) −0.035 0.043 0.029 −0.003 0.128 −0.073
Vigorous (>6.0 METs) −0.065 0.043 0.159 * 0.072 0.122 0.079

by Type

Household/Caregiving 0.0125 −0.059 −0.116 −0.143 −0.008 −0.035
Occupational activity 0.003 0.047 0.166 * 0.117 0.105 0.040

Sports/Exercise 0.035 0.081 0.187 * 0.103 0.153 0.103 *
Transportation 0.020 0.053 0.111 0.155 0.166 * 0.054

Inactivity 0.022 −0.017 −0.151 * −0.075 −0.097 −0.004

MET-Metabolic Equivalent of Task; * p ≤ 0.05.
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Table 4. Spearman’s correlation coefficients between the Pregnancy Physical Activity questionnaire
(PPAQ-PL) and Quality of Life-Bref Questionnaire (WHOQoL-Bref) in women in the third trimester
of pregnancy.
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Total activity −0.068 0.052 0.048 0.003 0.036 −0.094
Total activity of light
intensity and above −0.049 0.049 0.085 −0.029 −0.009 −0.073

Sedentary (<1.5 METs) −0.090 −0.018 −0.125 0.020 0.0463 −0.068
Light (1.5–<3.0 METs) −0.053 −0.013 0.065 −0.068 −0.019 −0.133

Moderate (3.0–6.0 METs) 0.010 0.140 0.117 0.054 0.040 0.099
Vigorous (>6.0 METs) 0.029 0.041 0.073 0.161 * 0.188 * −0.072

Household/Caregiving −0.112 0.056 −0.023 0.023 −0.037 −0.059
Occupational activity 0.050 0.038 0.174 * −0.024 −0.013 0.034

Sports/Exercise 0.149 * 0.170 * 0.101 0.087 0.067 0.131
Transportation −0.064 −0.0083 0.068 −0.060 0.033 −0.124

Inactivity −0.077 −0.034 −0.128 −0.028 0.028 −0.096

MET-Metabolic Equivalent of Task; * p ≤ 0.05.

There was a significant correlation in the group of women in the second trimester of pregnancy
for physical health domain with intensity and the type of activities (Table 3). The women who rated
their quality of life higher in this domain declared higher energy expenditures associated with vigorous
activity (R = 0.159, p ≤ 0.05), as well as with occupational activity (R = 0.166; p ≤ 0.05) and sport/exercise
activity (R = 0.187; p ≤ 0.05).

Furthermore, a negative correlation was found between physical health domain and inactivity
(R = −0.151, p ≤ 0.05). This means that higher assessment of quality of life in this domain coincided
with lower energy expenditure related to inactivity. Individual positive correlations were also
documented between social relationship domain and transportation activity (R = 0.166, p ≤ 0.05) and
between environmental domain and sport/exercise activity (R = 0.103, p ≤ 0.05).

In women in the third trimester, higher energy expenditures related to sport/exercise activity
coincided with higher assessments of the overall quality of life (R = 0.149, p ≤ 0.05) and general health
(R = 0.170, p ≤ 0.05). In the case of the psychological domain (R = 0.161, p ≤ 0.05) and social relationship
domain (R = 0.188; p ≤ 0.05) of QoL, positive correlations occurred with energy expenditure related to
vigorous activity. In contrast, high assessment of the physical health domain coincided with higher energy
expenditure related to occupational activity (R = 0.174; p ≤ 0.05).

4. Discussion

The aim of this study was to investigate relationships between PA and QoL in women in the
second and third trimesters of pregnancy. The respondents’ declarations from the PPAQ-PL and
WHOQoL-Bref questionnaires were analyzed. Although studies have used these questionnaires in
recent years [16,18], this is, to our knowledge, the first such study in Poland. Such research is also
important because previous findings concerning PA in women in various stages of pregnancy have
been ambiguous. Some authors have found increases in PA, for example, Huberty et al. [10] in the first
and second trimesters, and Ko, Chen, Lin [38] from the second trimester, while others have documented
a decline in overall PA [38] in the first trimester, Evenson and Wen [39] in the third trimester,
and a decreasing percentage of physically active women in consecutive trimesters of pregnancy [2].
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Borodulin et al. [8] argued that the overall physical activity level slightly decreased between 17–22
and 27–30 weeks of gestation, particularly in duration and volume of care, outdoor household,
and recreational activity. Santos et al. [40] emphasized that a decline in PA from the first to the second
trimester concerned total, light and moderate intensities, while Richardsen et al. [41], documented a
decline in moderate and vigorous PA in the period between early pregnancy and mid-pregnancy.

Similar to findings published by Mourady et al. [16], our findings showed that the respondents in
different trimesters of pregnancy did not differ in terms of total PA, and total activity of light intensity
and above. However, they differed in the intensity of activities, especially in energy expenditure during
moderate activity (in favor of those in the second trimester). The women in the third trimester of
pregnancy reported significantly more energy expenditure on sedentary activity and inactivity, which is
not an isolated phenomenon in the world [10]. According to Santos et al. [40], energy expenditure
for particular types of PA (e.g., occupational activity, household activity, sports activity) changes
significantly in individual trimesters of pregnancy. Pregnant women spent most of their weekly
time on domestic, occupational and leisure time activities, except for sports activities. Similarly,
the majority of the respondents’ energy expenditure in the respondents surveyed in our study was
spent on household/caregiving activities. This suggests that despite many campaigns to raise awareness
of Polish women, such as: Pregnancy: Conscious Maternity, Find Out Whether You Are a Conscious
Parent, or Different State, Different Treatment (Ciąża-Świadome Macierzyństwo, Sprawdź czy jesteś
świadomym rodzicem, Odmienny stan, odmienne traktowanie), the role of the benefits of PA during
pregnancy remains underestimated. In the public’s opinion, healthy nutrition is more often perceived
as more important for the health of mothers and children than involvement in physical activity [42].
Therefore, the low levels of energy expenditure related to sport/exercise activity found in the present
study in both groups of women surveyed seem unsurprising. Perhaps, as argued by Clarke and
Gross [11] and Guelfi et al. [43], women perceive relaxation as a safer behavior, which is more
beneficial for ensuring full-term pregnancy rather than regular exercise and maintaining an active
lifestyle. The reasons also include misconceptions about physical exercise [44], the inconveniences
of late pregnancy, fatigue, poor moods, or being absorbed in numerous occupational duties [45,46].
There are also other determinants that represent barriers to physical exercise. For example, low physical
activity during pregnancy occurs more often in mature and married women, as well as those financially
less well-off and the less educated [47]. It seems, however, that regardless of the adversities, the role of
physicians is also critical as they have the greatest effect on the beliefs of pregnant women, including
their ideas on exercise during pregnancy [48]. Unfortunately, as Santos et al. [40] argued, medical
staff often fail to recommend PA during pregnancy. Furthermore, according to Krans et al. [48], a low
percentage of physicians help their patients to prepare physical exercise programs. Despite their
knowledge, physicians do not always explain the need for physical exercise, both during pregnancy
and in later decades of life [49]. They do not inform patients that it is necessary to consult both
physicians and coaches before starting physical exercise in order to exclude medical contraindications
and choose the right type of exercises and the load.

Knowledge about the quality of life plays a significant role both in diagnosis and patient care [50].
Despite being ambiguous, studies have widely documented the correlations between physical activity
and quality of life. According to the literature review published by Poudevigne et al. [47], there is
scientific evidence that inactivity during pregnancy is associated with poorer mood, whereas increasing
participation in sports or physical activity from the period of pregnancy to that after birth leads
to better overall well-being [51]. Mourady et al. [16] demonstrated that total and light intensity
of PA are positively significantly correlated with the psychological domain of quality of life and
social relationships; while sedentary PA is significantly correlated only with social relationships.
Arizabaleta et al. [19] documented improvements in HRQoL in the physical component summary,
physical function domain, the bodily pain domain and general health domain following a three-month
program of aerobic exercise. However, there are also publications that showed no improvements in
self-rated QoL caused by regular exercise such as water exercise [22].
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Analysis of QoL of the women surveyed showed that there were no significant differences in
self-rated domains of WHOOoL-Bref between pregnant women in the second and third trimesters of
pregnancy. Similarly, Mourady et al. [16], who analyzed all the trimesters, also found no differences
except in the environmental domain. In this case, the quality of life was significantly higher in the
women in the third trimester compared to those in the first trimester.

In our study, we found higher QoL scores in the environment domain in women in the second
trimester who declared higher sport/exercise activity. It should also be noted that sport/exercise activity
of the respondents studied was also positively correlated with the physical domain in women in the
second trimester and with overall quality of life and general health in women in the third.

Our findings are consistent with those presented by Mourady et al. [16], who showed that
sports/exercise was significantly correlated with the majority of quality of life domains such as general
quality of life, physical and psychological health, social relationships and the environmental domain.
This is unsurprising since apart from its well-documented health benefits, sport [5–7] offers joy,
relaxation and enhances psychological well-being [52]. Obviously, there have also been studies in the
literature that have failed to support such findings. For example, Gustafsson et al. [53] indicated that
a 12-week exercise program including aerobic and strength training during pregnancy is unlikely to
influence the psychological and self-perceived well-being of healthy pregnant women. Kolu et al. [17]
showed a decline in the overall HRQoL index during pregnancy, although they emphasized that this
decrease was lower in women who were physically active during pregnancy. Nascimento et al. [23]
argued that physical exercise does not significantly affect the perception of the quality of life of
pregnant women because, regardless of their participation in the exercise program, the quality of life
of women (in the physical and social domains) during pregnancy fell significantly.

An interesting finding of our study is that pregnant women who assessed QoL as higher in
the field of physical health (both in the second and third trimester) were characterized by a higher
energy expenditure during occupational activity. The explanation for this finding seems to be obvious;
women with better self-rated physical well-being tend to work more. We are aware, however, that the
explanation for this phenomenon may be more complex. The study published by Blum et al. [51]
showed that women with older infants or no other children reported higher household/caregiving and
lower occupation pre-pregnancy to postpartum activity. Physical activity in pregnancy may depend
on the socio-economic status and support of a partner, friends or family [54,55]. These factors may, to a
large extent, determine the quality of life [56]. Unfortunately, due to the lack of the above-mentioned
information in our study, the impact of these factors was impossible to determine. Some limitations
of this study should be mentioned and taken into consideration. First of all, a limited number of
participants and the place where the women were selected (fitness clubs and antenatal classes) lead
to a lack of representativeness of the total population with possible effects on the results. This in
turn makes it impossible to draw general conclusions for the whole population of pregnant women.
Furthermore, the lack of detailed information on socio-economic and psychological factors and data
about pathologies makes the interpretation of the results difficult.

5. Conclusions

In conclusion, our study (the first study in Poland that has used reliable, internationally recognized
questionnaires (PPAQ-PL and WHOQoL-Bref) makes an important contribution to the knowledge
concerning the correlations between PA and QoL in women during different periods of pregnancy.
The study showed that total activity and total activity of light intensity and above did not differentiate
between women in the second and third trimesters of pregnancy. However, it indicated higher values
of moderate activity in women in the second trimester of pregnancy and higher values of sedentary
activity and inactivity in women in the third trimester. Our findings concerning the relationships
between physical activity and quality of life should be approached with caution, due to the low values
of correlation coefficients. The low MET values for sport/exercise recorded in both groups of women
can indicate the need for improving the prenatal care, especially in terms of promotion of physical
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activity programs for pregnant women and encouraging women to participate in these programs.
In terms of intervention activities, special attention should be given to barriers existing at the level
of the provider, the patient, and practice [57]. Researchers [58] have specified concrete actions that
should be taken by prenatal care providers in order to promote prenatal PA, suggesting, among other
things, providing information by healthcare providers about both guidelines and contraindications
for the involvement in physical activity during pregnancy. Most guidelines from around the world,
gathered by Evenson et al. [59], promoted moderate-intensity physical activity during pregnancy and
defined its frequency and duration/time. The latest physical activity guidelines published by the
U.S. Department of Health and Human Services USDHHS in 2018 [60], indicate 150 min (2 h and
30 min) of moderate-intensity aerobic activity a week during pregnancy and the postpartum period.
Recommending aerobic activity should be spread throughout the week.

Undoubtedly, our study does not exhaust the problems discussed but its findings emphasize
the need for raising awareness of the importance of physical activity during pregnancy. We believe
that further research on a larger sample with the consideration of socio-economic factors and a
comprehensive inventory of pregnancy-related symptoms, along with a mechanism for assessing their
effect on function [61] is needed to provide deeper understanding and identify correlations between
PA and determinants of QoL in pregnant women.
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Abstract: Eating away from home is a risk factor for poor diet quality and obesity. With an
ever-increasing proportion of household food spend directed toward eating out, the proliferation
of these food establishments may contribute to their use, a potential precursor to less healthy food
choices and low overall diet quality. However few studies are conducted at the national level and
across a range of away from home food sources. The purpose of this study was to examine the
association between the density of away from home food establishments (e.g., restaurants, fast food
outlets and cafés) and household spend on away from home food within a nationally representative
sample for England, UK. A cross-sectional analysis of data from Wave 1 of the UK Household
Longitudinal Survey (n = 24,047 adults aged ≥19y) was conducted. Exposure was characterised as
the density of away from home food establishments to all other food sources within 1 mile of the home,
divided into quintiles (Q1 as lowest exposure and Q5 as highest exposure). The primary outcome
included households with a high away from home equivalised monthly food spend (≥25% of total
food spend). Logistic regression was used to estimate associations between away from home food
establishment exposure and high away from home food spend. Away from home food establishment
density was significantly associated with a greater odds of high monthly food spend (Q3: OR = 1.18,
95% CI = 1.07, 1.30; Q4: OR = 1.30, 95% CI = 1.18, 1.43; and Q5: OR = 1.52, 95% CI = 1.37, 1.68) with
attenuation after controlling for known socioeconomic confounders (Q4: OR = 1.13, 95% CI = 1.02,
1.25; and Q5: OR = 1.16, 95% CI = 1.04, 1.30) compared to those least exposed (Q1). Those most
exposed to away from home food establishments had a 16% greater odds of allocating more than
25% of household food spend on away from home food sources. This study provides one of the
first analyses at the national level to examine the role of the local food environment in relation to
household food spend, a potential precursor to diet quality and health.

Keywords: food availability; eating away from home; household food spending

1. Background

Unhealthy diet and obesity are considered global epidemics that present a significant challenge
for public health and policy action [1]. The 2013 global burden of disease study ranked unhealthy diet
and high body weight as the first and third contributors, respectively, to morbidity and mortality [2].
Unhealthy food and nutrient intake include a low intake of fruits and vegetables, whole grains, low
fat milk, fibre, nuts and seeds and high intake of red and processed meat, sugar and sodium [3].
Consumption of unhealthy foods, nutrients and poor overall diet quality are often observed among
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those who eat frequently at retail food establishments such as sit down restaurants, fast food outlets
and coffee shops or cafés [4–6]. Away from home food sources can be appealing as they tend to serve
large energy-dense portions, creating a low calorie-to-cost ratio [7] that can contribute to a greater risk
of obesity, higher body weight and weight gain over time among frequent users [8,9].

Recently public health efforts to reduce the impact of eating away from home on population
level diet quality and risk of obesity have focused on addressing retail ‘food swamps’, a concept
characterised by a disproportionally high density of unhealthy to healthy food sources within a
geographic area [10]. While there is significant debate regarding what food outlets are healthy or
unhealthy, proliferation of a range of retail food establishments themselves (i.e., the sheer density) is
suggested to influence food choice independent of individual level factors via easy and convenient
access, thereby making them more likely to be chosen as a food source [11]. The dual process model of
food choice supports this view suggesting that choice is the result of both an intentional process that
favours convenience, preferences, tastes [12] and sensitivity to price [11] and an automatic process,
where a flood of sensory cues can encourage people to eat even when they may not require food [13].

Empirical studies examining the local food environment and health often include the implicit
assumption that a direct and independent effect on behaviour exists. However the influence of the
density of away from home food establishments on food choice might be more accurately theorised as
one distal environmental exposure on a causal chain that includes a range of intermediate exposures
and outcomes. In combination these factors along the exposure chain provide the structural conditions
needed for the frequent utilisation of away from home food establishments, followed by exposure
to the food provision within outlets and subsequent food choice (see Figure 1) [14]. It is then
through repeating these food choices over time that a dietary pattern emerges that can ultimately
influence health.

Figure 1. Conceptual model describing how the local food environment might relate to diet and health,
highlighting measurement model for study hypothesis.

The evidence for the role of the local food environment on food choice and diet quality is
plagued by conceptual and methodological challenges. The number of food outlets providing food
for consumption away from home has been increasing [15] along with a rise in household spend
on away from home sources [16]. However much of the research that examines the link between
environmental exposures with diet and health remains equivocal. A proliferation of fast food outlets in
one’s neighbourhood has been shown to be associated with take away food intake and obesity [17–20].
One study from the US showed that for every standard deviation increase in fast-food exposure, the
odds of consuming fast food near home increased 11%–61%, and the odds of a healthy diet decreased
3–17% (depending on adjustment) [21]. However, other studies from Canada [22] and the US have
shown no association between density and proximity of exposure to fast food outlets and fast food
purchasing after adjustment [23]. In addition to the mixed nature of the evidence base, several studies
have been restricted to regional geographies [19,20], with a need to examine these relationships in
nationally-representative samples [18–20].
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The purpose of this cross-sectional study was to examine the association between exposure to
away from home food outlets (e.g., restaurants, fast food outlets and cafés) and food spend on away
from home sources within a nationally-representative sample for England.

2. Methods

2.1. Data Source and Participants

Data from the UK Household Longitudinal Study (UKHLS) were used [24]. UKHLS is a
nationally-representative longitudinal panel survey of UK adults which began in 2009 and included
over 40,000 households (57% household and 82% individual response rates) [25]. Details on the study
and its sampling strategy are reported elsewhere [26]. In short, participants are surveyed annually
to collect demographic, socioeconomic, behaviour and health related information using a computer
assisted personal interview. The household questionnaire is answered by a reference person (see
Supplementary Materials for sampling strategy, Figure S1) [25].

For this analysis the general population sample was restricted to English households with data
reported by an adult (aged 19 years or older) reference person (n = 24,711) with complete household
food spend for home and away from home sources (n = 24,047) (see Supplementary Materials for
sample flow diagram, Figure S2.). The full household and analytic sample did not differ significantly
on key demographic, socioeconomic, exposure or outcome variables; therefore only the analytic sample
is presented. Ethical approval was not required for the analysis of secondary data presented here, but
was obtained by UKHLS for data collection.

2.2. Exposure: Density of Away from Home Food Outlets to All Food Outlets

Data on the location of food establishments were obtained from Ordnance Survey’s Points of
Interest (POI), an administrative dataset for use by government and business [27]. The data are created
and maintained by PointX, which sources the data from a list of over 150 suppliers, runs verification
checks and classifies the features (see the reference for user guide) [28]. POI data has been found to be
a viable alternative to accurate local council data in the UK [29]. Each food outlet is provided with
geographic coordinates at a stated accuracy of within 1 m. The data is updated quarterly; this analysis
used data from June 2014. The use of POI data for determining food environment exposure has been
demonstrated in previous studies [30–32]. Away from home food establishments were comprised of
three subcategories: ‘sit-down restaurants’, ‘fast food outlets’ and ‘cafés’. Example sit-down restaurants
include Bella Italia, Wetherspoons or Nando’s; fast food outlets include McDonald’s, Burger King or
Kentucky Fried Chicken; and cafés include Café Nero, Starbucks and Costa. Food outlets primarily
used as a food source for at home food preparation (e.g., supermarkets, convenience and green
grocers etc.) were classified as ‘Other’ (see Supplementary Materials for food outlet frequency and
classification, Table S1). Retail outlets in which food provision is not the primary service or food is not
sold directly to the public were excluded (e.g., workplace cafeterias, cinemas and recreation facilities).

Using a geographic information system (ArcGIS 10, ESRI), relative away from home food
establishment density was calculated for each household. Relative density is theorised as a spatial
metric representing the intensity of exposure to features of the local food environment [33], and
consistent with the focus on examining the role of density of away from home food establishments for
this analysis [10]. Food outlet counts (away from home and other food outlet types) were made within
a 1 mile Euclidean (straight line) radius buffer, centred on household addresses provided through
UKHLS secure data access (see Figure 2). This distance is based upon previous work suggesting a
behavioural relevance to food shopping among UK adults [34]. Relative density for each household
was then calculated as the sum of the count of away from home establishments divided by the count
of all food sources, divided into quintiles. Q1 represented those with the lowest proportion of away
from home food outlets and Q5 representing those with the highest proportion.
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Figure 2. Depiction of how exposure was characterised as proportion of away from home food outlets
to all food outlets around the home.

2.3. Outcome: Household with High Away from Home Food Spend

Household food expenditure was self-reported using two questions in the UKHLS survey: “About
how much has your household spent in total on food and groceries in the last four weeks from a
supermarket or other food shop or market? Please do not include alcohol” and “About how much have
you and other members of your household spent in total on meals or snacks purchased outside the
home in the last four weeks?” Monthly household food spend (£) was equivalised against household
size using the OECD modified equivalence scale [35] and top-coded at the limit of the second highest
decile (£500/month) that is, all values ≥£500 were recoded at that value. Sensitivity analyses informed
the top coding through comparing mean home and away from home food spend to household spend
estimates from the UK’s Living Costs and Food survey for 2009 [36]. Total away-from-home food
spend was divided by total household food spend then stratified into tertiles. The highest tertile (T3)
was used to define households with a ‘high’ proportion of their total monthly household food spend
on away from home food (approximately 25% or more). While no validation study of UKHLS data has
been performed, previous work has found no significant differences between receipts and self-reported
data on total food expenditures, expenditures at food stores, or eating out [37].

2.4. Additional Covariates

Demographic factors including age, categorised as young adult (18–35 years), middle-age
(36–50 years) and older-age (>50 years), and sex of the household reference person were self-reported.
Additionally, two indicators of socioeconomic status were patterned by both exposure and
outcome: educational attainment categorised as ‘None, GCSE or equivalent (≤11 years)’, ‘A-level
(12–13 years)’, ‘Vocational qualifications (12–13 years)’, ‘Degree or higher (>13 years)’ or ‘Missing’, and
equivalised household income categorised as ‘£14,999 or below’, ‘£15,000–£24,999’, ‘£25,000–£34,999’,
’£35,000–£49,999’, ‘£50,000 and above’ or ‘Missing’. Missing covariates were examined across all
exposure variables, with no significant differences in percentages across exposure levels found. As a
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result, we included cases with missing covariate data in appropriate models to improve estimates and
avoid case deletion (i.e., the missing indicator approach) [38].

2.5. Statistical Analyses

Descriptive statistics were used to summarise demographic, socioeconomic and household food
spend variables, both overall and across away from home food outlet exposure levels. Study weights
for Wave 1 cross-sectional analyses, prepared and provided by UKHLS, were used to account for
participant non-response and clustered study design. Therefore, weighted mean percentages (with
95% CIs) are presented rather than raw frequencies.

Binary logistic regression was used to model high away from home food spend households
by quintile of away from home food outlet density (Model 0). Crude models were adjusted for
demographic variables (age and sex), proportion of restaurants, proportion of fast food outlets and
proportion of cafés, total number of other food sources and total equivalised household food spend
(Model 1). Lastly, Model 1 was additionally adjusted for socioeconomic variables (education and
income) (Model 2). All statistical analyses were carried out in Stata version 14 (StataCorp LP., College
Station, TX, USA) [39].

2.6. Sensitivity Analyses

Alternate multivariate models were used to examine sensitivity of our results to model
specification. Additional covariate specifications were examined including with education as single
indicator of socioeconomic status, ethnicity (White, all others) and rurality (Urban or Rural), and the
removal of proportions of restaurants, fast food outlets and cafés.

3. Results

The weighted sample characteristics presented in Table 1 indicate that half the sample were female
(50.6%), with representation across socioeconomic groups (30.8% having ‘No or compulsory’ education
and 23.3% with ‘Higher education’). Additionally, 40.7% of the sample had an equivalised income less
than £14,999, with 5.7% having an income above £50,000. On average, away from home food outlet
density was nearly 60% (of all outlets), composed of a mixture of 28.8% restaurants, 22.6% fast food
outlets and 8.3% cafés. Average total food spend was £204 per month, with 17.6% of that spend being
directed toward away from home food sources.

Table 2 shows selected weighted sample demographic and socioeconomic variables across
level of away from home food outlet density. For the highest level of exposure to away from
home food outlet density, a higher proportion of the sample are younger, belonged to a more
socioeconomically-advantaged group (higher educational attainment and income), had higher total
food related spend and allocated a greater proportion of household food spend toward away from
home sources. Sex and mean age showed similar proportions of the sample across exposure levels.

Across quintile of away from home food outlet exposure, absolute density of food outlets
range from just over 40% to more than 76% of total food outlet exposure (Figure 3a). The relative
contribution of the three away from home food outlet types varied across quintiles, with an overall
higher contribution of restaurants from lowest to highest quintile of exposure, where that outlet type
provides the dominant source of away from home outlet exposure in the highest quintile (Figure 3b).
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Figure 3. (a) Stacked weighted mean % of food outlet density by quintile of away from home exposure
for each food outlet type; (b) Normalised contribution of weighted mean % food outlet density for type
of food outlet by proportion of away from home exposure quintile.

Regression analyses (Table 3) showed that compared to the lowest level of away from home food
outlet density (Q1) higher levels of density were associated with a greater odds of high monthly away
from home food spend (Q3: OR = 1.18, 95% CI = 1.07, 1.30; Q4: OR = 1.30, 95% CI = 1.18, 1.43; and Q5:
OR = 1.52, 95% CI = 1.37, 1.68) (Model 0).

Table 3. Odds ratios and 95% confidence intervals for high % (top tertile) of away from home food
spend (N = 24,047) by quintile of proportion of away from home food outlets exposure.

Proportion of Food
Outlet Density

Odds of High Monthly % Away from Home Food Spend 1

Model 0 Model 1 2 Model 2 3

Away from home
Q1 1.00 (-) 1.00 (-) 1.00 (-)
Q2 0.99 [0.90, 1.10] 0.97 [0.87, 1.07] 0.96 [0.86, 1.06]
Q3 1.18 *** [1.07, 1.30] 1.12 * [1.02, 1.24] 1.09 [0.99, 1.21]
Q4 1.30 *** [1.18, 1.43] 1.20 *** [1.08, 1.33] 1.13 * [1.02, 1.25]
Q5 1.52 *** [1.37, 1.68] 1.26 *** [1.13, 1.41] 1.16 ** [1.04, 1.30]

1 % of away from home food spend was divided into tertiles, with the highest tertile being ‘high’ in % of away from
home food spending; 2 Adjusted for age, sex, total number of food outlets for restaurant, fast food, cafe, other and
equivalised total food spend; 3 Additionally adjusted for education and equivalised income. * p < 0.05, ** p < 0.01,
*** p < 0.001.

This relationship was attenuated after adjustment for known confounders with Q3 becoming
non-significant (Q3: OR = 1.09, 95% CI = 0.99, 1.21) but with Q4 and Q5 remaining significantly
associated with a greater odds of high away from home food spend (Q4: OR = 1.13, 95% CI = 1.02, 1.25
and Q5: OR = 1.16, 95% CI = 1.04, 1.30, respectively) (Model 2).

Sensitivity analyses with alternative model specifications were performed as described but results
did not differ meaningfully from those described here.

4. Discussion

Using a nationally-representative sample of UK households, the purpose of this work was to
contribute to our understanding to whether exposure to away from home food establishments in
residential neighbourhoods is a precursor to population-level food choice. We observed that exposure
to the greatest density of away from home food establishments, relative to all food sources, was
associated with greater odds of households directing a high proportion of their monthly food spend
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on away from home food. Specifically, after adjustment, those in the most-exposed group had 16%
higher odds of being high-spending households with respect to away from home food sources.

Our findings, although based on economic outcomes, provide evidence of an important but
neglected theoretical link between the local food environment and health. Previous studies have
observed associations between residentially-based estimates of fast food access and dietary and/or
weight outcomes [18–20]. This work demonstrates an association with a more proximal outcome of
food spending in particular and across a wider range of away from home food establishments. While
our study had no direct measures of the health-related characteristics of food spend, other research has
found that eating out-of-home is associated with lower diet quality and poor health outcomes [5,40].

The demonstration of a consistent relationship between the local food environment, diet and
health remains somewhat elusive [41–43]. Previous research has suggested much of this heterogeneity
may be due to methodological differences in exposure estimation, including the various decisions
made surrounding the selection of spatial measures, geographic units, buffers around individual
addresses [41,42] and the quality of dietary outcome measurement [42,43]. While the findings here
should be interpreted within the context of a mixed evidence base that is yet unexplained, the findings
do support previous work that has reported a significant relationship between exposure to away from
home food establishments, diet and weight, and the amplification of inequalities [19,20,44]. However,
a degree of caution may be warranted when using the observed association found here to infer how
a change in the local food environment might influence diet and health. There is a paucity of studies
available that examine the impact of a change in away from home food outlet exposure on diet or
health, or address issues that could undermine causal inference including the role of neighbourhood
self-selection (i.e., individual preferences drive selection of a neighbourhood that provides a local food
environment that supports their preferences) [45].

In addition to structural factors, personal food tastes and preferences might play an important role
in understanding differences in the relationship between exposure to away from home food sources
and diet [44]. For example, consumers report preferences for fast food outlets that are convenient,
easy to access and provide tasty foods, with availability of nutritious foods being the least important
factor [46]. Additionally, individual preferences may be socioeconomically patterned, with more
advantaged individuals possessing the material, psychosocial and time related resources needed to
select food outlets and food items of their choosing regardless of what is easily accessible [47,48].
In our findings, higher income and more-educated individuals tended to have higher away from home
food spend, suggesting a preference for the service and convenience of restaurants, cafes and fast food
outlets among these population groups.

4.1. Policy Implications

As discussed, these research findings contribute to a growing scientific evidence base, which
suggests that greater access to away from home food establishments contributes to unhealthy
dietary behaviour, excess body weight and obesity [20,49,50] Although some questions remain, this
growing literature has direct links to public health policy through informing ‘healthy’ neighbourhood
design [51], which is increasingly understood by planners as a low-agency, population-level public
health intervention [52]. For example, planners in English local government are actively encouraged to
implement planning laws that limit growth in the fast food sector [53], focussing on areas of perceived
need, where levels of obesity are currently high, or where existing access to fast food outlets is sufficient.
Internationally, there are examples of similar practice [54] and anecdotal evidence to suggest that
implementation of such policies is increasingly commonplace [55]. The effectiveness of many of these
policies is yet to be determined.

4.2. Methodological Considerations and Limitations

For this study, food outlet exposure was estimated within residential neighbourhoods, defined as
within 1 mile of each participant’s home address. This home-based characterisation may overestimate
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some forms of outlet exposure, particularly if there are physical barriers in the environment not
accounted for using the buffer method, and underestimate other forms of exposure, particularly for
food outlets accessed from the workplace or while commuting between locations [20]. Additionally,
the OS POI data on food outlet locations is not a routinely validated data set. Approximately 60% of
the data is reported as ‘ground truthed’, however given the size of the data, it is not feasible to check
each location. We used 2014 data with the assumption that secular food outlet change is relatively
slow, and therefore unlikely to result in a significant difference in quintile of exposure between the
year the food outlet data was collected and the year the survey data was collected, however this
assumption is not based on a validation study for the UK. Additionally, the use of self-report data
for estimates of household food spending is an important consideration. Although validation of
self-report expenditure has been done in previous work [37], there is no UKLHS validation study for
household food expenditure that we are aware of. Household food spend was benchmarked against
Living Cost and Food data, however, while these adjusted data are likely appropriate for the type
of analysis presented here, they may not provide perfectly accurate population level estimates of
household food spend. Also, while we have adjusted for known confounders that were available to us
and used routinely in previous research, the role of other unmeasured confounders cannot be ruled
out, including car ownership or access to or use of public transportation.

Major strengths of this study include the use of a nationally-representative geographically diverse
sample of UK households, the use of objectively measured food outlet data and coherence between
the characterisation of the food environment and outcome. Using data from this national survey
increases the generalizability of our findings to the UK population. Previous studies have typically
used data from geographically-circumscribed samples from study cohorts. Although such samples
can be representative of their underlying regional populations, they may be more limited in terms
of generalizability to a national context. For the first time in the published literature, we exploited
novel household food spend data within this national social and economic panel survey, including
information on the amount spent purchasing foods specifically for consumption away from home.

5. Conclusions

Our findings suggest that those most exposed to away from home food establishments had a
greater odds of allocating a high proportion of household food spend on away from home food sources.
This study provides one of the first analyses at the national level to examine the role of the local food
environment in relation to household food spend, a potential precursor to diet quality and health.
Further research is required to better understand how and why different populations interact with
their local food environment over time to inform the most effective policies to support healthy food
choice while eating away from the home, diet and health.
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Abstract: This study aimed to determine the concentration levels, potential sources and ecological
risks of eleven trace elements, namely Cr, Fe, Co, Ni, Cu, As, Sb, Cd, Zn, Hg and Pb, in the
soil from Huangpi district, Wuhan, Central China. Soil samples were collected from eighteen
sites at soil depths of 1–10 and 10–20 cm and analyzed using Inductively Coupled Plasma-Mass
Spectrometer ICP-MS (Thermo X SERIES 2, Scientific and Innovative Technology Co. Ltd.,
Beijing, China). The recorded mean concentration of the elements were in a decreasing order of
Fe > Co > Cr > Ni > Pb > Cu > As > Cd > Sb > Zn > Hg. The mean concentration of trace elements,
soil pH and total organic carbon (TOC) were higher at a soil depth of 1–10 cm. The obtained mean
concentration of Cr, Co, As, Cd, Ni, Cu, Hg and Pb were above the soil background values of Wuhan
and Hubei Province. The mean concentration values of Co, Ni and Cd, exceeded the recommended
FAO (Food and Agriculture Organization)/ISRIC (International Soil Reference and Information
Centre) (2004) and WHO/FAO (2001) values. Pearson’s correlation analysis illustrated that there was
a strong and significant correlation between trace elements, whereas, a weak positive and negative
correlation between elements and soil properties (pH and TOC). The principal component analysis
(PCA) and cluster analysis (CA) result indicated that the concentration of trace elements in Huangpi
soil were originated from anthropogenic sources. Potential ecological risk index (RI) of this study
revealed that there is a high ecological risk of trace elements in the soil. Enrichment factor (EF) and
geo-accumulation index (Igeo) of trace elements for this study indicated that the study area is strongly
contaminated with Cd and Co. Generally, the finding of this research showed that Huangpi soil
is contaminated.

Keywords: trace elements; concentration; microwave digester; Wuhan; soil contamination; ecological risk

1. Introduction

Trace elements are identified as a dangerous group of environmental pollutants, due to their
persistence, non-degradability and toxicity to living organisms [1,2]. Unlike many organic pollutants,
which eventually degrade to carbon dioxide and water, trace elements tend to accumulate in the
environment, especially in soil and sediments [3]. Trace elements have specific gravity greater than
5 g/cm3 and they include elements such as Cd, Zn, Pb, Hg, Sb, Cr, Co, As, Ni Cu, Mo, and Mg [4,5].
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Trace elements like Cd, Cr, Pb, Hg, Ni and As have been listed as the most dangerous elements and
priority control pollutants by the United States Environmental Protection Agency (USEPA) [6–8].
Trace elements can originate from natural sources (e.g., parent materials, weathering of rocks, volcanic
eruptions and soil erosion) and anthropogenic sources (e.g., industrialization, urbanization, vehicular
emissions, mining activities, smelting, burning of fossil fuels and agricultural inputs such as fertilizers,
pesticides, herbicides and fungicides [9,10]. However, currently anthropogenic activities significantly
accelerate the accumulation of trace elements in the environment [11,12].

Soil is one of the environmental compartments which plays an important role in plant growth,
development and other ecosystem services [8,13]. On the other hand, it also serves as a sink for
different environmental pollutants like toxic trace elements [14–16]. Several studies from different
countries point out the toxic effects of trace elements on soil, plants and animals [1,3,12]. Excessive
accumulation of trace elements in soil can reduce soil microorganism levels which results in soil quality
degradation [16,17], and reduction of agricultural productivity [3,15,18]. It has been reported that
foodstuffs and domestic feeds in Asian countries are severely contaminated with trace metals [19].
According to China national census of pollution report, more than 1.5 million sites in China have been
exposed to toxic trace elements, 20 million hectares of agricultural lands have been polluted [20] and
over 12 million tons of grains are contaminated by toxic elements per year [7]. About 1.5 × 105 km2 of
cultivated lands is polluted by Cd [21]. In addition to the above reports, a survey conducted in 2014
indicated that 16.1% of the sampled lands were contaminated by Hg, As and Pb [6].

Plants not only absorb essential nutrients, they also absorb toxic elements from the environmental
compartments [22], which results in a bio-accumulation effect [14,23]. Consequently, consumption of
contaminated plants and animals can cause health problems [24]. Particularly, Cd is amongst trace
metals that increased international concern due its carcinogenic effect [21]. The adverse effects of toxic
trace elements on human beings have been reported from different countries of the world [24,25].
For example: As causes dermal lesions, skin cancer, peripheral vascular diseases and peripheral
neuropathy [26,27], Cd can result in kidney dysfunction, hypertension, lung cancer, bone fractures,
prostatic hyperplasia and adenocarcinomas, Cu can cause Alzheimer’s, prion disease [28,29], and Pb
can affect the endocrine system, immune system, skeletal, circulatory system and nervous system [30].

Due to the rapid economic growth in China, there are heterogeneous anthropogenic activities
which increase the accumulation of trace elements in the environment [31]. Agricultural inputs
(fertilizers, herbicides, pesticides and fungicides), the use of wastewater for irrigation, urbanization,
industrialization and construction of road networks are the major anthropogenic activities in Wuhan,
Hubei Province [32–34]. Huangpi is one of the districts in Wuhan, in which the above anthropogenic
activities are commonly observed [20]. However, there is lack of data and research works on the status
of trace elements in Huangpi district. Previously conducted studies in Wuhan were focused only on
few trace elements such as Cd, Cr, Pb Ni, As, Cu and Hg. Therefore, it’s important to investigate
the status of the above listed and other additional trace elements like Co, Sb, Fe, Zn in the soil of
Huangpi district. Thus, the objectives of this study were: (1) to determine the concentration level of
trace elements, (2) to identify the potential sources of trace elements, (3) to evaluate pollution status
and ecological risks of trace elements in the soil and (4) to determine the effect of soil pH and total
organic matter on the concentration of trace elements.

2. Materials and Methods

2.1. Study Area

Soil samples were collected from Huangpi district, Wuhan, Central China. Huangpi is one
of thirteen districts of Wuhan, located on northern outskirts of Wuhan between 30◦52’30” N and
114◦22’30” E (Figure 1). The area of the district is about 2261 km2, with a population of 1,107,565 [31].
From the total area of the land 56.12%, 18.29%, 0.22%, 7.09%, 0.21%, 23% and 4.08% are covered by
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cultivated land, forest land, grassland, settlements and industrial sites, land for transport, water area
and unused land, respectively [35].

Figure 1. Study area. (The number (1–18) represents sampling sites: S1 (Tangjiawan), S2 (Fengdouhu)
S3 (Erpaiqu), S4 (Changdi), S5 (Zhujiashan), S6 (Tujiadun), S7 (Zhulinyuan). S8 (Zhoujiawan), S9
(Lishuwan), S10 (Xinyang), S11 (Leqianwan), S12 (Bomogang), S13 (Hanjiafan), S14 (Wanjiatian), S15
(Hongguanshanxiawan), S16 (Dujiatian), S17 (Tianjiaxiaowan), S18 (Tianjiaxiaowan).

2.2. Sample Collection and Pretreatment

Soil samples were collected from eighteen sampling sites of different land use types (barren land,
farmland, paddy field, plastic greenhouse) at soil depths of 1–10 and 10–20 cm. The sample sites
were located using a global positioning system (GPS). For each site, three replicates were taken to
make up a composite soil. The collected samples were packed in polyethylene containers, labeled
and transported to the laboratory for analysis. All samples were dried using a benchtop lab vacuum
freeze dryer (Xinzhi Biotechnology Co., Ltd., Ningbo, China) at −40 ◦C for 24 h, the samples were
ground, sieved through 0.6 mm mesh nylon sieve and stored in a refrigerator at −20 ◦C for further
analysis [12,36].

2.3. Sample Extraction and Analysis

About 0.1–0.15 g of soil samples were measured using a digital analytical balance (METTLER
TOLEDO, Columbus, OH, USA), placed into Teflon vessels, digested with 4 mL of nitric acid (HNO3,
63%), 2 mL of hydrogen fluoride (HF ≥ 40%) and perchloric acid (HClO4 70–72%) using a microwave
digester (ETHOS ONE, Milestone, Leutkirch im Allgau, Germany). The digester was operated for
2 h at a controlled pressure, temperature and output power according to [37]. The digested samples
were heated on the heating plate at a temperature of 135 ◦C for 2 h and cooled to room temperature.
Then the final volume was topped up to 50 mL using double distilled water and filtered using 0.22
um membrane filter paper for analysis [22,36] and the filtered samples were stored in plastic bottles
at −4 ◦C to minimize volatilization and biodegradation [38]. Finally, the samples were analyzed
using ICP-MS (Thermo XSERIES2, Beijing, Scientific and Innovative Technology Co. Ltd., Beijing,
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China). In addition, selected soil properties (soil pH and TOC) were measured. Soil pH was measured
according to [22], using a pH meter (METTLER TOLEDO) and the total organic carbon (TOC) of the
soil was measured by [39] method using a TOC analyzer (Elementar GmbH, Langenselbold, Germany).

2.4. Standard Preparations and Calibration Curves

All chemicals and reagents used were analytical grades with purity of 99%. Five working
solutions with concentrations of 0.1, 0.5, 1, 5, 10 and 20 μg/L were prepared from the stock solutions
of 1000 μg/mL using double distilled water with 10% nitric acid (HNO3, 63%). The working
solutions were analyzed before running samples to check the accuracy and reliability of the instrument.
Calibration curves produced for all elements indicated that the obtained curves had r2 values greater
than 0.994.

2.5. Statistical Analysis

Statistical Package for Social Sciences (SPSS) version 20 (IBM, Armonk, NY, USA) and Microsoft
Offices Excel 2013 (Microsoft Corporation, Albuquerque, NM, United States) were used to analyze
the data. Pearson’s correlation coefficient was used to analyze the relationships between elements,
soil pH and TOC. The potential sources of trace elements were identified using factor analysis (PCA
and cluster analyses).

2.6. Quality Analysis and Quality Control

To ensure the quality of the experiment all reagents and chemicals used were analytical-reagent
grades. All plastic containers were soaked with 10% HNO3 (63%) for 12 h and washed three times with
double distilled water to remove other contaminants, dried in oven at 60–65 ◦C for 24 h. The relative
standard deviations (RSD) of three consecutive measurements of the standard solutions were used to
determine the precision of ICP-MS. The obtained percentage of relative standard deviation (% RSD)
was less than 10% indicating a good precision of the instrument. The recovery value of elements
ranged between (90–104%).

2.7. Methods of Evaluating Contamination Level and Ecological Risk of Trace Elements

2.7.1. Potential Ecological Risk Index (RI)

Potential ecological risk index helps to evaluate the pollution of trace elements in the soil [40].
It is the sum of the ecological risk factor of a single element in the sample [41]. The following formulas
given by [41] were used to calculate potential ecological risk indices of the elements.

Ci
f = Ci

S/Ci
R (1)

Cd = Σi
f Ci

f (2)

Ei
f = Ci

f ∗ Ti
f (3)

RI = Σi
f /Ei

f (4)

where Ci
f is the contamination factor for trace elements; Ci

S is the measured concentrations value of
elements in the soil; Ci

R is the background reference values of trace elements in the soil; Cd is a degree
of contamination; Ei

f is the ecological risk index of a single element; Ti
f is the toxicity coefficient of an

element and RI represents the total potential risk index of elements [40] (Table 1).
Due to the absence of soil background reference values of trace elements in Huangpi district,

Wuhan soil background values were used as a reference: Cr (90), Ni (40), Cu (35), Zn (100), As (15),
Cd (0.20), Hg (0.15), Pb (35) mg/kg [42] and Hubei Province soil background values were used for
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Co (15.4) [32], Sb (1.65 mg/kg) [43] and Fe (29,400 mg/kg) [40]. Ti
f values given by [41] were Cr = 2,

As = 10, Cd = 30, Ni = Cu = Pb =5, Zn =1, Hg = 40 and Co = 2, Fe = 0 and Sb = 15.

Table 1. The standard given for the contamination factor, degree of contamination, ecological risk
factor and risk index of elements.

Ci
f

Contamination
Level

Cd Class
Degree

Contamination
Level

Ei
f

Pollution
Degree

RI Risk Degree

Ci
f < 1

Low
contamination

factor
Cd < 8 Low Ei

f < 40 Low risk RI < 150 Low
ecological risk

1 ≤ Ci
f < 3 Moderate

contamination 8 ≤ Cd < 16 Moderate 40 ≤ Ei
f ≤ 80 Moderate risk 150 ≤ RI < 300 Moderate

ecological risk

3 ≤ Ci
f < 6

Considerable
contamination

factor
16 ≤ Cd < 32 Considerable 80 ≤ Ei

f <160 Considerable
risk 300 ≤ RI < 600 Considerable

ecological risk

Ci
f ≥ 6 Very high

contamination Cd ≥ 32 Very high 160 ≤ Ei
f < 320 high risk RI > 600 Very strong

Ei
f ≥ 320 Extremely high

Source: [41].

2.7.2. Enrichment Factor (EF)

Enrichment factor (EF) was evaluated to determine the degree of anthropogenic factors on trace
elements accumulation in the soil. It reflects the disturbance degree of human activities on the natural
environment [44]. EF is calculated as follows:

EF =

(
Ci

Cre f

)
sample(

Bi
Bre f

)
background

(5)

where Ci is the concentration of trace elements in the sample; Cref is the concentration of reference
element in the sample; Bi is the background value of interest element and Bref is the background value
of reference elements in the study area. Fe was selected as the reference element for this study because
Fe is a major sorbent and it is a quasi-conservative tracer of natural elements in fluvial and coastal
sediments [12]. Wuhan soil background was used as the reference. The following EF class were given
for elements; EF < 2, 2 ≤ EF < 5, 5 ≤ EF < 20, 20 ≤ EF < 40 and EF ≥ 40 indicated low, moderate,
significant, very high and extremely high enrichment factor, respectively.

2.7.3. Geo-accumulation Index (Igeo)

The geo-accumulation indexes (Igeo) of elements were calculated to identify the degree of
contamination and to compare it with the pre-industrial level [45]. This method classifies the pollution
level of elements in terms of seven enrichment classes. It is calculated using the following formula:

Igeo = Log2
Cn

1.5 Bn
(6)

where Igeo is the geo-accumulation index, Cn is the measured concentration of an element (mg/kg) in
the sample, Bn is the geochemical background value of an element (mg/kg) and 1.5 is the factor used
for lithological variations of elements.

Seven classes and contamination intensity are given for Igeo: Igeo ≤ 0 (uncontaminated), 0 < Igeo ≤ 1
(uncontaminated to moderately contaminated), 1 < Igeo ≤ 2 (moderately contaminated), 2 < Igeo ≤ 3
(moderately to strongly contaminated), 3 < Igeo ≤ 4 (strongly contaminated), 4 < Igeo ≤ 5 (strongly to
extremely contaminated) and Igeo > 5 (extremely contaminated) [45].
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3. Result and Discussion

3.1. Spatial Distribution of Selected Soil Properties (pH and TOC)

It has been reported that soil properties such as soil pH and total organic carbon (TOC) are the most
important factors that influence cation mobility and regulate the solubility of trace elements in the soil.
The obtained mean result of soil pH and TOC for this study were presented in Table 2. As illustrated,
the mean soil pH results ranged from 4.20–6.87 with a mean value of 5.71. The comparison between
individual samples (Table 3) indicated the soil pH ranged from 4.12–8.07 with an average of 5.87 at the
soil depth of 1–10 cm and 4.28–6.52 with an average of 5.55 at the soil depth of 10–20 cm. The highest
soil pH value (8.07) was recorded in the greenhouse soil from Changdi site at a soil depth of 1–10 cm.
The main reason for this might be connected with relatively low precipitation amount and less leaching
of base-forming cation in the green house. The mean comparison between the two depths indicated
that the soil pH at 1–10 cm (5.87) is higher than the soil depth of 10–20 cm (5.55) (Figure 2). The result is
in line with the findings of [46,47], whereas the result is different from the findings of [48]. According
to the classification of soil pH grade, the pH value of (<5) indicated slightly acidic, (5–6.5) mildly acidic,
(6.5–7.5) neutral, (7.5–8.5) mildly alkaline and (>8.5) indicated strongly alkaline [49]. According to these
classifications, Huangpi soil is classified as slightly acidic, mildly acidic, neutral and mildly alkaline.

The average total organic carbon of soil ranged from 0.65–2.41 with the mean value of 1.71.
The highest mean value of TOC (2.41) was recorded in Dujiatian site (farmland), whereas the lowest
TOC (0.65) was recorded from barren land at the Zhoujiawan site. TOC ranged from 0.63–2.60 with a
mean value of 1.74 at soil depth of 1–10 cm and 0.66–2.71 with a mean value of 1.71 at the soil depth of
10–20 cm. The highest mean was recorded at the soil depth of 1–10 cm (Figure 2). A similar result was
reported by [47,50]. Numerous studies indicated that TOC of soil decreases with soil depth [50,51].
The main reason for this might be biological activity in the top layer of soil [51].

3.2. Concentrations and Distribution of Trace Elements

Eleven trace elements in Huangpi district soil were studied. The results of descriptive statistics;
mean, maximum, minimum, standard deviation and Skewness were presented in Table 2 and
individual results of all samples and mean for both depths were presented in Table 3 and Figure 2,
respectively. The results indicated that the concentrations of the elements showed variation between
samples and within samples at different soil depths. All elements except As, Sb, Hg and Cd were
detected in all samples at soil depths of 1–10 and 10–20 cm with detection frequency of 100%
for Cr, Fe, Co, Ni, Cu, Zn and Pb; and 72%, 89%, 78% and 42% for As, Sb, Cd, Hg respectively.
The mean concentration of trace elements at soil depth of 1–10 cm were in decreasing order of
Fe > Co > Cr > Ni > Pb > Cu > Cd > As > Zn > Sb > Hg, whereas, Fe > Co > Cr > Ni>
Pb > Cu > As > Cd > Zn > Sb > Hg at soil depth 10–20 cm (Figure 2).The highest mean concentration
values for all elements were recorded at a soil depth of 1–10 cm. The results of this study was in line
with those of [52–54]. According to Camobreco [55] the highest accumulation of trace elements in the
surface layer of the soil might be due to a high sorption capacity of trace elements which results from
soil chemical reactions between soil solid phases, including silicate clays, hydroxides and oxides of
elements. Another study by Rahaman [53] also indicated that trace elements were found abundantly in
the surface layer and the value decreased with an increase in soil depth with few exceptions. Converse
to the results obtained in this study, the report by [56] from Kenya, indicated that subsurface soil
accumulates high concentration of trace elements than surface soil due to soil leaching.
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Table 2. Descriptive statistics of trace elements (mg/kg) and selected soil properties (pH and TOC) of
soil from Huangpi district and background value of Wuhan, Hubei and China.

Elements Min Max Mean SD Skewness (a) (b) (c) (d) (e) (f)

Cr 66.56 321.73 140.1 58.84 1.795 90 86 200 250 - 1000
Fe 13,583.04 55,398.01 27,304.9 10,705.1 1.148 - 29,400 29,400 - - -
Co 7,244.46 5,4621.91 22,656.94 10,317.8 1.578 - 15.4 40 50 50 -
Ni 51.18 210.63 117.8 50.93 0.701 40 37.3 50 100 100 500
Cu 26.09 139.98 60.73 30.06 1.197 35 30.7 100 100 100 100
As ND 47.58 15.58 17.68 0.826 15 12.3 30 - - 75
Sb ND 1.54 0.58 0.42 0.662 - 1.65 10 - - -
Cd 0.07 77.62 15.44 23.84 1.69 0.2 0.172 0.5 5 3 0.7
Zn 1.53 4.81 3.32 0.94 −0.544 100 83.6 250 500 300 300
Hg ND 1.13 0.15 0.26 3.458 0.15 0.08 0.7 - 2 1
Pb 38.81 117.9 74.16 20.22 0.395 35 26.7 80 150 50 200
pH 4.2 6.87 5.71 0.73 −0.543 - 6.5 - - - -

TOC 0.65 2.41 1.72 0.47 −0.815 - - - - - -

ND: Not detected; Max = Maximum; Min=minimum; SD = Standard deviation. (a), Wuhan soil background value
[42], (b), Hubei province soil background [37], (c), china soil background value [27], (d), Food and Agriculture
Organization (FAO)/International Soil Reference and Information Centre (ISRIC) (2004) [57] (e), World Health
Organization (WHO)/Food and Agricultural Organization (FAO) (2001) [12], (f), United States and Environmental
Protection Agency (USEPA) (1983) [58].

Table 3. The concentration of trace elements (mg/kg), soil pH and TOC for each sample at soil depths of
(1–10 and 10–20 cm).

S Cr Fe Co Ni Cu As Sb Cd Zn Hg Pb PH TOC

Depth of 1–10 cm

1 94.20 14,491.1 10,133.9 73.64 39 ND 0.58 ND 2.85 0.15 53.42 5.21 1.59
2 169.20 28,732.1 22,910.7 163.3 109 31.78 1.09 34.61 4.35 0.36 70.71 5.91 1.75
3 163.13 28,633.9 23,232.1 160.8 61 22.11 0.63 13.82 4.38 0.51 77.95 7.86 1.71
4 251.54 40,557.7 33,375 293.75 123 42.93 1.75 75.13 5.65 0.19 106.44 8.07 2.6
5 266.25 46,817.3 36,740.4 253.08 138 63.83 1.95 124.59 6.57 0.58 151.06 5.39 2.14
6 112.69 20,019.2 16,653.9 97.6 62 ND 0.2 ND 1.97 0.19 61.88 5.73 1.51
7 224.50 39,650 31,433.3 181 165 60.82 1.78 108.46 5.4 0.31 141.33 6.29 1.03
8 137.77 23,946.4 35,053.6 120.27 33 43.64 0.65 28.45 4.28 ND 75.77 6.57 0.63
9 124.04 21,750 22,846.2 96.92 93 1.01 0.7 0.71 4.13 ND 94.17 6.14 2.58

10 130.17 20,175 20,925 120.08 53 3.24 0.52 1.67 3.67 0.08 106.75 6.58 2.31
11 138.56 28,903.9 24,884.6 100.19 43 10.02 0.52 5.2 2.58 ND 74.23 5.86 1.14
12 149.02 29,151.8 29,098.2 122.86 61 18.28 0.71 12.89 4.03 0.08 101.07 4.79 2.23
13 88.51 15,875 10,846.2 57.9 52 ND 0.04 ND 2.75 ND 65.77 6.48 2.25
14 172.50 29,033.3 28,258.3 125.42 60 ND 0.71 ND 3.47 ND 83.05 5.76 1.71
15 110.36 23,071.4 15,116.1 70.31 36 1.3 ND ND 2.65 ND 65.43 4.6 1.46
16 328.66 51,901.8 55,580.4 203.75 131 23.03 0.13 3.08 3.73 1.41 57.6 5.05 1.4
17 138.17 20,908.3 25,366.7 109.33 47 5.52 0.87 4.78 4.93 0.33 87.17 4.12 1.55
18 107.05 16,642.9 19,991.1 81 35 ND 0.56 ND 3.48 ND 74.8 5.33 1.68

Depth of 10–20 cm

1 38.93 12,675 4355 28.71 13 0.69 0.22 0.15 1.13 ND 24.2 6.01 2
2 165.17 46,416.7 23,508.3 207.67 69 29.74 1.03 30.73 3.84 ND 77.34 5.89 1.85
3 95 26,758.3 13,491.7 87.08 51 15.43 0.36 5.53 2.6 ND 40.59 5.46 1.81
4 125.42 33,083.3 17,733.3 127.5 42 30.59 0.39 11.98 2.27 ND 55.28 5.66 1.5
5 145.09 36,517.9 21,232.1 138.93 57 27.24 1.13 30.65 3.06 ND 65.51 5.47 2
6 61.47 16,575 10,041.7 48.78 18 5.36 0.08 0.4 1.09 ND 30.76 6.07 1.42
7 130.63 34,928.6 20,723.2 107.23 30 34.34 0.53 18.09 2.82 0.05 94.46 5.9 0.93
8 118.75 31,000 28,875 100.8 42 44.49 0.58 25.82 3.2 0.18 79.41 5.66 0.66
9 99.13 20,884.6 17,682.7 82.69 46 ND 0.45 ND 2.54 ND 67.79 6.3 2.24
10 113.3 20,232.1 17,598.2 101.34 42 ND 0.29 ND 3.16 ND 78.18 6.42 2.17
11 70.08 17,044.6 11,857.1 65.87 12 ND ND 0.74 1.01 ND 39.4 6.52 1.08
12 106.16 25,500 21,000 90.36 34 13.6 0.39 5.34 2.47 ND 62.59 4.4 1.94
13 65.62 13,182.7 8,005.77 49.54 57 ND ND 2.52 2.38 ND 49.65 5.36 2.04
14 135.45 23,392.9 22,187.5 106.52 50 2.73 0.14 0.39 2.64 ND 58.49 5.35 1.99
15 93.71 19,682.7 12,990.4 59.91 23 ND ND 0.29 1.93 ND 52.13 4.65 1.71
16 314.81 58,894.2 53,663.5 207.02 149 16.05 0.14 2.31 4.08 0.86 70.4 5.15 2.71
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Table 3. Cont.

S Cr Fe Co Ni Cu As Sb Cd Zn Hg Pb PH TOC

17 112.23 20,446.4 21,982.1 93.39 43 12.54 0.56 7.06 3.71 ND 78.78 4.28 1.46
18 146.52 25,500 26,276.8 106.52 66 0.54 1.08 0.59 4.79 0.26 96.25 5.38 1.28

S: Sample, ND: Not detected.

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Figure 2. The mean concentrations of trace elements and selected soil properties (pH and TOC) at soil
depth of (1–10 and 10–20 cm).

The highest mean of Cr was recorded in the sample from Dujiatian (farmland), whereas the
lowest was recorded at Tangjiawan (barren land). The obtained mean result of Cr (140.10 mg/kg)
was higher than the soil background value of Wuhan (90 mg/kg) and Hubei Province (86 mg/kg),
but less than soil background of China (200 mg/kg). In comparison to the permissible limit of FAO
(Food and Agriculture Organization)/ISRIC (International Soil Reference and Information Centre)
(2004) (250 mg/kg) and USEPA (1983) (1000 mg/kg) the mean concentration value of Cr (140.10 mg/kg)
was lower. However, the individual mean result of single site indicated that the sample from Dujiatian
tea farmland (321.73 mg/kg) was above the permissible limit of FAO/ISRIC (2004). As compared
to the other findings in Wuhan, the obtained mean value of Cr for this study was higher than the
finding of [32] (85 mg/kg), but less than the finding by [33] (152.78 mg/kg). In comparison to the other
studies from other places, the mean concentration of Cr for this study was higher than the findings
from Cuba (85.9 mg/kg) [59], Bangladesh (53.7, 34.2 mg/kg) [60], India (8.01 mg/kg) [61], Tanzania
(7.68 mg/kg) [10], Brazil (20.61 mg/kg) [62], Pakistan (5.86 mg/kg) [63], Iran (48.08, 53.21 mg/kg) [64],
along Chao River in China (118 mg/kg) [65] and Northern Pakistan (29.94 mg/kg) [66].

The maximum mean value of Fe (55,398.01 mg/kg) was recorded at Dujiatian farmland site,
whereas the lowest value was recorded at Tangjiawan site in the soil from a barren land. The recorded
mean value of Fe was below the soil background value of Hubei Province and China (29,400 mg/kg).
As compared to the other studies, the mean concentration of Fe (27,304.9 mg/kg) from this study
was higher than a study from Bangladesh [11] (1800 mg/kg).The highest concentration of Co
(55,580.36 mg/kg was obtained at the Dujiatian site (farmland), whereas, the lowest value (4355 mg/kg)
was recorded at Tangjiawan site (barren land). The obtained mean Co was higher than the soil
background value of Wuhan, Hubei Province and China (Table 2). The mean concentration value of
Co (22,656.94 mg/kg) was above the permissible limit of FAO/ISRIC (2004) and WHO/FAO (2001)
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(Table 2). Compared to other findings the mean concentration of Co was higher than the study in Cuba
(9.16 mg/kg) [59], Brazil (7.44 mg/kg) [62], Pakistan (7.56 mg/kg) [63], Wuhan (China) (16 mg/kg) [32]
and (16.37 mg/kg) [33], Iran (38.5, 16.51 mg/kg) [64], Chao River China (17.5 mg/kg) [65] and Northern
Pakistan (36.76 mg/kg) [66].

The recorded mean concentration of Ni (117.80 mg/kg) was higher than the soil background value
of Wuhan, Hubei province and China. In addition, the mean value of Ni (117.80 mg/kg) was above the
permissible limit of FAO/ISRIC (2004) (100 mg/kg), WHO /FAO (2001), whereas below the permissible
limit of USEPA (1983) (500 mg/kg). The highest value of Cu was recorded at Dujiatian (farmland),
whereas the lowest was obtained from the soil of Tangjiawan site (grassland soil). According to the
obtained result, the mean concentration of Cu recorded was below the permissible limit of FAO/ISRIC
(2004), WHO/FAO (2001), USEPA (1983) and China (Table 2). However, the individual result of
each site indicated that the concentration of Cu at Dujiatian site exceeded the permissible limit of
FAO/ISRIC (2004), WHO/FAO (2001) and USEPA (1983). As compared to the other studies the
mean concentration value of Cu (60.73 mg/kg)was less than the finding in Brazil (111.54 mg/kg) [62],
Wuhan, China (60.85 mg/kg) [33], Hubei Province, China (386mg/kg), Democratic Republic of Congo
(10,320 mg/kg) [67], Iran (100.84 mg/kg) [64], but the result was higher than the findings in soil
from Cuba (43.10 mg/kg) [59], Bangladesh (20.6 mg/kg) [11], India (52.72 mg/kg) [61], Tanzania
(5.62 mg/kg) [10], Pakistan (18.12 mg/kg) [63], Northern Pakistan (35.28 mg/kg) [66] and in soil along
the Chao River in China (46.5 mg/kg) [65].

The highest value of As was recorded at Zhulinyuan site from a barren land, whereas the lowest
was recorded at Hanjiafan from a paddy field. The mean concentration result of As was higher than soil
background values of Wuhan and Hubei province (Table 2). The average concentration of As recorded
was below the permissible limit of USEPA (1983). However, the individual result of each site indicated
that the concentrations of As in samples from Fengdouhu, Changdi, Zhulinyuan, Zhoujiawan and
Zhujiashan sites were above the soil background value of China (30 mg/kg). The mean comparison of
As concentration of this study with the other studies are presented in Table 4.
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The obtained mean concentrations of Sb (0.58 mg/kg) was lower than the soil background
value of Hubei (1.65 mg/kg) and China (10 mg/kg). The mean result of Sb in this study was
lower than the finding from Brazil (13.81 mg/kg) [62], whereas higher than the finding from Iran
(0.22, 0.21 mg/kg) [64]. The maximum value of Cd was recorded in the sample from Zhujiashan
from a greenhouse, whereas the lowest was recorded at Tangjiawan from barren land. The mean
concentration of Cd (15.44 mg/kg) was above the soil background values of Wuhan, Hubei Province
and China. In addition the concentration of Cd in this study passes the permissible limit of FAO/ISRIC
(2004), WHO/FAO (2001) USEPA (1983). In comparison to the other studies the concentration of Cd
for this study was lower than the finding of [62] (13.81 mg/kg) and [67] (49 mg/kg) (Table 4).

The mean concentration of Zn for this was lower than the soil background value of Wuhan, Hubei
and China. As compared to the permissible limit of FAO/ISRIC (2004) (500 mg/kg), WHO/FAO (2001)
(300 mg/kg), USEPA (1983) (500 mg/kg) and China 250 mg/kg the mean concentration of Zn in this
study was lower.

The mean result of Hg was higher than the soil background value of Wuhan, Hubei Province and
China (Table 2), but below, however, the permissible limits of FAO/ISRIC (2004), WHO/FAO (2001)
and USEPA (1983). However, the result of the individual site indicated that sample from Dujiatian
farm (1.13 mg/kg) exceeded the permissible limit of WHO/FAO (2001) (1 mg/kg). In comparison to
the other studies, the obtained mean concentration of Hg was lower than the finding of in soil from
Cuba [59], Bangladesh [60], Brazil [62], Iran [64] and soil along the Chao River in China [65].

The mean concentration of Pb was below the recommended value of FAO/ISRIC (2004)
and USEPA (1983), however, above the permissible limit of WHO/FAO (2001) (Table 2).
The concentration of Pb in samples from Changdi, Zhujiashan, Zhulinyuan, Lishuwan, Xinyang,
Bomogang and Tianjiaxiaowan site exceeded the soil background value of China (80 mg/kg) (Table 2).

3.3. Relationships of Trace Elements and Selected Soil Properties (pH and TOC)

Pearson’s correlation was applied to analyse the relationships between trace elements, soil pH
and TOC. The obtained result indicated that there was a significant positive correlation between
trace elements at a significant level of 0.01 and 0.05 (2-tailed) whereas, there was a negative and
weak correlation between trace elements and selected soil propertis (pH and TOC). Strong positive
correlations of Cr with Fe, Co, Ni, Cu, and Hg, Fe with Co, Ni, Cu and Hg, Co with Ni, Cu, and Hg,
Cu with Hg, As with Cd, Sb with Cd, Zn and Pb and Zn with Pb were observed at a significance level
of 0.01 and 0.05 (Table 5). Moderate and weak correlations between trace elements were also obtained
(Table 5). The relationships between trace elements and soil properties indicated that soil pH has a
weak positive correlation with Fe, Ni, Cu, As, Sb, Cd and Pb, whereas a negative correlation with
Cr, Co, Zn and Hg. The same finding was reported by [47], for Cr, As, Hg and Pb from Guangzhou
(China). TOC had a negative correlation with Co, As, Sb, Cd and Hg, and a weak correlation with Cr,
Fe, Ni, Cu, Zn and Hg. The same result was reported on Cd by [69]. Weak and negative correlations
were observed between soil pH and TOC. A significant positive correlation among elements indicates
a common origin. Moderate correlations among elements show those elements share a common source
but they are not totally from the same sources, and a weak correlation among those elements indicates
they have different origins. A negative correlation among elements and soil properties indicates no
influence of soil properties (pH and TOC) on the distribution and concentration of trace elements in
the soil.
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3.4. Factor Analysis

Principal Component Analysis (PCA) is a dimensional reduction tool that is used to reduce
large and complex data to a small set of variables which makes it easy for interpretation [70]. It is
used to identify correlated variables having common sources [71]. PCA result for trace elements
is presented in Table 6. The significant principal component is selected based on the basis of
Varimax rotation of Kaiser Criteria with an eigenvalue of greater than 1 [9]. The result indicated
that eigenvalues greater than 1 gave a total cumulative value of 86.029%. The variables were correlated
with two principal components.

Table 6. Rotated component matrix of trace elements in soil.

Elements
Component

1 2

Cr 0.949 0.282
Fe 0.886 0.408
Co 0.904 0.198
Ni 0.737 0.579
Cu 0.846 0.377
As 0.357 0.805
Sb 0.077 0.949
Cd 0.178 0.911
Zn 0.438 0.748
Hg 0.948 −0.103
Pb 0.130 0.848

Eigenvalues % of
Variance

Cumulative %

7.167
65.152
65.152

2.296
20.877
86.029

Extraction Method: Principal Component Analysis. Rotation Method: Varimax with Kaiser Normalization.

Two-component factors were extracted and the result indicated that the first component with
an eigenvalue of 7.167 and with a variance of 65.125% was highly correlated with the high loadings
of Cr, Fe, Co, Ni, Cu and Hg (Table 6). According to PCA l values, high and strong positive loading
of the elements Cr, Fe, Co, Ni and Cu was connected to anthropogenic factors. The samples were
collected from different agricultural fields (paddy field, farm land, vegetable field, plastic greenhouse
and barren land). Comparison between fields indicated that the highest value of Cr, Fe, Co, Ni, Cu
and Hg was recorded in farmland field. This indicated that the potential sources for these elements
might be associated with agricultural inputs (fertilizers, pesticides, herbicides and fungicides) and
use of wastewater for irrigation. Different studies have indicated that phosphate fertilizers are highly
used in China [6]. A previous study [6] reported that phosphate fertilizers are the main sources of
trace elements in the environment. PCA 2 gave eigenvalue of 2.296 and % variance of 20.877 with high
loading of As, Sb, Cd Zn and Pb. The PCA 2 might be connected with both anthropogenic and natural
factors (parent minerals, weathering processes) and different point and nonpoint sources (application
fertilizer, mining, industrial discharge, using wastewater for irrigation). A study by [19] indicated that
As might have originated from parent minerals.

3.5. Cluster Analysis

Cluster Analysis (CA) is a method used to group data according to their similarity [19].
Hierarchical Cluster Analysis (HCA) was applied based on the Wards method and Euclidean distance
methods [9]. The HCA result (Figure 3) indicated that elements were clustered into two major clusters.
The first cluster includes Cr, Fe, Cu, Ni, Co and Hg. The second cluster includes As, Cd, Zn, Pb and
Sb. HCA indicated that there is a close cluster between Cr and Fe, Ni and Cu, Co and Hg, As and Cd
and Zn and Pb. This implied that those elements were from the same sources. Pearson’s correlation

339



Int. J. Environ. Res. Public Health 2018, 15, 2873

analysis also pointed out that those elements had a strong positive correlation which suggested that the
elements have the same common origin. The moderate cluster between elements (Figure 3) indicated
that these elements share similar sources.

Figure 3. Dendrogram of hierarchal cluster analysis for trace elements in soil using Ward methods.

3.6. Contamination Level and Ecological Risk of Trace Elements

Contamination factor, degree of contamination, ecological risk factor, potential ecological risk
index and enrichment factor and the geo-accumulation index of trace elements were evaluated and the
results presented in Table 7.

Table 7. Contamination Factor (Ci
f), Degree of Contamination (Cd), Ecological Risk Factor (Ei

f), Risk
Index (RI), Enrichment Factor (EF) and Geo-accumulation Index (Igeo) of trace elements.

Elements Ci
f Ei

f EF Degree of EF Igeo Contamination Level

Cr 1.56 3.11 1.75 Low enrichment 0.05 Uncontaminated to
moderately contaminated

Fe 0.93 0 1 Low enrichment −0.69 Uncontaminated

Co 1471.23 2942.46 1584.12 Extremely high
enrichment 9.94 Extremely contaminated

Ni 2.98 14.89 3.44 Moderate enrichment 0.99 Uncontaminated to
moderately contaminated

Cu 1.74 8.68 2.13 Moderate enrichment 0.21 Uncontaminated to
moderately contaminated

As 1.04 10.39 1.36 Low enrichment −0.53 Uncontaminated

Sb 0.35 5.27 0.38 Low enrichment −2.09 Uncontaminated

Cd 77.22 2316.61 90.4 Extremely high
enrichment 5.69 Extremely contaminated

Zn 0.03 0.03 0.04 Low enrichment −5.5 Uncontaminated

Hg 1 40 2.02 Moderate enrichment −0.58 Uncontaminated

Pb 2.12 10.59 2.99 Moderate enrichment 0.5 Uncontaminated to
moderately contaminated

Cd = ΣCi
f =1560.2, RI = ΣEi

f = 5352.03

The obtained result of (Ci
f) indicated that Co > Cd > Ni > Pb > Cu > Cr > As > Hg > Fe > Sb > Zn.

According to the obtained value of (Ci
f), the contamination level of trace elements are grouped
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as low contamination from Zn (0.03), Fe (0.93) and Sb (0.35), moderate contamination from Cr,
Ni, Cu, As, Hg and Pb and a high contamination of soil from Co and Cd. The degree of
contamination (Cd) for elements for this the study was 1560.2, which indicates a high degree of
soil contamination. Ecological risk factors (Ei

f) for single elements were in the decreasing order of
Co > Cd > Hg > Ni > Pb > As > Cu > Sb > Cr > Zn > Fe. According to the classification given for
ecological risk factor for single elements in Table 1, Cr, Ni, Cu, As, Zn, Pb, Fe and Sb had low-risk
factors, Hg had a moderate risk factor and Cd and Co had an extremely high risk factors. Thus, Cd,
Hg and Co can cause high risk to human and environment in Huangpi district. The same result
was reported on Cd and Hg from East Dongting and Honghu Lake in Hunan Province, China [37].
The potential risk index (RI) for this study was 5352.03, which indicated a high ecological risk due
to these trace elements. The obtained enrichment factor of elements revealed that soil is enriched
with Co and Cd, moderately enriched with Ni, Cu, Hg and Pb; and less enriched with Cr, Fe As and
Sb (Table 7). This indicated that there is a high rate of anthropogenic disturbance in Huangpi soil.
Extremely high enrichment for Cd was also reported by [72] and [73]. The obtained Igeo values of the
elements in soil were in decreasing order of Co > Cd > Ni >Cu > Pb > Cr > As > Hg > Fe > Sb > Zn.
According to the seven classes proposed by [45], the obtained Igeo result revealed that the soils under
study were extremely contaminated with Cd and Co, moderately contaminated with Cr, Ni, Cu and
Pb and less contaminated with As, Zn, Hg, Fe and Sb. The obtained Igeo result for Cd was in line with
those of [72,74,75].

4. Conclusions

Eleven trace elements in soil from Huangpi district were studied. All trace elements except As,
Sb, Hg and Cd were detected in all samples at both soil depths. The obtained mean concentration of
Cr, Ni, Cu, As, Cd, Pb were above the soil background value of Wuhan and Hubei Province. The mean
concentration values of Cd and Co exceed FAO/ISRIC (2004), WHO/FAO (2001) and USEPA (1983)
recommended values of trace elements in soil. The mean concentration of Ni was above the permissible
limit of FAO/ISRIC (2004), WHO/FAO (2001), but less than the permissible limit of USEPA (1983).
Pearson’s correlation result indicated that there was a significant positive correlation among trace
elements, whereas, weak and negative correlations between trace elements and soil properties (pH and
TOC). PCA, HCA and EF of the soil indicated that anthropogenic factors are the major sources of trace
elements in Huangpi soil. The result of contamination factor (Ci

f) for trace elements were in decreasing
order of Co > Cd > Ni > Pb > Cu > Cr > As > Hg > Fe > Sb > Zn. The obtained Cd values indicated that
there is high degree of soil contamination. The result of ecological risk factor (Ei

f) of elements were in
the decreasing order of Co > Cd > Hg > Ni > Pb > As > Cu > Sb > Cr > Zn > Fe. Potential ecological
risk index (RI) result for the studied soil (RI > 600) indicated that there is a high ecological risk of
elements in the study area. Enrichment factor (EF) showed that there is extremely high enrichment
from Cd and Co, moderate from Ni, Cu, Hg and Pb, and low from Cr, Fe, As, Sb and Zn. The geo
accumulation index (Igeo) results point out that the study area is highly contaminated with Cd and
Co. From the obtained result it’s concluded that Huangpi soil is contaminated with trace elements.
Therefore, more attention should be given and remediation action should be set to minimize the
concentration and ecological impacts of trace elements in the study area. Further research should be
conducted on human health impact of trace element in Huangpi soil.
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Abstract: Tuberculosis (TB) is a serious public health problem in many regions of the world, especially
in the poorest areas. For this reason, screening for active and latent forms must be considered when
dealing with high-risk groups such as irregular immigrants in Western countries. We conducted a
retrospective cohort study by recruiting subjects aged ≥15 years who underwent a tuberculin skin
test at a dedicated National Health Service Centre in a northern Italian province between 1 January
2012 and 31 December 2013. These participants were followed up until 31 December 2016. We aimed
at evaluating an experimental protocol for active and latent tuberculosis screening, focusing on
patient compliance, feasibility, and capability to detect clinical forms of the disease. We enrolled
368 irregular immigrants, i.e., immigrants not having a valid residence permit and who were therefore
not entitled to choose a general practitioner. In total, 90.22% of these completed all the steps for
the screening of active TB, while 87.33% also undertook screening for the latent form of the disease.
Homelessness, self-reported prostitution, female sex, and employment status adversely affected
compliance. Chronic alcohol consumption was associated with increased risk of no beginning or
interruption of the procedures. All of the five patients with active TB successfully completed the
treatment. Overall, adherence to the screening program was high compared to other studies in
immigrants, possibly owing to organizational factors such as the availability of cultural mediators,
the network between the different health services, the presence of dedicated nursing staff and a
free-of-charge service. In addition, selected vulnerable subgroups should be targeted using tailored
screening and follow-up programs.

Keywords: tuberculosis; screening for tuberculosis; public health; immigrants

1. Introduction

Tuberculosis (TB) is the main cause of death from infectious disease globally. Drug-resistant
forms of the disease are a major risk to global health security [1]. The WHO estimates that 10.4 million
individuals became ill with TB and 1.7 million died in 2016. Despite a fall in mortality rate by 3%
per year, TB remains the ninth leading cause of death worldwide, resulting in 1.3 million deaths in
HIV-negative people and almost 400,000 deaths in HIV-positive people [2,3]. TB epidemiology in
most low-incidence countries is characterized by a low rate of transmission in the general population,
occasional outbreaks and a majority of TB cases generated from progression of latent tuberculosis
infection (LTBI) rather than local transmission [4]. Migration flows have changed drastically since the
beginning of the 21st century. Because most immigrants come from countries with a high incidence
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of tuberculosis, the contribution of the migrant population to new cases of tuberculosis is stronger in
relative terms than for its weight in the total population [5]. For this reason, it is necessary to both
diagnose TB early by including universal drug susceptibility testing, and to implement systematic
screening for TB in selected high-risk groups. Early detection helps to reduce the risk of further TB
transmission, poor treatment outcomes and undesirable health sequelae, thus also decreasing adverse
social and economic consequences of the disease [6,7].

In the last 50 years, the annual incidence of TB in Italy decreased by about 70%, from around
25 to 7 cases per 100,000 individuals, and it now seems to be quite stable [8]. In this country,
however, only limited data are available about TB epidemiology in potentially high-risk groups
such as undocumented immigrants. Consequently, TB prevalence and risk factors in illegal immigrants
are unknown. Furthermore, they have not been monitored over time. In spite of this, while national
guidelines [9] recommend LTBI screening in high-risk subjects such as pulmonary TB contacts,
HIV-infected patients, and patients undergoing immunosuppressive therapy and health care workers,
less attention is devoted to the immigrant population, whereby early detection of active and LTBI
cases should be pursued using the following strategies [10]: screening for both active TB and LTBI
and therapy of LTBI in children, chest X-ray (CXR) screening for active TB in symptomatic subjects
especially recent irregular immigrants. In addition, screening for active and latent TB in asymptomatic
adults with recent immigration (<5 years) or living in social and health conditions of marginalization
has no strong evidence. This also applies to undocumented immigrants, although these may represent
an important source of LTBI and active TB. At the Centre for Health of Foreign Family (CFF), systematic
screening for both active TB and LTBI had been performed since January 2012.

2. Materials and Methods

2.1. Setting and Clinical Procedures

The study protocol was approved by the Ethics Committee of the Reggio Emilia Province on
19 April 2017 and by the Reggio Emilia Local Health Unit on 5 June 2017 (document code 2017/DS/0038).

This study took place in the CFF of Reggio Emilia, an area in northern Italy with approximately
550,000 inhabitants. The CFF is an outpatient clinic located in the city centre. It is devoted to immigrants
without a valid residence permit, who are not entitled to choose a general practitioner.

In accordance with national recommendations [10], the reference test for the diagnosis of LTBI is
the tuberculin skin test (TST) based on the Mantoux method. TST is carried out by the nursing staff in
accordance with the Mantoux method, by inoculating 0.1 mL of purified protein [11]. The nursing or
medical staff read the induration in millimetres after 48–72 h. If positive, the TST is always evaluated
by medical personnel. The cut-off for TST positivity is usually 10 mm. In case of immunosuppression,
it drops to 5 mm. Screening is performed according to a local protocol based on the combined use of
TST and interferon gamma release assay (IGRA). Specifically we have used Quantiferon-TB Gold (QFT)
for evaluating the possible presence of active TB. In Figure 1 it is possible to see the algorithm used at
CFF for the screening of active TB and LTBI; in immigrants with any symptom of TB and/or peripheral
lymphadenopathy, TST is performed as a first step. As far as TB symptoms are concerned, we consider
at least one of the following: cough, haemoptysis, fever, chest pain, weight loss, fatigue, night sweats,
chills or loss of appetite. The clinician visiting the patient may prescribe CXR at the time of TST and
at any time during the screening protocol if a high risk for active TB is estimated. If the CXR shows
any abnormality, the patient is referred for the pneumological examination (PE) or hospitalization.
If CXR is negative, the patient’s LBTI diagnosis can be proceeded with. TST-positive patients undergo
CXR (if not yet performed) and possibly QFT. QFT is generally prescribed for confirmation for the
purpose of offering LTBI treatment. The indication for LTBI treatment is decided by the pneumologist,
after patient examination and evaluation of CXR and QFT results. For LTBI treatment, we generally
prescribe isoniazid for 6 months at a dose of 5 mg/kg/day, combined with vitamin B6, in order to
prevent neurological adverse effects. Isoniazid preventive therapy (IPT) is recommended in people
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aged ≤35 years and in people of any age with HIV co-infection. In case of contraindication, failure to
accept or need to discontinue IPT, patients with LTBI undergo health surveillance (HS) through clinical
examination every six months for two years, for the purpose of early detection of the onset of active
TB symptoms.

 
Figure 1. Procedures for active tuberculosis (TB) and latent tuberculosis infection (LTBI) screening at
the Centre for Health of Foreign Family (CFF) of Reggio Emilia. TST: Tuberculin Skin Test; CXR: chest
X-ray; PE: Pneumological Examination; POS: positive; NEG: negative.

All examinations and visits are free of charge. Cultural mediators belonging to the most common
ethnic groups of patients are constantly present to assist health personnel and immigrants during
outpatient activity.

2.2. Study Design and Definitions

In this retrospective cohort study, all foreign-born patients aged ≥15 years who underwent TST
at the CFF between 1 January 2012 and 31 December 2013 were enrolled, provided that there was
no evidence of previous contact with a case of pulmonary TB or positive TST. The period of active
follow-up in patients undergoing HS ended on 31 December 2016. We defined patients with LTBI as
immigrants with both positive TST and QFT and patients with positive TST but QFT not requested
or not performed. We considered patients without LTBI as subjects with negative TST and with
positive TST but negative QFT. According to the World Health Organization [12], a bacteriologically
confirmed TB case was one from whom a biological specimen was positive by smear microscopy,
culture or rapid diagnostic tests (such as Xpert MTB/RIF assay that is a nucleic acid amplification
test). A clinically diagnosed TB case was one diagnosed with active TB by a clinician or other medical
practitioner who decided to start a full course of TB treatment; this definition included cases diagnosed
on the basis of X-ray abnormalities or suggestive histology and extra pulmonary cases without
laboratory confirmation.
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2.3. Data Analysis

We analysed compliance with screening for active TB, LTBI, and the whole protocol, also taking
patient characteristics into account. We also assessed the capacity of the adopted procedures to
detect LTBI and active TB. In order to do this, we computed odds ratios (ORs) along with their 95%
confidence interval (CI) using crude and multivariable logistic regression models. The potential
confounders included in multivariable analysis were adjusted for sex, age, presence of cough,
education, knowledge of Italian, employment status (employed versus unemployed), years from
arrival in Italy and homelessness. We included knowledge of Italian language because it could affect
compliance, influencing patient’s ability to understand the motivations of the clinical examinations and
therapies proposed. When the use of multivariable analysis led to exceedingly high statistical instability,
we limited our assessment to crude estimates only (unadjusted for other variables). Risk analysis
was performed by calculating odds ratios estimated from conditional logistic regression with crude
and multivariate models. When the odds ratios could not be calculated, we applied the chi2 test and
probability according to Fisher’s exact Test. For the evaluation of the differences between continuous
variables, we applied the t-test. For PE, HS, and IPT, we performed only the crude analysis because of
the smallness of the sample, causing too much instability in the statistical analysis.

3. Results

From 2012 to 2016, TST was administered to a total number of 404 immigrants. Of these, 36 patients
were excluded from our analysis: 8 were born in Italy from undocumented parents and 28 were younger
than 15 years. The final study population consisted of 368 immigrants: 186 (50.5%) and 182 (49.5%)
were tested in 2012 and 2013, respectively. The demographic characteristics of the study population
are reported in Table S1. Adherence to the various stages of the screening procedures and treatment
outcomes are shown in Table 1.

Table 1. Compliance with the different steps of the algorithm and treatment outcomes.

Steps of the Algorithm N Performed/Prescribed %

TST read 349/368 94.8
CXR performed 134/151 88.7
QFT performed 89/110 80.9

PE attended 78/84 92.9

Screening TB (TST, CXR, PE) completed 332/368 90.2
negative TST with CXR indication 12/12 100

positive TST 122/139 87.8

Screening LTBI (TST, CXR, QFT, PE) completed 317/363 87.3
negative TST with CXR indication 12/12 100

positive TST 107/134 79.9

LTBI treatment
refusal or voluntary interruption 8/28 28.6

medical contraindication or interruption 6/28 21.4
treatment completed 14/28 50.0

LTBI health surveillance
never started 17/41 41.5

voluntary interruption 18/41 43.9
completed 6/41 14.6

TB treatment completed 5/5 100

Whole algorithm completed 281/368 76.4
negative TST with CXR indication 12/12 100

positive TST 71/139 51.1

TST: tuberculin skin test; CXR: chest-X-ray; QFT: quantiferon test; PE: pneumological examination; TB: tuberculosis;
LTBI: latent tuberculosis infection.
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Patients who did not return for the reading of TST amounted to 15.2%. Patients who did not
undergo CXR, QFT and PE despite the prescriptions amounted to 11.3%, 19.1% and 7.1%, respectively.
Finally, 90.2% of subjects completed all steps expected for the screening of active TB, considering TST
reading and CXR/PE, when prescribed. In immigrants with a positive TST result, adherence was
lower, since their path is usually longer. A total of 5 cases of active TB were diagnosed during the study
period. After discharge from hospital, they were followed monthly at TBOA (Outpatient Activity
dedicated to management of LTBI and TB at CFF) and they all successfully completed the treatment.

The overall compliance with LTBI screening, which involved TST, CXR, QFT, and PE was
87.3%. Also in this case, adherence of patients with positive TST was observed to be lower (79.9%).
LTBI treatment was prescribed to 28 patients, while only 20 out of 28 patients started prophylaxis with
Isoniazid, because eight patients had increased levels of transaminases for chronic alcohol abuse or
HBsAg, or they refused therapy. Eventually, 14 of the 20 patients who started IPT were able to complete
the treatment, whereas 6 patients discontinued therapy voluntarily or after medical indication. HS for
2 years was indicated in 41 patients yet only 6 completed all follow-up. Finally, 76.4% of immigrants
completed the whole diagnostic and therapeutic protocol for active TB and LTBI. Considering only
TST-positive ones, adherence decreased to 51%.

Tables 2 and 3 deal with the full path for the screening of active TB and LTBI. In multivariable
analysis regarding the screening of active TB (Table 2), it is possible to appreciate that female
sex, homelessness and age between 25–34 years were associated with a considerably lower rate
of completion of the screening. On the contrary, a higher level of education, time of arrival in Italy
for at least 5 years and the presence of cough were all associated with better compliance. With regard
to LTBI (Table 3), being a native of the Americas, age between 25 and 34 years, employment, and
homelessness were associated with considerably lower adherence. Refugee status, time of arrival
in Italy for at least 5 years and the presence of cough were associated with better compliance. It is
interesting to note that being from the Americas was associated with very low compliance for both
active TB and LTBI screening (OR 0.27, 95% CI 0.05–1.44; OR 0.32, 95% CI 0.06–1.64, respectively).
Table 4 outlines compliance with the full algorithm. As can be seen, age had a negative impact
on adherence. In addition, being employed, homelessness and prostitution were associated with
considerably lower compliance. Being a native of South-East Asia and the Western Pacific (OR 4.48,
95% CI 1.57–12.73), presence of cough, having been in Italy for a longer time, in particular for more than
5 years, and the attainment of higher education levels were observed to be related to a much higher
probability of completion. Female Chinese patients’ compliance with the protocol was substantially
higher than in the rest of the population (OR 55.63, 95% CI 5.35–578), while Nigerians, Georgians, and
Tunisians had lower levels of adhesion (Table S2).

Considering compliance with TST reading, both bivariate and multivariate analysis show that
American and European origin, age between 25–34 years old, prostitution and homelessness were
associated with considerably lower rates of return for the reading of the test. On the other hand, higher
levels of education were associated with better compliance. In multivariable analysis, the presence of
cough was the only symptom associated with greater compliance (OR 7.61, 95% CI 0.92–63.2) (Table S3).
Compliance with CXR showed a positive correlation to the presence in Italy for at least 5 years, while a
negative correlation was associated to the female sex (Table S4). Compliance with QFT was inversely
correlated with education and positively associated with the age group 25–34 years (OR 3.80, 95% CI
0.87–16.53) (Table S5). Female sex, being a native of the Americas, and sufficient or good knowledge of
Italian were associated with a 100%-rate of IPT completion. Conversely, refugees showed a tendency
to refuse or to voluntarily stop the treatment, and higher education levels inversely correlated with the
probability of completion (Table S6).
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Table 2. Association between selected characteristics and compliance with screening for active
tuberculosis (TB).

Sample Characteristics

TB Screening
Started/Completed Bivariate OR

(95% CI)
p-Value Multivariate OR

(95% CI)
p-Value

N %

Sex:

Male 222/243 91.36 1.00 (reference) 1.00 (reference)
Female 110/125 88.00 0.69 (0.34–1.40) 0.306 0.47 (0.22–1.03) 0.061

Age at TST in Years:

15–24 90/97 92.78 1.00 (reference) 1.00 (reference)
25–34 113/130 86.92 0.52 (0.21–1.30) 0.161 0.44 (0.16–1.18) 0.103
35–44 87/95 91.58 0.85 (0.29–2.43) 0.756 0.57 (0.18–1.84) 0.344
≥45 42/46 91.30 0.82 (0.23–2.94) 0.757 0.90 (0.20–4.03) 0.891

Continuous OR 0.99 (0.70–1.41) 0.972 0.96 (0.64–1.43) 0.827

Region of Origin:

Africa 103/111 92.79 1.00 (reference) 1.00 (reference)
Eastern Mediterranean 75/83 90.36 0.73 (0.26–2.03) 0.544 0.75 (0.25–2.27) 0.607

Europe 60/72 83.33 0.39 (0.15–1.00) 0.051 0.44 (0.15–1.30) 0.138
SE Asia/West Pacific 85/90 94.44 1.32 (0.42–4.19) 0.637 2.49 (.57–10.87) 0.226

Americas 9/12 75.00 0.23 (0.05–1.04) 0.056 0.27 (0.05–1.44) 0.125

TB Incidence ◦: 1.26 (0.89–1.79) 0.187 1.15 (0.79–1.69) 0.458

Any Symptoms *:

No 211/236 89.41 1.00 (reference)
Yes 121/132 91.67 1.30 (0.62–2.74) 0.485

Cough:

No 249/280 88.93 1.00 (reference) 1.00 (reference)
Yes 83/88 94.32 2.07 (0.78–5.49) 0.145 3.23 (1.04–10.05) 0.043

Education **: 1.36 (0.88–2.12) 0.168 1.49 (0.93–2.40) 0.101

Italian Language **◦: 0.89 (0.52–1.50) 0.652 0.90 (0.51–1.58) 0.721

Employment Status:

No 234/258 90.70 1.00 (reference) 1.00 (reference)
Yes 90/102 88.24 0.77 (0.37–1.60) 0.484 0.79 (0.32–1.96) 0.612

Years in Italy:

<5 223/252 88.49 1.00 (reference) 1.00 (reference)
≥5 102/109 93.58 1.89 (0.80–4.47) 0.144 3.29 (1.18–9.22) 0.023

Continuous OR 1.06 (0.96–1.18) 0.248 1.18 (0.72–1.92) 0.513

Homelessness:

No 313/345 90.72 1.00 (reference) 1.00 (reference)
Yes 19/23 82.61 0.49 (0.16–1.52) 0.213 0.35 (0.10–1.25) 0.107

Refugees:

No 304/340 89.41 -
Yes 28/28 100.00 - 0.070 ***

Prostitution:

No 323/357 90.48 1.00 (reference)
Yes 9/11 81.82 0.47 (0.10–2.28) 0.352

Pregnancy:

No 323/359 89.97 -
Yes 9/9 100.00 - 0.319 ***

TST Result:

Negative 210/210 100.00 -
Positive 122/139 87.77 - 0.000 ***

◦: TB incidence in the country of origin is sub-divided into 4 categories: 0–49, 50–99, 100–199, ≥200 per 100,000
population/year. *: Meaning at least one among cough, hemoptysis, fever, chest pain, weight loss, fatigue, night
sweats, chills or loss of appetite. **: Education is sub-divided into three categories: illiterate/primary school,
secondary school, high school/degree. **◦: Knowledge of Italian is sub-divided into three categories: none,
sufficient, good. ***: Two-sample Mann–Whitney test. TB: tuberculosis; LTBI: latent tuberculosis infection; TST:
tuberculin skin test; SE Asia: South-East Asia; OR: odds ratio; CI: confidence interval.
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Table 3. Association between selected characteristics and compliance with screening for latent TB
infection (LTBI).

Sample Characteristics

LTBI Screening
Started/Completed Bivariate OR

(95% CI)
p-Value Multivariate OR

(95% CI)
p-Value

N %

Sex:

Male 211/241 87.55 1.00 (reference) 1.00 (reference)
Female 106/122 86.89 0.94 (0.49–1.80) 0.857 0.76 (0.38–1.54) 0.451

Age at TST in Years:

15–24 88/97 90.72 1.00 (reference) 1.00 (reference)
25–34 107/127 84.25 0.55 (0.24–1.26) 0.157 0.54 (0.22–1.31) 0.173
35–44 80/93 86.02 0.63 (0.26–1.55) 0.314 0.57 (0.21–1.56) 0.273
≥45 42/46 91.30 1.07 (0.31–3.69) 0.910 1.39 (0.33–5.86) 0.658

Continuous OR 0.98 (0.72–1.34) 0.892 1.01 (0.70 –1.45) 0.956

Region of Origin:

Africa 97/109 88.99 1.00 (reference) 1.00 (reference)
Eastern Mediter. 73/83 87.95 0.90 (0.37–2.20) 0.823 0.93 (0.35–2.47) 0.892

Europe 60/72 83.33 0.62 (0.26–1.47) 0.275 0.72 (0.27–1.91) 0.509
SE Asia/West Pacific 78/87 89.66 1.07 (0.43–2.67) 0.881 2.39 (0.72–7.93) 0.155

Americas 9/12 75.00 0.37 (0.09–1.56) 0.177 0.32 (0.06–1.64) 0.174

TB Incidence ◦: 1.11 (0.82–1.52) 0.489 0.99 (0.70–1.40) 0.975

Any Symptoms *:

No 203/235 86.38 1.00 (reference)
Yes 114/128 89.06 1.28 (0.66–2.51) 0.464

Cough:

No 240/279 86.02 1.00 (reference) 1.00 (reference)
Yes 77/84 91.67 1.79 (0.77–4.16) 0.178 2.38 (0.92–6.17) 0.073

Education **: 1.09 (0.73–1.63) 0.660 1.09 (0.71–1.68) 0.688

Italian Language **◦: 1.13 (0.68–1.87) 0.636 1.15 (0.67–1.95) 0.616

Employment Status:

No 228/257 88.72 1.00 (reference) 1.00 (reference)
Yes 81/98 82.65 0.61 (0.32–1.16) 0.131 0.56 (0.25–1.26) 0.162

Years in Italy:

<5 215/249 86.35 1.00 (reference) 1.00 (reference)
≥5 95/107 88.79 1.25 (0.62–2.52) 0.530 1.88 (0.80–4.40) 0.145

Continuous OR 1.04 (0.95–1.13) 0.376 0.99 (0.64–1.54) 0.972

Homelessness:

No 299/340 87.94 1.00 (reference) 1.00 (reference)
Yes 18/23 78.26 0.49 (0.17–1.40) 0.185 0.35 (0.11–1.12) 0.076

Refugees:

No 290/335 86.57 1.00 (reference)
Yes 27/28 96.43 4.19 (0.56–31.60) 0.165

Prostitution:

No 309/352 87.78 1.00 (reference)
Yes 8/11 72.73 0.37 (0.09–1.45) 0.155

Pregnancy:

No 309/355 87.04 -
Yes 8/8 100.00 - 0.277 ***

TST result:

Negative 210/210 100.00 -
Positive 107/134 79.85 - 0.000 ***

◦: TB incidence in the country of origin is sub-divided into four categories: 0–49, 50–99, 100–199, ≥200 per 100,000
population/year. *: Meaning at least one among cough, hemoptysis, fever, chest pain, weight loss, fatigue, night
sweats, chills or loss of appetite. **: Education is sub-divided into three categories: illiterate/primary school,
secondary school, high school/degree. **◦: Knowledge of Italian is sub-divided into three categories: none,
sufficient, good. ***: Two-sample Mann–Whitney test. TB: tuberculosis; LTBI: latent tuberculosis infection; TST:
tuberculin skin test; SE Asia: South-East Asia.
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Table 4. Association between selected characteristics and compliance with the full protocol (bivariate
and multivariate analysis).

Protocol Started/Completed
Bivariate OR

(95% CI)
p-Value

Multivariate
p-Value

Sample characteristics N % OR (95% CI)

Sex:

Male 183/243 75.31 1.00 (reference) 1.00 (reference)
Female 98/125 78.40 1.19 (0.71–1.99) 0.509 1.18 (0.65–2.12) 0.588

Age at TST in Years:

15–24 83/97 85.57 1.00 (reference) 1.00 (reference)
25–34 97/130 74.62 0.50 (0.25–0.99) 0.046 0.44 (0.21–0.93) 0.031
35–44 70/95 73.68 0.47 (0.23–0.98) 0.043 0.39 (0.17–0.88) 0.024
≥45 31/46 67.39 0.35 (0.15–0.81) 0.014 0.26 (0.10–0.68) 0.006

Continuous OR 0.74 (0.58–0.94) 0.014 0.67 (0.50–0.89) 0.007

Region of Origin:

Africa 85/111 76.58 1.00 (reference) 1.00 (reference)
Eastern Mediterranean 62/83 74.70 0.90 (0.47–1.75) 0.763 0.87 (0.41–1.85) 0.723

Europe 49/72 68.06 0.65 (0.34–1.26) 0.205 0.90 (0.42–1.97) 0.801
SE Asia/West Pacific 76/90 84.44 1.66 (0.81–3.41) 0.167 4.48 (1.57–12.73) 0.005

Americas 9/12 75.00 0.92 (0.23–3.64) 0.903 0.67 (0.14–3.16) 0.617

TB Incidence ◦: 0.91 (0.72–1.16) 0.461 0.79 (0.59–1.05) 0.107

Any Symptoms *:

No 179/236 75.85 1.00 (reference)
Yes 102/132 77.27 1.08 (0.65–1.79) 0.758

Cough:

No 212/280 75.71 1.00 (reference) 1.00 (reference)
Yes 69/88 78.41 1.16 (0.65–2.07) 0.604 1.75 (0.88–3.46) 0.110

Education **: 1.18 (0.86–1.62) 0.306 1.24 (0.88–1.74) 0.220

Italian Language **◦: 1.26 (0.85–1.89) 0.254 1.30 (0.82–2.04) 0.265

Employment Status:

No 201/258 77.91 1.00 (reference) 1.00 (reference)
Yes 75/102 73.53 0.79 (0.46–1.34) 0.377 0.59 (0.30–1.17) 0.133

Years in Italy:

<5 188/252 74.60 1.00 (reference) 1.00 (reference)
≥5 88/109 80.73 1.43 (0.82–2.48) 0.209 2.94 (1.44–6.01) 0.003

Continuous OR 1.06 (0.99–1.13) 0.119 1.30 (0.90–1.86) 0.160

Homelessness:

No 267/345 77.39 1.00 (reference) 1.00 (reference)
Yes 14/23 60.87 0.45 (0.19–1.09) 0.077 0.35 (0.13–0.96) 0.042

Refugees:

No 258/340 75.88 1.00 (reference)
Yes 23/28 82.14 1.46 (0.54–3.97) 0.456

Prostitution:

No 273/357 76.47 1.00 (reference)
Yes 8/11 72.73 0.82 (0.21–3.16) 0.774

Pregnancy:

No 272/359 75.84 -
Yes 9/9 91.67 - 0.091 ***

TST Result:

Negative 210/210 100.00 -
Positive 71/139 51.08 - 0.000 ***

◦ TB incidence in the country of origin is sub-divided into 4 categories: 0–49, 50–99, 100–199, ≥200 per 100,000
population/year. * Meaning at least one among cough, hemoptysis, fever, chest pain, weight loss, fatigue, night
sweats, chills or loss of appetite. ** Education is sub-divided into three categories: illiterate/primary school,
secondary school, high school/degree. **◦ Knowledge of Italian is sub-divided into three categories: none, sufficient,
good. *** Two-sample Mann–Whitney test. TST: tuberculin skin test; SE Asia: South-East Asia; TB: tuberculosis.
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4. Discussion

In our study, adherence with the screening of active TB and LTBI and with pulmonary TB
therapy was very high compared to other recent investigations conducted in the USA, Switzerland,
and Italy [13–17]. However, a direct comparison between these studies is difficult because study
design, countries of origin and sample size were different.

In our study, we identified few fragile groups on which to focus to improve the performance of the
screening program [18]. In particular, immigrants from America, Europe, Nigeria, Tunisia, and Georgia
showed very low rates of compliance with screening, highlighting the need to target these subgroups
with tailored procedures. Immigrants who were employed had lower overall compliance, probably
due to the absence of health protection plans and the difficulties in acquiring health permits for these
irregular workers. Conversely, knowledge of the Italian language was not significantly associated with
compliance. The systematic presence of cultural mediators may have played a key role in determining
this outcome, leading the immigrants to fully understand the significance of the screening program
and the treatments they underwent, and to freely express questions and concerns [9,19,20].

Our study has a few strengths. First of all, the decision to include in the study the whole
population of illegal immigrants should be mentioned. Had we not included eligible immigrants from
countries with low TB incidence, we would have excluded about 48% of the subjects and missed the
80% of TB cases. Therefore the model adopted in our centre is innovative because it is based on the
presence of a stable team of specialists and a nurse dedicated to the periodic monitoring of compliance
and to the recovery of the subjects that don’t show up for appointments. Finally, the fact that all the
investigations were for free and that there was a direct delivery of the therapy are important elements
in ensuring such a high adherence to screening and treatment.

Our study also has limitation. To begin with, the immigrants’ self-reported data on education,
employment status and symptoms are likely to imply an information bias that may have limited
the accuracy of such data. Furthermore, we have not studied the correlation between adherence to
screening and characteristics such drinking habits and drug abuse, smoking, or possible congenital or
acquired immunodeficiency disorders. Moreover, the small size of the study population led to a lack
of statistical precision in our results, which need to be confirmed in larger populations. In addition,
in patients with negative TST, QFT was not systematically performed and as reported in recent
studies [21], QFT might increase the identification of LTBI cases in recent immigrants. Finally, the
findings of this study and the investigated setting may not be easily extended to other contexts, since
the model adopted in the study centre was based on the fact that all procedures were for free, and were
characterized by a stable health care team. This team also included a nurse dedicated to the periodic
monitoring of compliance and to making contact with subjects who failed to show up for appointments.

5. Conclusions

In conclusion, irregular immigrants appear to be a population with a high prevalence of LTBI
and active TB and risk of progression from LTBI to active TB, being also characterized by delays in
diagnosis and impaired referral to the health services. Consequently, they should be actively targeted
with appropriate screening and follow-up procedures, particularly for selected subgroups showing
lower compliance with screening and follow-up. Because of the high probability of diagnostic delay
and poor accessibility to health services, systematic active TB screening should be implemented in
each clinic dealing with seeking care irregular immigrants. In addition, the simultaneous execution of
both the TB and LTBI screenings may optimize allocation and use of the resources.

Supplementary Materials: The following are available online at http://www.mdpi.com/1660-4601/16/1/28/s1,
Table S1: Demographic characteristics of the study population. Table S2: Association between countries of origin,
sex and compliance with screening for active tuberculosis (TB), screening for latent tuberculosis infection (LTBI)
and the full protocol (multivariate analysis). Table S3: Association between selected characteristics and compliance
with Tuberculin Skin Test (TST) reading (bivariate and multivariate analysis). Table S4: Association between
selected characteristics and compliance with chest-X-ray (CXR) execution (bivariate and multivariate analysis).
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Table S5: Association between selected characteristics and compliance with Quantiferon-TB gold (QFT) execution
(bivariate and multivariate analysis). Table S6: Association between selected characteristics and outcome of Latent
Tuberculosis Infection (LTBI) treatment (bivariate analysis).
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Abstract: Background: To support environmental policies aiming to tackle air pollution, quantitative
health impact assessments (HIAs) stand out as one of the best decision-making tools. However, no risk
assessment studies have quantified or mapped the health and equity impact of air pollution reduction
at a small spatial scale. Objectives: We developed a small-area analysis of the impact of air pollution
on “premature” death among an adult population over 30 years of age to quantify and map the
health and equity impact related to a reduction of air pollution. Methods: All-cause mortality data of
an adult population (>30 years) from January 2004 to December 2009 were geocoded at the residential
census block level in Paris. Each census block was assigned socioeconomic deprivation levels and
annual average ambient concentrations of NO2, PM10, and PM2.5. HIAs were used to estimate, at
a small-area level, the number of “premature” deaths associated with a hypothetical reduction of
NO2, PM10, and PM2.5 exposure. In total, considering global dose response function for the three
pollutants and socioeconomic deprivation specific dose response function, nine HIAs were performed
for NO2 and six and four HIAs for PM10 and PM2.5, respectively. Finally, a clustering approach was
used to quantify how the number of “premature” deaths could vary according to deprivation level.
Results: The number of deaths attributable to NO2, PM10, and PM2.5 exposure were equal to 4301,
3209, and 2662 deaths, respectively. The most deprived census blocks always appeared as one of the
groups most impacted by air pollution. Our findings showed that “premature” deaths attributable
to NO2 were not randomly distributed over the study area, with a cluster of excess “premature”
deaths located in the northeastern area of Paris. Discussion: This study showed the importance of
stratifying an environmental burden of disease study on the socioeconomic level, in order to take into
consideration the modifier effect of socioeconomic status on the air pollution-mortality relationship.
In addition, we demonstrated the value of spatial analysis to guide decision-making. This shows the
need for tools to support priority-setting and to guide policymakers in their choice of environmental
initiatives that would maximize health gains and reduce social inequalities in health.

Keywords: health impact assessments; premature death; equity impact; health impact; reduction of
air pollution; environmental inequalities; spatial analysis; small area; AirQ
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1. Introduction

Despite considerable improvement in prevention, management, and regulation, air pollution
remains a leading environmental health issue worldwide. From a recent air quality model, the World
Health Organization (WHO) estimates that 92% of the global population lives in places where air
quality levels exceed WHO limits [1]. Air pollution has been identified as a health priority in the
sustainable development agenda. Clean air is one of the fundamental requirements for human health
and well-being [2].

While the increased risk of air pollution to health is relatively low compared to other risk factors,
the total number of people affected is significant. According to the Organization for Economic
Cooperation and Development [3], air pollution is known to be the main environmental cause of
“premature” death. In 2012, WHO estimated from Global Health Observatory data that ambient
air pollution contributed to 5.4% of all deaths worldwide [4]. However, while most studies have
focused on estimating a relationship between pollution and health, less attention has been given
to the differential health effects of air pollution according to the socioeconomic status, measured at
individual and/or neighborhood levels [5,6]. Identifying population subgroups that are the most
vulnerable to the effects of air pollution remains a public health research concern. Recent studies have
suggested that several contextual or individual characteristics (such as gender and socioeconomic
position, for example) could modify the association between exposure and mortality. Chen et al.
in 2005 [7] found a significant increase of coronary death risk with PM2.5 exposure in women only,
while Deguen et al. in 2015 [5] revealed a stronger association between short term variations of NO2

concentrations and all-cause mortality for subjects living in areas with low socioeconomic status.
Today, to support environmental policies aiming to tackle air pollution, quantitative health impact

assessments (HIAs) stand out as one of the best decision-making tools, because they provide valuable
information regarding the future health effects of a potential plan or policy. HIAs are already routinely
used by the U.S. Environmental Protection Agency [8] in order to revise national ambient air quality
standards. For instance, an increase in life expectancy of 0.61 years associated with a reduction of
10 μg/m3 in PM was estimated in the U.S. by Pope et al. in 2009 [9].

A study conducted in the Lausanne-Morges [10] urban area in Switzerland quantified the
reduction in “premature” deaths due to air pollution reduction over a period of 10 years, and estimated
a decrease of 1% to 2% of total all-cause annual deaths. In two French areas (the Grenoble and Lyon
areas) [11], a recent study estimated at census block level that about 3–8% of deaths and 3–10% of lung
cancer cases were attributable to PM2.5 exposure [11]. An HIA was also recently used to evaluate the
health and economic impacts of a potential public transportation modification in terms of proposed
fare increases and service cuts conducted in the U.S. state of Massachusetts [12]. To our knowledge,
only a few epidemiological studies have investigated the health impact of reducing air pollution
according to socioeconomic deprivation measured at a small spatial scale [13,14], ignoring within-city
variations of air pollutants. In addition, in order to build efficient policies, it is crucial to establish a full
and detailed socioeconomic and health-related assessment at the local scale and identify the categories
of citizens who have multiple risk factors. However, no risk assessment studies have quantified or
mapped the health impact of air pollution reduction at a small spatial scale to develop targeted policies,
and more specifically, environmental policies. This study attempts to remedy this by developing
a novel small-area approach combining an HIA and the clustering approach to map the health impact
by socioeconomic deprivation level, and to investigate the equity impact of a reduction of ambient
NO2, PM10, and PM2.5 concentrations.

In this context, this study has two objectives. First, we will estimate the number of “premature”
deaths among an adult population older than 30 years associated with a reduction of NO2, PM10,
and PM2.5 concentrations at the census block level in Paris, based on the counterfactual method [11].
Second, we will investigate the spatial distribution of the estimates number of “premature” deaths
using a clustering approach to quantify how the number of “premature” deaths could vary according
to neighborhood socioeconomic deprivation status measured at census block level.
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2. Materiel and Methods

2.1. Study Area

The study area is the city of Paris (the capital of France). The population is about 2,250,000
inhabitants and about 1,360,000 inhabitants are over 30 years old. Paris is subdivided into 992 census
blocks with a mean population of about 2199 inhabitants and a mean area of 0.11 km2.

2.2. Health Data

All-cause mortality data from January 2004 to December 2009 were considered and geocoded at
the residential census block level in our study. The data were provided by the death registry of Paris.
For confidentiality reasons, it was not possible to distinguish causes of mortality. According to the
French demographic institute [15], the mortality rate is very low during childhood, then increases
exponentially from age 30. In addition, causes of death for the population less than 30 years old are
recognized to be mostly road injuries, domestic injuries, and suicide. For these reasons, and also
because it was not possible to obtain the causes of death for reasons of confidentiality, we decided
to exclude all the deaths of people aged under than 30 years [16]. The census block of residence
was available for each case. In order to estimate death rate, we obtained the population size from
the French National Census Bureau (INSEE: http://www.insee.fr). Ethical approval was obtained
from the French commission on data privacy and public liberties (CNIL—Commission Nationale de
l’Informatique et des Libertés, N 914118).

2.3. Air Pollution

Annual average ambient concentrations of NO2, PM10, and PM2.5 were modeled at census block
level by the local air quality monitoring networks, corresponding to the Ile de France region for two
different periods: from January 2004 to December 2009 for NO2 and from January 2007 to December
2009 for PM10 and PM2.5. The ESMERALDA Atmospheric Modeling system was used. This model
integrates several data sources: meteorological data, linear emission sources, surface and major point
sources, and background pollution measurements.

2.4. Socioeconomic Deprivation Index

To characterize the neighborhood socioeconomic deprivation at the census block level, an index
was created in a previous study [17] (more details elsewhere by Lalloué et al. [17]). Briefly, Principal
Component Analysis (PCA) was used to select 15 variables out of 41 initial socioeconomic and
demographic variables provided by the 2006 national census at the census block level. Previous
ecological studies have demonstrated this index’s ability to capture environment-related socio-spatial
inequalities in France [6,18,19]. In order to capture the spatial variability of the pollutants,
the socioeconomic index was categorized into 10 groups according to the decile of its distribution.

2.5. Health Impact Assessments (HIAs)

HIAs follow a methodology that requires diverse data sources. We combined information related
to: (i) size of the population and level of their exposure (population exposure), (ii) the death rate in our
study (baseline health rate), and (iii) dose-response function (the relative risk: RR).

The dose-response function was derived from epidemiological studies assessing the relative risk
associated with the observed and/or modelled exposure [20]. In this study, the relative risk comes
from WHO recommendations; the dose-response function relating all-cause mortality and long term
NO2, PM2.5, and PM10 concentrations is quantified by RR = 1.041, 95% CI [1.019; 1.064], RR = 1.064,
95% CI [1.043; 1.085] and RR = 1.077, 95% CI [1.068; 1.086], respectively for 10 μg/m3 increase in
exposure to the pollutant.
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In our study, the health effects were evaluated for hypothetical air pollution reductions, according
to WHO recommendations. The guideline values identified for each pollutant were 40 μg/m3 for NO2,
10 μg/m3 for PM2.5 and 20 μg/m3 for PM10.

The benefits of the air pollutant reduction scenarios are expressed in terms of attributable number
of deaths per year (ΔY) estimated from the following equation:

ΔY = Y0 × (1 − e−β×Δx) (1)

Where:
Y0 is the total number of observed deaths,
Δx is the difference between the yearly observed average of the air pollutant and the reference

value (counterfactual), and
β is the natural logarithm of the dose-response function (the relative risk) expressed for a 10 μg/m3

increase in exposure to the air pollutant (β = ln(RR)/10).

The attributable number of deaths was estimated by AirQ+ software which was developed by the
WHO European Centre for Environment and Health (http://www.euro.who.int/en/health-topics/
environment-and-health/air-quality/activities/airq-software-tool-for-health-risk-assessment-of-
air-pollution).

Tables 1 and 2 present the input data required by the AirQ+ software for our two different periods:
2004 to 2009 for NO2 (Table 1) and 2007 to 2009 for PM10 and PM2.5 (Table 2).

To conduct an HIA per socioeconomic deprivation class, we used two studies which investigated
the associations between all-cause mortality and long term air pollutant exposure by socioeconomic
group: a Dutch study investigated NO2 and PM10 across 5 socioeconomic groups [14] and a Italian
study investigated NO2 and PM2.5 across only 3 socioeconomic groups [13] (Tables 3 and 4). Therefore,
we estimated the attributable death rates separately for each socioeconomic class based on the
5 dose-response functions of the Dutch study and on the 3 dose-responses functions of the Italian study.

Table 1. Descriptive statistics by socioeconomic deprivation class over the period 2004–2009.
It corresponds to the input data of the health impact assessment (HIA) for NO2 exposure, only.

2004–2009 Population > 30 Years Death Rate (per 100,000 Inhabitants) NO2 (μg/m3) Surface (km2)

Total 8,152,966 1007.20 53.39 105.4
1 (Less deprived) 718,290 1129.91 52.66 9.20

2 724,338 977.86 54.01 9.87
3 781,848 1006.33 54.10 7.54
4 802,248 985.23 53.53 7.14
5 782,280 1005.14 54.02 10.04
6 874,356 1002.57 53.73 6.66
7 872,640 917.90 52.63 7.17
8 862,818 1010.06 50.96 12.37
9 863,826 960.96 51.00 13.62

10 (More deprived) 819,006 1071.05 54.11 14.75

Death rate is the ratio between the total number of observed deaths older than 30 years and the total population
older than 30 years. The death rate is expressed per 100,000 inhabitants. NO2 value corresponds to the mean of
the annual average concentrations of the census blocks included in a given socioeconomic deprivation class. NO2:

nitrogen dioxide. More precisely, values of NO2 are equal to
∑N

i=1 ∑T
j=1 Cij

N∗T , where N is the number of census block, T
the number of years over the study period, and C the annual average concentrations of NO2 of a given census block
(i) in a given year (j).
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Table 2. Descriptive statistics by socioeconomic deprivation class over the period 2007–2009.
It corresponds to the input data of the HIA for PM10 and PM2.5 exposure.

2007–2009 Population > 30 Years Death Rate (per 100,000 Population) PM10 (g/m3) PM2.5 (g/m3) Surface (km2)

Total 4,103,250 992.14 31.07 20.9 105.4
1 (Less deprived) 370,011 1112.67 30.8 20.74 9.20

2 370,800 924.22 31.24 21.01 9.87
3 395,459 979.87 31.34 21.07 7.54
4 407,266 982.4 31.16 21 7.14
5 394,149 987.19 31.31 21.09 10.04
6 442,374 964.57 31.15 20.96 6.66
7 443,739 901.21 30.9 20.83 7.17
8 435,338 986.82 30.29 20.41 12.37
9 442,427 933.94 30.34 20.42 13.62

10 (More deprived) 414,934 1048.12 31.17 20.84 14.75

Death rate is the ratio between the total number of observed deaths older than 30 years and the total population
older than 30 years. The death rate is expressed per 100,000 inhabitants. PM10 (idem PM2.5 value corresponds to the
mean of the annual average concentrations of the census blocks included in a given socioeconomic deprivation
class. PM10: particulate matter 10 μm or less in diameter. PM2.5: particulate matter 2.5 μm or less in diameter. More

precisely, values of PM10 (and PM2.5) are equal to
∑N

i=1 ∑T
j=1 Cij

N∗T , where N is the number of census block, T the number
of years over the study period, and C the annual average concentrations of PM10 (PM2.5) of a given census block (i)
in a given year (j).

Table 3. Associations between long-term NO2 and PM10 exposure and mortality all-causes by
socioeconomic class extracted from the Dutch study [14].

Air Pollutants
Socioeconomic Deprivation Class

High (1–2) Moderate/High (3–4) Medium (5–6) Moderate/ Low (7–8) Low (9–10)

NO2

HR 1.013 1.036 1.022 1.027 1.031
LL 1.002 1.027 1.014 1.02 1.025
UL 1.023 1.046 1.03 1.034 1.038

PM10

HR 1.048 1.099 1.052 1.091 1.094
LL 1.013 1.064 1.024 1.067 1.074
UL 1.084 1.137 1.08 1.114 1.113

Socioeconomic deprivation class: decile; class ‘high’ = less deprived versus ‘low’ = more deprived; HR: Hazard
Ratio; LL: lower limit of 95% confidence interval of the hazard ratio; UL: upper limit of 95% confidence interval of
the hazard ratio; NO2: nitrogen dioxide; PM10: particulate matter 10 micrometers or less in diameter.

Table 4. Associations between long-term NO2 and PM2.5 exposure and mortality all-causes by
socioeconomic class extracted from the Italian study [13].

Air Pollutants
Socioeconomic Deprivation Class

High (1–3) Medium (4–7) Low (8–10)

NO2

HR 1.024 1.016 1.034
LL 1.012 1.002 1.024
UL 1.036 1.03 1.045

PM2.5

HR 1.04 1.018 1.05
LL 1.02 0.99 1.03
UL 1.06 1.04 1.07

Socioeconomic deprivation class: decile; class ‘high’ = less deprived (decile 1, 2 and 3) versus ‘low’ = more deprived
(decile 8, 9 and 10); HR: Hazard Ratio; LL: lower limit of 95% confidence interval of the hazard ratio; UL: upper
limit of 95% confidence interval of the hazard ratio; NO2: nitrogen dioxide; PM2.5: particulate matter 2.5 μm or less
in diameter.

2.6. Spatial Analysis

The number of attributable deaths (estimated following the methodology described in Section 2.5)
was distributed in each census block, proportionally to the adult population size living in the census
block. To investigate the spatial distribution of “premature” deaths at census block level in Paris,
we used a spatial scan statistic approach. The Poisson probability model used in the SaTScan
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software [21] was chosen as a cluster analysis method to detect the presence of high avoidable death
spatial clusters (called ‘most likely clusters’).

The null hypothesis (H0) tested was that the risk is equi-probable throughout the study area.
In other words, the expected “premature” death rate would be randomly distributed over the area.
The alternative hypothesis (H1) was that there is an elevated risk within the cluster in comparison
with census blocks outside the cluster. The procedure works as follows: a circle or window of variable
radius (from 0 up to 50% of the population size as recommended by Kulldorf [22]) is placed at every
centroid of the census block and moves across the whole study area. For each window, the “premature”
death risk estimated in the window is compared with expected “premature” death rate under the
hypothesis of a random distribution. The statistically significant most likely clusters are identified
using the likelihood ratio test [23]. The p-value associated to each detected cluster was obtained from a
Monte Carlo replication [24]. ArcGis software was used to map and visualize the spatial location of
the statistically significant most likely clusters.

3. Results

3.1. Description of the Study Area and the Population

A total of 82,117 deaths of people over 30 were registered in Paris between January 2004 and
December 2009 (and 40,710 deaths between January 2007 and December 2009). The yearly average of
NO2 concentrations was 53.4 μg/m3 (min = 38.6 μg/m3; max = 83.13 μg/m3). The yearly average of
PM10 concentrations was 31.07μg/m3 (min = 24.4μg/m3; max = 43.3 μg/m3) and 20.9 μg/m3 (min =
14.9 μg/m3; max = 28.7 μg/m3) for PM2.5. The spatial distribution of the NO2 concentrations (Figure 1)
shows a gradient from the south of the Seine River, with lower levels (the majority of the census blocks
exhibit values less than 51 μg/m3), to the north, with higher levels (several of the census blocks, in
dark colors, show values greater than 55 μg/m3). The spatial distributions of the annual average level
of NO2, PM10 and PM2.5 exceeded the WHO threshold presented a similar pattern to the NO2 spatial
distribution (see Appendix A Figures A1–A3). The spatial distribution of the socioeconomic index
(Figure 2) revealed a clear gradient from southwest (the least deprived areas), to northeast (the most
deprived areas).
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Figure 1. Spatial distribution of the annual average NO2 concentrations according to the deciles of its
distribution, at the census block level, Paris city (Period: 2004–2009).

Figure 2. Spatial distribution of the socioeconomic deprivation index according to the decile of its
distribution, at the census block level, Paris city.
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3.2. Health Impact

3.2.1. Overall Estimates

Over the period 2004–2009, the number of deaths attributable to NO2 exposure was 4301 (95% CI
[2044; 6545]), which corresponds to about 717 death per year (95% CI [340; 1091]) and to a rate of 52.8
(95% CI [25.1; 80.3]) per 100,000 inhabitants (aged > 30 years). It represents about 5% of total deaths
among the adult population over 30 years of age.

For particulate matter, over the period 2007–2009, the number of attributable deaths was equal
to 3209 (95% CI [1938; 3355]) and 2,662 (95% CI [2859; 3553]) for PM10 and PM2.5, respectively.
This corresponds to a rate of 78.2 (95% CI [69.7; 86.6]) and 64.9 (95% CI [44.5; 84.4]) per 100,000
inhabitants (about 7.8% and 6.5% of total deaths for PM10 and PM2.5, respectively).

3.2.2. Estimates by Socioeconomic Deprivation Class

Tables 5 and 6 show the rate of attributable deaths estimated for the three air pollutants by decile
of the socioeconomic deprivation index distribution.

Table 5. Rate of attributable deaths per socioeconomic class for two dose-response function.

Socioeconomic Deprivation Classes
Rate of Attributable Deaths (per 100,000 Population) [95% CI]

NO2 Dose-Response Function 1 NO2 Dose-Response Function 2

Decile 1 (less deprived) 18.3 [2.8; 21.1] 33.4 [16.9; 49.5]
Decile 2 17.5 [2.7; 30.7] 31.9 [16.2; 47.3]
Decile 3 48.9 [37.1; 61.8] 33.1 [16.8; 48.9]
Decile 4 46.0 [34.9; 56.2] 20.9 [2.7; 38.6]
Decile 5 30.2 [19.4; 40.8] 22.1 [2.8; 40.8]
Decile 6 29.5 [18.9; 39.9] 21.6 [2.7; 39.9]
Decile 7 30.4 [22.7; 37.9] 18.1 [2.3; 33.6]
Decile 8 33.2 [26.9; 40.4] 36.3 [25.9; 47.6]
Decile 9 31.7 [25.7; 38.6] 34.7 [25.7; 45.4]

Decile 10 (more deprived) 45.2 [36.7; 54.9] 49.4 [35.2; 64.5]

Dose response function 1 based on Dutch study [14] and dose response function 2 based on Italian study [13]. 95%
CI: 95% Confidence Interval.

Table 6. Rate of attributable deaths per socioeconomic class for two dose-response function.

Socioeconomic Deprivation Classes
Rate of Attributable Deaths (per 100 000 Population) [95% CI]

PM10 Dose-Response Function 1 PM2.5 Dose-Response Function 2

Decile 1 (less deprived) 54.9 [15.4; 92.8] 45.9 [23.4; 67.5]
Decile 2 47.4 [13.3; 80.1] 39.1 [19.9; 57.4]
Decile 3 99.5 [66.5; 132.8] 41.6 [21.2; 61.2]
Decile 4 98.2 [65.7; 131.1] 19.1 [0; 41.5]
Decile 5 55 [26.1; 82.3] 19.3 [0; 42]
Decile 6 53 [25.1; 79.3] 18.7 [0; 40.6]
Decile 7 81.6 [61.5; 100] 17.2 [0; 37.5]
Decile 8 84.6 [63.7; 103.7] 48.9 [29.9; 67.1]
Decile 9 82.8 [66.5; 97.9] 46.3 [28.3; 63.6]

Decile 10 (more deprived) 100.1 [80.3; 118.1] 54.0 [33.3; 74.1]

Dose response function 1 based on Dutch study [14] and dose response function 2 based on Italian study [13]. 95%
CI: 95% Confidence.

Whatever the pollutant, the most deprived census blocks (decile 10) always appeared as one of
the groups most impacted by air pollution. With an annual average of NO2 equal to 54.11 μg/m3

(one of the highest values), the attributable death rates are estimated to be 45.2 and 49.4 per 100,000
inhabitants using the dose-response function of the Dutch and Italian studies, respectively. With an
annual average of PM10 and PM2.5 equal to 31.17 μg/m3 and 20.84 μg/m3 (in the high range of the
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annual average of air pollutants), the attributable death rates are estimated to be 100.1 and 54.0 per
100,000 inhabitants, using the dose-response function of the Dutch and Italian studies, respectively.

Populations living in less deprived census blocks (decile 3 and 4, in particular) also appear highly
impacted by air pollution. These findings are consistent with the increase of the dose-response function
and the level of air pollutant exposure in the high range, whatever the pollutant of interest.

3.3. Spatial Distribution

The rate of “premature” deaths per census block (Figure 3) was estimated according to 3 different
scenarios: (a) without spatial variability of NO2 in Paris, (b) with spatial variability of NO2 between
census blocks, and (c) with spatial variability of NO2 and socio-economic level between census blocks.
The rate corresponds to the number of premature death divided by the number of total adult deaths.

Unlike the Figure 3a, the Figure 3b,c reveal a spatial pattern with a higher rate of “premature”
deaths attributable to NO2 located in the north part of Paris in comparison with the south part.
A difference also appears between Figure 3b,c: considering the spatial variability of NO2 combined
with the level of socio-economic deprivation (based on Dutch study [14]), the higher rate of “premature”
deaths among total adult death shifted in northeastern Paris (Figure 3c).

For particulate matter, the spatial distribution of the rate of the “premature” adult deaths
attributable to PM10 and PM2.5, respectively, among total death, show the same pattern (see Appendix A
Figures A4 and A5).

(a)

(b)

Figure 3. Cont.
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(c)

Figure 3. Spatial distribution of the rate of adults deaths attributable to NO2 among total death, at the
census block level, Paris city; (a) without spatial variability of NO2 exposure in Paris; (b) with spatial
variability of NO2 between census blocks; (c) with spatial variability of NO2 and socio-economic level
between census blocks (according Dutch study [14]).

The statistical spatial approach confirms that the spatial aggregation of “premature” deaths in
the northeast is significant (see Figure 4). This means that “premature” deaths are not randomly
distributed across the study area. This most likely cluster comprises an area of 459 census blocks with
a risk 1.12 times higher than in the rest of the study area (p-value = 0.029). This cluster hosts a total of
4,038,108 inhabitants and has 3455 “premature” deaths (about 80% of the total number of “premature”
deaths estimated in Paris). The spatial approach did not reveal any statistically significant aggregation
of “premature” deaths attributable to PM10 and to PM2.5 (data not shown).

0 42 Kilometers

Figure 4. Mapping of the most likely cluster of the number of avoidable deaths. Blue areas identify
census block included in the most likely cluster.

4. Discussion

In this study, we developed a small-area analysis of the impact of air pollution on “premature”
death to quantify and map the health and equity impact related to a reduction of air pollution.
We evaluated the health impact of hypothetical air pollution reductions according to WHO
recommendations. This allowed us to estimate at a small-area level the rate of “premature” deaths
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attributable to NO2, PM10, and PM2.5 taking into account the level of socioeconomic deprivation, and
to visualize the spatial distribution of the risk of “premature” deaths.

First, we predicted an overall mortality attributable to long-term NO2 exposure equal to 4301
deaths (5% of the total deaths registered in Paris over the period 2004 to 2009). Over the shorter period
2007–2009, the number of deaths attributable to PM10 and PM2.5 were comparatively higher: 3209 and
2662 deaths, which corresponds to about 7.8% and 6.5% of total deaths. This percentage was consistent
with the Global Burden of Disease published in 2015 [25], which estimated that about 7.6% of total
deaths were attributable to long-term exposure to PM2.5.

A recent study conducted in greater Cairo, Egypt estimated that about 11% and 8% of
non-accidental mortality (in the population over 30 years old) could be attributed to PM2.5 and
NO2, respectively [26]. The higher level of PM2.5 concentrations varying between 50 μg/m3 and
100 μg/m3 in this megacity may partially explain the difference observed with our estimate, the
maximum concentrations of PM2.5 being equal to 28.7 μg/m3 in Paris. In contrast, because the NO2

concentration was found to be below the 40 μg/m3 air quality guideline of WHO, the author used
another limit equal to 10 μg/m3, according to the recommendation of the Health Risks of Air Pollution
in Europe project [27]. While in Paris the annual average NO2 concentration is higher, the stricter
limit used in the Egyptian study may partially explain the difference with our estimate of deaths
attributable to NO2. A study conducted in the Lausanne-Morges urban area of Switzerland estimated
the health benefits of a reduction of PM10 and NO2 exposure after implementing a clean air plan [10].
Over a period of 10 years, the reduction of PM10 and NO2 exposure was equal to 3.3 μg/m3 and
5.6 μg/m3. These air quality improvements reduced total mortality by about 1% to 2%. Applying a
similar reduction of PM10 and NO2 exposure in Paris produced comparable estimates of the percentage
of “premature” deaths.

Second, our study demonstrated that the burden of mortality varied according to the level of
socioeconomic deprivation. Populations living in the most deprived census blocks (those of the decile
10) appear particularly at risk of death related to NO2 exposure. Indeed, while the level of NO2

exposure decreases between the decile 5 and 9, population living in the census blocks of the decile 10
(the most deprived) accumulate a high level of exposure and a particular vulnerability to the adverse
effect of air pollution. Consequently, for this population group, the two issues (exposure differential
and vulnerability differential) may explain the high rate of death due to air pollution. However, it is not
easy to draw a general statement about the most probable explanation between exposure differential,
vulnerability differential, both because what we observed between socioeconomic level and NO2

exposure is not as clear with PM10 and PM2.5 exposure. Maybe, it could be partially explained by the
lower spatial variability of PM.

Finally, our study showed that “premature” deaths attributable to NO2 were not randomly
distributed over the study area, with a cluster of excess “premature” deaths located in the northeastern
area of Paris.

To our knowledge, our study is the first to stratify an environmental burden of disease by the
socioeconomic deprivation level measured at the residential census block level, making it difficult to
compare our findings with those of others.

Several limitations of this study should be addressed here.
First, the methodology used to estimate attributable deaths is based on the AirQ+ software, which

is based on a reference model developed by WHO. However, one weakness is that it does not take into
consideration the effects caused by exposure to several pollutants in combination or their synergistic
effects. In our study, as in the majority of scientific literature, the effects of pollutants are investigated
individually, which could bias our estimates.

Secondly, the exposure level attributed to the population was approximated by the annual average
ambient concentrations of the pollutants estimated at the place of residence provided at the date of
death. This is a common limitation of numerous epidemiological studies which investigate the health
impact of long-term exposure to air pollution, ignoring temporal and spatial variability due to mobility
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of the population and it could lead to a misclassification of the exposure. A conceptual model has been
recently proposed aiming to assess cumulative exposure to air pollution at a fine scale and applied in
Paris at the census block level [28]. The findings revealed that the level of population exposure to NO2

decreased when including the population mobility within the census block. However, the decrease
was lower for the arrondissements located in northeastern Paris where the level of socioeconomic
deprivation is the highest. This finding further supports the hypothesis of differential exposure.

Third, the socioeconomic deprivation status was estimated at the census block level rather than
the individual level. However, census blocks are defined to maximize their uniformity in terms of
population size, socioeconomic and demographic characteristics, land use, and zoning, thus reducing
the risk of ecological bias.

Finally, the major limitation of our paper is the lack of studies that stratify their analysis
based on socioeconomic deprivation status. Indeed, to produce a robust dose-response function
per socioeconomic deprivation class, a meta-analysis is recommended. However, only two studies
conducted in areas comparable to Paris were identified in the literature. Using the dose (air
pollution)-response (mortality) function (relative risk) of these studies, our findings revealed that the
number of “premature” deaths varied according to the socioeconomic deprivation level measured
at the place of residence. This reflects not only the different dose-response functions used, but also
the level of air pollution exposure and the population density. However, our findings tend to show
a higher impact of air pollution exposure among the more deprived areas.

Benefits of this Research for Public Health

This study provides answers to socioeconomic and environmental inequalities highlighted as
an important public health issue by WHO. The research that formed the basis of public health
policy provides little evidence for effective initiatives aiming to improve population health and
tackle environmental and social inequalities in health. This paper is an attempt to fill the gap regarding
the need for the development of powerful tools to support priority-setting and guide policymakers in
their choice of environmental policies.

In this context, this study produced crucial information for policymakers to prioritize actions to
investigate social health inequalities:

• Quantification of the number of “premature” deaths attributable to a reduction of NO2, PM10,
and PM2.5 stratified by residential socioeconomic deprivation status.

• Spatial distribution of health and equity impacts of reducing these three pollutants.

In addition, this study illustrates the value of socio-spatial analysis implemented at a small spatial
scale to pinpoint the areas where action is needed. In our study, for instance, we identified that an
action conducted in northeastern Paris would be highly effective, since this area accounts for about
80% of the total number of “premature” deaths estimated.

At middle- and long-term, it could be really useful to perform the same study again with recent
health and air pollution data, in order to investigate if the spatial distribution of the premature death
changes over time, or if despite of the decrease of air pollution, cluster counting of a higher number of
premature deaths related to air pollution is located in the same place.

5. Conclusions

This study showed the importance of stratifying an environmental burden of disease study on
the socioeconomic level in order to take into consideration the modifier effect of socioeconomic status
on the air pollution-mortality relationship. In addition, we demonstrated the value of spatial analysis
to guide decision-making. Indeed, given today’s budgetary constraints, it can be quite challenging for
policymakers to select an initiative. This shows the need for tools to support priority-setting and to
guide policymakers in their choice of environmental initiatives that would maximize health gains and
reduce social inequalities in health.
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Appendix A.

Figure A1. Spatial distribution of the exceeded the WHO threshold of annual average level of NO2 from
2000–2009 (the difference between level of NO2 exposure in each census block and WHO guidelines
(40 μg/m3)).
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Figure A2. Spatial distribution of the exceeded the WHO threshold of annual average level of PM10

from 2000–2009 (the difference between level of PM10 exposure in each census block and WHO
guidelines (20 μg/m3)).
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Figure A3. Spatial distribution of the exceeded the WHO threshold of annual average level of PM2.5

from 2000–2009 (the difference between level of PM2.5 exposure in each census block and WHO
guidelines (10 μg/m3)).
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(a)

(b)

(c)

Figure A4. Spatial distribution of the rate of deaths attributable to PM10 among total death, at the
census block level, Paris City; (a) without spatial variability of PM10 exposure in Paris; (b) with spatial
variability of PM10 between census block; (c) with spatial variability of PM10 and socio-economic level
between census block.
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(a)

(b)

(c)

Figure A5. Spatial distribution of the rate of deaths attributable to PM2.5 among total death, at the
census block level, Paris City; (a) without spatial variability of PM2.5 exposure in Paris; (b) with spatial
variability of PM2.5 between census block; (c) tacking account the spatial variability of PM2.5 and
socio-economic level between census block.
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Abstract: This research examines whether individual exposures to traffic congestion are significantly
different between assessments obtained with and without considering individuals’ activity-travel
patterns in addition to commuting trips. We used crowdsourced real-time traffic congestion data
and the activity-travel data of 250 individuals in Los Angeles to compare these two assessments
of individual exposures to traffic congestion. The results revealed that individual exposures to
traffic congestion are significantly underestimated when their activity-travel patterns are ignored,
which has been postulated as a manifestation of the uncertain geographic context problem (UGCoP).
The results also highlighted that the probability distribution function of exposures is heavily skewed
but tends to converge to its average when individuals’ activity-travel patterns are considered when
compared to one obtained when those patterns are not considered, which indicates the existence of
the neighborhood effect averaging problem (NEAP). Lastly, space-time visualizations of individual
exposures illustrated that people’s exposures to traffic congestion vary significantly even if they
live at the same residential location due to their idiosyncratic activity-travel patterns. The results
corroborate the claims in previous studies that using data aggregated over areas (e.g., census tracts) or
focusing only on commuting trips (and thus ignoring individuals’ activity-travel patterns) may lead to
erroneous assessments of individual exposures to traffic congestion or other environmental influences.

Keywords: traffic congestion; activity-travel patterns; real-time traffic data; the uncertain geographic
context problem (UGCoP); the neighborhood effect averaging problem (NEAP)

1. Introduction

Traffic congestion has long been a serious transportation-related issue that people confront in
their daily life in the U.S. [1–3]. Drivers in the U.S. wasted 7 billion hours on roads in 2015 due to
delays caused by traffic congestion [4]. Moreover, it is expected that traffic congestion will intensify in
the future as more people will move to urban areas [5]. Transportation and health researchers have
thus considered traffic congestion exposure as a critical factor that influences individuals’ physical and
mental health. For example, a number of studies revealed that higher exposure to traffic congestion may
be associated with escalated heart rate and blood pressure [6,7], heightened urinary catecholamine
(a stress-related hormone) [8], and negative health outcomes [9–11]. In addition to these physical
tolls, studies have also shown that exposures to traffic congestion may be linked to psychological
stress [12–17] and reduced well-being [18,19]. Furthermore, some studies have argued that longer
commuting time, which is worsened by traffic congestion, may harm people’s work-family balance [20]
or even increase the likelihood of being involved in domestic violence [21].
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To accurately assess the effects of traffic congestion exposures on human health, it is important
to accurately measure individual exposures to traffic congestion. Specifically, in terms of measuring
traffic congestion exposures, most previous studies used area-based aggregate data (e.g., [9,21,22])
or focused only on commuting trips (and thus disregarded non-commuting trips) (e.g., [11,18,19]).
We argue that these approaches in previous research may lead to erroneous assessments of individual
exposures to traffic congestion, which may in turn lead to erroneous evaluations of the health impacts
of traffic congestion because they did not consider individuals’ unique activity-travel patterns.

To address the limitations of previous studies, this research examines whether individual
exposures to traffic congestion are significantly different between assessments obtained with and
without considering individuals’ activity-travel patterns in addition to commuting trips. We used
crowdsourced real-time traffic congestion data and the activity-travel data of 250 individuals in Los
Angeles to compare these two assessments of individual exposures to traffic congestion. The results
indicate that ignoring individuals’ activity-travel patterns may lead to inaccurate assessments of their
exposures to traffic congestion.

2. Limitations of Previous Studies

Previous studies on traffic congestion have several limitations, some of which this study seeks
to address. First, existing research used data aggregated over areas such as metropolitan areas or zip
(postal) code areas. For example, Levy et al. [9] assessed the health impact of PM2.5 exposure associated
with traffic congestion on mortality and monetized the value of mortality risk in 83 metropolitan areas
in the U.S. By using zip code areas in the Los Angeles Metropolitan Area, Beland and Brent [21] noted
that traffic congestion may lead to a higher risk of being involved in domestic violence. Brauer et al. [22]
examined people’s traffic-related air pollution “exposure zones” (defined as a 500-m buffer zone from
highways or a 100-m buffer zone from major arterials) and observed that 32% of people in Canada live
in exposure zones.

Although these studies provide useful insights into the health impacts of traffic congestion,
their estimations of traffic congestion exposure may be erroneous. Part of the reason for the error is
because the units of analysis are areal units for which individual data are aggregated (e.g., buffer zones,
zip code areas, or metropolitan areas); and the modifiable areal unit problem (MAUP) may contribute
to some of such error. This means that previous studies presumed that individuals in the same areal
unit are exposed to the same level of traffic congestion when estimating traffic congestion exposure.
However, this assumption is problematic because each individual may have distinctive activity-travel
patterns and thus may have different levels of exposure to traffic congestion and experience different
health impacts [23,24]. In other words, since individuals have idiosyncratic activity-travel patterns,
different individuals may be exposed to different levels of traffic congestion in complex and unique
ways even when they live in the same area.

Second, previous research focused only on commuting trips while ignoring other types of trips,
where individuals may also be exposed to significant traffic congestion. For instance, Olsson et al. [25]
found that commuting satisfaction may affect overall happiness based on a survey of 713 commuters.
Using a 23-year longitudinal dataset of 2736 commuters, Sandow et al. [11] showed that there may be
gender differences in mortality risks due to longer commuting. Despite the meaningful results of these
previous studies, focusing exclusively on commuting trips while not considering other components
of individuals’ activity-travel patterns may lead to erroneous estimations of their exposure to traffic
congestion for the following two reasons.

First, commuting trips account for only a small proportion of individuals’ total travel.
Although commuting trips seem to constitute the most significant portion of our trips at first glance,
almost 70% of trips in the U.S. consists of non-work trips according to the 2009 National Household
Travel Survey [26]. Thus, considering only commuting trips may result in erroneous estimations of
traffic congestion exposure because people may also experience traffic congestion when undertaking
other types of trips, which also comprise their travel and are overlooked by previous studies.
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Second, and more specifically, individuals also experience traffic congestion when undertaking
trips during non-peak hours. At first sight, it sounds reasonable that commuting trips in peak hours
(e.g., 7–9 A.M., 3–6 P.M.) are the only time when individuals are exposed to traffic congestion. However,
this may not be true for large cities, where serious traffic congestion occurs almost all day long in
certain road segments (e.g., [27–29]). This suggests that individuals are exposed to traffic congestion
in complex ways in their daily life. They may be exposed to different levels of traffic congestion
when undertaking not only commuting trips during peak hours but also other types of travels during
non-peak hours.

We thus argue that, for these two reasons, the approaches used in previous studies on individual
exposure to traffic congestion and its health impact may exacerbate the uncertain geographic context
problem (UGCoP). The UGCoP is a critical methodological issue, and one of the ways in which it may be
encountered is when people’s exposure to environmental contexts or risk factors (e.g., traffic congestion
and air pollution) is inaccurately estimated as a result of ignoring their activity-travel patterns [23,24].
Recent studies have shown that using inaccurately estimated exposures to environmental pollutants
may lead to serious inferential errors or misleading results when examining the health impacts of such
exposures [30–35].

Further, these approaches in previous studies may aggravate the neighborhood effect averaging
problem (NEAP) that arises when individuals’ unique activity-travel patterns are ignored [36].
The NEAP suggests that when the probability distribution of residence-based exposures approximates
a bell-shaped distribution, individual exposures tend to converge toward the average if individuals’
activity-travel patterns are considered when compared to exposures obtained when such patterns
are not considered. As one of the manifestations of the UGCoP, the NEAP thus suggests that
ignoring individuals’ activity-travel patterns may lead to erroneous exposure estimations because of
neighborhood effect averaging [36]. Eventually, this may also result in inferential errors or misleading
results when researchers investigate the health effects of these exposures [23,24].

In traffic congestion exposure and health studies, these two methodological issues—the UGCoP
and the NEAP—arise because of the following two reasons. First, the issues are caused by the
spatiotemporal variations in traffic congestion intensities. Although at first glance, the levels of traffic
congestion seem to be homogeneous over space and time in large metropolitan areas, this may not be
true. For example, intensities of traffic congestion in non-peak hours may not be as severe as those in
peak hours (i.e., temporal variations). Also, even for the same time of day, people may be exposed
to different traffic congestion intensities based on where trips occur (i.e., spatial variations). Second,
the issues arise because individuals are undertaking various types of trips rather than undertaking
commuting trips only. Therefore, individuals may be exposed to traffic congestion in complex
spatiotemporal ways when they are undertaking commuting trips and other trips [23,37,38].

To sum up, the approaches in previous research examining the effects of traffic congestion
exposure on human health largely ignore the UGCoP and the NEAP. This is because both the
spatiotemporal variations in traffic congestion and individuals’ unique activity-travel patterns increase
contextual complexities when measuring individual exposures to traffic congestion. These complexities
may lead to erroneous assessments of individual exposures to traffic congestion if their activity-travel
patterns are overlooked. Eventually, using inaccurately estimated traffic congestion exposure may
exacerbate inferential errors or lead to misleading results when investigating the health effects of traffic
congestion exposure.

In light of the relative ignorance of critical methodological issues like the UGCoP and the NEAP in
past research on traffic congestion exposure and health, this research seeks to fill this gap. Specifically,
this research examines whether individual exposure to traffic congestion is significantly underestimated
when individuals’ travels beside commuting trips are ignored. To achieve this research goal, we seek
to answer the following three questions in this paper by utilizing crowdsourced real-time traffic
congestion data and activity-travel data of 250 individuals in Los Angeles, California.
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The first question is: Do spatiotemporal variations exist in traffic congestion intensities? In other
words, we will investigate whether traffic congestion intensities are different over space and time.
Spatiotemporal variations in traffic congestion intensities indicate that two approaches adopted by
previous studies (i.e., using data aggregated over areas like census tracts and focusing on commuting
trips only) may exacerbate the UGCoP and the NEAP, which is problematic.

The second question is: Will exposures to traffic congestion based on commute-only assessments
be significantly lower than those obtained from assessments that also consider individuals’
activity-travel patterns in addition to commuting trips? In other words, we will compare individuals’
exposure to traffic congestion obtained from two assessments: one that only considers commuting trips
and one that also considers individuals’ activity-travel patterns in addition to considering commuting
trips. If we find that exposures to traffic congestion based on commute-only assessments are
significantly lower than those obtained from assessments that also consider individuals’ activity-travel
patterns in addition to commuting trips, more attention is needed to address the UGCoP and the
NEAP in future research on traffic congestion exposure and health.

Lastly, the third question is: How are individuals uniquely exposed to traffic congestion as a
result of their activity-travel patterns? In other words, can we observe individuals’ idiosyncratic
activity-travel patterns and their associated exposures to traffic congestion? Answering this question
will help researchers develop an in-depth understanding of the unique characteristics of individuals’
activity-travel patterns and how such unique characteristics may affect the accurate assessment of
traffic congestion exposure.

3. Study Area and Data

3.1. Study Area

The study area for this research is the Los Angeles-Long Beach-Anaheim Metropolitan area in
California, consisting of Los Angeles County and Orange County (Figure 1). We chose the Los Angeles
Metropolitan Area for its renowned severe traffic congestion. According to a recent traffic congestion
assessment study, the Los Angeles region is ranked as the first out of 297 cities in the U.S. as well as
the first out of 1360 cities in the world regarding its severity of traffic congestion [29]. Additionally,
the entire metropolitan area is selected as a study unit as it comprehensively captures individuals’
socioeconomic characteristics and activity-travel patterns [39].

Figure 1. The Los Angeles Metropolitan Area and its major highways.
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3.2. Data

3.2.1. Individual Activity-Travel Survey Data

Since the study seeks to obtain results based on people’s actual activity-travel behaviors (not to
compare the congested and non-congested travel speeds/times of all road segments in the study
area), we employed individual activity-travel survey data accessed via the Transportation Secure
Data Center [40]. This individual activity-travel survey is a part of the “National Household Travel
Survey California Add-On” survey conducted in 2017. The survey data were collected from around
55,800 individuals (about 26,000 households) in California. Participants were asked to report their
activity-travel patterns (e.g., the location of activities, duration of activities, trip purposes, modes of
travel, and the number of accompanying passengers) for one survey day and their socioeconomic
attributes. Note that the survey did not collect or provide any global positioning system (GPS) data for
constructing the space-time trajectories of participants’ trips. Therefore, to estimate the travel time of
participants’ trips and their exposures to traffic congestion, we assumed that they used the shortest
path (in terms of travel time) to travel between all locations and used the Google Maps Application
Programming Interface (API) to derive the travel time for each trip based on the time of day and the
shortest travel route for the trip.

We selected individuals according to the research goal as follows. First, we selected individuals
whose trips were all in the study area (i.e., the Los Angeles Metropolitan Area) on weekdays. We only
focused on weekdays because weekend activity-travel patterns typically consist of non-routine
patterns such as recreational trips and often do not involve any commuting trips [26]. Second,
we selected individuals who were actively employed because unemployed people do not undertake
any commuting trips. Third, we selected individuals who made trips by driving alone without any
accompanying passengers. In other words, all trips in this study were traveled by driving, and trips
made by public transit and non-motorized modes (including buses, taxis, bicycles, and walking) were
not considered. We focused on these individuals to control other possible travel-mode related factors
that may also influence how traffic congestion exposure affects health. For instance, previous studies
found that the effects of traffic congestion exposure on health may be different when individuals are
drivers rather than passengers (e.g., [41,42]). Moreover, they found that the existence of accompanied
passengers may affect drivers’ stress (e.g., [7,42,43]).

Lastly, individuals who did not undertake any commuting trips or who had only commuting
trips were excluded because we seek to generate two exposure assessments, one that considers only
commuting trips and the other considers both commuting and non-commuting trips. Note that we
define commuting trips as trips that are anchored at a workplace so that we can consider trip-chaining
travel behaviors. Before this exclusion criterion was applied, there were 729 individuals in our
subsample. As a result of applying this exclusion criterion, 77 individuals (11%) were excluded
because they did not make any commuting trips (e.g., having a day-off from the work), and an
additional 402 individuals were removed since they only made commuting trips (i.e., no other type
of trips). Note that a considerable portion of the survey participants (34%, 250 individuals) reported
that they made commuting as well as non-commuting trips. This provides a compelling rationale that
individuals’ activity-travel patterns still should be considered to accurately assess their exposure to
traffic congestion.

After this selection process, 250 individuals were finally included in the subsample used in this
study. To avoid sample selections that do not have similar sociodemographic characteristics as the
larger population in the Los Angeles Metropolitan Area, we compared their socio-economic attributes
with those of the larger population in the study area. Note that since our research focuses on employed
individuals, the statistics reported in Table 1 represent only employed workers. Overall, descriptive
statistics of the selected participants showed similarity to those of the larger population in the study
area. The only discrepancy we found is that the median age of the selected participants (45.2 years
old) is higher than that of the larger population in the Los Angeles Metropolitan Area (39.9 years old).
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This can be explained by underrepresentation of the younger generations in our subsample as we
focus on workers who drive their own cars. Recent travel behavior studies revealed that the younger
generation (e.g., millennials) may drive less or not own cars (e.g., [44,45]). Therefore, it is likely that
the younger generation may be underrepresented in our subsample.

Table 1. Comparison of the sociodemographic attributes of the 250 selected participants with those of
the larger population of the Los Angeles Metropolitan Area.

Sociodemographic
Attributes

The 250 Selected Individuals Los Angeles Metropolitan Area (a)

Gender
Male Female Male Female
53% 47% 55% 45%

Race
White African-American Asian White African-American Asian
59% 6% 14% 58% 6% 17%

Age (mean) 45.2 years old 39.9 years old

% of people with higher
education (b) 62% 65%

(a) American Community Survey (ACS) 2016 5-year estimates, (b) Higher education indicates education attainment
that is equal to or higher than bachelor’s degree.

3.2.2. Real-Time Traffic Congestion Data

In this study, we estimate individual exposure to traffic congestion for each trip by subtracting
its free-flow travel time from its estimated travel time that considers traffic congestion, following
the framework used in previous studies (e.g., [29,46,47]). For example, imagine an individual who
undertakes 5 trips in his or her daily life (Figure 2). This person travels from the home location to a
workplace (Trip 1), goes back from the workplace to home (Trip 2), goes grocery shopping from home
(Trip 3), goes to the gym after the grocery shopping (Trip 4), and finally goes back home from the gym
(Trip 5). For each of these trips, by subtracting the free-flow travel time from the estimated travel time
(obtained using the Google Maps API (Google, Mountain View, CA, USA) based on time of day and
the origin and destination of the trip), we can estimate this person’s exposure to traffic congestion for
each trip.

Recall that the primary goal of this research is to compare individual exposures to traffic
congestion obtained from two assessments: one that only considers commuting trips and one that also
considers individuals’ activity-travel patterns in addition to considering commuting trips. Assume that
the person in this example is exposed to traffic congestion for 10 min for each of the five trips.
An assessment that only considers the two commuting trips (Trips 1 and 2) estimates that the duration
of exposure to traffic congestion is 20 min (10 + 10), while an assessment that also considers the
non-commuting trips (Trips 3, 4, and 5) as well as the commuting trips (Trips 1 and 2) estimates that
the duration of exposure to traffic congestion is 50 min (10 + 10 + 10 + 10 + 10).
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Figure 2. An example of estimating an individual’s exposure to traffic congestion for two types of
assessments: (a) commute-only versus (b) activity-travel patterns in addition to commuting trips.

To obtain free-flow travel time and estimated travel time, we utilized the Google Maps API
(Figure 3). The Google Maps API estimates driving time between two points when API users provide
departure time, departure/arrival/waypoints locations, and route options (e.g., avoiding toll roads
or highways) [48,49]. The API computes driving time based on two data sources: (1) crowdsourced
real-time traffic data that were submitted by anonymous drivers who consent to send their location
information to Google Maps via their smartphones and (2) historical traffic flow databases that Google
has established [48]. Free-flow travel time is derived as if trips occurred at 2 A.M. when traffic volumes
practically approach 0. To the best of our knowledge, while no study has compared the accuracy of
Google Maps data with those from other sources, it seems that travel times provided by Google Maps are
highly accurate based on several sources on the web. For instance, in one assessment that used 56 trips
with an average journey time of 32 min, the average travel time difference between actual and estimated
travel times is 1.8 min (see https://blog.ancoris.com/how-accurate-is-google-maps-journey-time).

In this research, the departure time and geographic coordinates (e.g., longitude and latitude) of
the origin and destination of each trip of the participants recorded in the travel survey were used to
obtain free-flow travel time and estimated travel time through the Google Maps API. Note that we
did not use the reported travel times from the survey as the actual travel time in this study because
the survey did not provide the travel routes of participants’ trips and it is not possible to estimate
the corresponding free-flow travel time for each of the participants’ trip, which in turn renders the
comparison between the free-flow travel time and the (estimated) travel time that considers traffic
congestion for each trip of the participants impossible. Further, estimating actual travel time using the
Google Maps API serves to avoid the recall and rounding errors common in the reported travel times
of travel surveys.
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Figure 3. A screenshot of a map of typical traffic congestion levels at 6 P.M. on Wednesday in the Los
Angeles Metropolitan Area (Source: Google Maps).

Using the Google Maps API service has several advantages over traditional desktop-based GIS
programs. One compelling advantage is that using the API service does not require researchers
to prepare a considerable amount of data and use considerable computing resources. For example,
the Google Maps API promptly provides users with travel time that considers traffic congestion
between any two given locations (i.e., longitude, latitude) at 20-min intervals.

To obtain this detailed travel time estimate, conventional desktop-based GIS programs require
researchers to prepare a considerable amount of network data (e.g., [50,51]). For example, researchers
need to prepare road network files, estimate the traffic volume and speed on each road segment at
each time interval, and generate penalty information for each street intersection (e.g., one-way roads,
no-left-turn penalty, and so on). Preparing these datasets may not be feasible for large metropolitan
areas such as Los Angeles. Additionally, even if researchers can prepare the required data, it may take
substantial time to run the shortest-path algorithm since the road networks are large and complex.
However, by using the Google Maps API service, researchers only need to develop a simple program
based on easily accessible programming languages (e.g., Python, Java, and so on). Moreover, since
the calculations of travel time are performed inside the API service (where the API uses its own
high-performance computing facilities), researchers can get results immediately. For these reasons,
there has recently been a growing number of studies that extensively employed the Google Maps API
and other map-based API services (e.g., [52,53]).

However, it should be noted that the Google Maps API service has several limitations.
One limitation is that users may not know the detailed mechanism of how it estimates travel
time. However, documentation from API service providers may mitigate this issue (e.g., [49]).
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Another limitation is that API services may charge a fee based on the number of API requests.
For example, Google Maps API users can use 40,000 API requests per month for free. Beyond the
40,000 free requests, users need to pay a fee per single API request (e.g., a single query of travel
time estimation for a single pair of origin and destination) [49]. Thus, the Google Maps API service
may not be a viable option for researchers who want to obtain travel times for a larger number of
origin-destination pairs [54]. However, this limitation did not significantly affect our research because
we did not need a large number of requests; we requested travel time estimates for approximately
1000 trips, which the 250 selected participants undertook.

4. Results

In the first part of Section 4.1 below, we explore whether traffic congestion intensities are different
across space and time in the study area based on data from the INRIX 2017 Global Traffic Scorecard [29].
In the second part of Section 4.1, we examine how traffic congestion levels are different over space
and time based on the 1022 trips made by the 250 selected participants of the survey. In Section 4.2,
we compare two assessments of individual exposures to traffic congestion for the 250 participants:
one that considers only commuting trips and the other one that considers both commuting and
non-commuting trips. In Section 4.3, we explore how three individuals from the same household
are exposed to traffic congestion in unique ways over space and time through visualizations of their
space-time trajectories.

4.1. Spatiotemporal Variations in Traffic Congestion Intensities

In this section, we answer the first research question: Do spatiotemporal variations exist in traffic
congestion intensities? We empirically examine whether traffic congestion intensities are different
across space and time in the study area based on data from the INRIX 2017 Global Traffic Scorecard [29]
and the trips made by the 250 selected participants. Using the first data source, traffic congestion
intensity is assessed in terms of the percentage of congestion travel time that drivers experience
out of gross travel time; using the second data source, traffic congestion intensity is derived as the
ratio of travel time that considers traffic congestion to free-flow travel time. This is an important
question because spatiotemporal variabilities in traffic congestion intensities may exacerbate the
UGCoP. Although it is widely known that traffic congestion intensities are different over space and
time [55], here we empirically investigate its precise spatiotemporal configurations in the study area.

First, we investigate general spatiotemporal variations of traffic congestion intensities in the
study area using data from the INRIX 2017 Global Traffic Scorecard, which provides data on traffic
congestion for over 1360 cities around the world (Table 2) [29]. Although the Los Angeles Metropolitan
Area is globally notorious for its severe traffic congestion, and as these data indicate, we can
observe the spatiotemporal heterogeneity of the traffic congestion in the area: (1) There are temporal
variations in traffic congestion. For instance, inter-city drivers experience traffic congestion for 22%
of their gross travel time during peak hours while 10% of their gross time occurs during non-peak
hours (e.g., around noon) [29]. (2) There are spatial variations in traffic congestion. For example,
during non-peak hours, intra-city drivers experience traffic congestion for 13% of their gross travel
time, while inter-city drivers experience traffic congestion only for 10% of the gross travel time [29].

Second, we examine the spatiotemporal variations in traffic congestion intensities based on the
1022 trips made by the 250 selected participants (note that, here, traffic congestion intensity for a trip is
derived as the ratio of travel time that considers traffic congestion to free-flow travel time; see Figure 2
and earlier description on how these two travel times for each trip are derived). Figure 4 illustrates
traffic congestion intensity (the vertical axis) variations of these 1022 trips by trip departure time
(the horizontal axis). The ratio of congestion and free-flow travel times is widely used in practice to
represent the severity of traffic congestion at the road-segment level (e.g., [29,46,47]). For example,
if traffic congestion intensity is 1.5, it means that the travel time that considers traffic congestion is
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1.5 times longer than the free-flow travel time due to traffic congestion. Therefore, the minimum value
of the traffic congestion intensity is 1.0 because free-flow travels give the minimum travel time.

Figure 4. Observed traffic congestion intensity over space and time.

We can observe the following two things in Figure 4. First, there are temporal variations in
traffic congestion intensity. Not surprisingly, traffic congestion is generally severe during peak
hours (e.g., 7–9 A.M., 3–6 P.M.). Moreover, although traffic congestion during non-peak hours is
less severe than that of peak-hours, traffic congestion is still observed at any time during a day.
This corroborates our earlier observation that there are temporal variations in traffic congestion in
the Los Angeles Metropolitan Area. Second, there are spatial variations in traffic congestion intensity.
Vertical distributions of the observations (i.e., indicated by the range of the boxes) represent various
traffic congestion intensities at different locations at each hour. For example, the range of the box at
6 P.M. is wider than that at 12 P.M., which means more spatial variations in traffic congestion intensities
exist at 6 P.M.

These two findings answer our first research question: Do spatiotemporal variations exist in
traffic congestion intensities? Based on the observations made from Table 2 and Figure 4, it is clear
that spatiotemporal variations of traffic congestion intensities exist in the study area. In what follows,
we continue our analysis to compare individuals’ exposures to traffic congestion obtained from
two assessments based on the trips made by the 250 selected participants: one that only considers
commuting trips and one that considers both commuting and non-commuting trips (i.e., taking into
account individuals’ activity-travel patterns).

Table 2. Spatiotemporal variations in traffic congestion in the study area (Source: [29]).

Types of Trips Peak Hours Non-Peak Hours (Daytime) Non-Peak Hours (Late Nighttime)

Intra-city trips (b) 20% (a) 13% 8%
Inter-city trips (c) 22% 10% 3%

(a) Percentage of congestion travel time that drivers experience out of gross travel time. (b) Intra-trips refer trips that
occur within the city. (c) Inter-trips refer trips that occur into/out of the city.
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4.2. Differences in Individual Exposures to Traffic Congestion between the Two Assessments

We conduct a paired sample t-test to see whether individual exposures to traffic congestion for
each participant are significantly different between the commute-only assessment and the assessment
that also considers participants’ activity-travel patterns (i.e., considering both commuting and
non-commuting trips) (please see Section 3.2.2 and Figure 2 for a detailed explanation of the method).
Here, individual exposure to traffic congestion for each trip is estimated by subtracting its free-flow
travel time from its estimated travel time (which considers traffic congestion and is estimated using
the Google Maps API). This is the additional travel time for a trip due to traffic delay or congestion.

For each participant, we obtain a commute-only exposure measure by adding the additional
travel times incurred by the commuting trips and another exposure measure by adding the additional
travel times of both commuting and non-commuting trips. We then compare the difference between
these two exposure measures for each participant (and thus a paired sample t-test is used).

Table 3 indicates that the mean difference in participants’ exposure to traffic congestion is 6.66 min,
which means that the duration for which a participant experiences traffic congestion increases on
average by 6.66 min (47.78%) when participants’ activity-travel patterns are considered, compared
to the commute-only assessment. The result of the paired sample t-test confirms that the differences
in exposures to traffic congestion between the two assessments are statistically significant (p < 0.001).
Figure 5 visualizes the results presented in Table 3. The box plots also show that the average exposure
to traffic congestion when individuals’ activity-travel patterns are considered is higher than the average
exposure obtained in the commute-only assessment.

Table 3. Mean exposure to traffic congestion in the commute-only assessment and the assessment that
also considers participants’ activity-travel patterns.

Statistics Commute-Only Assessment Activity-Travel Patterns Considered Mean of Differences (a)

Mean 13.94 (min) 20.60 (min) 6.66 *** (b)

Standard Deviation 14.87 18.13 -
(a) Paired sample t-test result, (b) *** p-value < 0.001.

Figure 5. Box plots of individuals’ traffic congestion exposure for (a) the commute-only assessment and
(b) the assessment that also considers participants’ activity-travel patterns. (Outliers are not presented.)
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Moreover, we examine the probability distribution function of individual exposure to traffic
congestion. Figure 6 presents the histograms of individuals’ traffic congestion exposure levels for the
two assessments. As the histograms show, when individuals’ activity-travel patterns are considered
(right histogram), the shape of the probability distribution function becomes less skewed and converges
to its mean. Table 4 shows that skewness (from 2.313 to 1.724) and kurtosis (from 9.766 to 5.982) of
the histogram decrease after activity-travel patterns are considered. The results indicate that the
probability distribution function of individual exposures to traffic congestion shows a tendency to
converge to its average when individuals’ activity-travel patterns are considered.

This phenomenon can also be understood as a manifestation of the neighborhood effect
averaging problem (NEAP) observed by Kwan [36]. However, there are two important differences
between our observations here and the original interpretation of the NEAP put forward by
Kwan [36]. First, both exposure assessments (i.e., one that considers only commuting trips and one
that considers people’s entire activity-travel patterns) in this research are mobility-based. In other
words, the commute-only exposure assessment is not residence-based because it already included
some portion of individuals’ daily mobility (i.e., commuting trips). However, the original articulation
of the NEAP compares residence-based exposures with mobility-based exposures. This indicates that
the NEAP can also be encountered in environmental exposure assessments when only parts (instead
of all) of people’s daily mobility are ignored.

Second, the probability distribution functions of the two exposure assessments in this study are not
bell-shaped but heavily skewed. The original notion concerning the NEAP only focuses on distributions
of individual exposures that approximate a bell-shaped distribution (one such distributions is the
normal distribution), but distribution functions in our research are heavily skewed. This indicates that
the neighborhood effect averaging problem can also be encountered when the probability distributions
of individual exposures are not bell-shaped. These two differences between our observations here
and the original interpretation of the NEAP extends the original interpretation of the NEAP in
important ways.

Figure 6. The histograms of traffic congestion exposure in (a) the commute-only assessment and (b)
the assessment that considers participants’ activity-travel patterns.

Table 4. Skewness and kurtosis of the histograms for both assessments.

Statistics Commute-Only Assessment Activity-Travel Patterns Considered

Skewness 2.313 1.724
Kurtosis 9.766 5.982
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Additionally, we examine in detail how considering individuals’ activity-travel patterns impact
the relative levels of individual exposure to traffic congestion. Figure 7 illustrates the standardized
(z-score) individual exposures to traffic congestion. The horizontal axis displays individual exposures
of the commute-only cases, while the vertical axis represents individual exposures obtained by the
assessment that considers participants’ activity-travel patterns. For example, points in the first quadrant
(top-right) represent cases when individual exposures to traffic congestion are higher than the average
in both assessments. On the contrary, points in the third quadrant (bottom-left) indicates that individual
exposures to traffic congestion are lower than its average in both assessments. A closer examination of
the graph yields a couple of important findings.

First, the standardized (z-score) individual exposures to traffic congestion of most participants
(203 participants, 81% of the selected subsample) range between −1 and 0 (see the focused area in
the inset). Second, a majority of participants (48 out of 69) in the first quadrant are located in the
blue triangular area. This indicates that individual exposures shift much closer to its mean value
when activity-travel patterns are considered. These findings confirm an earlier observation that many
individuals have exposure levels around the average value while fewer individuals have very high or
low exposure levels, and considering individuals’ activity-travel patterns leads the exposure level to
converge to its mean [36].

Based on these results, we also answer the second question: Will exposures to traffic congestion
based on commute-only assessments be significantly lower than those obtained from assessments that
also consider individuals’ activity-travel patterns in addition to commuting trips? We found that this
is indeed the case. There are statistically significant differences between exposures evaluated with and
without considering individuals’ activity-travel patterns, indicating that the UGCoP is a serious issue.
We also found that ignoring individuals’ activity-travel patterns may exacerbate the NEAP. Therefore,
we can conclude that overlooking people’s activity-travel patterns may lead to serious methodological
issues in the form of the UGCoP and the NEAP when assessing their exposures to traffic congestion.

Figure 7. Standardized (z-score) individual exposures to traffic congestion.

4.3. Space-Time Visualizations of Individual Exposures to Traffic Congestion

Figure 8 illustrates the cumulative traffic congestion exposures of 3 individuals from the same
residence (i.e., the same household) over the 24 hours of the survey day. Line A (blue) indicates the
mother’s exposure to traffic congestion, while Lines B (yellow) and C (red) represent the older son and
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the younger daughter respectively. Also, space-time visualizations of these individuals’ activity-travel
patterns are presented in Figure 9. The vertical axis (t) represents time, and the horizontal plane
displays space (x, y). Each dot represents a 1-min interval in the trip trajectories obtained from the
Google Maps API. The size of the dots indicates traffic congestion intensity. For instance, larger dots
represent more intense traffic congestion. The vertical solid lines indicate durations when individuals
are performing activities at fixed locations, as their location (x, y) does not change over time.

Figure 8. Cumulative exposures to traffic congestion of three selected individuals from the same
household (A: Mother, B: Older Son, C: Younger Daughter).

Figure 9. Space-time visualizations of traffic congestion exposures of three individuals from the same
household (A: Mother, B: Older Son, C: Younger Daughter).
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The space-time illustration of individuals’ trajectories clearly shows that individuals are exposed
to traffic congestion in unique ways over space and time. First, although all 3 individuals have a
similar travel-demand environment (e.g., actively employed and driving their own cars), each family
member’s traffic congestion exposure varies because of their idiosyncratic activity-travel patterns.

As Figure 9 shows, for example, the traffic congestion exposure of Person A (mother) ranges
between 10 and 70, while that of Person C (younger daughter) varies between 10 and 20. This difference
can be explained by the different activity-travel patterns between these two persons. Person A takes
longer commuting trips, and she is heavily exposed to traffic congestion especially during her way
back home. Person A is exposed to severe traffic congestion when she takes non-commuting trips,
but the non-commuting trips do not significantly contribute to the total exposure because the length of
the trips is relatively short. By contrast, Person C is less exposed to traffic congestion than Person A.
Most trips that Person C takes are near her residence and relatively short, which enables her to avoid
heavy exposure to traffic congestion.

Specifically, we can observe that the younger son (Person B) is exposed to heavier traffic congestion
than the others in the household. His traffic congestion exposure becomes more severe when his
activity-travel patterns are considered. This drastic increase is mainly because of his work-related trips
happening near areas in South Los Angeles during non-peak hours (e.g., 9 A.M.–2 P.M.), when traffic
congestion there is still severe.

Further, Figure 10 depicts the exposures to traffic congestion of 32 individuals from 15 households
in the subsample for both the commute-only assessments and assessments that also consider their
activity-travel patterns. The bar graph clearly shows that individuals from the same household are
differently exposed to traffic congestion because individuals’ activity-travel patterns are idiosyncratic.

Based on these results, we answer the third question: How are individuals uniquely exposed
to traffic congestion as a result of their activity-travel patterns? The results confirm that individuals
are idiosyncratically exposed to traffic congestion due to their distinctive activity-travel patterns.
The results also corroborate previous studies [37,56], which argue that individuals from the same
household are differently exposed to environmental influences or contexts. Therefore, these results
may cast doubt on the validity of previous studies’ exclusive focus on commuting trips during peak
hours and using data aggregated over areas (e.g., census tracts) because they did not fully reflect
individuals’ unique activity-travel patterns.

Figure 10. Individual exposures to traffic congestion of 32 individuals from 15 households in the
subsample (Same alphabet means the same household.)
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5. Conclusions

This research empirically examined whether the uncertain geographic context problem (UGCoP)
and the neighborhood effect averaging problem (NEAP) are encountered in research on individual
exposures to traffic congestion. We used crowdsourced real-time traffic congestion data and
activity-travel data of 250 individuals in Los Angeles to compare two assessments of individual
exposure to traffic congestions: one that only considers commuting trips and one that also considers
individuals’ non-commuting trips in addition to considering commuting trips (thus taking people’s
activity-travel patterns into account).

First, the results indicated that spatiotemporal variations in traffic congestion intensity exist in
the study area, which calls for the consideration of individuals’ activity-travel patterns when assessing
their exposures to traffic congestion in future research.

Second, the paired sample t-test results revealed that individual exposures to traffic congestion are
significantly underestimated when individuals’ activity-travel patterns are ignored. Further, the results
highlighted that the probability distribution function of individual exposures is heavily skewed
but tends to converge to its average value when individuals’ activity-travel patterns are considered,
which is a manifestation of the neighborhood effect averaging problem (NEAP). These results indicated
that both the UGCoP and the NEAP are critical methodological issues in traffic congestion and
health studies.

Lastly, we presented space-time visualizations of the traffic congestion exposures of 3 individuals
from the same household. The results illustrated that since individuals have idiosyncratic activity-travel
patterns, their exposures to traffic congestion vary significantly even if they live at the same residential
location. These results corroborate the claim in previous studies that using residence-based methods
or data aggregated over areas (e.g., census tracts) may lead to erroneous assessments of individual
exposures to traffic congestion or other environmental influences [31].

The results of our research imply that epidemiological studies should pay more attention to
individuals’ activity-travel patterns when assessing people’s environmental exposures. As the results
of this study illustrated, ignoring individuals’ daily mobility (i.e., activity-travel patterns) may result in
erroneous assessments of their exposures to traffic congestion. Eventually, using inaccurately estimated
traffic congestion exposures may exacerbate inferential errors or lead to significantly misleading results
when investigating the effects of traffic congestion exposures on human health. In addition, the results
imply that researchers who study environmental exposures should focus more on individual-level
analysis, since this study shows that people who live in the same residential location may have
different traffic congestion exposures due to their distinct activity-travel patterns. This implies that
using residence-based methods or data aggregated over areas (e.g., census tracts), which are popular
approaches in previous studies, may lead to critical methodological issues.

Although this study significantly advances our knowledge about two critical methodological
issues (i.e., the UGCoP and the NEAP) in traffic congestion and health studies, it has several limitations
that should be addressed in further studies. First, we presumed that individuals used the shortest
path (in terms of travel time) to travel from one location to another, which may not fully capture
their true activity-travel patterns. Although this assumption is reasonable, people may not necessarily
use the shortest path. One possible solution to this issue may be to employ a space-time prism [57],
as illustrated in Figure 11. A space-time prism consists of points that individuals may possibly visit
given their spatiotemporal constraints [50,58]. Considering possible alternative routes in a space-time
prism may help researchers comprehensively assess traffic congestion exposures.
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Figure 11. An example of a space-time prism.

Second, further studies need to consider the subjective aspects of individual exposures to
traffic congestion. Previous studies revealed that exposures to traffic congestion may go through
subjective perception filters [12,16,59]. This indicates that although people are exposed to the same
level of objective traffic congestion (e.g., 20 min in traffic congestion), the effects of the objective
traffic congestion on health may follow different mechanisms for each individual. However, due to
the limitations of the survey data used in this study (which did not collect or provide any data
on participants’ perceptions), we were not able to address this issue. One possible solution may
be to integrate in-depth interviews about subjective factors with activity-travel surveys [25,60].
By combining the subjective experiences of traffic congestion with objective measures, future research
may further advance our knowledge of the health impacts of exposures to traffic congestion.

Third, more scrutiny is required to unveil the temporal dimension of the effects of traffic
congestion exposures on health [24]. We computed total traffic congestion exposure in minutes because
we presumed that cumulative exposure may influence health. However, the effects of traffic congestion
exposures on health may show “time-lagged response” [24], which means that it may have health
effects afterward. Moreover, not only the duration of traffic congestion but also the variability in driving
time may negatively affect health. Since several epidemiological studies reported such evidence [15,61],
more attention is required to clearly understand the temporal aspect of the effects of traffic congestion
on health. One possible solution is to utilize real-time global positioning system (GPS) technology to
gain clearer pictures and more detailed understanding of these temporal effects of traffic congestion
on health [62,63].
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Abstract: Over the several decades, China has been incessantly optimizing control strategies in
response to the varying epidemic situations of schistosomiasis. We evaluated continuously the
changing prevalence under different control strategies of two villages, Sanlian and Guifan, in China
through five phases lasting 37 years. We tested residents, calculated prevalence and discussed change
causes. We found the prevalence in Sanlian did not differ significant from that of Guifan (p = 0.18) in
1981, but decreased to 2.66%, much lower than Guifan’s 11.25%, in 1984 (p = 0). Besides, prevalence in
Guifan increased to 21.25% in 1987, while in Sanlian it rose to 20.78% until 1989. Those data confirmed
that praziquantel combined with snail control could better reduce the prevalence. From 1992 to 1994,
the prevalence in the two villages displayed downtrends, which showed the World Bank Loan Project
worked. From 1995 to 2004, repeated oscillations with no obvious change trend was seen. Since 2005,
the prevalence in both villages has shown a significant downtrend (p < 0.05), which suggests the
integrated strategy is effective. We considered the control strategies were implemented suitably in
the study area under changing social circumstances. Adjusting the strategy in consideration of social
transformations is necessary and vital. The experience may be useful for policy making of other
epidemic areas with an analogous situation.

Keywords: evaluation; method; policy; strategy; social; trend

1. Introduction

The archeological discovery of Schistosoma eggs in a corpse in the Changsha Mawangdui Han
tomb in Hunan Province revealed that schistosomiasis has been prevalent in China for over 2000
years. Not until the American physician Logan first reported the clinical diagnosis of schistosomiasis
in China [1], did Chinese people begin to consider schistosomiasis as a disease. Schistosoma
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japonicum, one of the five species of schistosome, is widely distributed in China, Indonesia, and
The Philippines [2]. As it needs to go through several growth stages in water, the transmission and
infection of humans is closely related to specific geographic conditions, which causes difficulties in
prevalence control [3]. Schistosomiasis brings a heavy burden to China’s population health, social
stability, and economic development.

After the establishment of the People’s Republic of China in 1949, the central government
organized and delegated expert teams to conduct a national survey that found 12 provinces and 351
counties where schistosomiasis prevailed [4] with some 10.5–11.8 million people infected. Zedong Mao,
the Chinese president back then, with immense political influence, wrote a famous poem ”Farewell to
the god of plague” and launched a massive country-wide movement to eliminate schistosomiasis [5].
With medical treatment, environmental modification, and molluscicide application, by 1980, four out
of the 12 provinces and two thirds of the affected counties successfully repressed the prevalence of
schistosomiasis [6]. As for the remaining eight provinces, epidemic areas were mostly distributed in
marshlands and mountainous areas with complicated environmental factors that hindered control.

In order to address this predicament and search for a new and effective schistosomiasis control
method, Warren and Su conducted a study in Guichi district, Anhui Province, one of the ten historically
most severely affected areas in China [7] and confirmed praziquantel therapy could effectively reduce
the schistosomiasis prevalence in humans. When combined with snail control in epidemic areas, the
prevalence decreased even more significantly. In this study, we performed a 37-years longitudinal
study from 1981 to 2017 on the basis of the study conducted by Warren and Su to understand the
long-term effects of schistosomiasis transmission control strategies.

2. Materials and Methods

2.1. Study Area

The study was conducted in a marshland area including Sanlian village (30.642447, 117.346828
and Guifan village (30.574982, 117.410960), in Guichi district, Anhui Province, which is located in the
middle and lower reaches of the Yangtze River Basin, the largest river in China (Figure 1).

Figure 1. Location of the study area in Guichi district, Anhui Province, China.

Its humid subtropical monsoon climate has annual average temperatures of 16 degrees Celsius
and annual average rainfall of 1600 mm. This provides a suitable environment for the survival of
Schistosoma japonicum. There are many small hills full of swamps, ponds and ditches in Guichi. This
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feature makes Guichi a typical schistosomiasis epidemic area. In addition, people in Guichi live along
rivers or lakes, and their lifestyles area mainly involve farming and grazing, fishing and lake grassing.
These labor activities expose local residents to be infected by schistosomiasis [7]. At the end of 2012,
the total habitat area of snails in Guichi district was approximately 26.2715 km2 [8]. Of 650,000 people
in Guichi, about 400,000 people were at risk of schistosomiasis, and the endemic area covered 16 towns
and 165 villages [8]. All subjects gave their informed consent for inclusion before they participated in
the study. The research was approved by the Medical Ethics Committee of Fudan University School of
Public Health (IRB#2011-03-0270).

2.2. Intervention Measures

Sanlian village applied molluscicide (solid pentachlorophenol) on snails’ habitats every spring
during 1981–1984, and simultaneously administered praziquantel to people with positive fecal
examination. Guifan village only administered praziquantel to subjects with positive fecal tests.
After 1984, the different control measures were all stopped, and two villages began to follow the same
control strategies: (1) by local government in 1985–1991. (2) recommended by the World Bank Loan
Project (WBLP) in 1992–2001. (3) by the continued WBLP measures in 2002–2004. (4) since 2005, the
integrated schistosomiasis control strategy has been carried out. Table 1 provides detailed information
on the intervention measures from 1981 to 2017.

2.3. Disease Diagnosis

During the study period, after the transmission season (October–November), residents aged 5
to 65 years (743 in Sanlian, 1479 in Guifan in 1981) were tested by Kato-Katz (KK) fecal test and/or
indirect hemagglutination assay (IHA) [9]. After 1981, the number of examined people was about
600 to 1200 in Sanlian and Guifan, respectively. From 1981 to 1994, all subjects in the two villages
were tested by the two Kato-Katz thick smears test. During the period of 1995–2004, subjects were
screened by indirect hemagglutination assay method. From 2005 to 2014, all subjects were tested by
three Kato-Katz thick smears test. All the subjects were screened by indirect hemagglutination assay
and the seropositive were confirmed by Kato-Katz three smears test from 2015 to 2017.

2.4. Statistical Analysis

The prevalence of human infection was estimated by the formula: (1) Observed prevalence (%)
= No. of egg-positive/No. of examined people × 100% (by using Kato-Katz method). (2) Observed
prevalence (%) = (No. of blood-positive/No. of examined people × 100% (by using IHA test).
(3) Observed prevalence (%) = (No. blood-positive/No. of examined people by using IHA test) × (No.
of egg-positive/No. of examined people by using Kato-Katz method) × 100% (by using Kato-Katz
and IHA).

The adjusted prevalence is the observed prevalence of human infection after taking the sensitivity
and specificity of the Kato-Katz method into consideration. The adjusted formula: p’ = P0+β−1

α+β−1 p’:
adjusted prevalence, p0: observed prevalence, α: sensitivity, β: specificity [10].

Two stool samples with three thick smears each are used as the diagnostic gold standard [11].
The sensitivities of two smears and three smears Kato-Katz methods are 64% and 75% separately.
The specificities are 100% for both of them; the sensitivity and specificity of IHA and the observed
prevalence measured by it are not satisfy the condition of adjusted formula [10], therefore, the results
of IHA cannot be adjusted.

All data were entered and built a database with Microsoft Excel, and statistical analyses were
performed with the use of SPSS (version25, IBM, New York, NY, USA) and SAS software (University
Edition, The Statistical Analysis System, Raleigh, NC, USA). We used the chi-square test, including
testing for trend when appropriate, to examine any difference and change over time. Two-sided p
values were calculated for all comparisons [12–14].
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3. Results

Infection in Humans

The trend of schistosomiasis infection rates in the residents of Sanlian and Guifan villages over the
last 37 years was shown in Figure 2. In 1981, the prevalence of schistosomiasis was 32.81% in Sanlian
village and 30.00% in Guifan village (χ2 = 1.839, p = 0.175). With the intervention measures of human
chemotherapy and snail control in Sanlian village, the prevalence dropped to 2.66% in 1984, while in
Guifan village with chemotherapy only, the prevalence was only reduced to 11.25% (χ2 = 41.576, p = 0).
By 1987, the prevalence in Guifan village increased to 21.25%, while the rate in Sanlian village rose to
20.78% until 1989. Since 1987, the local government in Guifan village has strengthened its control work
so the rate declined again. Since the implementation of WBLP in 1992, the prevalence in Sanlian and
Guifan villages had continued to decrease from 12.51% and 14.10% in 1992 to 3.29% and 2.89% in 1994.
There was a volatile stage, with no obvious change trend in both villages from 1995 to 2004. In 1998
and 1999, infection rates in Sanlian and Guifan reached their respective peaks. A comprehensive
control strategy has been implemented since 2005, and the prevalence decreased from 8.12% in 2005 to
0 in 2014 in Sanlian and from 14.39% to 0.70% for the same period in Guifan. There was no infected
person detected in either village from 2015 to 2017. Both prevalences had significant downtrends since
2005 (Sanlian χ2 = 7.995, p = 0.005; Guifan χ2 = 9.433, p = 0.002).

Figure 2. Prevalence of Schistosoma japonicum infection in humans in two villages during 1981–2017.
(1) The adjusted prevalence formula: p’ = P0+β−1

α+β−1 p′: Adjusted prevalence; p0: Observed prevalence; α:
Sensitivity; β: Specificity [10]; (2) The Kato-Katz (KK) 2 slides method was used in 1981–1994: α = 0.64,
β = 1 [11]; The indirect hemagglutination assay (IHA) method was used in 1995–2004, but IHA not
meet the condition of adjusted formula [10]; The Kato-Katz 3 slides method was used in 2005–2017, α =
0.75, β = 1 [11]; (3) Prevalence were assessed after the transmission season for each year in Sanlian and
Guifan villages. (4) The I bars represent 95% confidence intervals.

4. Discussion

This study provides a long and continuous evaluation of the prevalence of schistosomiasis in
China. Using disease data from 1981 to 2017, we found the changes of infection rates of humans within
each historical phase were on account of different and complex causes, particularly social, economic,
political, and health aspects. The schistosomiasis control strategies were suitable for the respective
situations back then. Compared to most other studies concentrating on a single epidemic period or
data from specific time points, infection rates and control strategies of schistosomiasis in this study are
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evaluated in a more comprehensive, systematic, and direct way. We confirmed that snail control and
chemotherapy in combination has better effect than chemotherapy alone. In addition, we esteemed
that the morbidity control measures taken in each historical period were appropriate and suited to
the changing disease and social-economic status situations in China. We believed that WBLP is a
successful example of disease control aided by foreign funds. Besides, we concluded the integrated
strategy has greatly reduced the disease burden of schistosomiasis in China.

After different control measures were stopped in 1984, the prevalence in Sanlian village started to
rise the next year, but still remained lower than that of the Guifan village until 1988. This suggests
chemotherapy combined with snail control achieved robust and longer-term effects in reducing
the prevalence. This conclusion corroborates control projects undertaken in other countries [15,16].
However, from 1987 to 1992, the prevalence oscillated in both villages, which was similar to other
regions in China at that time. There are several possible reasons. First of all, since 1978, China’s
rural areas have begun to shift from a centralized system to a contracted responsibility system for
joint production. The mass extermination of snails is no longer practical. Moreover, as a result
of responsibility privatization and the subsequent rise of labor cost, the previous schistosomiasis
control measures become too expensive. Second of all, with the reform of China’s social and
economic system in the 1980s, the source of schistosomiasis control budgets shifted from the previous
three-level system (county, provincial, and the central governments) to the local government only,
significantly intensifying the burden on local finances and therefore limiting corresponding expenditure
on schistosomiasis control. Third of all, previous drug eradication of snails and environmental
modification brought many problems such as environmental pollution and flooding, further increased
economic burden and social impact [17]. Last but not least, praziquantel, a very effective chemotherapy
drug started to be introduced to and widely used in China in the late 1980s [3], the Chinese government
and the public dedicated less attention to schistosomiasis, which also partly led to the oscillation
in prevalence.

In 1992, large-scale drug treatment, health education and snails control were implemented in
both villages, which led to obviously prevalence declined in the next two years. In 1990s, following
the WHO’s recommendation that developing countries should utilize chemotherapy to achieve better
morbidity control [18,19], a wide application of praziquantel, indirect hemagglutination, and the
Kato-Katz method were initiated. This marked the starting point when China’s schistosomiasis control
strategy switched from environmental modification to praziquantel-based control. Particularly, in
1992, with the help of the WHO, China began to implement the World Bank Loan Project (No. P003624)
for “Infectious and Endemic Disease Control Project” [20,21], which provided 71 million dollars to
help and support the government’s financial expenditure on schistosomiasis control, the application of
parasite diagnostic techniques and the promotion of chemotherapeutic drugs [22]. Following a sharp
decline in 1992–1994, the prevalence in the two villages rebounded in 1995 due to flooding in Guichi
district. On the contrary, in 1997, the drought in Guichi decreased the risk of infection and therefore
the prevalence. Similarly, prevalence peaked again in 1998 and 1999 as a result of severe flooding in
China’s Yangtze River Basin that year [23]. Many new snail areas also appeared after the flood and
this aggravated the disease burden [24]. As shown in Figure 2, prevalence in two villages oscillated at
a high level from 1995 to 2004 even with continuous praziquantel-based control, indicating human
chemotherapy alone might not be sufficient to completely eliminate schistosomiasis. This was also
supported by another study [25]. Fluctuation of prevalence in the late WBLP period was also confirmed
by another study [26]. There are four possible reasons for the changing prevalence at that time. Firstly,
the reform of government institutions and the loss of well-trained technicians caused difficulties in
normal operation of schistosomiasis control and budget reduction. Secondly, with the termination of
the WBLP, the public’s compliance [27] with drug treatment had also decreased. Thirdly, although the
prevalence and incidence of acute schistosomiasis dropped to a relatively low level in the early stage
of this period [28], praziquantel could not stop transmission in high-epidemic areas and reinfection [3].
Lastly, natural factors such as floods also contributed heavily to the prevalence fluctuation.
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From 2005 to 2017, the infection rates in both villages decreased significantly. This might result
from four aspects. First of all, in 2004, Chinese government set up four priority control programs
of communicable diseases including schistosomiasis, AIDS, tuberculosis and hepatitis B [14], and
schistosomiasis received an increased attention. Second of all, Chinese government launched the
“National long-term plan for control of schistosomiasis (2004–2015)” program [29] in response to the
rebounded trend of prevalence, which marked the beginning of the integrated control strategy in the
country. Third of all, as the government increased its public health budget for schistosomiasis, the
government transfer payment program was started and the national health system was strengthened.
Lastly, the comprehensive control strategy, including praziquantel treatment of human and animals,
molluscide application, health education, sanitation improvement, removal of bovines, etc., were
implemented in our study area in 2006 [30] which greatly helped to reduce the disease burden
of schistosomiasis. This result is consistent with the conclusions of many other studies [6,30–38].
However, several issues remain as well. Firstly, the comprehensive control strategy is not able to
further reduce the infection rate to less than 3% in some areas [30,39]. Secondly, although removal of
agriculture main livestock, such as bovines, sheep, and horses, can reduce human prevalence to a large
extent [24], the existing control measures need to be adjusted in China since 45 species of mammal
can be infected by S. japonicum in total, including but not limited to dogs, cats, and rodents [40–42].
Thirdly, the broadly used Kato-Katz method has relatively low sensitivity, particularly for subjects with
low infectiosity [43,44]. This could lead to false negative results. Recently, several studies confirmed
that Helmintex method is a more sensitive egg detection procedure than Kato-Katz method and other
diagnostic tests like the point-of-care immunodiagnostic for detecting schistosome cathodic circulating
antigen (POC-CCA) and Saline gradient [45,46]. Perhaps widely used of Helmintex in China is feasible
and necessary. Fourthly, impact of water conservancy project on schistosomiasis control still remains
controversial, due to many influencing factors such as water level, temperature, and plants change [47].
Lastly, environmental change, migration of population, and effectiveness of drug treatment could also
influence the transmission of S. japonicum. Further investigations and effective long-term policies in
controlling these factors are needed.

The main limitation of our study is that the two villages are both typical bottomland areas and
cannot represent all types of epidemic areas. In addition, a comparative study of the two villages
was only run from 1981 to 1984. Therefore, there is no comparison group afterwards. Moreover, the
study used three different diagnostic methods: two slides Kato-Katz, indirect hemagglutination assay
(IHA), and three slides Kato-Katz, however, infection rate tested by IHA cannot be adjusted with its
sensitivity and specificity [10].

5. Conclusions

Our results demonstrated that Guichi district has implemented suitable schistosomiasis control
strategies for the respective social circumstances in different periods. This study suggested that
adjusting the control strategy in according to social, economic, and political changes is necessary and
vital. Schistosomiasis control in Guichi district is one of the successful examples in schistosomiasis
control over the past 40 years in China. It could provide valuable experience on future policy making
not only for China, but also epidemic areas with similar social conditions around the world.
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Abstract: Climate and weather are important factors that determine winter tourism destinations
and snow resources and temperature affect the income of the winter tourism industry. Against
the background of climate change, abnormal fluctuations in climate elements bring a series of
challenges for winter tourism and cause potential losses to the tourism industry. To effectively
assess and plan winter tourism destinations, this study establishes the snow abundance and
meteorological suitability indices from snow resource and weather conditions to express winter
tourism resources, respectively. The coupling relationship of the two indices was used to analyze
the spatial suitability of winter tourism destinations based on the copula function. By case analysis,
it was found that the Frank copula one is the best fitting function for winter tourism suitability
analysis. The Yushu–Jiutai–Yitong–Dongliao line is the boundary of spatial suitability in the study
area. The eastern areas of the boundary have great potential for winter tourism and could strive to
develop ice-snow projects, whereas the western regions are relatively weak. This study has guiding
significance for winter tourism destination development and resource spatial layout.

Keywords: winter tourism; climate change; snow abundance index; meteorological suitability index;
copula function; spatial suitability assessment

1. Introduction

Climate and weather are important decision making factors for tourists and also influence
the successful operation of tourism businesses, especially winter tourism [1–4]. In recent years,
winter outdoor tourism activities have gradually gained popularity in China [5]. Both the government
and enterprises have increased investment in winter tourism planning. The planning of winter tourism
is affected by multiple factors (e.g., climate condition, terrain, land use, etc.); among them, climate
and weather are the most important, and changes in these factors will directly affect tourism industry
income. Winter tourism is strongly dependent on climate and weather. Under the background of
climate change, changing factors lead to changing spatial suitability for winter tourism. To analyze the
impact of weather and climate change on the industry, researchers usually develop a comprehensive
index to measure the intensity of weather and climate. Weather and climatic index integrate two
or multiple meteorological factors that represent weather and climatic characteristics. The weather
index represents short-term weather characteristics, while the climate index represents medium
and long-term climate characteristics. With the rapid growth of the economy and the increase in
property density, the economic losses caused by extreme weather and climate events were increasing
significantly. Several kinds of weather and climate indices were proposed by researchers and widely
used in agricultural production, energy consumption, commodities, living consumption, health care,
tourism, sports and leisure, transportation, insurance and finance and other fields [6–8].

Int. J. Environ. Res. Public Health 2019, 16, 186; doi:10.3390/ijerph16020186 www.mdpi.com/journal/ijerph409



Int. J. Environ. Res. Public Health 2019, 16, 186

Vast numbers of references have suggested that the China region is extremely sensitive to climate
change [9]. Winter tourism is closely related to climate variations, especially in northeast China regions
where resorts are heavily dependent on snow. Increasing temperatures and snow scarce winter seasons
pose a big challenge for the winter tourism industry [10]. Increasing winter temperatures, lack of snow,
decreasing snow cover and snow depth will result in a shorter skiing season [11], which could lead to
smaller number of visitors and reduced revenues, and thus have severe economic impacts on winter
tourism destinations [12]. Researches have conducted numerous studies on the impact of climate
change on winter tourism. Gajićčapka and Srnec [13] analyzed the time analysis (fluctuations and
trends) in different meteorological parameters related to snow (air temperature, total precipitation and
air pressure) as well as snow parameters (snow cover frequency, duration and magnitude) themselves.
Hoffmann et al. [14] proposed an econometric analysis model with linear regression and count data,
which found a positive influence of the awareness of possible climate change effects on the scope of
corporate adaptation. Damm et al. [10] analyzed the economic effects of technical snow production
under future climate conditions. Dingeldey and Soboll [15] presented an interactive multi-agent
scenario assessment model and used it to examine the future impact of climate change on winter
tourism in the German and Austrian Alps. Gonseth [16] assessed the sensitivity of winter tourism
consumption to changing snow conditions. Bonzanigo et al. [17] explored how to effectively integrate
a climate change adaptation perspective with local discourses about sustainability and tourism,
an increasing priority for policy-makers in the region and elsewhere. Besides, several studies analyzed
the potential impact on snowmaking under climate change in the future [11,18–20]. The purposes
of researchers want to accurately assess regional impact, vulnerability, risks and opportunities of
climate change on winter tourism [21–29]. Therefore, the impact of climate change should be taken
into account in winter tourism destinations planning.

To determine spatial suitability for winter tourism, it is very meaningful to analyze the spatial
change in winter tourism resources under climate change. Snow resources and meteorological elements
are the basic factors of winter tourism. With climate change, winter tourism in some regions of the
world has been seriously affected by rising temperatures [2,30]. Climate change studies in Northeast
China have proved that regional mean snow cover duration decreased at −2.7 days per decade and
mean maximum snow depth decreased at −0.5 cm per decade, while low-temperature days (≤−25 ◦C)
had a significant decreasing trend of −3.9 days per decade during 1961–2010 [31]. Rising temperature
has led to snowfall reduction and a shorter winter tourism season, which has a certain negative impact
on snow and ice projects in winter tourism destinations. It has shortened the development season
and increased the costs of their tourism products. Therefore, analyzing the temporal and spatial
changes in winter tourism resources and allocation can help decision-makers adjust their tourism
management strategies.

Estimation of snow resources is one problem for winter tourism destinations. Snow resources
include snow depth and snow cover days as two factors. Because of the significant signal difference
between snow and other surface objects, snow cover is easily obtained by optical remote sensing
such as MODIS data (e.g., MOD10C1). Compared with snow cover, snow depth data are difficult
to obtain because of the poor penetration of optical remote sensing. Therefore, snow depth
data are often traditionally obtained by weather station observations. With the development of
passive microwave technology, passive microwave remote sensing data (e.g., Scanning Multichannel
Microwave Radiometer (SMMR) and Special Sensor Microwave/Imager (SSM/I)) were widely applied
to obtain snow depth due to their all-weather good penetrating ability, not being affected by cloud
cover and high temporal resolution. The snow depth retrieved from passive microwave remote sensing
data has been gradually promoted, and the brightness temperature gradient is the most representative
algorithm [32]. Several studies have applied snow depth observation data to analyze the nonlinear
relationship between snow depth and the brightness temperature gradient [33,34]. Che et al. [33]
calculated the snow depth based on land use classification and the brightness temperature gradient
and obtained the snow depth in China.
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Besides snow resources, meteorological elements are equally important factors for winter
tourism. Therefore, the weather index estimation for outdoor activities is another problem for winter
tourism. In winter, outdoor snow sports are closely related to weather conditions, and among all the
meteorological elements, air temperature and wind speed affect snow sports directly. Furthermore,
snow quality is closely related to air temperature. High air temperature makes snow texture sticky
and heavy, influencing sliding speed. Low temperature forms brittle ice that causes weak adhesion
and easy skidding. For the influence of weather on outdoor sports, the present studies mainly focus
on the degree of human body comfort, and the environmental comfort index was analyzed based on
sensible human temperatures [35,36]. However, there were fewer studies on the weather conditions
for human comfort in sports. In 2017, the Chinese Meteorological Administration issued a standard
for the skiing meteorology index [37]. As one of the industries impacted by climate change, several
studies analyzed the sensitivity of winter tourism to snow depth and temperature increase over the last
decades [2,32,38,39]. The present researchers analyzed the impacts of climate change on winter skiing
tourism areas and indicated that future climate change would shorten the skiing season and sharply
reduce skiing visitors, causing economic loss in low altitude and low latitude skiable areas [40]. Several
studies found that climate change has a negative impact on the sustainable development of winter
tourism, skiing tourism and tourism vulnerability [17,41,42]. In the comprehensive evaluation of winter
tourism resources, the present study mainly focuses on the qualitative analysis and characteristic
description and lacks a precise quantitative analysis of spatial suitability assessment, which limited
its application [43–45]. Under the background of climate change, winter tourism industries will
face serious challenges. For government managers, how to rationally determine the winter tourism
development zone under the influence of climate change has become an important problem that
urgently needs to be solved. This has great significance for the sustainable development of the regional
tourism industrial economy.

The winter tourism literature indicates that: (1) meteorological conditions and snow resources
are two primary factors for winter tourism suitability assessment; however, very few studies have
analyzed the temporal and spatial distribution coupling relationship of the two factors as well as
the impacts on tourism planning. (2) The present research is mainly focused on the qualitative
description of winter resources, lacking quantitative analysis of spatial suitability distribution, and is
not suitable for tourism planning decisions. (3) The impact of climate change on winter tourism is
uncertain. To avoid the impact of climate fluctuations on winter tourism, it is of great significance to
obtain the spatially suitable development areas. To address these problems, this study proposes the
meteorological suitability and snow abundance indices for winter tourism based on meteorological
and snow data. Firstly, by analyzing the influence of weather conditions on snow cover and outdoor
activities, air temperature, wind speed, relative humidity, and visibility are selected to establish the
climate suitability index. Secondly, the depth and duration of snow cover are selected to characterize
the spatial abundance of regional snow resources, which is used to establish a snow abundance index.
To express the coupling effect of these two indices on winter tourism, the spatial joint probability of
the two indices is calculated to express the spatial suitability for winter tourism using the Copula
function. Finally, taking Jilin province as the area, this study analyzes temporal and spatial distribution
and establishes the suitability of winter tourism resources. This study will provide a new method to
analyze the impact of climate change on winter tourism. The proposed method and results will have a
guiding significance for ice-snow tourism planning in winter tourism destination countries.

2. Materials and Methods

2.1. Study Area

Northeast China is in a high latitude region affected by cold temperate and temperate continental
monsoon climates. This area forms long cold winters and short warm summers. The winter tourism
industry occupies the dominant financial position for this area. The study area is Jilin province located
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in the center of northeast China (40◦52′–46◦18′ N, 121◦38′–131◦19′ E) (Figure 1). The administration
district area is 1.87 × 105 km2. The winter in Jilin Province lasts half a year. It has significant potential
for winter tourism because of abundant snow resources. Compared with other regions in northeast
China, the meteorological conditions of Jilin Province are suited for outdoor activities, with good snow
quality for snow sports. Therefore, Jilin Province is a major area for winter tourism, and winter tourism
has gradually become a new growth pole to pull economic development into the province. During
2016 and 2017, Jilin province received 6.2 million tourists, and tourism income reached 116 billion CNY
(Tourism Commission of Jilin Province data). To deeply plan and develop winter tourism resources,
it is very necessary to estimate the spatial suitability for winter tourism in this area.

 
Figure 1. The location of the study area.

2.2. Methods

This study is mainly based on natural conditions (weather and snow) to assess the suitability of
regional winter tourism development. To analyze the meteorological conditions and snow resources
of Jilin province, the data sources include remote sensing images and local meteorological records.
The snow depth data were extracted from the long-term snow depth dataset of China [46]. The original
snow data sources are passive microwave images since 1980 obtained from the US National Snow
and Ice Data Center (NSIDC). The original long time series dataset of China snow is (1) passive
microwave remote sensing SMMR (1980–1987), (2) SSM/I (1987–2007) and (3) SSMI/S (2008–2014).
Meteorological data include daily air temperature and wind speed (2 m height) obtained from the
Chinese Meteorological Administration (daily data from 1971 to 2016).

2.2.1. Meteorological Suitability Index (MSI)

Air temperature and wind speed are two important factors that directly influence snow quality
and outdoor snow sports in winter. When the mean air temperature is about −12 ◦C, and air relative
humidity less than 80%, it will form power snow which is suitable for skiing. The hardness and
softness of snow are closely related to air temperature. When the temperature rises, the snow surface
will melt gradually under the action of sunlight and the continuous rolling of skis, which cause snow
becomes soft; while the extreme cold weather will lead to water condensation and even a thicker ice
crystalline layer in the snow, which cause snow to become hard. The present study indicates that
when the air temperature is too low (≤−20 ◦C) tourists feel uncomfortable [37,47,48], and when it is
too high (≥2 ◦C), it influences snow quality and snow cover days [47,49]. Outdoor snow sports are
directly restricted by high wind speed. When wind speed reaches a certain level, outdoor activities
are limited. When there is wind, the body temperature will be lower. Therefore, when the minimum
temperature reaches −16 ◦C, visitors feel significantly uncomfortable. When the wind-force is less
than scale 2 to 3, the skiing is suitable, and when the wind-force is more than scale 5, the skiing will
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be dangerous. Air relative humidity and visibility also limit outdoor activities [37]. The influence of
weather on the spatial and temporal distribution of winter tourism is analyzed by the coupled analysis
of air temperature, and wind speed in this study. The classification of a single factor is referred to the
meteorological skiing index issued by the Chinese Meteorological Administration [37]. In this study,
the fuzzy inference and following steps are used to analyze MSI.

Step 1: Determining the evaluation factors and their grades.

Four factors daily maximum temperature (T), wind speed (W), air relative humidity (H) and
visibility (V) were selected to describe meteorological suitability. The factors and their grades are
shown in Table 1.

Table 1. The factors and their grades in MSI.

Factors High Middle Low

H(◦C) [−12, −8] [−16, −12) OR (−8, 2] >2 OR < −16
W(m/s) <5.4 [5.4, 10.7] >5

H(%) [50, 60] [30, 50) OR (60, 80] >80 OR < 30
V(km) >1 [0.5, 1] <0.5

Step 2: Constructing the fuzzy membership function of factors

The Gaussian membership function, Z-shaped, and S-shaped membership function were used
to establish the fuzzy membership of factors. The symmetric Gaussian function depends on two
parameters σ and c as given by:

f (x, σ, c) = e
−(x−c)2

2σ2 (1)

Z-shaped and S-shaped membership are spline-based functions. The parameters a and b locate
the extremes of the sloped portion of the curve as given by:

g(x, a, b) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1 x ≤ a

1 − 2( x−a
b−a )

2 a ≤ x ≤ a+b
2

2( x−b
b−a )

2 a+b
2 ≤ x ≤ b

0 x ≥ b

(2)

h(x, a, b) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 x ≤ a

2( x−a
b−a )

2 a ≤ x ≤ a+b
2

1 − 2( x−b
b−a )

2 a+b
2 ≤ x ≤ b

1 x ≥ b

(3)

The parameters σ, c, a and b will be established based on the boundary value in Table 1.

Step 3: Determining the weights of factors

Previous studies have shown that air temperature, wind speed, and visibility are all restrictive factors
of outdoor activities, and they play an equally important role in winter tourism [37]. The air relative
humidity is a non-restrictive factor of winter tourism. Therefore, the weight of this study is assigned as

A = [0.3, 0.3, 0.3, 0.1]

Step 4: By using the membership formula, the daily fuzzy membership of each meteorological factor
of MSI at different levels can be obtained using Equation (4):

B = A◦R (4)
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where ◦ is fuzzy operator symbols, A is a row matrix of factor weights, R is a matrix of fuzzy sets,
which is calculated using Table 2. The MSI is divided into three levels and assigned value 1, 2 and
3. The values 1, 2 and 3 mean high-suitability, medium-suitability, and low-suitability, respectively.
The daily MSI is determined according to the principle of maximum membership degree (Equation (5)).
To facilitate the calculation of MSI, this study compiled the MSI using MATLAB 2016b (MathWorks,
Natick, MA, USA).

MSI = max (B) (5)

Table 2. The membership functions for factors.

Factors High Middle Low

H(◦C) f (x, 2,−10) max( f (x, 2,−14), f (x, 2,−3)) max(h(x,−2, 2), g(x,−18,−12))
W(m/s) g(x, 3, 5) f (x, 2, 7.5) h(x, 7, 10)

H(%) f (x, 5, 55) max( f (x, 10, 40), f (x, 10, 70)) max(h(x, 75, 85), g(x, 25, 35))
V(km) h(x, 0.5, 1) f (x, 0.1, 0.5) g(x, 0.1, 0.5)

2.2.2. Snow Abundance Index (SAI)

The abundance of snow resources in a region is mainly expressed by snow thickness and
duration. Therefore, daily snow depth and duration are used to calculate the snow abundance
index. Winter tourism depends on the amount of snow, only when the snow reaches a certain depth
and lasts for a period of time can tourists be attracted. Experience and researchers have found that
only when the snow depth reaches more than 10 cm, can greatly reduce the cost of artificial snowfall
in the ski resort and get economic benefits [40,50]. It is generally considered that snow sports need
at least 30 cm of snow depth [40]. Witmer [51] suggested that a skiable area with at least 30 cm snow
depth and 100 days duration per year would be suitable for the skiing industry. If the snowfall is
reduced in one year, scenic areas can make snow artificially to satisfy tourists. The snowfall determines
the snowmaking cost and tourism income. Therefore, the winter tourism industry needs to obtain the
spatial distribution of snow resources. At present, several studies have obtained large-scale spatial
snow resources based on remote sensing images and proved their feasibility [32–34]. Based on the snow
data obtained from local remote sensing images, the snow abundance index was designed by coupling
daily snow depth and duration in this study (Equation (6)). Several studies have provided a method
to classify snow depth [52]. In this study, based on previous researches [50–52] and according to the
actual situation of snow depth in Jilin Province, the snow depths were divided into <10, 10–20 and >20
three classes:

MSI =

⎧⎪⎨⎪⎩
1 SD ≥ 20 AND SC ≥ 60
2 SD ≥ 10 AND SC ≥ 30
3 others

(6)

where SD is the snow depth (cm) and SC is the snow cover days (d). The values 1, 2 and 3 mean
high-abundance, medium-abundance, and low-abundance, respectively.

2.2.3. Copula Function

Copula functions describe nonlinear relationships among multivariate data and model sample
nonlinearly interrelated multivariate data [53]. They are functions that couple the joint distributions
to their marginal distributions. Recently, copula methods have been extensively applied for finance,
natural sciences and engineering, etc. To analyze the combination of MSI and SAI in space, the joint
distribution of two indices is calculated with Copula functions to obtain the suitability degree for
winter tourism regions.

Copulas provide a method for measuring the dependence between variables. Sklar [54] described
the function relationship between a Copula C and a cumulative distribution function. Suppose there
is a bivariate domain, and FX(x) = P[X ≤ x] and FY(y) = P[Y ≤ y] are cumulative distribution
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functions of the random variables X and Y. Their joint distribution is FXY(x, y) = P[X ≤ x, Y ≤ y].
Then, on the basis of mathematical theory, there is a unique function C, FXY(x, y) = C(FX(x), FY(y)),
and C is called a copula function. Thus, if function C was deduced, the joint distribution F(x, y)
of variables can be derived from their marginal distributions, FX(x) and FY(y). Furthermore, let
the probabilities u = FX(x) and v = FY(y); we can take x = F−1

X (u) and y = F−1
Y (v). Then,

FXY(x, y) = F(F−1
X (u), and F−1

Y (v)) = C(u, v) is a copula (Sklar’s theorem) if a two-dimensional function,
C : [0, 1]× [0, 1 ] → [0, 1], meets three conditions:

(1) C(0, v) = C(u, 0) = 0;
(2) C(1, v) = C(u, 1) = 1;
(3) For all 0 ≤ u1 ≤ u2 ≤ 1 and 0 ≤ v1 ≤ v2 ≤ 1, C(u2, v2) − C(u2, v1) − C)u1, v2) +

C(u1, v1) ≥ 0.

There are two categories of widely used copulas: ellipse and Archimedean [55]. Ellipse copulas,
such as the Gauss- and t-copulas, can be produced by known multivariate distributions. Archimedean
copulas are produced from different generators (ϕ) based on the definition of the Archimedean
copula [56]. At present, Archimedean copulas are widely used in actual applications because they can
model dependence in arbitrarily high dimensions with only one parameter, governing the strength of
dependence. The one-parametric Archimedean Copula is expressed as:

C(u, v; θ) = ϕ−1[ϕ(u, θ) + ϕ(v, θ); θ] (7)

where C is a Copula function, ϕ is the generator function, and ϕ−1 is its pseudoinverse.
ϕ : [0, 1]× Θ → [0, ∞) , ϕ(1) = 0. θ is a generator function parameter within parameter space Θ.
Further important Copula features and the theoretical background can be found in Nelsen [57],
who provides a detailed introduction to Copula functions.

Kendall’s τ is the rank correlation coefficient. It can be calculated from the available observation
samples as:

τ =

(
N
2

)−1 N

∑
j=1

j

∑
i=1

sign[(xi − xj)(yi − yj)] (8)

where sign = 0 if [(xi − xj)(yi − yj)] = 0, sign = 1 if [(xi − xj)(yi − yj)] > 0, and sign = −1 if
[(xi − xj)(yi − yj)] < 0 and i, j = 1, 2, · · · , N [58]. The corresponding Copula function coefficient
θ can be calculated using the functions in the right column of Table 3.

Table 3. Archimedean Copula functions, their generators, and connections to Kendall’s τ considered
for this study.

Kinds Copula Function (C) Generator (ϕ(t)) Range θ∈ Kendall’s τ

Frank −1
θ ln[1 + (e−θu−1)(e−θv−1)

e−θ−1 ] ln ( e−θt−1
e−θ−1 ) (−∞,+∞)\{0} r = 1 − 4

θ [1 − 1
θ

θ∫
0

t
et−1 dt]

Clayton [u−θ + v−θ − 1]
−1
θ t−θ − 1 [0, ∞) τ = θ

θ+2

Gumbel exp{−[(−lnu)θ + (−lnv)θ ]
1
θ } (−lnt)θ [1, ∞) τ = 1 − θ−1

In this study, MSI and SAI are used to describe the suitability degree of winter tourism. The joint
probability of the two indices in the space is analyzed based on Copula functions. The root mean square
errors (RMSEs) are used to identify the most appropriate Copula function, which is calculated from
the theoretical and the empirical joint non-exceedance probabilities [59]. The RMSEs are determined
using all of the observed samples and empirical non-exceedance probabilities of events:
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RMSE =

√√√√ 1
N

N

∑
i=1

[Pc(i)− Po(i)]
2 (9)

where Pc(i) is the joint probability of the ith joint observation value calculated by the Copula function,
N is the observation samples, and Po(i) is the empirical joint nonexceedance probability, calculated as
follows [58,60].

FXY(xi, yi) = P(X ≤ xi, Y ≤ yi) =
∑i

m=1 ∑i
l=1 Nmj − 0.44

N + 0.12
(10)

where Nmj represents the number of occurrences of (xm, yj) with xm < xi and yj < yi, i = 1, . . . , N
and m, j ∈ [1, i]. N is the sample size. In the calculation process, the pairs (xm, yj) are arranged in
ascending order with respect to xm.

3. Results

3.1. Changing Temperature and Snowfall under Climate Change

In this study, the winter snowfall, air temperature and wind data are used to assess the suitability
of winter tourism in Jilin Province. The snowfall data were mainly used to analyze the influence of
snow depth on winter sports, and the air temperature and wind determine the comfort level of outdoor
sports. Several research studies show that snowfall and air temperature have changed significantly
in Northeast China with climate change [31,61]. As part of Northeast China, the spatial distribution
of snow, air temperature, and wind in Jilin province has also changed significantly. Revealing these
changes can provide important informational support for winter tourism management in Northeast
China. Therefore, in this study, the spatial and temporal distribution of snow, air temperature,
and wind in Jilin province were analyzed using meteorological data from 1971 to 2016 (from December
to February of the next year).

Figure 2 shows the snowfall depth in Jilin Province varying from 5 to 30 cm, and the snowfall
in winter increased by 1.3 mm/10a. Figure 3 shows that the temperature in Jilin Province varied
from −16.4 ◦C to −9.2 ◦C, and the average temperature increased 0.27 ◦C/10a in the study area,
including 0.25 ◦C/10a in the west, 0.26 ◦C/10a in the middle and 0.29 ◦C/10a in the east. The overall
air temperature and snowfall change is beneficial to winter tourism. However, the annual temperature
and annual snowfall fluctuated strongly. This will not be a disadvantage to winter tourism.

Climate change has favorable and unfavorable conditions for winter tourism. To avoid the
influence of unfavorable factors, we need to distinguish the regions that are more suitable for
development of winter tourism space. Therefore, the two indices, namely, MSI and SAI, were used to
analyze the suitability of winter tourism space.

MSI evaluated comprehensively the suitability of meteorological environment using fuzzy
inference. It is the weather index for suitable winter tourism. By coupling analysis of daily maximum
air temperature, mean wind speed, air relative humidity, and visibility in winter, the spatial distribution
of annual MSI was obtained in the study area from 1971 to 2016. The evaluation results (class (I)) were
verified using the method provided by the literature [38] (class (II)) (Figure 4).

Figure 4 shows that the percentage difference between the two evaluation methods was 27.8%,
37.5% and 37.3% in the three grades of high (value1), medium (value1) and low (value3), respectively.
Overall, 65.8% of the evaluation results are coincident. The major reasons are that visibility and relative
humidity are considered in this study. Therefore, the degree of suitability predicted in this study
is lower than that provided with the literature [38]. But in terms of temperature and wind speed,
the evaluation results of the two methods are consistent.

By analyzing the mean value of annual MSI in the space, it is found that the maximum frequencies
of high-suitability and medium-suitability degrees in the study area are 27.1% and 26.1%, respectively.
The high frequency of high-suitability areas is mainly distributed in the eastern region and gradually
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decreases to the west, whereas the medium-suitability area is mainly distributed in the central region
and gradually decreases to the east and west. It can avoid the inherent subjectivity of objective selection
based on experience and make evaluation more scientific and reasonable. Compared with the analytic
hierarchy process and risk matrix method, MSI calculated by fuzzy inference is more objective, and the
evaluation results are closer to the actual situation.

Figure 2. Snow depth change from 1971 to 2016 in Jilin Province.

Figure 3. The temperature change from 1971 to 2016 in Jilin Province.
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Figure 4. The cross validation of evaluation results in class (I) and class (II).

The SAI indicates the snow richness for outdoor activities in winter. It found an obvious spatial
distribution difference between snow depth and duration in eastern, central and western Jilin province.
The snow cover in the eastern region lasted for a long time, followed by the central plain area.
The western region has the shortest snow cover time. The snow depth and snow cover decrease from
southeast to northwest. The snow resource is mainly concentrated in the central-eastern study area.
The maximum durations of snow depth exceeding 10 cm and 20 cm were reached at 35 and 79 days,
respectively. In the central part of Jilin Province, the 10 cm snow depth lasted for 3–10 days, and the
20 cm snow depth lasted for 10–30 days. In the western part of Jilin, the duration of 10 cm snow
is 1–5 days, and 20 cm snow depth is 5–10 days. By analysis of the snow depth contour exceeding
10 and 20 cm (Figure 5), it was found that the areas of 10 cm snow depth increased in the 1980s,
1990s, and 2010s, but the areas of 20 cm snow depth decreased in the same periods. This means that
the number of heavy snow days is decreasing and that the number of light snow days increased in
these periods.

Figure 5. The contour of 10 and 20 cm snow depths in the 1980s, 1990s and 2010s.
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3.2. The SAI and SMI Joint Probability

To obtain stable income, a suitable area for winter tourism development should be located where
the meteorological factors steadily change annually and the winter tourism resources are suitable for
development. Therefore, the coupling of annual MSI and SAI from 1971 to 2014 was used to analyze the
suitability of winter tourism. To analyze the spatial coupling relationship between the annual SAI and
SMI, the joint probability of the two indices was calculated based on Copula functions, and then the
winter tourism suitability degree was established. In this study, the annual SAI and SMI were used to
establish the copula function. The RMSEs determined by all of the observed samples identified the most
appropriate copula function. By comparing the copula functions in Table 1, the results show that the
RMSEs are 0.298 (Clayton), 0.241 (Frank), and 26.264 (Gumbel) at the 0.05 significance level (Figure 6).
Therefore, the Frank copula function was selected to calculate the joint probability, and θ = −1.471 was
calculated using the study area sample data. Through analysis, it is found that the high-suitability
region is located in central and eastern Jilin Province (the joint probability >60%), the low-suitability
region is located in west Jilin province (the joint probability <40%), and Yushu–Jiutai–Yitong–Dongliao
is the boundary line. In central and eastern Jilin Province, the spatial distribution matching degree of
the annual MSI and SAI is high and winter tourism resources are abundant (Figure 6). According to the
two indices, the western region is weak for developing winter tourism because of low air temperature
and the lack of snow resources.

Figure 6. The verification results of copula functions.

Snow-based winter tourism has long been dealing with variability in natural snowfall and
seasonal temperatures, which has led to early adaptive interventions and investments [62]. Figure 7
shows that winter tourism suitability in western Jilin is low, mainly due to lower air temperature
in the winter (annual air temperature below −13 ◦C, and annual rainfall below 10 cm), so it is not
suitable for development of ice and snow tourism. Due to current limitations on temperatures for
snowmaking (usually below −2 ◦C) [63], western Jilin Province is suitable for artificial snowmaking.
However, due to the lack of regional competitiveness, the attractiveness of its scenic spots is not as
attractive as that of the central and eastern region. The most suitable areas for development of ice and
snow tourism are the central and eastern regions of Jilin Province, mainly because they are rich in
snow resources (snow depth is over 15 cm) and annual air temperature (over −10.4 ◦C) suitable for
outdoor activities and long snow retention time (over 150 days), which makes for less restrictions on
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the development of tourism and for higher winter tourism income. This is the most advantageous area
for the development of the ice and snow industry. There are 38 large ski resorts in Jilin province, and all
are located in this area. Jilin province has designated 27 key winter tourist attractions, 94% of which
are located in the region. These analysis results are consistent with the actual Jilin Province situation.

Copula functions characterize the spatial interdependence of two factors. It could analyze the
joint recurrence probability of the two indices in space in this study. The higher the joint recurrence
probability is, the better the spatial suitability of winter tourism is, which means that this area was
less affected by climate change, and it is suitable for the development of winter tourism. Compared
with the traditional comprehensive evaluation method (e.g., weighted overlay), the parameters of this
method are obtained by calculating historical data, which can avoid the shortcomings of subjectivity
in the weighted overlay.

 

Figure 7. The joint probability spatial distribution of the SAI and MSI in the study area. The suitability
degrees were classified as 0.00–0.20 (very low), 0.21–0.40 (low), 0.41–0.60 (medium), 0.61–0.80
(medium-high), and 0.81–1.00 (high).

4. Discussion

To get the spatial distribution of snow resources for winter tourism assessment, remote sensing
data were used to calculate snow depth. Snowfall data from meteorological stations were used to
verify the accuracy of snow depth obtained from remote sensing data in space. The spatial location of
winter tourism scenic spots and skiing areas in Jilin province verifies the assessment results.

4.1. Spatial Snow DEPTH verification

According to the data from meteorological stations, snowfall is increasing gradually from west to
east in Jilin province from the boxplot (Figure 8).

The trend obtained from two data sources is identical in the study area. From the variety of
snowfall, there is little difference in depth in western Jilin Province, but the snow depth varies greatly
in eastern Jilin Province. The reasons are that the western Jilin Province belongs to the arid area,
the annual snowfall in this area are 29.3–40 mm in the winter, while this area belongs to a plain area
with little snow cover. For the eastern region, this area belongs to a humid area with diverse land
use and complex topography, which forms several local microclimates. This area has the abundant
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precipitation (100–190 mm) in the winter. With the monsoon and the topography, this caused a great
change in the winter snow depth.

Figure 8. The snowfall from weather stations in the study area.

A total of 186 snowfall records from 1980 to 2014 in six meteorological stations were selected to
verify the snow depth results. Based on the ascending observational data of meteorological stations,
the tendencies of snow depth in the two sources are consistent in spatial distribution (Figure 9),
but there is a certain difference. This is because meteorological observation data mainly record one
snowfall, and the snow depth from remote sensing data may be multiple-snowfalls in the same space.
Therefore, there will be a certain gap between the two data sources.

Figure 9. Comparing the two sources of snow resources data.
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4.2. Winter Tourism Verification

To verify the reliability of winter tourism resources, this study obtained the spatial location of
winter tourism scenic spots and skiing areas in Jilin Province (Figure 10). Their spatial distribution
shows that these spots are mainly concentrated on the snow abundant areas. In addition to Changchun,
the winter tourist attractions in the eastern region are obviously more than in the west. This shows a
decreasing trend from east to west consistent with the spatial distribution suitability degree obtained
in this study. Changchun is provincial capital, which located in the central area of Jilin Province.
The snow resources in this area are at a medium level. However, due to its developed economy and
good tourism infrastructure, it has great attraction for winter tourists. The development of scenic spots
on other areas is mainly based on the exploitation of ice and snow resources.

Figure 10. The number of winter tourism scenic spots and skiing areas in Jilin province.

By comparing these locations with the classification results of this study, Cohen’s kappa coefficient
was used to measure the results (Equation (11)):

k =
p0 − pc

1 − pc
(11)

where k is the kappa coefficient, p0 is the observed agreement among raters, and pc is the hypothetical
probability of chance agreement. By calculating the consistency and coefficient of the actual suitability
of winter tourism scenic spots and skiing areas using Equation (7), it is found that k = 0.771 > 0.70,
which means that the assessment results are highly consistent with the actual situation.

5. Conclusions

To analyze the spatial suitability distribution of winter tourism, the daily maximum temperature,
mean wind speed, relative humidity, and visibility are used to establish the MSI, and snow depth and
duration are used to establish the SAI. The coupling relationship of the two indices is used to analyze
the suitability degree of winter tourism based on a copula function, and then the distribution of winter
tourism resources can be obtained and used in tourism planning.

According to the MSI analysis, the high-suitability area mainly distributed in the eastern region,
whereas the medium-suitability area mainly distributed in the central region. The SAI analysis shows
that the snow resource mainly concentrates on central-eastern Jilin province, and the snow resources
in the western region are less. Through the analysis of snow and weather data from 1980 to 2014,
it is found that the Frank is the suitable function to analyze the coupling relationship between MSI
and SAI with an error of 0.241 at the 0.05 significance level. From the MSI and SAI coupling, it is
found that central-eastern Jilin province is suitable for developing tourism with a tendency to decrease
from the southeast to the northwest. Yushu–Jiutai–Yitong–Dongliao is the main boundary line of
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winter tourism resources. From the annual variations of MSI and SAI, there is high suitability in
weather conditions and snow resources in the eastern region, which is suitable for the development of
winter tourism. On the contrary, it has a few snow resources and large inter-annual fluctuation in the
western region, therefore, the construction of long-term ski resort in this area will be very expensive.
The low temperature in the west makes it possible to develop the ice-related tourism industry. That is,
the eastern area is suitable for developing winter tourism, and the suitability degree of the western
region is weak from little snowfall and strong wind.

Previous studies have shown that climate change will bring positive and negative impacts on
winter tourism in different regions. There are also large differences in seasons. Climate change causes a
lot of losses to the tourism industry in some regions while improving the suitability of tourism in other
regions [64]. Combined with the change of 10 cm snow depth contour map (Figure 5) and the average
temperature in winter in Jilin Province (Figure 3), it can conclude that the mean temperature in winter
in Jilin Province showed an increasing trend (0.29 ◦C/10a). In terms of snow depth, winter precipitation
in Jilin Province showed an increasing trend, and the 10 cm snow depth contour has been moving
westward from the 1980s to 2010s. Therefore, combined with these two trends, it can be predicted that
the winter tourism suitability in the central -western regions of Jilin Province will increase under the
influence of climate change. These conclusions are consistent with the previous research results [65].
Therefore, the suitability boundary of winter tourism will move westward.

In this study, MSI can be used to guide tourists to travel outdoor activities in winter. SAI can be
used for regional snow resources assessment and water resources assessment. This study proposed a
spatial analysis method for winter tourism suitability that can be used for winter tourism planning.
The study results revealed the spatial constraints of meteorological and snow resources on winter
tourism. This study will have a potential impact on the attractiveness analysis of winter tourist
destinations and the development of winter tourism industry. This study could provide decision
support for the tourist choosing winter tourism destinations, the construction of winter ski resorts
and the spatial layout of the winter tourism industry. In a further study, the winter tourism spatial
suitability and its impact on the industrial economy will be studied by taking into account land use,
transport, terrain, and the socioeconomy.
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Abstract: Introduction: In the different branches of dentistry, the use of laser to solve different clinical
situations is increasing due to numerous advantages that have been studied in literature since the
70s. Leucoplakia and hyperkeratosis can benefit from laser-assisted treatment. In most cases biopsy
sampling, histological examination and, if no malignant cells are present, the follow-up is needed.
However, even if the lesion is free of dysplasia patients often ask to eliminate these white spots that
are always a cause of concern. Aim: From these numerous requests comes the idea of setting up a
laser-assisted protocol as less invasive as possible to be offered to patients. The aim of the study is
to find a laser-assisted protocol for the surgical excision of leucoplakia and hyperkeratosis that can
both improve the clinical aspect of the lesion and be sustainable for patients. The null hypothesis
has been identified in the following statement: the treatment is effective and efficient at the same
time; where effectiveness was tested with the following criteria: size of the lesion, tactile perception,
discomfort, pain; and efficiency with the following criteria: pain and discomfort perceived during
the treatment. Materials and methods: To collect all data, a specially designed medical record was
used. The diode laser was used with a pulsed mode and the maximum power corresponds to 1.8 W.
No anaesthesia was used. Before laser-assisted treatment, the fibre was activated and was used
with a contact overflowing. Results: Our results show a decrease in the size of the lesion statistically
significant. No pain was referred during treatment, except for a slight burning sensation. Conclusion:
In conclusion we can state that the treatment is both efficient and effective.

Keywords: oral surgery; oral medicine; leucoplakia; hyperkeratosis; laser

1. Introduction

According to the World Health Organization, leucoplakia is defined as a “white patch that cannot
be associated either clinically or histopathologically to other diseases” so the diagnosis is by exclusion.

Leucoplakia is the most common oral precancerous alteration and appears as a white, chronic
lesion, that cannot be removed with rubbing. Leucoplakia is characterized by an abnormal
keratinization of the mucosa. The prevalence in the general population ranges from 0.6% to 5%
and is more frequent in those between 40 and 50 years old [1]. The cause is multifactorial and there
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are several predisposing factors such as: mechanical irritation, dental materials causing galvanic
currents, contact with carcinogens such as tobacco and alcohol and gastroesophageal reflux [2,3].
The predisposition to malignant transformation seems associated to a higher CD8+ cells levels in
premalignant lesion [4].

The presumed diagnosis is based on the anamnesis and the clinical aspect, while the diagnosis
can only be confirmed after both an incisional and excisional biopsy and its subsequent histological
examination [5].

Some epidemiological studies have identified the occasional possibility of spontaneous regression
of leucoplakias. However, in the vast majority of cases various surgical and non-surgical treatments
are proposed such as elimination of the chronic irritative factors, surgical treatment with a scalpel,
electrocautery, laser or cryosurgery; conservative treatment is to be considered only if the patient
denies consent to surgery or if the areas have a low probability of malignant transformation [6–10].

Hyperkeratoses are benign lesions that usually appear in areas subjected to frictional trauma,
for example in adherent gingiva under the prosthetic flanges, the retromolar trigon and the edge of
the tongue, where the patient often tends to bite. During intraoral examination, hyperkeratosis tends
to have a verruciform or corrugated appearance. Histological examination shows hyperkeratosis,
acanthosis, hypergranulosis and inflammation of the stroma.

Although it is benign, some precancerous lesions such as leucoplakia can mimic the characteristics
of the hyperkeratosis. The clinical appearance of the lesion can help clinicians in the differential
diagnosis between leucoplakia and hyperkeratosis; in fact hyperkeratosis shows less definite margins
than the first. Investigating the habits of the patient could be helpful [11,12]. Follow-ups must be
on-going even if the histology does not manifest dysplasia, since hyperkeratosis could evolve towards
a malignant transformation due to the reoccurrence of the trauma.

It has been many years since laser therapy has been introduced in dentistry and in particular in
periodontal field where it succeeded in eliminating pathogenic bacterial niches in inaccessible areas,
such as deep pockets, root concavities and furcation areas in a less- traumatic way [13]. One of the most
effective laser therapy in decontaminating periodontal pockets and in giving improvement in CAL,
PPD and BOP was the photodynamic therapy based on the use of three components: light, oxygen free
radicals and photosensitizer [14–17].

Another option in the treatment of chronic periodontitis is the use of a desiccant agent as an
adjunct to scaling and root planing (SRP). This protocol resulted in a greater reduction in clinical,
microbial and inflammatory mediators compared to SRP alone [18].

The aim of the study is to find a laser-assisted protocol for the surgical excision of leucoplakia and
hyperkeratosis that can both improve the clinical aspect of the lesion and be sustainable for patients.
The null hypothesis has been identified in the following statement: the treatment is effective and
efficient at the same time; where effectiveness was tested with the following criteria: size of the lesion,
tactile perception, discomfort and pain; and efficiency with the following criteria: pain and discomfort
perceived during the treatment.

2. Materials and Methods

The study group consists of 20 patients affected by leucoplakia and hyperkeratosis selected
between October 2017 and March 2018 at the Dr. Peset University Hospital in Valencia and which have
been subjected to a laser treatment.

The sample was selected following specific inclusion and exclusion criteria.

2.1. Inclusion Criteria

Execution of a biopsy and following histopathological examination in order to have the certainty
to select only leucoplakias and hyperkeratosis,

Possibility of completing the clinical trial.
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2.2. Exclusion Criteria

Histopathological presence of dysplasia,
Systemic diseases such as HIV, HBV and HCV infections, celiac disease or physiological conditions

such as pregnancy,
Having performed treatment for hyperkeratosis and leucoplakia in the 2 months prior to the

clinical trial.
During the first visit clinical data of each patient was collected and the informed consent to the

treatment was signed. The patients were also asked about their habits, in order to identify those, which
could be detrimental. The study was approved by the Clinical Research Ethics Committee (CEIC)
(code 09/093), following the principles of Helsinki for human experimentation.

After collecting this data and having examined the patient both from a systemic and dental point
of view, an examination of the lesions was carried out, thus evaluating:

• The site presenting the lesion,
• The histological examination,
• The size of the lesion, in order to have this data, a periodontal probe was used and the greatest

distance between the sides of the lesion was measured,
• How long the lesion was present.

As previously stated, the biopsy and its subsequent histological examination were fundamental:
the presence of cellular atypia, dysplasia or malignant lesions could be excluded, thus making the
patient suitable for receiving laser treatment.

The biopsy was performed at the most significant point of the lesion, in order to also remove a
part of the healthy tissue, useful for identification in the subsequent histological examination. First
of all a 1.8 mL vial of mepivacaine and adrenaline 1:100,000 (OPTOCAIN, Molteni Dental, Milan,
Italy) at the perilesional level were inoculated. After having disinfected the oral mucosa with 0.2%
chlorhexidine, the part of tissue to be extracted was delimited with a 4 or 5 mm biopsy punch and
subsequently extracted with a scalpel, taking care to remove all the layers of the mucosa. A suture was
carried out with simple detached stitches in 4/0 silk, which was removed 7 days later.

The sample was fixed in 10% formalin (BIO-OPTICA, Milan, Italy) and sent to the pathological
anatomy laboratory of the Dr. Peset University Hospital in Valencia. Here it was included in paraffin
then 5-micron thick sections were made, stained with haematoxylin and eosin and analysed under an
optical microscope. Approximately two weeks later the histological examination report was received.

The treatment consisted of four sessions a week and a follow-up visit one month after the last
treatment session. Surgical technique: the surgical technique provided no anaesthesia and a superficial
and fast touch of the lesion, in this way we could observe the removal of the pathological area from
the underlying mucosa, which was then removed manually with the aid of anatomical tweezers. Once
the white area was removed the underlying mucosa appeared to be clinically normal and healed for
second intention.

The protocol stated that at each session before treatment and in the final follow-up session:

• The lesion was measured with periodontal probe and the results were reported in mm,
• The appearance of the lesion was reported,
• The discomfort was measured with an arbitrary numerical scale from 0 to 5 and the type of

discomfort that the patient perceived was noted,
• The pain caused by the lesion was measured, with an NRS scale (Numerical Rating Scale) [19],
• The tactile perception was evaluated, that is the sensation of roughness that the patient felt passing

the tongue on the area where the lesion was present, with an arbitrary numerical scale from 0 to 5.

During each session some aspects that were presented during the seven days since the previous
session were assessed in particular:
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• Discomfort measured with an arbitrary numerical scale from 0 to 5.
• Pain caused by the lesion, measured with the NRS scale [19].
• Tactile perception, measured with an arbitrary numerical scale from 0 to 5.

To perform the treatment a diode laser was used which had a wavelength of 940 nm, the fibre had
a length of 9 mm and diameter of 300 microns; a pulsed mode was selected with a Ton corresponding
to Toff and corresponding to 10−3 s, the period corresponds to the summary of Ton and Toff that
is 2 × 10−3 s. It is also known that the frequency and the period of every electromagnetic wave
are inversely proportional to each other for the equation ν = 1

T ; reporting the equation in our case
shows that

v =
1

2 · 10−3 =
103

2
= 5000 Hz. (1)

When using the pulsed mode, there is both a peak power and average power where the latter
is defined as the percentage of Ton in the period. In this case it stands at 50%. Having set the peak
power at 1.8 W, the average constant power during the emission corresponds to 0.9 W; this allows
intervention without using anaesthetic devices, unless specifically requested by the patient.

Before laser-assisted treatment the fibre was activated, using the special supplied activator. Both
the operator and the patient wore protective glasses. The laser was used with a contact on the mucosa
for about 1 min, the tissue was then left to cool for 30 s and the whole sequence was repeated in order
to perform a total of four sessions in one visit. After each visit the patient was instructed to avoid too
hot and too spicy foods for a few days.

2.3. Statistical Analysis

The data collected during the study were inserted into a database in Excel and the statistical
analysis was performed with one of its applications (Stat). The data were standardized. A test unit
was used in order to find the best criteria that could best evaluate the laser- treatment. For the analyses
there was an intra-examiner agreement. In the first part we analysed the characteristics of the sample,
while in the second phase we focused on the data during the treatment in order to obtain information
regarding both the efficiency and the sustainability of the treatment.

3. Results

3.1. Sample Characteristics

20 patients were included in this study, of which 9 were affected by hyperkeratosis and 11 were
affected by leucoplakia.

The sample consisted of 11 men (55%) with an average age of 55 years old and 9 women (45%)
with an average age of 67 years old, the average age of the sample was of 61 years old. The site of
onset of lesions in the oral cavity of the different patients was homogenous (Figure 1); the year of onset
can be seen in Figure 2.

60% of patients had metals of dental origin such as gold; titanium or mercury derived from
amalgam, 65% were carriers of both crowns and mobile prostheses and 45% of individuals had resin
restorations on various elements. 35% of patients used alcoholic mouthwash, 25% had malocclusions
in particular mono and bilateral cross-bite or third class and that 35% show detrimental habits,
in particular episodes of morsicatio.
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Figure 1. Areas of lesions’ presentation.

 
Figure 2. Year of onset of the lesions.

3.2. Analysis of the Lesion Size

The variation of this parameter is evaluated consecutively with one-week intervals between one
observation and the next. As the dimension at time T0 was considered as an independent variable and as
the variable dependent was dimension at time T1, the coefficient of the regression of this analysis was 0.81.
This meant that the lesion dimension between the two time intervals taken into consideration, reduced
by an average of 19%. This same reasoning was applied to the independent and dependent variables
respectively before T1 and T2, then T2 and T3 and finally T3 and T4. The coefficients of the regression
analysis obtained are, in order, 0.39; 0.60; 0.80. The size between the different time intervals is reduced on
average by 61%, 40% and 20% respectively. The P value was always inferior to 0.05% (Table 1).

Table 1. Regression analysis, the parameter that has been used was: coefficient, significance and
coefficient of determination.

Regression: Lesion Dimension T1

Constant Lesion Dimension T0

Coefficient −8.5327 0.814990
Std error of coef 11.7132 0.03492
t-ratio −0.7285 23.3347
Significance 4756.97% 0.0000 %
Beta-weight 0.9839
Standard error of regression 42.4721
Coefficient of determination 96.80%
Adjusted coef of determination 96.62%
Number of observation 20
Residual degrees of freedom 18
t-statistic for computing
95% confidence intervals 2.1009
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3.3. Discomfort Analysis

The perception of the discomfort caused by the lesion before the laser therapy results, on average,
in the scale selected for the measurement of this parameter, approximate to zero. The discomfort
perceived during the treatment stands at average values (between 2.5 and 2.0) and tends to decrease
less evidently in the short term, while in the medium to long term it follows a decreasing trend from
values of 2.6 at T0 to 1.9 at T4. The values show that on average the variable assumes significant values
for all observations and that the trend decreased particularly between the second and third week of
treatment. The discomfort was always described as a burning sensation (Figure 3).

 
Figure 3. Trend of discomfort perceived throughout the treatment. The data were divided as follow:
discomfort felt before the patient was subjected to treatment, during irradiation of the lesion and in the
days following the session. The data refer to the entire month of observation.

3.4. Tactile Perception

It remains substantially unchanged between before and during the treatment but the overall
tendency of the values is to decrease almost constantly over time, starting at an average of 3.5 at T0 to
0.5 at T4 (Figure 4).

3.5. Pain: Not Perceived

As previously stated in this study both patients with simple hyperkeratotic lesions and patients
with leucoplakia were included. In order to highlight if the treatment has a different efficacy between
the two lesions, the patients were divided into two groups taking into consideration the nature of the
lesions. For each group we analysed the same parameters used in the previous paragraphs and then
we compared the results. Regarding discomfort, tactile perception and pain there are not substantial
differences neither between the two groups nor between the groups and the general trend previously
described. The only difference is in the variation of the size: leucoplakia follows the general trend,
in fact the size reduced by 17% between T0 and T1, between T1 and T2 the size reduced by 63%,
between T2 and T3 a variation of 39% occurred and finally between T3 and T4 there was a variation of
36%; in all cases the results were statistically significant. With regard to patients with hyperkeratosis,
the dimensional variation shows a constant reduction during all the observations, the data showed:
between T0 and T1 there was a reduction of 20%, between T1 and T2 the dimension varied by 28% and
continued to do so in the following weeks of observation.
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Figure 4. In this graph can be seen the trend of tactile perception perceived throughout the treatment.
The data were divided as follow: perception felt before the patient was subjected to treatment, right
after the irradiation of the lesion and in the days following the session. The data refer to the entire
month of observation.

4. Discussion

Laser-assisted treatment has some advantages compared to traditional surgical techniques.
The main advantage common to all types of laser treatment is photocoagulation of lymphatic,

hematic and nerve endings thus giving less intraoperative bleeding, less oedema and post-intervention
pain. The placement of sutures is rarely necessary.

The diode laser is not indicated as the main laser for soft tissue surgery but its versatility of use
led us to choose it for the study.

The diode laser is a semiconductor laser and exists in different wavelengths: from 980 nm that
has greater cutting capacity and fibres that do not need to be activated, up to 810 nm which has a more
biostimulatory capacity. This laser therefore has dual functionality [14,17,20]. The protocol used in this
study aimed to exploit both the cutting capacity and the biostimulatory capacity; in particular, the latter
was always used after the surgical phase. This helped to further reduce postoperative discomfort,
oedema and to have a better, faster healing without retractable cicatrized outcomes or functional
outcomes. Studies report that the laser beam activity on myofibroblasts result in reduced proliferation
which results in minor dysfunctional outcomes and furthermore impacts on vessel proliferation,
the synthesis of collagen and the anti-inflammatory capacity. These effects are closely related to the
laser settings (fibre, power, exposure time). The best results, in terms of healing, occur with a fluency
of about 4 J/cm2 [21–24].

Some studies refer to the use of lasers to treat leukoplasic and hyperkeratotic lesions but the
various studies do not report the same parameters with regard to power settings, exposure time and
application distance and fibre diameter [9,10,25–27].

Consequently, in our study it was difficult to compare our parameters with previously reported
in the literature, because of a non-homogeneous number of terms of comparison.
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Other studies reported the evaluation of the recurrence rate and the rate of malignant
transformation [1,7,23,28], however no mention about the efficacy of the treatment in the short term,
sustainability or invasiveness was reported.

Our protocol involves the use of the diode laser in pulsed mode with a Ton and a Toff of 110−3 s
and a frequency of 5000 Hz. These settings were chosen in order to allow, during the emission phase of
the ray, a thermal relaxation time corresponding to the Toff, which resulted in diminished overheating
of tissues.

The pulsed mode was chosen in order to avoid the harmful overheating of the tissue already
mentioned above; this mode allowed us to alternate a lower average power, that corresponded to the
percentage of Ton in the period, with a high power peak equal to the maximum power set. In our
protocol the percentage of Ton in the period is 50%, thus setting an average power of 0.9 W and a peak
power of 1.8 W. With these settings anaesthesia was not required to perform the treatment unlike all
the other protocols found in literature.

In order to prevent the treatment from becoming unsustainable for the individual, it was decided
to irradiate the tissue for a relatively short time (about 1 min) and then leave 30 s of relaxation. This
was a variation of what was found in the literature where the irradiation time was on average over
8 min [8,9,23,29].

To evaluate the effectiveness of laser-assisted treatment, the following parameters and their
behaviour were taken into account during the observation period:

� Size of the lesion.
� Tactile perception.
� Discomfort.
� Pain.

The treatment was defined effective if there was a decreasing trend of all the parameters listed
above, partially effective if only some parameters reduced or not effective if, compared to the beginning
of the observation, the parameters have remained unchanged.

In order to evaluate the efficiency of the treatment and its sustainability for the patient, the pain
and discomfort perceived during the irradiation of the lesion were considered. Treatment is considered
sustainable for the patient if these parameters show medium-low values and have a decreasing trend
during the four weeks of observation, if this does not happen the treatment is considered unsustainable
for the patient.

4.1. Effectiveness

Analysis of the data shows that treatment can be defined as effective in 15 patients (75%), partially
effective in 5 subjects (25%) and not effective in any of the individuals.

In five patients, belonging to the group where the treatment can be defined as effective, the lesion
had completely disappeared in four weeks; while in two individuals the lesion had regressed already
during the third week.

In those where the treatment is partially effective, the size of the lesion and the discomfort
remained constant. In these cases the lesion did not decrease in size in a clear way but the whitish
pigmentation appeared less intense.

4.2. Efficiency

The treatment can therefore be considered efficient for the following reasons: first, the values
reported by the subjects are average values and their trend is, even if slightly, decreasing; all patients
completed the clinical trial and reported less post-intervention discomfort respect to the initial biopsy
performed with a blade.

Because no anaesthesia was administered and so neither adrenalin, there were the possibility of
having an intraoperative bleeding that could compromise the visibility of the operative field. Thanks
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to the use of the laser we could provide a bloodless operating field with an excellent visibility of the
lesion margins and a smoother treatment, defined the low invasiveness of laser-assisted treatment.

Since the margins were well photocoagulated, no stitches were placed but the area was left to
heal by second intention.

After seven days, the complete epithelialization of the area was observed in almost all cases,
only in two cases there was still presence of fibrin deposits. None of the patients had an infection of
bacterial origin of the wound.

At the end of the treatment there were no retrospective cicatricle outcomes. Regard to lesions
that were placed in areas of functional interest, such as the labial commissure, they did not report any
functional existences of any kind.

In the following figures the data from lesions treated with our protocol at time T0 and four weeks
later, at time T4 (Figures 5a,b, 6a,b and 7a,b)

  
(a) (b) 

Figure 5. (a) Hyperkeratosis during the first visit: the area appears whitish and irregular, (b) The same
area four weeks after treatment.

 
(a) 

Figure 6. Cont.
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(b) 

Figure 6. (a): Mucosa of the left cheek of a patient affected by leucoplakia right after the removal of
stitches positioned after biopsy sampling. (b): Same area three weeks after laser treatment.

  
(a) (b) 

Figure 7. (a) Whitish and irregular area in the gingival mucosa. (b) Three weeks after the beginning of
the treatment.

5. Conclusions

On the basis of our results, laser-assisted treatment can be considered successful. In the future
it will be possible to recruit more patients in order to correlate systemic factors, such as diabetes,
anaemia or gastroesophageal reflux, with the effects of the treatment in order to evaluate if those
factors influence the result of the therapy. Another aspect to consider could be the rate of recurrence
and malignant transformation in a longer follow-up; in this study we follow the patients for only one
month after the end of the treatment and no significant differences were found since the last irradiation.

In conclusion we can state that the treatment is a valid alternative to conventional surgery with
a scalpel if the lesion is bigger than 8 mm, below this limit it is better to completely eliminate the
lesion during a biopsy. Lesions with a maximum size of 2 cm can regress during the four sessions set,
obviously the larger the lesion, the more time needed to allow the lesion to regress.
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Abstract: Concerns about the adverse consequences of informal electronic waste (e-waste) recycling
is increasing, because e-waste contains some hazardous substances such as polybrominated diphenyl
ethers (PBDEs) which is used as flame retardants in electronics. There is dearth of information on
the concentrations of PBDEs and the pattern of distribution at the various e-waste recycling sites
in Nigeria. This study therefore measured the concentrations of 13 PBDE congeners, in top soils
(0–10 cm) and in various dust samples from different e-waste recycling sites (burning, dismantling,
repair). PBDE concentrations at e-waste sites were compared with the concentrations in samples from
corresponding control sites in three study locations in Nigeria (Lagos, Ibadan, and Aba). There were
significant differences in the level of PBDEs congeners between each of the e-waste recycling sites
and the corresponding control sites. The levels of PBDEs at the e-waste recycling sites exceeded the
levels at the controls sites by a factor of 100 s to 1000 s. In general, PBDE concentrations at the e-waste
sites decreased with the intensity of the e-waste recycling activities: burning sites > dismantling sites
> repair sites > control sites. Our results suggest that the informal e-waste recycling has negative
impacts on the enviroment and human health.

Keywords: electronic waste; informal recycling; PBDEs; soil; dust; Nigeria

1. Introduction

Across the globe, electronic or electrical devices have become indispensable in our daily lives
and the use of electronic electrical device is growing at great speed. It is characterized by an
increasing number of users and rapid technological advances driven by efficiency, social and economic
development. Many people now own multiple personal electronic devices such as information and
communication technology (ICT) devices, but the life span of these devices are getting shorter mainly
because they become obsolete more quickly compared to the past. In addition, most of these devices
are disposed even before they become dysfunctional so as to make space for newer devices with better
specifications/functions. Therefore, exponentially growing demand for electronic equipment has led
to a rapid increase in the rate of electronic waste (e-waste) generated. e-Waste, also known as Waste
Electrical and Electronic Equipment (WEEE), is one of the fastest growing municipal waste streams [1].
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In 2016, 44.7 million metric tonnes (Mt) of e-waste were generated globally, and this amount is expected
to increase to 52.2 million metric tonnes by 2021 [2].

The concern about e-waste is not only about the volumes generated but also about the unsafe
methods used in recycling the electronics, mainly in developing countries. It is reported that 80%
of e-waste generated globally is recycled informally or simply dumped at dumpsites or landfils
in developing counties in Asia and in Africa [1,2]. The informal/unsafe methods of managing
e-waste in developing countries perpetuate due to absence of infrastructure for appropriate waste
management, an absence of end-of-life product take-back system, or implementation of extended
producer responsibility (EPR) schemes by manufacturers which is enforced in developed countries [1,2].
In addition EPR has been extended beyond the e-waste sector to include packaging waste generally in
developed countries [3]. e-waste contains several different substances, some of which are compounds
of potential concern which include products of incomplete combustion, reformation products after
combustions, elements such as metals-lead, mercury, cadmium, arsenic, beryllium, and flame
retardants such as polybrominated diphenyl ethers (PBDEs) [4,5]. These mixtures of different
substances, covering both chemicals present in EEE components and mixtures of chemicals released
during e-waste processing, may pose significant implications for human health and environmental
safety [6,7].

PBDEs are a class of persistent organic pollutants (POPs) which have been used as flame retardants
in many consumer products such as electronic equipment, textiles, furniture, automobile seats and
other consumer products since the 1970s. PBDEs are also a class of additive brominated flame
retardants (BFRs), which are not covalently bound to the products (polymer matrices). In case of
a fire, bromine radicals are released as a result of thermal energy. These radicals decrease the flame,
and they reduce heat and carbon monoxide production. Because the PBDEs are not permanently
bound to the polymer matrices, they are widely dispersed in the environment. In total, PBDE has
209 congeners, which are dependent on the number and position of the bromine atoms on the
two-phenyl rings. Approximately 56,418 metric tons of PBDEs were produced globally in 2003 [8].
PBDEs have mostly been produced and used in three commercial groups: pentabromodiphenyl
ether (penta-BDE; C12H5Br5O), octabromodiphenyl ether (octa-BDE; C12H2Br8O), and decabromo-
diphenyl ether (deca-BDE; C12Br10O) with about 11%, 6%, and 83% of global PBDEs respectively [8,9].
Penta- and octa-BDEs are not single chemicals. Penta-BDE comprises tri-, tetra-, penta-, and hexa-BDE;
Octa-BDE comprises hexa-, hepta-, and nona-BDEs; and deca-BDE is a single chemical (BDE 209).
The major sources of PBDEs are the manufacturing sector, product application, recycling processes,
thermal processes, and wastes disposal reservoirs.

PBDEs are highly persistent in the environment, bioaccumulative in food chain and have
a high potential for long-range environmental transport, meaning they can deposit far from their
source. These chemicals have been detected in humans and in increasing concentrations in various
environmental matrixes, including air, water, soil, sediment, animals and foods in all regions of
the world. There is evidence of harmful effects in humans and wildlife, which includes endocrine
disruption, immunotoxicity, reproductive toxicity, effects on fetal/child development [10–12],
thyroid and neurologic function [13], and cancer [14]. Due to the environmental and health concerns,
penta-BDE and octa-BDE have been banned in the European Union and voluntarily phased out in the
USA since 2004 [15,16]. Recently, the European Commission restricted use of deca-BDE [17]. PBDEs are
listed as persistent organic pollutants (POPs) by the Stockholm Convention [18], while deca-BDE
(BDE-209) has been classified as a possible human carcinogen by the United States Environmental
Protection Agency [8]. Due to the ban of PBDEs, a number of alternative flame retardants has been
introduced, which include: organophosphates esters (OPEs) and a range of other brominated and
chlorinated novel flame retardants such as tetrabromobisphenol-A (TBBPA), hexabromocyclododecane
(HBCD), bis(2,4,6,-tribromphenoxy) ethane (BTBPE), and several phosphate based compounds, such as
triphenyl phosphate [19–22].
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Importation of electronics is one major way PBDEs are exported to developing countries such
as China [5], India [23], Ghana [24], and Nigeria [25]. When e-wastes are informally recycled using
crude methods such as manual dismantling, smelting, and open burning, this leads to incomplete
combustion, consequently releasing mixture of hazardous chemicals, including PBDEs, which in
turn cause environmental pollution and health problems. PBDE as additive flame retardants are
more easily released into the environment than the reactive flame retardants. When released they
are attached to particles and transported via various environmental media to distances far from
the emission sites. PBDEs enter the environment through multiple pathways, such as emission
during manufacturing, from products in use, from combustion, by leaching from landfills, or from
recycling of products at the end of their life such as electronics at end-of-life (e-waste) [14]. In the
environment, soil and dust are the main environmental receptors of chemical emissions from informal
e-waste recycling. Therefore, soils can be secondary sources of emission of PBDEs and soils can
contribute to the contamination of air, food and (drinking) water. Hence, soils and dust are the most
important environmental media that can reveal the contaminants present in the environment [26].
Moreover, dust is a good indicator for contaminant levels in the atmosphere [27–31].

Data on PBDE concentrations in the environment as a result of informal e-waste recycling in
Nigeria is scarce; therefore environmental control on PBDE could be a challenge without adequate
information. To gain insight into the PBDE concentrations in the environment as a result of informal
e-waste recycling activities we systematically collected soil and dust samples from different selected
e-waste recycling sites and from corresponding control sites in three cities where e-waste is recycled in
Nigeria. Hence, the objectives of this study were to (1) quantitatively assess the levels of PBDEs in top
soils and dust because of different e-waste recycling activities (burning, dismantling, and repair sites);
(2) determine the extent to which PBDE concentrations at e-waste sites exceeded the concentrations at
control sites; (3) determine the activities that contribute most to the PBDE pollution to the environment;
and (4) determine the distribution patterns of the various PBDE congeners. Most importantly, we hope
that our findings could be a wake-up call to relevant stakeholders to devise effective interventions
to reduce PBDE pollution caused by informal e-waste recycling without impeding the livelihood of
the e-waste workers. Our findings are likely to be applicable to other locations or countries where
informal e-waste recycling is practiced.

2. Materials and Methods

2.1. Study Locations and Sites

The methods employed in this study have been well detailed in our previous studies [32].
In brief, this study was conducted in three study locations/cities in Nigeria as depicted in the map
as A,B,C, which are Ibadan, Aba, and Lagos respectively. The three study locations are some of
the largest cities in Nigeria where e-waste is recycled [25]. In each study location, two e-waste
recycling areas were selected. In Lagos, the selected sites were Computer village, Ikeja (6.593◦ N,
3.342◦ E) and Alaba international market Ojor (6.462◦ N, 3.191◦ E). In Ibadan, the selected sites were
Ogunpa (7.383◦ N, 3.887◦ E) and Queens Cinema areas (7.392◦ N, 3.883◦ E). In Aba, the shopping
centre (5.105◦ N, 7.369◦ E) and Port-Harcourt Road/Cementary (5.104◦ N, 7.362◦ E) and Jubilee
road/St Michael’s Road (5.122◦ N, 7.379◦ E) were selected ( Figure 1, showing map of the study
locations). Alaba international market is the largest market for new and second-hand electronics
in West Africa, with approximately ten to fifteen containers arriving daily from Europe and Asia,
with each container containing about 400,000 second-hand units [33]. Computer village Ikeja is
a popular place where electronics and their parts (new and second hand) can be purchased and
repaired. In Ibadan, the selected sites were Ogunpa and Queens Cinema areas. Ogunpa area is
known for its activities in scrap/second-hand businesses, including electronics, while Queens cinema
is known for sales and repair of both new and second-hand electronics. In Aba, the shopping centre
and Port-Harcourt Road/Cementary and Jubilee road/St Michael’s Road were selected. The shopping
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center area is the biggest market for new and used electronics, while the Port-Harcourt road/Cemetery
area is known as an area for scrap/second-hand metal businesses in Aba. In Alaba, Lagos, we found
only one big e-waste burning site, which is the largest, oldest, and most studied e-waste burning and
dismantling site in Nigeria. In Ogunpa, Ibadan and Cemetery area Aba, the burning sites/spots were
much smaller but more spread out in small clusters around the areas.

Figure 1. Map of Nigeria showing the study locations.

2.2. Study Design

A comparative cross-sectional study design was adopted to gain insights into the PBDE pollution
levels at the e-waste recycling sites compared with non-e-waste sites (control sites) in Nigeria. The study
is designed in a way that is a representative of other informal e-waste recycling sites. In each study
location, a multi-stage random systematic sampling technique was used to include various groups
of e-waste workers and e-waste recycling activities (burning, dismantling, and repair) in the selected
areas. Soil and dust samples were collected from the selected sites. The control sites were about 500 m
away from the e-waste recycling sites, and consisted of areas with reduced human activity such as
play grounds, parks, fields, and a university garden. Three types of e-waste recycling activities sites
(burning sites, dismantling sites, and repair sites/shops) were analysed.

Top soils (0–10 cm) and various dust samples were collected from the selected e-waste recycling
sites. Type of sample collected on each site depends on how feasible it is to collect the sample;
this led to an unbalanced design in soil sample collection. At burning sites, only top soil samples
were collected, no dust samples were collected at the burning sites because burning activities take
place on bare ground. Direct dust from the electronics, mainly from televisions, computers, printers,
and air conditioners were also collected. The locations of the sampling spots were georeferenced using
a global positioning system application on a phone. Limitations to the methods of sample collection to
ensure representative samples were the absence of unpaved surfaces in some place; therefore samples
were collected based on feasibility of sample type collection. This study took place in urban areas
where most places are paved, these conditions led to an unbalanced number of each sample type.
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However, this study design is a representative of the sites and major activities at informal e-waste
recycling sites. Figure 2 presents a schematic flow diagram of the sample collection from the various
e-waste sites in the three study locations. In the previous study by Ohajinwa et al. [32] which was
on metal pollution at the same sites, a total of 62 samples. While for this study, a total of 56 samples
consisting of 16 top soils (0–10 cm), 29 floor dust, five roadside dust, and six direct dust samples
(collected from the inside and outside of electronic devices) were analysed. For the locations, 15, 26,
and 29 samples were collected from Aba, Ibadan, and Lagos, see Figure 2. The difference in the number
of samples was due to loss of samples and non-detection limits set for the PBDE analysis.

Figure 2. Schematic flow diagram of sample collection in the study locations.

2.3. Sample Collection and Preparation

First, the 10ml amber bottles and aluminium foils were treated in the laboratory. The amber bottles
were washed with tap water and laboratory detergent, rinsed with a copious amount of tap water,
rinsed with distilled water three times, treated with acetone and with hexane, and then oven-dried at
120 ◦C for 4 h to ensure no traces of POPs were present. Aluminium foils (for sample wraps on the
field) were treated with acetone and hexane, then oven dried at 120 ◦C to ensure no traces of POPs in
the aluminum foil.

On the field, for the soil sampling, each selected site was divided into grids of about 2 m to
10 m wide, depending on the size of the site. Samples were systematically collected from three to
six points within each site. The samples were bulked together for the top soil to form a composite
representative sample for the specific site. Soil samples were collected using a soil auger, and a soil
trowel was used to the transfer soil from the soil auger into aluminum foil (sample wraps). To avoid
cross contamination, the soil probe/auger and trowel were decontaminated (cleaned first with a brush
and wiped thoroughly with wipes) before each sample collection at each sampling site. Dust samples
were collected using fiber dusting brushes to gently sweep the dust and collect it with a dustpan.
The soil and dust samples were wrapped in a treated aluminum foil, labelled, and transported to the
laboratory. A total of 71 samples (56 samples from the e-waste recycling sites and 15 samples from
control sites) were analysed. The total set consisted of 22 top soil (0–10 cm depth) samples, 30 floor dust
samples, 13 roadside dust samples, and six direct dust samples. Soil and dust samples were air dried
for 7 days, avoiding exposure to sunlight. The samples were homogenized, ground with a mortar and
pestle, and sieved through a 1 mm mesh sieve to remove bigger particles. Next, they were transferred
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into individual 10 mL amber bottles, labelled and stored at −20 ◦C until shipping to the laboratory for
analysis. The samples were collected between May and November 2015.

2.4. Chemicals and Materials

All the solvents used for extraction, purification and analysis were of high-performance liquid
chromatography (HPLC) grade (Spectrum Chemical MFG. Corp., New Brunswick, NJ, USA). Silica gel
(100–200 mesh) and neutral aluminum oxide (100–200 mesh) were for chromatography purpose
(Sinopharm Chemical Reagent Co., Ltd, Shanghai, China), and they were activated before use
(i.e., first washed with hexane/dichloromethane (v/v, 1/1) and then baked at 180 ◦C for 2 h). Acid silica
gel (30% w/w) was prepared with activated silica gel and sulphuric acid before use. Anhydrous sodium
sulfate (99% purity) and diatomaceous earth (DE, 100% purity) were purchased from Aladdin Ind.
Corp. (Shanghai, China) and ThermoFisher Scientific (Waltham, MA, USA) respectively. They were
baked at 400 ◦C for 4 h before use to remove any traces of organic matter.

A standard mixture solution of 14 PBDE congeners (BDE-COC) PBDEs (BDE-17, BDE-28,
BDE-71, BDE-47, BDE-66, BDE-100, BDE-99, BDE-85, BDE-154, BDE-153, BDE-138, BDE-183, BDE-190,
and BDE-209) and Individual standards of 4 PBDEs (BDE-77, BDE-206, BDE-207, BDE-208) and
PCB-209 were purchased from Accu Standard (New Haven, CT, USA), while Isotopically labeled
13C-PCB-208 was purchased from Cambridge Isotope Laboratories (Tewksbury, MA, USA). We used
13C-PCB-208 as the surrogate because, we first used chemical ionization source (CI source) to detect
PBDEs with the characteristic ionic fragments, and CI source cannot identify the difference between
13C-labeled PBDEs and unlabeled PBDEs. Secondly, 13C-PCB-208 can be identified by CI source, and its
characteristic ionic fragments contain 13C labeled carbon. Also, the physiochemical properties of PCBs
and PBDEs are similar with PBDEs.

2.5. Sample Extraction and Cleanup

For the PBDE analysis, from each of the samples, 5 g of homogenized sample was thoroughly
mixed with 0.6g DE with a mortar and pestle. Each sample was thereafter spiked with 2ng 13C- labeled
PCB-208 and 10 ng PCB-209 standards, and allowed a static equilibration of 5 min in two cycles.
The sample was then extracted using Thermo Scientific Dionex ASE 350 accelerated solvent extraction
system with n-hexane/dichloromethane (v/v, 1/1) at 90 ◦C, 1500 psi. After extraction, acid washed
copper sheets were added to the extracts to remove sulfur present in the samples. The extracts were
evaporated to about 10 mL under a gentle stream of N2, and transferred to a conical centrifuge tube.
One mL of concentrated sulfuric acid (98%) was added to the concentrated extracts to carbonize
part of the impurities present. The supernatants were transferred to a preconditioned glass cleanup
column, which was packed with 0.5 cm neutral aluminum oxide, 3.0 cm neutral silica gel, 3.0 cm acid
silica gel, and 1.0 cm anhydrous sodium sulfate from the bottom to the top. The columns were then
eluted with 20 mL hexane, and the eluent was evaporated to about 0.3 mL and transferred to a 1.5 mL
sample vial. After the internal standard (10 ng BDE-77) had been added to the vial, the volume of the
solution was made up to 0.5 mL. Many similar previous studies used BDE-77 as internal standard or
surrogate [34,35].

2.6. Sample Analysis

A 6890 GC/5975 MSD system (Agilent, Santa Clara, CA, USA) operated in negative chemical
ion source/ selective ion monitoring (NCI/SIM) mode and equipped with a 15 m DB-XLB column
(0.25 mm, 0.1 μm film thickness, J&W Sciebtific, Folsom, CA, USA) was used for PBDE separation and
quantification. The samples (1 μL) were injected in split less mode. Helium was used as carrier gas at
a flow rate of 1.2 mL/min, and the temperature program was set as follows: 90 ◦C for 2min, increased
to 320 ◦C at 15 ◦C/min and held for 7 min. The temperature of GC inlet, transfer line, ionization source
and quadrupole were set at 290 ◦C, 300 ◦C, and 150 ◦C. The compounds were monitored at m/z 79 and
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81 for 3–7 brominated BDEs, m/z 79, 81, 487 and 489 for BDE-206, 207, 208 and 209, m/z 474, 476 for
13C-PCB-208, and m/z 497.6, 499.6 for PCB-209.

Soil pH was measured using a calibrated pH meter (691, Metrohm AG, Herisau, Switzerland)
in a weight: volume ratio of 1:10 of soil and tap water, adopting the USEPA method 9054D [36].
Total organic content (TOC) of the soil and dust was determined as the weight loss of dried soil (3 h at
100 ◦C) at 550 ◦C for 5 h [37]. Since PBDEs have a great potential to bind to environmental matrices
rich in organic carbon [38], measuring the TOC concentration in the soil and dust samples was used to
establish whether there was any correlation between the measured PBDEs and TOC.

2.7. Quality Assurance/Quality Control

A meadow soil collected from a cropland in Liaoning, China (123.90◦ E, 41.38◦ N) which was
tested and demonstrated to be free of most of the studied PBDEs, was used as matrix blank and matrix
spike samples. Twenty ng BDE 206, 207, 208, 209 and 4 ng of the other target PBDEs were spiked
into 5 g meadow soil to evaluate the method performance. The recoveries for BDE-100, 154, 153,
183, 190, 208, 207, 206 and 209 were 60–107%. For BDE-28, 47, and 99, the recoveries were 32–58%.
For all the target compounds, the relative standard deviations of duplicate samples were less than 14%.
The recoveries of BDE-17, 66, 71 and 85 were lower than 20%, therefore they were not excluded from
the statistically analysis. For the spiked surrogate 13C-PCB-208 and PCB-209, the average recoveries in
all samples were 71% and 84%, respectively. The method detection limits (MDLs) values characterized
as three times the signal-to-noise ratio were 8–164 pg/g for the target PBDEs (Supplementary Tables).
The procedural blanks and solvent blanks were analysed simultaneously with samples to check for
interferences and contamination. The reported results of PBDEs in the samples were corrected by
recoveries of 13C-PCB-208. Three criteria were also used to ensure the correct identification of the target
compounds [39]: (a) The GC (gas chromatography) retention times matched those of the authentic
standards within ±0.1 min. (b) the signal-to-noise ratio was greater than 3:1; and (c) the isotopic
ratios between the quantitative and confirmation ions were within ±15% of the theoretical values.
Both 13C-PCB-208 and PCB-209 were used as surrogate to indicate the stability of the recoveries of
each sample. In addition, this measure helps to monitor the recoveries of the target compounds at
different concentration level.

2.8. Data Analysis

A two-tailed Pearson correlation coefficient was used to determine the strength of association
between PBDE congeners and Total Organic Carbon (TOC). In this contribution, we considered
13 PBDE congeners –BDE-28, BDE-47, BDE-100, BDE-99, BDE-153, BDE-154, BDE-138, BDE-183,
BDE-190, BDE-207, BDE-208, BDE-206, BDE-209. The PBDE concentrations were summarized using
descriptive statistics (frequencies, median means, and standard deviations). In addition, the pollution
status of the different sites were evaluated by calculating the ratio of various PBDE concentrations at
the e-waste sites compared to the control sites, which is known as exceedance (Ex) or contamination
factor (CF). A CF < 1 indicates low contamination, 1 < CF < 3 moderate contamination, 3 < CF < 6
considerable contamination and CF > 6 indicates a very high contamination level [40,41].

To understand variabilities in the mean concentration distribution of PBDEs in the environmental
samples, we evaluated the differences in the mean concentrations of the individual PBDE congeners
and the sum of the PBDE congeners (∑13PBDE) by running a series of one-way (using activity site
as factor on the log transformed data for soil, floor dust, roadside dust and direct dust separately.
Additional series of two-way ANOVAs were run, firstly with activity sites (burning, dismantling, repair,
and control sites) and location as explanatory variables; secondly with type of activity/activity site
and type of sample (soil and dust) as explanatory variables. Bonferroni post-hoc tests were included
to interpret the significant main effects of the ANOVA outputs. Principal component analysis (PCA)
was used to evaluate whether variation in PBDE concentrations was similar across PBDE compounds.
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A p-value of 0.05 was considered statistically significant. All statistical analyses were performed using
SPSS version 23 (IBM Statistics20, IBM, Armonk, NY, USA).

3. Results

3.1. Physicochemical Characteristics of the Soil and Dust Samples

The soil texture in Lagos and Aba is sandy loam and in Ibadan is sandy clay [42].
The physiochemical characteristics of the soil and dust samples such as pH, total organic matter
content (TOC), are presented on Supplementary Table S1a, b. The pH at the burning sites ranged from
7.2 to 8.4, dismantling sites (1.9 to 9), repair sites (7.9 to 9.24), and control sites (7.4 to 9) while the
TOC for the burning sites ranged from 8 to 36.3%, dismantling sites (1.6 to 24%), repair sites (1.14 to
24%), and control sites (0.98 to 5.3%). There were significant differences in the pH (p = 0.004) and TOC
(p = 0.000) levels between all the sites. Also, there were significant differences in the pH (p = 0.006) and
TOC (p = 0.00) between the various e-waste recycling sites.

3.2. PBDE Concentrations at the Various Activity Sites

PBDE concentrations at e-waste sites and control sites are presented in
Supplementary Tables S2–S4 and in Figure 3. PBDE congeners were detected in all sampling
sites, indicating that PBDEs were widespread pollutants in this research area. The total concentration
(∑13PBDE) ranged from 1.702 to 149,770.560 ng/g. The most abundant PBDE congener in all the sites
and samples was BDE-209, with concentrations ranging from 0.850 to 147,091.400 ng/g. The maximum
∑13PBDE was found in direct dust from TV repair shops in Ibadan. This high variability in PBDE
concentrations is a reflection of the activities on the sites. The abundance of the PBDE congeners
(considering the median of all the samples) in all the locations are generally in this order: BDE-209
> BDE-207 > BDE-206 > BDE-183 > BDE-208, BDE-99 > BDE-153 > BDE-47 > BDE-190 > BDE-154 >
BDE-100 >BDE-28 > BDE-138 >. The PBDE concentrations at the e-waste exceeded the control sites by
many folds, see Figure 3 and Supplementary Tables S2–S4 for details of the exceedance (EX) levels.
The general pattern of the PBDEs distribution at the e-waste sites showed concentrations in this
decreasing order: burning sites > dismantling sites > repair sites > control sites. This shows that
burning activities contribute most to the PBDE concentrations in the environmental matrices, as is also
clear from the patterns in ∑13PBDE (Figure 3). In all the sample types, the highest concentrations were
found in Lagos.

Figure 3. Exceedances of ∑13PBDE concentrations in the samples from the e-waste recycling
sitescompared to the control sites across locations.

3.3. Assessment of the Top Soil Samples

The one-way ANOVAs showed a significant difference in the concentration of ∑13PBDE and all the
PBDE congeners, except BDE-28, in top soils between the activity sites, (p = 0.05). Post-hoc comparisons
indicated the main differences is between control and burning sites, and control and dismantling sites
for all the PBDE congeners and ∑13PBDE, see Figure 4 and Supplementary Table S5.
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Figure 4. PBDE concentrations in top soils across the sites. The PBDE congeners influenced by activity
at the sites are indicated with *, and an additional * for those influenced by location, and # for interaction
between activity and location.

While the type of activities on the sites influences the PBDE concentrations on the sites, that effect
might differ across locations. To test this assumption, a two-way ANOVA was performed and this ANOVA
confirmed a significant difference in all the PBDE concentrations between the activity sites, with the burning
sites having the highest concentrations, followed by dismantling sites, then control sites. Forty-one to 100%
of the variability in PBDE concentrations was accounted for by the activities at the sites. However, there was
no significant difference in the concentration of any of the PBDE congeners between locations, except for
BDE-28, 208, and 207. The PBDE concentrations were generally highest in Aba, followed by Lagos,
then Ibadan. This excludes BDE-28, which is highest in Lagos. Also, the interaction of activities at the sites
and location showed no significant difference on any of the PBDE congeners and ∑13PBDE concentrations,
except for BDE-28 (see Supplementary Table S6).

3.3.1. Assessment of the Floor Dust Samples

A one-way ANOVA showed a significant difference (p = 0.05) in the concentration of some of the PBDE
congeners (BDE-99, 47,100, 154, 190, 138) in floor dust between dismantling and repair sites (Figure 5).

Figure 5. PBDEs concentration in floor dust across the sites. The PBDE congeners influenced by activity
at the sites are indicated with *.

The two-way ANOVAs testing individual PBDE congeners and total PBDE (∑13PBDE)
concentrations in floor dust from the activity sites (dismantling and repair sites) and across the
locations (Lagos, Ibadan, and Aba), showed significant differences in the concentration of some
PBDE congeners (except BDE-47, 100, 99, 154, 138, 190) between the activity sites, with dismantling
sites having higher concentrations than repair sites. Also, there were significant differences in the
concentration of some PBDE congeners (BDE-47, 100, 99) between locations, with Ibadan having
generally the highest PBDE concentrations, followed by Lagos, then Aba. The interactions of activities
at the sites and location showed no significant difference on any of the PBDE congeners and ∑13PBDE
concentrations, except for BDE-154 (see Supplementary Table S7).
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3.3.2. Assessment of the Roadside Dust Samples

Roadside dust samples were collected only from Lagos and Aba. One-way ANOVA showed
a significant difference (p = 0.05) in the concentration of almost all the PBDE congeners in roadside
dust between dismantling and control sites (Figure 6).

Figure 6. PBDE concentration in roadside dust across the sites. The PBDE congeners influenced by
activity at the sites are indicated with *.

3.3.3. Assessment of the Direct Dust Samples

Direct dust samples from electronics were collected from dismantling and repair sites from Ibadan
only. A one-way ANOVA showed no significant difference in the concentration of any of the PBDE
congeners in direct dust between dismantling and repair sites, except BDE-100, (Figure 7).

Figure 7. PBDE concentration in direct dust from electronics at the sites. Generally, there were no
significant differences in the PBDE concentrations, except for BDE-100.

3.4. Patterns in PBDEs Contamination

The principal component analysis (PCA) using direct oblimin rotation was performed on the
correlation matrix of the PBDE concentrations to establish whether the contaminants were actually
arising from the same source or not. The analysis revealed one common axis of variation in PBDE
concentrations, which accounted for 84% of the total variance. All PBDEs varied in the same
direction (Figure 8). All the PBDE congeners had high positive loadings of ≥0.803. These findings
indicate that PBDEs contamination has one common driver, which might suggest on common source.
Pearson correlation confirmed that all PBDE congeners at the e-waste sites strongly correlated positively
with each other. There was also correlation between the TOC and all the individual PBDEs and
∑13PBDE (Supplementary Table S8).
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Figure 8. PCA plot of PBDE concentrations.

4. Discussion

In this study we analysed the PBDE concentrations in soil and dust samples from different e-waste
activity sites (burning, dismantling, and repair sites) as compared to corresponding control sites in
three different cities in Nigeria. The strengths of this study are the analyses of the interrelationships
between the e-waste sites and the environmental matrices such as top soils, floor dusts, roadside dust,
and direct dust from the electronics in which PBDEs are measured. These distinctions, we did not find
in the previous studies.

Most e-waste recycling activities, especially at dismantling and burning sites are carried out
outdoors. The recycling activities include storage, washing, cleaning, dismantling, and metal recovery
through stripping of wires or open burning. The remains of e-waste materials from the recycling
activities are dumped outside on the ground. Most repair activities, which involve soldering of
various parts, take place indoors but also sometimes outdoors, depending on the settings of the
work environment and the weather condition. These activities release large quantities of hazardous
substances. Soils and dusts are a major repository for pollutants released into the environment by
human activities, and they are important environmental media that can provide information about
the level, distribution, and fate of contaminants present in the environment as a result of informal
e-waste recycling.

Despite the increasing volumes of e-waste generated over the years, collection and recycling of
e-waste are still not improved in developing countries [27]. Nigeria imports the largest volume of
new and used electronic and electrical equipment in Africa [25]. The amount of e-waste generated
in Nigeria has increased from 219 kilotonnes in 2014 [1] to 277 kilotonnes in 2016 [2]. This increase is
despite the high weight reduction of electronic devices like computers (PCs). Almost all the e-waste
generated are recycled in an unsafe/informal manner [1,25]. This situation in Nigeria is likely to
be representative for informal e-waste recycling in countries that lack the resources for safe e-waste
recycling such as in India, Brazil, Mexico [43], and Ghana [44] among others.

4.1. Extent of Pollution As A Result of Informal E-waste Recycling

Our findings revealed that open burning of e-waste is the most polluting e-waste recycling activity.
This is in accordance with a study by Matsukami et al., [45] which compared burning sites and other
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e-waste processing sites in Vietnam. PBDEs do not occur naturally in the environment, but traces of
PBDEs were found in control sites, indicating deposits of PBDEs in the environment not too far from
e-waste recycling sites. These PBDEs might have been transported by wind/air to nearby vicinities,
which is in agreement with the observations of decreasing concentrations of PBDEs with increasing
distance from e-waste sites [46,47].

In this study we included dust samples, considering that some of the activities (such as repair
activities) do not take place on soil (bare ground) most of the time. The added value of determining
the PBDE concentrations in the dust samples was to ensure that different types of e-waste activity sites
were studied. Dust is one of the main sources of exposure to PBDEs via inhalation or ingestion. Thus it
provides information about the level of contaminants in the indoor atmosphere as well as the levels of
contaminants to which the workers and the public are exposed. Dust also reflects the characteristics of
short and long term activities in the area. Furthermore, the combination of soil and dust samples gives
a comprehensive overview of the impact of informal e-waste recycling on the environment. It is likely
that there is a cross transference of the PBDEs from the floor dust (indoor) from the shops to the soil,
and from the soil from the burning and dismantling sites into the shops (contaminating floor dust).
There is also a probable transfer of PBDEs from the e-waste sites to locations farther away from the
e-waste recycling sites, which is in agreement with the previous findings [48,49].

We found high concentrations of PBDE congeners at the e-waste sites with the higher molecular
weight PBDEs (BDE-209, BDE-153, BDE-183) having the highest concentrations, and BDE-209 being
the most abundant. Predominance of BDE-209 in samples is probably due to the fact that the deca-BDE
mixture is the predominant PBDE still in use [20,50]. This is in agreement with the results of previous
studies in Turkey [51], in five Asian countries [52], in Vietnam by Matsukami et al., (2017) [45],
in Ghana by Akortia et al., (2017) [44], and in Nigeria and China [53]. This is similar to the findings
of Takigami et al. [54] showing the highest concentrations of PBDEs (BDE-209) in dust from e-waste
sites. The maximum concentration of BDE-209 was 147,091 ng/g, as found in dust from a television.
However, in a similar study in Ghana, BDE-28 was found to have the highest concentration instead of
BDE-209 [44].

The PBDE levels present at the e-waste sites and the control sites reflects the pollution from
anthropogenic sources in urban areas. Comparing the mean concentrations of BDE-209 levels in
top soils to those reported in previous studies at the same study areas, it is found that BDE-209
concentrations are decreasing slowly in a space of three years by a factor of 1 and 3 at Alaba and
Computer village respectively (Table 1).

Table 1. Comparison of PBDE concentrations in soils at e-waste sites with other studies.

Countries Units BDE-209 Reference

Computer village Nigeria ng/g dry wt 583 This study
Alaba international market, Nigeria ng/g dry wt 7648 ± 8369

Soil at e-waste recycling site, Ghana ng/g dry wt 10.6 ± 16.6 [44]

Soils near e-waste recycling site, China ng/g dry wt 3400 ± 4200

[50]Soils near e-waste recycling site South Korea ng/g dry wt 8.8 ± 11

Soils near e-waste recycling site Vietnam ng/g dry wt 63

Guiyu Soils near e-waste recycling site, China ng/g dry wt 1157 ± 1131 [55]

Computer village dumpsite soil, Nigeria ng/g dry wt 1820

[51]Alaba international market dumpsite soil, Nigeria ng/g dry wt 9800

Guiyu e-waste dumpsite soil, China ng/g dry wt 12,130

It is important to note that the e-waste dismantling and burning sites at Alaba in 2012 is different
from the site in 2015 because the site was relocated within Alaba. We suspect that if the same site was
retained in Alaba since inception of e-waste burning at Alaba, the levels of the PBDE congeners maybe
higher than the levels detected. At the same time, we gave it a thought that the decrease may also be
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because PBDEs use in electronics has been banned. The median BDE-209 concentration at the burning
sites is as high as 17,587 ng/g at Alaba, Lagos (Supplementary Tables S2–S4). When compared to
Guiyu, China, the BDE-209 levels at Guiyu decreased by a factor of 10 in a space of two years (Table 1).

PBDE levels found at Alaba sites are higher than the levels found in the widely studied area of
Guiyu, China in 2014 and 2015. Guiyu, China is known for its notorious intensive unregulated crude
e-waste recycling activities. This shows that maybe more notorious e-waste recycling activity maybe
going on somewhere in Nigeria, which are yet to be reported. These findings further show that the
PBDE concentrations in urban cities (mostly in the slums) in Nigeria are still high and call for concern.
This consequently implies that more people in the general population (besides e-waste workers) might
be exposed to PBDE. This is more disturbing as majority of the e-waste workers are unaware of the
health risks associated with their jobs [48] and do not use any form of PPE [49] or take appropriate
cause to protect their health or the environment.

In this study we distinguished between PBDE levels at various e-waste recycling sites
(burning, dismantling, and repair sites). These distinctions were not made in the other studies.
The different e-waste activities had significantly different mean concentrations of PBDEs. The post-hoc
tests revealed that the biggest effect is seen at the burning and control sites being significantly different
from the other sites. There was no significant difference in the PBDE concentrations of similar activity
sites between the locations, and between sample types for most of the PBDEs. These findings indicate
that activities in the vicinity have impact on the level of PBDEs in an area. All PBDE congeners
positively correlated with each other. The positive correlations between the PBDE congeners indicate
that the PBDEs are likely from the same source with similar emission patterns. This was further
confirmed by the PCA, in which 84% of the total variance of all PBDE congeners was accounted for by
a common axis.

Although penta-BDE, octa-BDE, and deca-BBE are banned in developed countries where
electronics are manufactured, and despite Nigeria having regulations on e-waste management
which in turn controls PBDE emissions, PBDEs were found in high concentrations at the e-waste
sites and at the control sites, this shows that PBDEs are ubiquitos in Nigerian environment,
as stated in other studies which detected PBDE in various environmental matrices [55–58]. There is
a possiblity that higher molecular weight BDEs debrominates to lower molecular weight BDEs
as stated by Zhang et al. [59]. We found deca-BDE (BDE-209), a high molecular weight BDEs
having the highest concentrations at all sites. Therefore deca-BDE may represent important reservoir
lower-PBDE congeners. Generally, there were positive correlations between all the PBDE congeners.
There were also positive correlations between all the PBDEs and the TOC in top soils from e-waste
(Supplementary Table S8). Correlation of TOC with PBDE suggests that PBDE binds to environmental
matrix rich in organic carbon. As PBDEs bind strongly to soil particles, they may remain in soil for
several years or even decades. Total Organic matter content (TOC) influences the distribution of PBDE
in the soil and dust to some extent.

4.2. Implications of High PBDE Concentrations on Health and Environment

As PBDEs do not naturally occur in the environment, there is no doubt that e-waste recycling is
a major source of PBDE pollution in Nigeria. When released, they bind strongly (especially congeners
with higher content of bromine bind more strongly) to soil, sediment particles, and sewage sludge,
in turn making them less mobile in the environment. Therefore, they bioaccumulate and biomagnify
in aquatic organisms, fish, and plants, and are eventually transferred up the food chain, ultimately to
humans [57]. Moderate to high PBDE congeners are found in air samples closer to the source of
pollution, while PBDE congeners with less bromine atoms travel greater distances from their same
source [58,59], meaning that people living far away from the source of release may also be at risk of
exposure to PBDE. It is assumed that the higher PBDEs may degrade to lower PBDE congeners like
tetra-, penta-, and hexa-BDEs in the environment, and that the PBDEs with lesser bromine atoms are
more persistent in the atmosphere [60].
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The ∑13PBDE concentrations found in soils and various dust samples exceeded the Agency
for Toxic Substances and Disease Registry (ATSDR) oral Minimal Risk Levels (MRL) of 0.00006
mg/kg/day for lower-brominated PBDEs based on a LOAEL (lowest-observed-adverse-effect level)
for endocrine effects in rats. Our values also exceeded The EPA’s reference doses (RfDs) for penta, octa-,
and decaBDEs are 2 × 10 −3, 3 × 10 −3, and 7 ×10 −3 mg/kg/day, respectively [61], suggesting that
PBDEs could adversely affect animals and other sensitive species in the environment, and consequently
humans in and around the study areas. Humans can be exposed to PBDEs and metals though
inhalation, dermal absorption, and consumption of contaminated foods such as fish, meat, and dairy
products [62,63]. This is a considerable environmental concern and most likely a health concern.
We recommend further toxicological studies on the e-waste workers. It is hoped that the results of
this study are a wake-up call on the need for more effective strategies on enforcement of e-waste
regulations in Nigeria. We recommend that the enforcement would be effective if the regulations are
made through the lens of the informal sector and enforcement agencies collaborates with the informal
sector so as not to impade the workers’ livelihood. The findings in this study is representative of what
might be going on in other places unsafe e-waste recycling is practice, therefore solutions proferred for
Nigeria is applicable to other places.

5. Conclusions

Our study showed that PBDE concentrations at the e-waste recycling sites were elevated
compared to those detected at the control sites by 100 s to 1000 s times, with BDE-209 being
the most abundant in all the samples and at all the sites. There was a significant difference in
concentrations of PBDEs at the various e-waste activities sites in this decreasing order: burning sites
> dismantling sites > repair sites > control sites. This proves that the type of activities at the sites
influences the level of PBDEs, with burning activities having the most effect. This study demonstrates
that crude recycling of e-waste contributes significantly to emissions of organic pollutants in the
environment. Comparing our results with past studies in the same locations, not much has changed in
the the PBDE concentrations considering that PBDE use in electronics has been banned, suggesting that
the situation calls for urgent action. Our results suggest that the informal e-waste recycling has negative
impacts on the enviroment and consequently on health. There is an urgent need for more effective
actions to stop open burning of e-waste and to reverse or stop the environmental deterioratation
as a result of informal e-waste recycling. One way to stop unsafe recycling of e-waste is to adopt
a bottom-up approach in stopping these unsafe practices by: (1) for the formal institutions to appreciate
and work with the informal sectors (2) to the create awearness on the potential health risks of unsafe
recycling of e-waste among th e-waste workers.

Supplementary Materials: The following are available online at http://www.mdpi.com/1660-4601/16/3/360/s1,
Table S1a: Summary of the Physicochemical parameters (mean of pH and Total Organic matter content) of the
samples at the study locations. No standard deviation is given if n=1., Table S1b: Physicochemical parameters
(pH and Total Organic Matter Content) of the samples at the study site., Table S2: PBDE median concentrations
(ng/g dry weight) across various e-waste sites; and exceedance (Ex) of PBDE concentrations in soil and dusts
across various e-waste sites compared to control sites in Lagos., Table S3: PBDE median concentrations (ng/g dry
weight) across various e-waste sites; and exceedance(Ex) of PBDE concentrations in soil and dusts across various
e-waste sites compared to control sites in Ibadan., Table S4: PBDE median concentrations (ng/g dry weight)
across various e-waste sites; and exceedance (Ex) of PBDE concentrations in soil and dusts across various e-waste
sites compared to control sites in Aba., Table S5: F-values of the two-Way ANOVA for PBDE concentration in
all sample types across the Activity sites (burning. dismantling. repair sites)., Table S6: F-values of the two-Way
ANOVA for PBDE concentration in top soils across the locations(Lagos. Ibadan. Aba) and Activity sites (burning.
dismantling. repair. and control sites)., Table S7: F-values of the two-Way ANOVA for PBDE concentration in
floor dust across the locations(Lagos. Ibadan. Aba) and Activity sites (dismantling and repair sites)., Table S8:
Correlations between PBDEs congeners. ∑13PBDE. pH and TOC (Top soils).

Author Contributions: This study is part of the Ph.D. research of C.M.O. C.M.O. conceived the study, carried out
the literature review, developed data collection and analyses plan, collected data, analysed the data, drafted the
manuscript and provided critical revision to the manuscript. W.J.G.M.P., P.M.V.B., M.V., and O.O. are the
supervisors and were involved in study design, data collection plan, revision of the various versions of the
manuscript, and made contributions to the manuscript. Q.X. and J.C. carried out the laboratory analysis. P.M.V.B.

452



Int. J. Environ. Res. Public Health 2019, 16, 360

was involved in all stages of the write-up and critical revision of the manuscript, and contributed to the data
analyses and advanced statistical procedures.

Funding: This research was funded by NUFFIC (Netherlands Universities Foundation for International
Cooperation), research grant CF9420/2014 NFP-PhD.14/37.

Acknowledgments: Data for this paper was obtained within a research project supported by the Netherlands
Fellowship Program of NUFFIC (Netherlands Universities Foundation for International Cooperation),
research grant CF9420/2014 NFP-PhD.14/37. The authors acknowledge the various associations of second-hand
electronics dealers, scrap dealer associations in each location for their cooperation and for allowing the soil
and dust samples to be collected from the work sites, research assistants for helping out in sample collection,
and laboratory assistants for helping out with the data analysis.

Conflicts of Interest: The authors declare no conflict of interest. The founding sponsors had no role in the design
of the study; in the collection, analyses, or interpretation of data; in the writing of the manuscript, and in the
decision to publish the results.

References

1. Baldé, C.P.; Wang, F.; Kuehr, R.; Huisman, J. The Global E-Waste Monitor—2014; United Nations University:
Bonn, Germany, 2015; ISBN 978-92-808-4556-3.

2. Baldé, C.P.; Gray, V.; Forti, V.; Kuehr, R.; Stegmann, P. The Global E-waste Monitor 2017; United Nations
University (UNU): Bonn, Germany; International Telecommunication Union (ITU): Geneva, Switzerland;
International Solid Waste Association (ISWA): Vienna, Austria, 2017; ISBN 9789280890532.

3. Cruz, N.F.; Ferreira, S.; Cabral, M.; Simoes, P.; Marques, R.C. Packaging waste recycling in Europe: Is the
industry paying for it? Waste Manag. 2014, 34, 298–308. [CrossRef] [PubMed]

4. United Nations Environmental Programme, Division of Technology I and E, International Environmental
Technology. E-Waste Volume I: Inventory Assessment Manual; United Nations Environmental Programme:
Osaka, Japan, 2007.

5. Widmer, R.; Oswald-Krapf, H.; Sinha-Khetriwal, D.; Schnellmann, M.; Böni, H. Global perspectives on
e-waste. Environ. Impact Assess. Rev. 2005, 25, 436–458. [CrossRef]

6. Brigden, K.; Labunska, I.; Santillo, D.; Johnston, P. Chemical Contamination at E-Waste Recycling and Disposal
Sites in Accra and Korforidua, Ghana; The Greenpeace Research Laboratories: Exeter, UK, 2008.

7. Asante, K.A.; Agusa, T.; Biney, C.A.; Agyekum, W.A.; Bello, M.; Otsuka, M.; Itai, T.; Takahashi, S.; Tanabe, S.
Multi-trace element levels and arsenic speciation in urine of e-waste recycling workers from Agbogbloshie,
Accra in Ghana. Sci. Total Environ. 2012, 424, 63–73. [CrossRef] [PubMed]

8. National Center for Environmental Assessment, Office of Research and Development, United States
Environmental Protection Agency (USEPA). An Exposure Assessment of Polybrominated Diphenyl Ethers; USEPA:
Washington DC, USA, 2010.

9. Kostianoy, A.G.; Boer, De J.; Garrigues, P.; Gu, J.; Jones, K.C.; Knepper, T.; Newton, A.; Sparks, D.L.
The Handbook of Environmental Chemistry (Book 16); Damia Barcelo, A.G.K., Ed.; Springer-Verlag: Berlin,
German, 2010; ISBN 9783642192685.

10. Agency for Toxic Substances and Disease Registry (ATSDR); Division of Toxicology/Toxicology Information Branch,
United States Environmental Protection. Toxicological Profile for Polybrominated Biphenyls and Polybrominated Diphenyl
Ethers; Agency for Toxic Substances and Disease Registry (ATSDR); Division of Toxicology/Toxicology Information
Branch, United States Environmental Protection: Atlanta, GA, USA, 2004.

11. Zheng, X.; Xu, X.; Yekeen, T.A.; Zhang, Y.; Chen, A.; Kim, S.S.; Dietrich, K.N.; Ho, S.M.; Lee, S.A.;
Reponen, T.; et al. Ambient air heavy metals in PM2.5 and potential human health risk assessment in
an informal electronic-waste recycling site of China. Aerosol. Air Qual. Res. 2016, 16, 388–397. [CrossRef]

12. Berg van den, M.; Denison, M.S.; Birnbaum, L.S.; Devito, M.J.; Fiedler, H.; Falandysz, J.; Rose, M.; Schrenk, D.;
Safe, S.; Tohyama, C.; et al. Polybrominated dibenzo-p-dioxins, dibenzofurans, and biphenyls: Inclusion in
the toxicity equivalency factor concept for dioxin-like compounds. Toxicol. Sci. 2013, 133, 197–208. [CrossRef]
[PubMed]

13. Koibuchi, N.; Yen, P.M. (Eds.) Thyroid Hormone Disruption and Neurodevelopment; Springer:
New York, NY, USA, 2016; ISBN 978-1-4939-3735-6.

14. Darnerud, P.O.; Eriksen, G.S.; Johannesson, T.; Larsen, P.B.; Viluksela, M. Polybrominated Diphenyl Ethers:
Occurrence, Dietary Exposure, and Toxicology. Environ. Health Perspect. 2001, 109, 49. [PubMed]

453



Int. J. Environ. Res. Public Health 2019, 16, 360

15. Betts, K.S. Unwelcome guest: PBDEs in indoor dust. Environ. Health Perspect. 2008, 116, 202–208. [CrossRef]
16. La Guardia, M.J.; Hale, R.C.; Harvey, E. Detailed polybrominated diphenyl ether (PBDE) congener

composition of the widely used penta-, octa-, and deca-PBDE technical flame-retardant mixtures.
Environ. Sci. Technol. 2006, 40, 6247–6254. [CrossRef]

17. European Union. The European Commission, 2017/227, Amending Annex XVII to Regulation
(EC) No 1907/2006 of the European Parliament and of the Council concerning the Registration,
Evaluation, Authorisation and Restriction of Chemicals (REACH) as regards bis (pentabromophenyl) ether.
9 February 2017. Off. J. Eur. Union 2017.

18. United Nations Enviornmental Programme (UNEP). Recommendations of the Persistent Organic Pollutants
Review Committee of the Stockholm Convention to amend Annexes A, B or C of the Convention.
UNEP/POPS/COP.4/17. In Proceedings of the Stockholm Convention on Persistent Organic Pollutants,
Geneva, Switzerland, 4–8 May 2009.

19. United States Environmental Protection Agency (USEPA). Design for the Environment Furniture Flame
Retardancy Partnership: Environmental Profiles of Chemical Flame-Retardant Alternatives for Low-Density
Polyurethane Foam; USEPA: Cincinnati, OH, USA, 2005; Volume 1.

20. Pure Strategies and The Lowell Center for Sustainable Production University of Massachusetts Lowell.
Decabromodiphenylether: An Investigation of Non-Halogen Substitutes in Electronic Enclosure and Textile
Applications; Lowell Center for Sustainable Production, University of Massachusetts: Lowell MA, USA, 2005.

21. Pakalin, S.; Cole, T.; Steinkellner, J.; Nicolas, R.; Tissier, C.; Eisenreich, S. Review on Production Processes
of Decabromodiphenyl Ether (DecaBDE) Used in Polymeric Applications in Electrical and Electronic Equipment,
and Assessment of the Availability of Potential Alternatives to Deca BDE; European Chemicals Bureau Institute of
Health and Consumer Protection, Directorate-General, Joint Research Centre ISPRA, European Commission:
Italy, Rome, 2007.

22. Castro-Jiménez, J.; González-Gaya, B.; Pizarro, M.; Casal, P.; Pizarro-Álvarez, C.; Dachs, J. Organophosphate ester
flame retardants and plasticizers in the global oceanic atmosphere. Environ. Sci. Technol. 2016, 50, 12831–12839.
[CrossRef]

23. Awasthi, A.K.; Li, J. Management of electrical and electronic waste: A comparative evaluation of China
and India. Renew. Sustain. Energy Rev. 2017, 76, 434–447. [CrossRef]

24. Prakash, S.; Manhart, A. Socio-Economic Assessment and Feasibility Study on Sustainable E-Waste Management in
Ghana; Öko-Institut e.V.: Freiburg, Germany, 2010.

25. Ogungbuyi, O.; Nnorom, I.C.; Osibanjo, O.; Schluep, M. E-Waste Country Assessment Nigeria; E-Waste Africa
project of the Secretariat of the Basel Convention; Basel Convention Coordinating Centre, Nigeria, UNEP;
EMPA: Dübendorf, Switzerland, 2012.

26. Leung, A.O.W.; Duzgoren-Aydin, N.S.; Cheung, K.C.; Wong, M.H. Heavy Metals Concentrations of Surface
Dust from e-Waste Recycling and Its Human Health Implications in Southeast China. Environ. Sci. Technol.
2008, 42, 2674–2680. [CrossRef]

27. Ackah, M. Informal E-waste recycling in developing countries: Review of metal(loid)s pollution,
environmental impacts and transport pathways. Environ. Sci. Pollut. Res. 2017, 24, 24092–24101. [CrossRef]
[PubMed]

28. Banerjee, A.D.K. Heavy metal levels and solid phase speciation in street dusts of Delhi, India. Environ. Pollut.
2003, 123, 95–105. [CrossRef]

29. Wuana, R.A.; Okieimen, F.E. Heavy Metals in Contaminated Soils: A Review of Sources, Chemistry, Risks and
Best Available Strategies for Remediation. ISRN Ecol. 2011, 2011, 402647. [CrossRef]

30. Tang, Z.; Huang, Q.; Yang, Y.; Nie, Z.; Cheng, J.; Yang, J.; Wang, Y.; Chai, M. Polybrominated diphenyl ethers
(PBDEs) and heavy metals in road dusts from a plastic waste recycling area in north China: Implications for
human health. Environ. Sci. Pollut. Res. 2015, 23, 625–637. [CrossRef] [PubMed]

31. Lu, X.; Zhang, X.; Li, L.Y.; Chen, H. Assessment of metals pollution and health risk in dust from nursery
schools in Xi’an, China. Environ. Res. 2014, 128, 27–34. [CrossRef] [PubMed]

32. Ohajinwa, C.M.; van Bodegom, P.M.; Vijver, M.G.; Peijnenburg, W.J.G.M. Impact of informal electronic waste
recycling on metal concentrations in soils and dusts. Environ. Res. 2018, 164, 385–394. [CrossRef] [PubMed]

33. Osibanjo, O.; Nnorom, I.C. The challenge of electronic waste (e-waste) management in developing countries.
Waste Manag. Res. 2007, 25, 489–501. [CrossRef]

454



Int. J. Environ. Res. Public Health 2019, 16, 360

34. Cai, M.G.; Hong, Q.Q.; Wang, Y.; Luo, X.J.; Chen, S.J.; Cai, M.H.; Qiu, C.R.; Huang, S.Y.; Mai, B.X.
Deep-Sea Research II Distribution of polybrominated diphenyl ethers and decabromodiphenylethane in
surface sediments from the Bering Sea, Chukchi Sea, and Canada Basin. Deep Res. Part II 2012, 81–84, 95–101.
[CrossRef]

35. Kalachova, K.; Hradkova, P.; Lankova, D.; Hajslova, J.; Pulkrabova, J. Science of the Total Environment
Occurrence of brominated fl ame retardants in household and car dust from the Czech Republic.
Sci. Total Environ. 2012, 441, 182–193. [CrossRef] [PubMed]

36. United States Environmental Protection Agency (USEPA). USEPA Method 9045D: Soil and Waste pH, Part of
Test. Methods for Evaluating Solid Waste, Physical/Chemical Methods; USEPA: Washington, DC, USA, 2004.

37. Pansu, M.; Gautheyrou, J. Handbook of Soil Analysis, Mineralogical, Organic and Inorganic Methods; Springer:
Berlin, Germany, 2006; ISBN 13.

38. Maya Li Wei-Haas. The Influence of Dissolved Organic Matter on the Fate of Polybrominated Diphenyl
Ethers (PBDEs) in the Environment. Ph.D. Thesis, The Ohio State University, Columbus, OH, USA, 2015.

39. Zhu, L.; Hites, R.A. Brominated flame retardants in tree bark from North America. Environ. Sci. Technol.
2006, 40, 3711–3716. [CrossRef] [PubMed]

40. Hakanson, L. An ecological risk index for aquatic pollution control. a sedimentological approach. Water Res.
1980, 14, 975–1001. [CrossRef]

41. Islam, S.; Ahmed, K.; Masunaga, S. Potential ecological risk of hazardous elements in different land-use
urban soils of Bangladesh. Sci. Total Environ. 2015, 512–513, 94–102. [CrossRef] [PubMed]

42. Nkwunonwo, U.C.; Okeke, F.I. GIS-based production of digital soil map for Nigeria. J. Ethiop. Stud. Environ.
Vol. Manag. 2013, 6, 498–506. [CrossRef]

43. Lundgren, K. The Global Impact of E-Waste: Addressing the Challenge; International Labour Organization:
Geneva, Switzerland, 2012; ISBN 9789221268970.

44. Akortia, E.; Olukunle, O.I.; Daso, A.P.; Okonkwo, J.O. Soil concentrations of polybrominated diphenyl ethers
and trace metals from an electronic waste dump site in the Greater Accra Region, Ghana: Implications for
human exposure. Ecotoxicol. Environ. Saf. 2017, 137, 247–255. [CrossRef]

45. Matsukami, H.; Suzuki, G.; Someya, M.; Uchida, N.; Tue, N.M.; Tuyen, L.H.; Viet, P.H.; Takahashi, S.;
Tanabe, S.; Takigami, H. Concentrations of polybrominated diphenyl ethers and alternative flame retardants
in surface soils and river sediments from an electronic waste-processing area in northern Vietnam, 2012–2014.
Chemosphere 2017, 167, 291–299. [CrossRef]

46. Luo, Q.; Wong, M.H.; Wang, Z.; Cai, Z. Polybrominated diphenyl ethers in combusted residues and soils
from an open burning site of electronic wastes. Environ. Earth Sci. 2012, 69, 2633–2641. [CrossRef]

47. Li, Y.; Duan, Y.P.; Huang, F.; Yang, J.; Xiang, N.; Meng, X.Z.; Chen, L. Polybrominated diphenyl ethers in
e-waste: Level and transfer in a typical e-waste recycling site in Shanghai, Eastern China. Waste Manag.
2014, 34, 1059–1065. [CrossRef]

48. Ohajinwa, C.; Van Bodegom, P.; Vijver, M.; Peijnenburg, W. Health Risks Awareness of Electronic Waste
Workers in the Informal Sector in Nigeria. Int. J. Environ. Res. Public Health 2017, 14, 911. [CrossRef]

49. Ohajinwa, C.M.; van Bodegom, P.M.; Vijver, M.G.; Olumide, A.O.; Osibanjo, O.; Peijnenburg, W.J.G.M.
Prevalence and injury patterns among electronic waste workers in the informal sector in Nigeria. Inj. Prev.
2017, 24, 185–192. [CrossRef] [PubMed]

50. Morf, L.S.; Tremp, J.; Gloor, R.; Huber, Y.; Stengele, M.; Zennegg, M. Brominated Flame Retardants in Waste Electrical
and Electronic Equipment: Substance Flows in a Recycling Plant. Environ. Sci. Technol. 2005, 39, 8691–8699. [CrossRef]
[PubMed]

51. Cetin, B. Soil concentrations and source apportionment of polybrominated diphenyl ethers (PBDEs) and trace
elements around a heavily industrialized area in Kocaeli, Turkey. Environ. Sci. Pollut. Res. 2014, 21, 8284–8293.
[CrossRef] [PubMed]

52. Li, W.-L.; Ma, W.-L.; Jia, H.-L.; Hong, W.-J.; Moon, H.-B.; Nakata, H.; Minh, N.H.; Sinha, R.K.; Chi, K.H.;
Kannan, K.; et al. Polybrominated Diphenyl Ethers (PBDEs) in Surface Soils across Five Asian Countries:
Levels, Spatial Distribution, and Source Contribution. Environ. Sci. Technol. 2016, 50, 12779–12788. [CrossRef]

53. Alabi, O.A.; Bakare, A.A.; Xu, X.; Li, B.; Zhang, Y.; Huo, X. Comparative evaluation of environmental
contamination and DNA damage induced by electronic-waste in Nigeria and China. Sci. Total Environ.
2012, 423, 62–72. [CrossRef] [PubMed]

455



Int. J. Environ. Res. Public Health 2019, 16, 360

54. Takigami, H.; Suzuki, G.; Hirai, Y.; Sakai, S. Transfer of brominated flame retardants from components into
dust inside television cabinets. Chemosphere 2008, 73, 161–169. [CrossRef] [PubMed]

55. Katima, Z.; Okonkwo, J.O.; Daso, A.P. A review of brominated flame retardants in the environment with
emphasis on atmospheric levels, knowledge and information gaps in the African continent. Atmos. Pollut. Res.
2017, 8, 767–780. [CrossRef]

56. Talsness, C.E. Overview of toxicological aspects of polybrominated diphenyl ethers: A flame-retardant
additive in several consumer products. Environ. Res. 2008, 108, 158–167. [CrossRef]

57. Bocio, A.; Llobet, J.M.; Domingo, J.L.; Corbella, J.; Teixidó, A.; Casas, C. Polybrominated diphenyl ethers
(PBDEs) in foodstuffs: Human exposure through the diet. J. Agric. Food Chem. 2003, 51, 3191–3195. [CrossRef]

58. Strandberg, B.; Dodder, N.G.; Basu, I.; Hites, R.A. Concentrations and spatial variations of polybrominated diphenyl
ethers and other organohalogen compounds in Great Lakes air. Environ. Sci. Technol. 2001, 35, 1078–1083. [CrossRef]

59. Zhang, S.; Xu, X.; Wu, Y.; Ge, J.; Li, W.; Huo, X. Polybrominated diphenyl ethers in residential and
agricultural soils from an electronic waste polluted region in South China: Distribution, compositional
profile, and sources. Chemosphere 2014, 102, 55–60. [CrossRef] [PubMed]

60. O’Driscoll, K.; Robinson, J.; Chiang, W.S.; Chen, Y.Y.; Kao, R.C.; Doherty, R. The environmental fate
of polybrominated diphenyl ethers (PBDEs) in western Taiwan and coastal waters: Evaluation with
a fugacity-based model. Environ. Sci. Pollut. Res. 2016, 23, 13222–13234. [CrossRef] [PubMed]

61. Pohl, H.R.; McClure, P.; Zaccaria, K.; Llados, F.; Kawa, M.; Citra, M. Toxicological Profile for Polybrominated
Biphenyl and Polybrominated Diphenyl Ethers; Agency for Toxic Substances and Disease RegistryDivision of
Toxicology and Human Health Sciences: Atlanta, GE, USA, 2017.

62. Siddiqi, M.A.; Laessig, R.H.; Reed, K.D. Polybrominated diphenyl ethers (PBDEs): New pollutants-old
diseases. Clin. Med. Res. 2003, 1, 281–290. [CrossRef] [PubMed]

63. Fujimori, T.; Takigami, H.; Agusa, T.; Eguchi, A.; Bekki, K.; Yoshida, A.; Terazono, A.; Ballesteros, F.C.
Impact of metals in surface matrices from formal and informal electronic-waste recycling around Metro
Manila, the Philippines, and intra-Asian comparison. J. Hazard. Mater. 2012, 221–222, 139–146. [CrossRef]
[PubMed]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

456



International  Journal  of

Environmental Research

and Public Health

Article

The Influence of Physical Fitness on Reasons for
Academy Separation in Law Enforcement Recruits

Robert G. Lockie 1,*, Katherine Balfany 1, Ashley M. Bloodgood 1, Matthew R. Moreno 1,

Karly A. Cesario 1, Joseph M. Dulla 2, J. Jay Dawes 3 and Robin M. Orr 4

1 Department of Kinesiology, California State University, Fullerton, Fullerton, CA 92831, USA;
kbalfany@csu.fullerton.edu (K.B.); abloodgood17@csu.fullerton.edu (A.M.B.);
moreno.matthewr@csu.fullerton.edu (M.R.M.); cesariokarly@csu.fullerton.edu (K.A.C.)

2 Recruit Training Unit, Training Bureau, Los Angeles County Sheriff’s Department,
Los Angeles, CA 90022, USA; JMDulla@lasd.org

3 Department of Health Sciences, University of Colorado-Colorado Springs,
Colorado Springs, CO 80918, USA; jdawes@uccs.edu

4 Tactical Research Unit, Bond University, Robina 4229, QLD, Australia; rorr@bond.edu.au
* Correspondence: rlockie@fullerton.edu; Tel.: +1-657-278-4971

Received: 17 December 2018; Accepted: 27 January 2019; Published: 29 January 2019

Abstract: This study analyzed the effects physical fitness may have on reasons for academy separation
in law enforcement recruits. A retrospective analysis was conducted on 401 recruits; 330 recruits
graduated (GRAD), and 71 recruits separated at various times during academy. Twenty-eight recruits
separated for personal reasons (SEPPR); 18 due to physical training failures (i.e., poor fitness) or
injury (SEPFI); and 25 due to academic or scenario failures (SEPAS). Fitness testing occurred prior
to academy, and included: Push-ups and sit-ups in 60s; a 75-yard pursuit run (75PR); vertical jump;
medicine ball throw; and multistage fitness test (MSFT). A one-way ANOVA with Bonferroni post
hoc compared between-group fitness test performance. A multiple stepwise regression calculated
whether recruit characteristics or fitness could predict separation. The GRAD group was younger
than the SEPAS group (p < 0.01), faster in the 75PR than the SEPFI group (p = 0.02), and completed
more MSFT shuttles than the SEPPR and SEPFI groups (p = 0.01). Age predicted GRAD and SEPAS
group inclusion; MSFT predicted GRAD, SEPPR, and SEPFI group inclusion. Recruits who had
superior high-intensity running capacity (75PR) and aerobic fitness (MSFT) should have a better
chance of completing academy. However, this could be influenced by training practices adopted
during academy.

Keywords: aerobic capacity; attrition; change-of-direction speed; deputy sheriff; graduation;
high-intensity running; police; strength endurance; tactical

1. Introduction

Law enforcement can be a demanding profession that can place high levels of physical [1]
and psychological [2,3] stress on those employed in this vocation. The academy period is used
by law enforcement academy (LEA) instructors and tactical strength and conditioning facilitators
(TSAC-F) to train recruits to tolerate the physical and psychological challenges of policing, while also
teaching the necessary procedures and skills required for the job [4–6]. However, not all recruits
will graduate from academy. Recruits may separate (i.e., they do not graduate) for a number of
different reasons. These reasons may include personal reasons (e.g., they no longer want to work in law
enforcement) [3], physical training (PT) session failures (i.e., they do not complete the requisite number
of sessions as mandated by the LEA or state) [7], injury [5,8,9], failure in academics or scenario-based
training [10–12]. Recruits that separate create a significant financial burden to an agency [5,13]. Thus,
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it would be pertinent for agencies to understand whether there are certain physical characteristics
that influence whether a recruit graduates or separates from academy. If these characteristics could be
effectively measured prior to academy, it may provide useful information for an agency to make more
cost-effective decisions as to whether they hire certain individuals.

A major component of academy is PT, which should be tailored towards developing recruits such
that they can complete the tasks required in law enforcement. Greater aerobic fitness (as measured via
number of shuttles in the 20-m multistage fitness test; MSFT) and strength endurance (e.g., push-up
and sit-up repetitions) have been correlated with better performance in job-specific tasks [6,12],
which highlights the need for fitness in law enforcement populations. Specific to academy graduation,
Shusko et al. [13] found that Massachusetts-based recruits in the USA who completed fewer push-ups
in 60 s prior to academy, and had a slower 2.4-km run time, were more likely to separate. Orr et al. [9]
found that lower-body power measured via vertical jump (VJ) performance was a predictor of injury or
illness in Australian police recruits. Accordingly, physical fitness would likely be a factor influencing a
recruit’s ability to successfully fulfill the requirements of academy and graduate.

A limitation with PT in the academy setting is that agencies may lack the equipment and space to
conduct a variety of training practices (i.e., maximal strength training) which could be useful for a law
enforcement officer (LEO) [6]. As a result, many academies tend to focus on strength endurance or
callisthenic-type exercises conducted in a circuit training fashion [14], in addition to aerobic-focused
training (e.g., long, slow distance or formation runs) [15]. These practices are often conducted within
a paramilitary ‘one-size-fits-all’ training model [5,6,8,14,15]. This style of training may lead to an
inappropriate application of training load for certain recruits, which could then increase their risk of
injury and/or separation [5,16]. The PT practices adopted by agencies may place greater importance
on certain physical qualities for recruits (i.e., if running is a focus, then aerobic fitness may be more
important for a recruit). This should also be considered when analyzing the physical fitness qualities
influencing academy graduation in LEA recruits.

Academy training is used not just to physically develop recruits, but also to challenge them
psychologically in order to assess each recruit’s tolerance and demeanor under stress [3]. Berg [2] noted
that the stress imposed by the verbal commands of training staff is generally designed to test the mental
toughness and resilience of recruits, and find any character flaws that may impede being an effective
LEO. As an example, a recruit that displays poor emotional stability in the face of adversity during
academy may not be the best candidate to become a LEO, where there are major consequences to poor
decisions made in the field under stress. Notably, higher physical and psychological stress has been
associated with thoughts about quitting the profession in correctional officers [17]. Recruits with lower
levels of fitness may not only find the PT more difficult, but could also experience greater psychological
stress within the academy environment. Noting the general adaptation of the biological system to
stress proposed by Selye [18], the combination of stress imparted by both physical and psychological
stressors may lead to system exhaustion and in turn impact on motivation. Similarly, academic stress
can have the same effect when combined with physical stress. As an example, in collegiate athletes,
the risk of injury was found to higher during periods of high academic stress when compared to
periods of lower academic stress [19]. To the author’s knowledge, there has been no analysis of the
relationship between physical fitness and voluntary decisions made by recruits to separate from a law
enforcement training academy, nor regarding any relationships between physical fitness and academic
failure during training academy.

Therefore, the purpose of this retrospective study was to analyze the effects physical fitness
may have on academy graduation and reasons for separation in LEA recruits. Although there are
limitations with conducting retrospective analyses, this is often a necessity in law enforcement research,
due to the constraints and external demands placed on these populations. Furthermore, this is very
common in the scientific literature [1,4,6,12,13,20–34]. For this study, the recruits who did not graduate
were divided into groups according to whether they: Separated for personal reasons; separated due
to PT failures (i.e., poor fitness) or injury; or separated due to academic or scenario failures. It was
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hypothesized that recruits who graduated would display superior physical fitness across the different
assessments utilized in this study. This would occur regardless of the reason why a recruit may
have separated.

2. Materials and Methods

2.1. Subjects

Retrospective analysis of five academy classes from one agency was conducted. This sample was
comprised of 401 recruits (age: 27.30 ± 5.92 years; height: 1.74 ± 0.12 m; body mass: 80.27 ± 14.38 kg),
which included 333 males (age: 27.31 ± 5.99 years; height: 1.76 ± 0.12 m; body mass: 83.26 ± 12.66 kg)
and 68 females (age: 27.24 ± 5.66 years; height: 1.64 ± 0.07 m; body mass: 66.45 ± 13.89 kg). The five
training cohorts started their academy within a calendar year in southern California. Any strength
and conditioning or training programs prior to academy were generally completed voluntarily at the
individual-level only by recruits [23,27]. Based on the archival nature of this analysis, the institutional
ethics committee approved the use of pre-existing data (HSR-17-18-370).

2.2. Procedures

The data in this study were collected by staff working for one LEA, and the procedures have been
detailed in the literature [23,27]. While tests of other physical capacities (e.g., flexibility, linear speed,
strength, etc.) would have been beneficial to include, this was not possible given the confines of time,
equipment, and logistical restrictions provided by the LEA. Nonetheless, the fitness capacities that
were assessed within this study are typical of law enforcement recruits in the literature [6,20,23,26–28].
The staff (~20 per testing session) were all trained by a certified TSAC-F who verified the proficiency
of the staff members before each session, and all staff followed strict instructions (which will be
detailed) to conduct each test. Each recruit’s age, height, and body mass were recorded at the start
of academy training. Height was measured barefoot using a portable stadiometer (seca, Hamburg,
Germany), while body mass was recorded by electronic digital scales (Health o Meter, Neosho,
Missouri). As detailed by Lockie et al. [27], all tests were conducted outdoors on concrete or asphalt
surfaces at the LEA’s training facility on a day scheduled by the staff for the LEA. Testing typically
occurred between the hours of 09:00–14:00 depending on recruit availability, and recruits generally did
not eat in the 2–3 h prior to their testing session as they were completing non-strenuous activity and
employee-specific documentation for the LEA. The weather conditions for testing were typical of the
climate of southern California during a calendar year. Although conducting testing outdoors is not
ideal, there was no indoor testing facility available for this LEA and these procedures were typical of
staff from the LEA [6,27]. Recruits rotated through the assessments in small groups of 3–4 and were
permitted to consume water as required during the testing session.

2.3. Push-Ups

Upper-body muscular endurance was assessed via a maximal push-up test where recruits
completed as many repetitions as possible in 60 s. The protocol for this assessment followed that
of established law enforcement research, where a tester placed a fist on the floor directly under
the recruit’s chest to ensure they descended to an appropriate depth [1,4,6,22,24,26,27,30,31,33,35].
All female recruits were partnered with a female tester. Recruits started in the standard ‘up’ position,
with the body taut and straight, the hands positioned shoulder-width apart, and the fingers pointed
forwards. On the start command, a tester began the stopwatch, and recruits flexed their elbows,
lowered themselves until their chests contacted another tester’s fist, before extending their elbows
to return to the start position. The recruits performed as many push-ups as possible in 60 s using
this technique.
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2.4. Sit-Ups

Abdominal muscular endurance was assessed via the sit-up test, where recruits completed as
many repetitions as possible in 60 s. The sit-up test was conducted according to procedures established
in previous law enforcement research [1,4,6,20,22,24,26,27,30,31,36,37]. Recruits laid on their backs
with their knees flexed to 90◦, heels flat on the ground, and arms crossed across their chest and
hands positioned on their opposing shoulders. The feet were held to the ground by a tester. On the
start command, recruits raised their shoulders from the ground while keeping their arms crossed,
and touched their elbows to their knees. They then descended back down until the shoulder blades
contacted the ground. Recruits completed as many repetitions as possible with this technique in the
60-s time period.

2.5. 75-Yard Pursuit Run (75PR)

The 75-yard (68.58-meter) pursuit run (75PR) was designed to simulate a foot pursuit for a
LEO [20,27,28], and is shown in Figure 1. Although yards is an Imperial measure, the 75PR is the
standard name for this test [38], has been used in the literature [20,27,28], and will be used in this
study for clarity. The recruit completed five linear sprints about a square grid (each side was 12.1 m),
while completing four, 45◦ direction changes zig-zagging across the grid. Recruits were also required
to step over three barriers that were 2.44 m long and 0.15 m high that simulated road-side curbs during
three of the five sprints. Time was recorded via a stopwatch, from the initiation of movement at the
start, until the recruit crossed the finish line. Timing via stopwatches is standard practice in LEA
testing [1,4,20,22,26–30,37,39]. Furthermore, testers trained in the use of stopwatch timing procedures
for running tests can record reliable data [40,41].

A 

B 

Figure 1. (A) The dimensions for the 75-yard pursuit run (75PR) in meters and (B) the running direction
(numbered in order) for the 75PR.

460



Int. J. Environ. Res. Public Health 2019, 16, 372

2.6. Vertical Jump (VJ)

A Vertec apparatus (Perform Better, Rhode Island, USA) was used to measure the VJ, and followed
established assessment protocols [4,23,30,37,42,43]. The recruit initially stood side-on to the Vertec (on
the recruit’s dominant side), reached upward as high as possible, and while keeping their heels on
the ground, fully elevated the shoulder to displace as many vanes as possible. The last vane moved
became the zero reference. The recruit then jumped as high as possible with no preparatory step,
and tapped the highest vane they could with their dominant hand. Height was recorded from highest
vane moved. No restrictions were placed on the range of countermovement during the jump. VJ height
was calculated in inches by subtracting the standing reach height from the jump height, before being
converted to cm [23,30]. Each recruit completed two trials, with a recovery time between trials of
approximately 30–60 s, and the best trial used for analysis.

2.7. Medicine Ball Throw (MBT)

The MBT was used to indirectly measure upper-body power, and the procedures were adapted
from the literature [23,27,44]. Recruits sat on the ground with their head, shoulders, and lower back
against a concrete wall, and projected a 2-kg medicine ball (Champion Barbell, Texas, USA), which was
lightly dusted with chalk, as far as possible using a two-handed chest pass. The measurement taken,
using a standard tape measure, was the perpendicular distance from the wall to the chalk-marking
closest to the wall made by the ball [23,44,45]. Two trials were completed, with a recovery time between
trials of approximately 30–60 s, and the best trial was used for analysis.

2.8. 20-m Multistage Fitness Test (MSFT)

The MSFT was used to measure maximal aerobic capacity in the recruits, and followed established
procedures [12,27,46]. Recruits were required to run back and forth between two lines spaced exactly
20 m apart, which were indicated by markers. The speed of running for this test was standardized by
pre-recorded auditory cues (i.e., beeps) played from an iPad handheld device (Apple Inc., Cupertino,
California, USA) connected via Bluetooth to a portable speaker (ION Block Rocker, Cumberland,
Rhode Island, USA). The speaker was located in the center of the running area, and positioned in such
that it would not interfere with the recruits. The test was terminated when the recruit was unable to
reach the lines twice in a row in accordance with the auditory cues. This test was scored according to
the final stage the recruit was able to achieve, and the stage was used to calculate the total number of
completed shuttles.

2.9. Statistical Analysis

Information as to whether recruits completed academy and graduated, or did not and were
separated, were provided by training staff from the LEA. Recruits were then split into four groups
based on the information provided by LEA staff: Those that graduated (GRAD), and those that
separated for personal reasons (SEPPR), PT failures or injury (SEPFI), or due to academic or scenario
failures (SEPAS). Separation due to PT failures and injury were initially two separate groups. However,
they were combined into one group, due to less fit recruits being more likely to get injured during
academy [47], and because injuries often led to a recruit not completing the required number of PT
sessions (which then resulted in academy separation). Sexes were combined within these groups, as
all recruits need to attain the same standards to graduate academy, regardless of sex. This approach
has been used in previous research [20,22,23,27,28].

Statistical analyses were computed using the Statistics Package for Social Sciences (Version
25.0; IBM Corporation, New York, USA) and Microsoft Excel (Microsoft Office Professional Plus 2016,
Microsoft Corporation, Washington, WA, USA). Descriptive statistics (mean ± standard deviation [SD])
were calculated for each test parameter. A one-way analysis of variance (ANOVA), with Bonferroni
post hoc for multiple comparisons, was used to calculate any performance differences in the fitness
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tests between the four groups. Significance was set at p < 0.05 a priori. Similar to previous research [23],
effect sizes (d) were also calculated for the between-group comparisons, where the difference between
the means was divided by the pooled SD [48]. In accordance with Hopkins [49], a d less than 0.2
was considered a trivial effect; 0.2 to 0.6 a small effect; 0.6 to 1.2 a moderate effect; 1.2 to 2.0 a large
effect; 2.0 to 4.0 a very large effect; and 4.0 and above an extremely large effect. Multiple stepwise
linear regression was used to determine whether age, height, body mass, or the physical fitness tests
predicted graduation or reasons for separation in the recruits. As group inclusion was a categorical
variable within SPSS, the data were recoded into dummy variables to provide dichotomous values
(1 = group inclusion for either GRAD, SEPPR, SEPFI, or SEPAS; 0 = all other groups). Thus, GRAD,
SEPPR, SEPFI, or SEPAS each acted as a dependent variable [6].

3. Results

Across the five classes, 330 recruits graduated (GRAD), while 71 recruits separated at various time
points during academy. Of these, 28 recruits were placed in the SEPPR group, 18 in the SEPFI group,
and 25 in the SEPAS group. Table 1 displays the descriptive data for all groups, while Table 2 shows
the effect size data for the pairwise comparisons. The GRAD group was significantly younger than the
SEPAS (p < 0.01) group, which had a moderate effect. With regards to the 75PR, the GRAD group was
significantly faster than the SEPFI (p = 0.02) group, and this had a moderate effect. The GRAD group
also completed significantly more MSFT shuttles than the SEPPR and SEPFI groups (both p = 0.01
with moderate effects). There were no significant between-group differences for height, body mass,
the push-up and sit-up assessments, VJ, or MBT.

Table 1. Descriptive data (mean ± SD) for age, height, body mass, and fitness test performance data
for law enforcement academy (LEA) recruits who graduated (GRAD) or separated (SEPPR, SEPFI, and
SEPAS) from academy training.

GRAD (n = 330) SEPPR (n = 28) SEPFI (n = 18) SEPAS (n = 25)

Age (years) 26.67 ± 5.19 29.35 ± 8.02 29.59 ± 6.88 32.70 ± 9.01 *
Height (m) 1.75 ± 0.09 1.74 ± 0.10 1.72 ± 0.07 1.74 ± 0.08

Body Mass (kg) 80.69 ± 14.38 74.57 ± 14.52 79.50 ± 16.27 80.00 ± 12.54
Push-ups (no.) 42.48 ± 15.09 39.48 ± 14.01 34.63 ± 16.44 40.38 ± 12.24

Sit-ups (no.) 36.19 ± 9.04 35.78 ± 8.72 33.13 ± 7.59 34.29 ± 10.39
75PR (s) 16.97 ± 1.32 17.60 ± 1.21 17.94 ± 1.37 * 17.69 ± 1.28
VJ (cm) 53.60 ± 12.53 51.58 ± 13.43 47.94 ± 11.69 53.34 ± 11.83

MBT (m) 5.84 ± 1.22 5.52 ± 1.35 5.73 ± 1.29 5.96 ± 1.01
MSFT shuttles (no.) 52.75 ± 16.69 41.54 ± 10.74 * 39.94 ± 13.03 * 46.08 ± 11.19

* Significantly (p < 0.05) different from the GRAD group. GRAD, graduated; SEPPR, separated for personal reasons;
SEPFI, separated for physical training failures or injury; SEPAS, separated for academic or scenario failures; 75PR,
75-yard pursuit run; VJ, Vertical Jump; MBT, Medicine Ball Throw; MSFT, multistage fitness test.

Table 2. Pairwise effect size data between LEA recruits who graduated (GRAD) or separated (SEPPR,
SEPFI, and SEPAS) from academy training for age, height, body mass, number of push-ups and sit-ups
completed in 60 s, time to complete the 75PR, VJ, MBT, and MSFT shuttles.

GRAD-SEPPR GRAD-SEPFI GRAD-SEPAS SEPPR-SEPFI SEPPR-SEPAS SEPFI-SEPAS

Age 0.40 0.48 0.82 * 0.03 0.39 0.39
Height 0.11 0.37 0.12 0.23 <0.01 0.27

Body Mass 0.42 0.08 0.05 0.32 0.40 0.03
Push-ups 0.21 0.50 0.15 0.32 0.07 0.40

Sit-ups 0.05 0.37 0.20 0.32 0.16 0.13
75PR 0.50 0.72 * 0.55 0.26 0.07 0.19

VJ 0.16 0.47 0.02 0.29 0.14 0.46
MBT 0.25 0.09 0.11 0.16 0.37 0.20

MSFT shuttles 0.80 * 0.86 * 0.47 0.13 0.41 0.54

* Moderate effect for the pairwise comparison.
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The multiple stepwise linear regression data is shown in Table 3. Age and the MSFT predicted
inclusion in the GRAD group, with 9% explained variance. The MSFT predicted inclusion in the SEPPR
and SEPFI group, with 1–2% explained variance. Age predicted inclusion in the SEPAS group, with 5%
explained variance.

Table 3. Stepwise linear regression analysis for inclusion in each group (GRAD, SEPPR, SEPFI, and
SEPAS) and age, height, body mass, push-ups, sit-ups, 75PR, VJ, MBT, and MSFT.

Variables r r2 Adjusted r2

GRAD
Age 0.263 0.069 0.067
Age, MSFT 0.310 0.096 0.091
SEPPR
MSFT 0.129 0.017 0.014
SEPFI
MSFT 0.143 0.020 0.017
SEPAS
Age 0.223 0.050 0.047

4. Discussion

This study documented the differences in physical fitness between recruits from one LEA who
graduated or separated from academy for a variety of reasons. The results provided some support
to the study hypotheses. Recruits that graduated were faster in the 75PR and completed more MSFT
shuttles when compared to recruits who separated, due to PT failures or injury. Graduating recruits also
completed more MSFT shuttles than recruits who separated for personal reasons. However, there were
no differences between any of the groups for performance in the push-up, sit-up, VJ, and MBT
assessments. These data suggest that, for this agency, there are specific fitness characteristics that could
influence and predict whether a recruit graduates academy. Although the stepwise regression data
tended to have very low explained variance, it did tend to support the between-group comparison data.
It should however be noted that, while the data exhibited a low albeit significant variance, the training
stimulus provided during academy occurs across multiple occasions, rather than a single one-off
event. As such, there is essentially a cumulative impact of risk. This phenomenon of differential risk
accrual over repeated exposures to events occurring during the training program, is discussed in detail
by Pope [50]. As will be also be discussed, this could be influenced by the PT practices adopted by
the LEA.

The age, height, and body mass of the recruits in this study were typical of that established in
the literature [6,20,23,27,28]. Height and body mass were not significantly different between any of
the groups. However, the recruits in the SEPAS group were significantly older than the GRAD group,
and age was a predictor of inclusion in this group. Age was also a predictor for inclusion in the
GRAD group. Recruits in the SEPAS group either failed academic examinations or the requirements
needed in law enforcement-specific training scenarios. Time management [51], and perceived control
of time management [52], is important for academic success. Recruits in their late 20’s and early 30’s
may have more outside life influences (e.g., family commitments) that could have influenced the
results seen in this study for the SEPAS recruits. Noting the trend toward lower MSFT and slower
75PR results, older officers also tend to have lower levels of physical fitness when compared to their
younger counterparts [22,23,31]. This could have influenced the recruits in the SEPAS groups’ ability
to adequately recover from the stressors of academy, and their subsequent performance in training
scenarios. These notions, however, cannot be confirmed by the current research. Nonetheless, outside
time commitments and differences in fitness for older recruits could play some role in their ability to
complete the academic and scenario training requirements of academy, and could be points to consider
for LEA staff.
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The SEPFI group performed poorer in the two running assessments (75PR and MSFT) compared
to the GRAD group, and the MSFT (albeit with a low explained variance) also predicted inclusion
in this group. The 75PR measures high-intensity running and change-of-direction speed [27,28],
while the MSFT provides a valid measure of aerobic capacity [53,54]. Running is a heavy focus of PT
in the academy period for this LEA [15], so it is understandable that recruits who were superior in
running tasks would be in a better position to complete the academy PT requirements and graduate.
Furthermore, fitter recruits tend to operate at a lower percentage of their maximal capacity, and as
a result can perform certain tasks for longer, fatigue less rapidly, and recover more quickly [55,56].
Shusko et al. [13] also found that police recruits who had a slower 2.4-km run time, which is indicative
of lower aerobic fitness, were more likely to separate from academy. Recruits attending academy with
poorer levels of fitness, as measured via running tasks, such as the 75PR and MSFT, could be more
likely to separate. This could be especially true if a traditional LEA training model, with an emphasis
on strength endurance and aerobic fitness, is followed [14,15].

The SEPPR recruits also completed fewer MSFT shuttles than the GRAD group, and the MSFT
was a predictor (with a low explained variance) for inclusion in the SEPPR group. A factor that
could influence whether a recruit separates for personal reasons is the inappropriate application of
PT. As noted, many LEA academies operate via a paramilitary, ‘one-size-fits-all’ model [5,6,8,14,15],
where every recruit is expected to complete the same training regardless of their current fitness or ability.
Additionally and as noted, traditional LEA training can often involve a high volume of running [15].
Recruits in the SEPPR group may have found the training adopted by the LEA staff beyond their
current physical capacity, which could then have contributed to their voluntary decision to separate.
There are certain physiological characteristics that can predispose an individual to be a better runner
(e.g., maximal aerobic capacity, lactate threshold, and running economy) [57,58]. While these qualities
are trainable [57], there will always be recruits who are better suited to running than others (e.g., they
have superior genetics relative to aerobic capacity or running biomechanics) [59,60]. LEA training
staff should be wary that they do not lose recruits who are potentially competent LEOs that can
perform the relevant job tasks, but are not good distance (e.g., 800 m or longer) runners. Physical
fitness can still be improved with lower volumes of running in law enforcement populations, with a
concurrent decrease in the risk of injury [5,8]. Given the findings of Trank et al. [61], whereby Naval
recruits who ran <40 km (25 miles) where less likely to be injured than those who ran >40 km without
negatively affecting physical readiness, future research should investigate moderating the volume and
mileage of running during a law enforcement academy, and whether this can influence graduation
and separation rates.

It is possible that certain recruits from the SEPPR group resigned for reasons not related to
their physical fitness. Further to the PT requirements, a major part of academy is the development
of the inherent discipline required in the profession. This can be imposed by the training staff
offering very stern commands and directions for expected behaviours [2,3]. Although not measured
in this study, there are certain personality types who would be more likely to voluntarily resign for
personal reasons. Individuals that get more emotionally upset, and are more tender-minded, carefree,
and impulsive, are more likely to voluntarily terminate employment as a police officer [62]. Given
the high psychological stress imposed by training officers during academy [2,3], some recruits may
have voluntarily resigned due to this stress, as opposed to that from PT. While this is a possibility,
it is important to note that, due to the nature of academy, the psychological and physical stressors
imposed by staff will be experienced simultaneously. Further, the recruits in the SEPPR group still
did perform worse in the MSFT compared to the GRAD group. If a recruit had personality traits that
did not fit well with the law enforcement profession, this could be compounded by poorer aerobic
fitness, especially if PT had a high volume of running [15]. Future research should investigate the
relationships between reasons for separation and personality traits, and other psychological variables
(e.g., self-efficacy, motivation) that may influence academy separation.
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Strength endurance tests, such as push-ups and sit-ups, predominate in the fitness assessment of
law enforcement populations [1,4,6,13,20,22,24,26,27,30,31,33,35–37]. However, these assessments did
not differentiate between recruits who graduated or separated for any reason, or predict any reasons
for separation. This is contrary to findings from Shusko et al. [13], who found that recruits performing
fewer push-ups tended to separate from LEA academies. The VJ and MBT also did not differentiate
or predict recruits who graduated or separated. This contrasts with Orr et al. [9], who found poorer
VJ performance was a predictor of injury or illness in Australian police recruits. Injury or illness can
lead to academy separation for a recruit [5,8,9], especially if they miss a number of PT sessions [7].
However, the use of body weight calisthenics [14] and the volume of running [15] completed during
PT at this academy could have limited the impact upper- or lower-body power may have had on
recruit graduation rates. These results emphasize that the PT model adopted by LEA training staff
will influence those fitness characteristics that could predispose a recruit to graduating or separating
from academy.

There are certain limitations to this study that should be noted. This study incorporated a
pre-existing fitness testing battery specific to one LEA. Different agencies may use different assessments
(e.g., the 2.4-km run instead of the MSFT) [1,12,20,29–31,63]. This could influence the effects fitness
may demonstrate with academy graduation rates. The study results could have also been influenced
by the nature of the MSFT, where recruits can voluntarily terminate the test. Training staff could not
always guarantee that all recruits reached their maximal aerobic capacity. Nonetheless, this test is an
established and valid measure of maximal aerobic capacity [54,64,65], and the data from the recruits in
this study was similar to that from previous law enforcement research [27]. Due to the sample size,
recruits with PT failures and injuries were grouped together. Even though less fit recruits are more
likely to get injured because the training load could exceed their capacities [47], it is still possible that
certain injuries may have been suffered by recruits with higher levels of fitness. No maximal strength
tests were included in the battery used in this study, although this is typical of law enforcement
research [6,12,20,22–24,26–28,33]. Future research should investigate whether maximal strength could
influence whether a recruit graduates or separates from academy. It would have been beneficial to
monitor recruit fitness at multiple time points throughout academy. However, timetables can vary
across different academy classes, due to the wide variety of skills and procedures that need to be taught
to recruits [4–6], and ensuring the requisite staff are available to instruct. Nonetheless, this should be
explored in future research.

5. Conclusions

The results from this study indicated that there were certain fitness characteristics that could
influence reasons for academy separation in law enforcement recruits. Recruits that failed academic or
training scenarios tended to be older than recruits who graduated. This could be influenced by time
commitments external to academy for older recruits, or differences in fitness levels when compared to
their younger counterparts that could influence recovery from academy stress. High-intensity running
and change-of-direction speed, as measured by the 75PR, and aerobic fitness indicated by the MSFT,
were poorer in recruits that separated, due to PT failures or injury. Recruits that separated for personal
reasons also had lower aerobic fitness as measured by the MSFT. On the surface, these data suggest that
LEA recruits should enhance their high-intensity running and change-of-direction speed (including
strength, power, and sprint ability) and aerobic fitness prior to academy to improve their chances of
successful graduation. However, these results could also have been influenced by the PT practices
adopted by the LEA staff, which involved high volumes of running. Recruits should be aware of the
PT training adopted by a LEA, so that they can best prepare for the rigors of that specific academy.
Additionally, LEA training staff should consider the total training load they impose during academy
to ensure it is not beyond the physical capabilities of some recruits, as this could contribute to injuries
or negatively affect a recruit’s motivation to graduate.
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Abstract: Air pollution is a major environmental problem in the Kathmandu Valley. Specifically,
roadside and traffic-related air pollution exposure levels were found at very high levels exceeding
Nepal air quality standards for daily PM2.5. In an exposure study involving traffic police officers,
we collected 78 blood samples in a highly polluted spring season (16 February 2014–4 April 2014)
and 63 blood samples in the less polluted summer season (20 July 2014–22 August 2014). Fourteen
biomarkers, i.e., C-reactive protein (CRP), serum amyloid A (SAA), intracellular adhesion molecule
(ICAM-1), vascular cell adhesion molecule (VCAM-1), interferon gamma (IFN-γ), interleukins
(IL1-β, IL-2, IL-4, IL-6, IL-8, IL-10, IL-12, IL-13), and tumor necrosis factor (TNF-α) were analyzed
in collected blood samples using proinflammatory panel 1 kits and vascular injury panel 2 kits.
All the inflammatory biomarker levels were higher in the summer season than in the spring season,
while particulate levels were higher in the spring season than in the summer season. We did not
find significant association between 24-hour average PM2.5 or black carbon (BC) exposure levels
with most of analyzed biomarkers for the traffic volunteers working and residing near busy roads
in Kathmandu, Nepal, during 2014. Inflammation and vascular injury marker concentrations were
generally higher in females, suggesting the important role of gender in inflammation biomarkers.
Because of the small sample size of female subjects, further investigation with a larger sample size is
required to confirm the role of gender in inflammation biomarkers.

Keywords: roadside exposure; air pollution; inflammation biomarker; Nepal; PM2.5

1. Introduction

Air pollution is an important environmental health challenge across the world. Many studies
have reported adverse health effects associated with roadside traffic exposures [1–3]. Air pollution has
been linked with various health effects such as emergency room visits, childhood obesity [4], reduced
lung function [3] preterm birth [5], autism [6], kidney disease [7], dementia [8], cardiovascular and
respiratory illnesses, and overall mortality [9]. Studies have identified a large number of illnesses that
are associated with air pollution exposure [10].

Exposure to air pollutants, such as fine particles, causes pulmonary inflammation and results in
illnesses such as atherothrombosis [11–13]. Cytokines, a group of peptides and proteins, are related to
inflammatory response to particulate exposure [14]. Several inflammatory biomarkers have been found
to be associated with particulate matter (PM) exposure [15–17]. Cytokines such as interleukin-6 (IL-6)
have been shown to be significantly correlated with traffic-related air pollution [18]. Traffic-related
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exposure increases the risk of cardiovascular disease and populations exposed to traffic pollutants are
linked to elevated inflammation biomarkers and blood pressure [19]. IL-8, IL-1β, and C-reactive protein
(CRP) are found to increase after ozone exposure [20]. Occupational or environmental PM exposure
increases the levels of intracellular adhesion molecule (ICAM-1) and CRP [21]. Occupational exposure
among people working as taxi drivers are related with inflammation biomarkers [22]. A study among
trucking industry workers has found positive association of sICAM-1 but no significant association of
IL-6 and hs-CRP with occupational particulate exposure [23]. Most animal models to date have shown
that increasing doses of PM2.5 enhance inflammation biomarker concentrations [24].

However, inconsistent results on specific biomarkers related to PM exposure have also been
observed [25–31] and no statistical difference has been observed in cytokines levels after laboratory
exposure to concentrated ambient particles (CAPs) [32,33]. There was no significant association
between CRP, IL-6, and tumor necrosis factor (TNF-α) and CAPs exposure in a study in UK, US,
and Canada [32–34] while a study in the Netherlands reported the positive association between PM2.5

or PM10 with CRP [35]. Enhanced levels of inflammatory markers, such as CRP, IL-6, and TNF-α,
suggest the future risk of cardiovascular diseases [25]. Individual responses to exposure may also vary
and may be related with genetic predisposition [36] and other factors. Many studies are done in a
laboratory in a controlled setting using animals or cell assays. Other ambient exposure studies are
reported from mainly developed countries. In a review of published studies of systemic inflammation
markers in humans, Møller et al. [26] reported a total of 25 studies from Europe, 23 studies from
North America and 11 studies from Asia. Studies from Asia were mainly from developed or rapidly
developing nations (e.g., China, Singapore, Taiwan, Iran, India, and Israel). Among rural Indian
women, higher levels of IL-6, IL-8, and TNF-α in sputum were found from the households using
biomass fuel than the ones using a cleaner fuel, i.e., liquefied petroleum gas [37]. There are overall
fewer studies in understanding inflammatory responses for population exposed to traffic-related
pollutants [30]. This study aims to assess the biomarker levels among the population that are routinely
exposed to high particle levels in a developing country.

Kathmandu is the capital city of Nepal, and is undergoing rapid development. This has led to
quickly increasing population, vehicles, and urbanization, thus leading to increased emission of air
pollutants in the Kathmandu Valley. Because the major air pollution source in the valley is traffic,
human exposures near busy roads are expected to be higher than those in other locations in the
valley [38] and traffic police are likely to be high-risk groups for adverse effects [29]. To investigate the
roadside exposure of air pollution and related health effects, a major field campaign was conducted
in 2014. Roadside and residential particulate pollution, anthropogenic gases, and respiratory health
effects associated with roadside exposure from the same study have been published elsewhere [3,39–41].
In summary, roadside exposures to PM2.5 and black carbon (BC) were related to reduction of lung
function among traffic police. Though PM2.5 concentrations were greatly reduced during summer
compared to those in spring, components such as BC and several elements were not much lower during
summer compared to those in spring, indicating the important contribution of vehicular emissions
in both seasons. Several studies [42,43] have reported the high level of particulate levels in the
Kathmandu Valley. High particulate levels have also been reported from the other valley in Nepal [44].
The main objective of the current work is to assess the seasonal changes in inflammation biomarkers
among traffic workers and analyze the association of biomarker concentrations with air pollution
exposure. To our knowledge, this is the first study from Nepal analyzing a comprehensive suite of
inflammation biomarkers to assess the effect of air pollution exposure. This study provides baseline
data to compare the biomarker levels among the population at different environmental conditions in
future studies.

Populations who work on roads such as taxi drivers are routinely exposed to high air pollution
levels and are considered as high-risk groups [22]. Traffic police can also represent other roadside
occupational exposures [45]. Higher chromosomal aberration frequencies in lymphocytes in
Turkey [46] and higher biomarkers of inflammation/infection in Pakistan [47] are found in traffic
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police compared to those in control population. Monitoring biomarkers in such cohorts helps to
investigate the effects of occupational exposure to pollution. Traffic police in the Kathmandu Valley
work on roads and direct the flow of traffic because the studied area had no functioning traffic signals.
These workers spend several hours per day in traffic and such exposures have been found to decrease
the lung function after the occupational exposure [3]. Therefore, traffic police officers were selected to
evaluate the occupational exposure of particulate pollution and the biomarker levels. We hypothesized
that particulate levels will be associated with levels of inflammation biomarkers among traffic police
officers in the Kathmandu Valley.

2. Method

2.1. Study Population

A total of 53 traffic volunteers were recruited for this study. Prior to the study, approval for the
study was taken from the institutional review board at the University of Massachusetts, Amherst
and Nepal Health Research Council, Nepal. Permission to carry out the study was also completed
from the government of Nepal. A total of 36 traffic volunteers participated in air pollution exposure
study in the spring season, and 30 traffic volunteers participated in the summer season, though not all
subjects consented to provide blood samples, where 33 volunteers permitted blood samples in spring,
and 29 volunteers permitted blood samples in summer. These samples were from 29 men and 4 women
in spring, and 25 men and 4 women in summer. From the subjects who volunteered to provide blood
samples, there were 13 smokers and 14 non-smokers in the spring season and there were 9 smokers
and 21 non-smokers in the summer season. All the subjects were prescreened for their medical history
of asthma, serious respiratory or heart diseases, tuberculosis, and diabetes, and these were used as
exclusion criteria for participation in this study. Descriptive statistics of subject demographics are
given in Table 1.

Table 1. Description of study subjects and air pollution during spring (n = 33) and summer (n = 29).

Parameter
Spring Summer

Mean SD Mean SD p-value 4

a. Description of subjects 1

BMI (kg/m2) 32 5 32 3
Age 28 5 28 5
Employment (years) 5 3

b. Air pollution measurements
PM2.5 (μg/m3) 2 123.51 38.66 45.21 24.09 0.000
BC (μgC/m3) 2 18.80 7.68 16.46 7.52 0.124
Passive sampling 3

Ozone (μg/m3) 14.02 9.57 16.6 6.52 0.633
Sulfur dioxide (μg/m3) 6.75 0.35 25.46 10.99 0.098

Nitrogen dioxide (μg/m3) 103.94 15.65 102.02 51.21 0.939
Nitric oxide (μg/m3) 134.03 41.64 126.33 94.30 0.903

1 Based on subject samples in spring (n = 33) and summer (n = 29); 2 24-hour average; 3 Passive sampling data are
the one-week mean concentration from five sites [39]. 4 p-values are the results of two-sided independent t-tests.

2.2. Sampling

This study was conducted in two phases: spring (16 February to 4 April 2014) and summer
(20 July to 22 August 2014). Six sites were selected for the study: Kalanki, Balaju, Chabahil, Koteswor,
Thapathali, and Jawalakhel. These sites were selected because they were the busiest traffic intersections
in the valley. Detailed descriptions of the sampling have previously been published [3,40]. Briefly,
at each site, personal exposure of particulate pollution was monitored for six traffic volunteers for up
to six days (Sunday to Friday). Sunday is a working day in Nepal. While working on the road, each of
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the six traffic volunteers carried a bag containing air pollution monitors. These six traffic volunteers
worked around the vicinity of each of the six sites. We followed thirty-six traffic volunteers from six
sites for six weeks during spring and thirty traffic volunteers from five sites during summer. Volunteers
were requested to wear N-95 masks for half of the week (3 days) as an intervention component of the
study, where personal exposure to ambient pollutants was dramatically decreased. At each site, all
volunteers were requested to wear masks either on the first half of the week (Sunday to Tuesday) or
on the second half of the week (Wednesday to Friday). This was done to avoid confounding effects
between the use of mask and day of the week. In general, all volunteers have a similar number of
working hours (8–10 h), with two working shifts: morning and afternoon. The average temperature
during sampling periods in spring and summer was 14.8 ◦C and 23.6 ◦C, respectively; relative humidity
in spring and summer was 73.2% and 88.0%, respectively; total precipitations in spring and summer
were 50.47 and 266.6 mm, respectively [40].

2.3. Blood Sample Collection and Biomarker Analysis

Blood samples were collected by a professional phlebotomist working at a local hospital.
Three blood samples per subject were taken in the beginning, middle, and end of the week separately.
In total, there were 78 blood samples from 33 traffic volunteers in the spring season and 63 blood
samples from 29 traffic volunteers in the summer season. Blood samples were centrifuged for 15 min
within 24 h of sample collection. After centrifugation, serum samples were stored in a freezer at −20 ◦C.
Standard deep freezers at –80 ◦C were not available, and are, in fact, rare in Nepal. Samples were then
transported under refrigeration to our laboratory at the University of Massachusetts, and then stored at
−80 ◦C. No sample quality checks were performed in this set of samples to assess sample degradation.

V-PLEX assay kits (Mesoscale Discovery, Rockville, MD, USA) were used for biomarker analysis.
Proinflammatory Panel 1 (human) kits were used for analyzing 10 cytokines: interferon gamma
(IFN-γ), interleukins (IL-1β, IL-2, IL-4, IL-6, IL-8, IL-10, IL-12p70, and IL-13), and tumor necrosis factor
(TNF-α) (Table 2). Vascular injury panel 2 (human) kits were used for analyzing serum amyloid A
(SAA), CRP, vascular cell adhesion molecule (VCAM-1), and intercellular adhesion molecule (ICAM-1).
Protocols from the respective kits were followed to analyze the biomarkers on Discovery Workbench
(Mesoscale Discovery, Rockville, MD, USA).

Table 2. Comparisons of biomarker concentrations for traffic volunteers in Kathmandu between spring
and summer, 2014.

Biomarkers

Independent Samples Dependent Samples

Summer Spring
Independent

t-Test
Summer–Spring t-Test Wilcox Test

Mean Std. Dev. Mean Std. Dev. t stat. p-value Mean Diff. Std. Dev. Diff. t stat p-value p-value

CRP 1 4.11 3.26 2.47 2.59 1.91 0.064 1.98 2.71 2.53 0.028 * 0.042 *
SAA 1 2.16 2.29 0.81 1.11 2.59 0.014 * 1.49 1.76 2.94 0.013 * 0.016 *
ICAM-1 1 0.83 0.41 0.64 0.21 2.07 0.046 * 0.15 0.53 0.96 0.356 0.380
VCAM-1 1 0.76 0.39 0.59 0.21 1.77 0.086 0.18 0.51 1.22 0.249 0.176
IFN-γ 2 25.53 7.89 17.76 7.73 2.56 0.014 * 5.58 8.89 2.17 0.052 0.064
IL-1β 2 3.03 1.94 1.46 0.28 3.91 0.001 *** 0.59 0.53 3.85 0.003 ** 0.001 ***
IL-2 2 7.42 2.41 3.53 1.35 6.89 0.000 *** 4.96 3.16 5.43 0.000 *** 0.001 ***
IL-4 2 0.37 0.11 0.19 0.08 6.34 0.000 *** 0.18 0.09 6.84 0.000 *** 0.001 ***
IL-6 2 2.26 0.82 0.89 0.40 7.33 0.000 *** 1.21 0.71 5.93 0.004 ** 0.001 ***
IL-8 2 64.29 63.54 12.98 4.76 3.78 0.001 ** 78.93 74.56 3.67 0.001 *** 0.001 ***
IL-10 2 2.31 0.59 1.28 0.62 5.83 0.000 *** 1.13 0.81 4.85 0.008 ** 0.002 **
IL-12 2 2.18 0.51 1.42 0.43 5.56 0.000 *** 0.61 0.65 3.25 0.003 ** 0.012 *
IL-13 2 1.49 0.59 0.56 0.34 6.64 0.000 *** 0.62 0.57 3.78 0.008 ** 0.005 **
TNF-α 2 5.16 2.09 3.23 1.19 3.90 0.000 *** 1.79 2.15 2.88 0.015 * 0.001 **

Concentrations: 1 μg/mL; 2 pg/mL; level of significance: * p < 0.05; ** p < 0.01; *** p < 0.001. All the tests were
two-sided and conducted on the data of each individual’s average biomarker concentrations. The independent t-test
performed a two-sample t-test, assuming independence of the volunteer samples in the two seasons. Dependent
samples only counted the subjects with biomarker measurements in both seasons. Both a parametric t-test and a
nonparametric Wilcox test were performed on the dependent samples.
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2.4. Air Pollution Exposure

Real-time exposure levels of PM2.5 and BC were measured from the individual subjects for
5–6 days using devices that were carried by participants. A nephelometer (pDR-1500, Thermo Scientific
Inc., MA, USA) and a microaethalometer (AE51, AethLabs, CA, USA) were used to measure PM2.5 and
BC levels, respectively. Particulate samples were collected by polyflourotertaethylene (PFTE) filters for
24 h on nephelometers for post hoc analyses. The filters were analyzed for water-soluble ions by ion
chromatography and for elements by X-ray fluorescence spectroscopy. Results for the air pollution
and chemical components were published elsewhere [40]. Sampling lines used an inlet affixed to the
breathing zone of a participant.

2.5. Data Analysis

Figure 1 shows the summary statistics of biomarker results in the spring and summer seasons
of 2014. For each biomarker, outliers were identified by falling outside three standard deviations of
the means for spring and summer separately. The means and standard deviations were calculated
by assigning equal weights to each data entry (an individual could have multiple data entries if they
consented to provide blood samples at multiple days of the week). These outliers were hence removed
and the resultant data were used for all subsequent analysis. As a result, no data were removed for
IL-1β and IL-12; <1% of data were removed for IFN-γ, IL-2, IL-4, IL-6, IL-13, TNF-α, and ICAM-1;
<2% of data were removed for IL-8, and IL-10; 4% data were removed for VCAM-1; 5% of data were
removed for SAA, and 6% of data were removed for CRP.

Figure 1. Concentrations of biomarkers during spring and summer seasons, 2014. CRP, SAA, ICAM-1,
and VCAM-1 are shown in μg/mL; IFN-γ, IL1-β, IL-2, Il-4, IL-6, IL-8, IL-10, IL-12, IL-13, and TNF-α
are given in pg/mL. In the figure, the central line across the box represents the mean, and the upper
and lower boundaries correspond to three standard deviations above and below the mean, respectively.
The outliers falling outside three standards of the mean are marked with circles. For ease of illustration,
four biomarkers are rescaled: IL-4 upscaled by a factor of 10; SAA and IFN-γ downscaled by a factor of
1/20; IL-8 downscaled by a factor of 1/100.
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To further investigate variations in biomarker measurements, linear mixed regression models
were built, with each type of biomarkers as the response variable and the following factors as potential
explanatory variables, such as season, PM2.5, BC, gender, smoking, and the use of masks. The linear
mixed model also made it happen to include the dependency structure of biomarkers from the same
subjects who were followed in both seasons. Figure S1 (Supplementary Materials) illustrates the
overall modelling process.

First, a linear mixed model can be formulated as follows:

yij = β0 + β1x1 + β2x2 + . . . + β6x6 + ηi + εij, (1)

ηi ∼ N
(

0, σ2
η

)
, εij ∼ N

(
0, var

(
εij

))
, (2)

where yij is the level of one biomarker from subject i at jth measurement and x1, . . . , x6 are the
explanatory variables, including PM2.5, BC, season (spring or summer), smoking (Y or N), gender (F or
M) and mask (Y or N), with corresponding coefficients β1, . . . , β6. The variables x1 to x6 are treated as
fixed effects and ηi denotes the random effect among subjects. Hence, the dependency between the
biomarkers measured from the same subjects is included in the model by sharing the same term ηi.
The term εij is the random error in each measurement and its variance is assumed to be also associated
with the explanatory variables, following the power-of-X dispersion function [48] specified below:

var
(
εij

)
= σ2

ε exp(γ0 + γ1x1 + γ2x2 + . . . + γ6x6), (3)

where σε is an unknown parameter and γk (k = 0, 1, . . . , 6) are unknown parameters called the
dispersion effects parameters.

Second, model diagnostics were performed on the full model to investigate the need for
transformation on the biomarker response variables and to assess outliers. Box-Cox transformations
were applied on the biomarker variables, if necessary, to correct non-normality. To examine
assumptions with the transformed model, scaled residuals, defined through the Cholesky
decomposition of the variance-covariance matrix, were obtained in place of raw residuals, as they
tended to be uncorrelated with the constant mean zero. To further detect outliers and potentially
influential data points, restricted likelihood distance [49] was used as an overall influence measure in
addition to scaled residuals. Specifically, a data point with either a restricted likelihood distance or a
scaled residual more than three was identified as an outlier and removed from the dataset. Once an
outlier was deleted, the model on the updated dataset was refitted and an outlier was removed one at
a time until no more outliers were detected in the residual analysis.

Third, on the transformed full model, two stepdown variable selection procedures were employed
partially based on p-values of the effects. Specifically, using the complete fixed effects under
consideration, a stepdown selection on the dispersion effects only was performed, until the lowest
Bayesian information criterion (BIC) [50] was achieved. Then keeping these selected dispersion effects,
another stepdown selection on the main effects only was performed and BIC was used to select the
final model. Note that the last model from the second stepdown selection did not necessarily have the
lowest BIC. Thus, sometimes, some insignificant effects were kept in the final model to attain a lower
BIC, or some significant effects might be excluded for the same reason.

Finally, the adequacy of each final linear mixed model was checked by a residual analysis.
As shown in Figure S1 (Supplementary Materials), outliers were identified and removed in the same
manner until the model was free of outliers. The final results of the models for each biomarker could
be found in Table 3.
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Table 3. Effects estimate from linear mixed models.

Effects Categories Estimate Std. Error DF t Value Pr > |t|

CRP 1

Season Summer 0.3462 0.0616 53 1.90 0.0630
PM2.5 0.0010 0.0005 53 5.62 <0.0001

SAA 2

Season Summer 1.4828 0.2742 59 5.41 <0.0001
PM2.5 0.0029 0.0026 59 1.13 0.2637
Gender Female 0.9548 0.3167 59 3.01 0.0038

VCAM-1 2

Season Summer 0.3154 0.0908 59 3.47 0.0010
ICAM-1 2

Season Summer 0.3679 0.0831 70 4.43 <0.0001
IL-1β 2

Season Summer 0.3829 0.1124 67 3.41 0.0011
PM2.5 −0.0018 0.0007 67 −2.45 0.0171

IL-2 2

Season Summer 0.8941 0.06547 72 13.59 <0.0001
Gender Female 0.5940 0.1334 72 4.45 <0.0001

IL-4
Season Summer 0.1812 0.0154 66 11.77 <0.0001
Gender Female 0.2077 0.01931 66 10.76 <0.0001

IL-6 2

Season Summer 0.9458 0.08211 71 11.52 <0.0001
Gender Female 0.6877 0.1463 71 4.70 <0.0001

IL-8 2

Season Summer 1.1651 0.1411 59 8.26 <0.0001
IL-10

Season Summer 1.2331 0.1417 57 8.71 <0.0001
PM2.5 0.0028 0.0009 57 3.07 0.0033
BC −2 × 10−5 4.44 × 10−6 57 −3.55 0.0008
Mask No −0.1199 0.0477 57 −2.52 0.0147
Gender Female 1.1191 0.2337 57 4.79 <0.0001

IL-12
Season Summer 0.6483 0.1048 62 6.19 <0.0001
PM2.5 −0.0021 8.56 × 10−4 62 −2.42 0.0184
Mask No −0.2006 0.0506 62 −3.97 0.0002
Gender Female 0.8294 0.1720 62 4.82 <0.0001

IL-13
Season Summer 0.6104 0.1014 58 6.02 <0.0001
PM2.5 −0.0019 0.0005 58 −4.08 <0.0001
Mask No −0.0963 0.0297 58 −3.24 0.0020
Gender Female 0.9112 0.0576 58 15.81 <0.0001

IFN-γ 3

PM2.5 −0.0044 0.0014 68 −3.22 0.0019
Gender Female 0.9682 0.2299 68 4.21 <0.0001

TNF-α
Season Summer 1.4738 0.2158 65 6.83 <0.0001
BC −5.00 × 10−5 1.60 × 10−5 65 −3.23 0.0020
Smoker No −0.7800 0.3269 65 −2.39 0.0200

1 The 4th root of the variable was used in the model. 2 The log of the variable was used in the model. 3 The square
root of the variable was used in the model.

3. Results

3.1. Air Pollution Exposure over Seasons

Table 1 compares particulate air pollution exposure between spring and summer. Independent
two-sample t tests were conducted on PM2.5, BC and other measurements from passive sampling.
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From Table 1, PM2.5 concentrations were significantly lower in the summer season than in the spring
season, a generally expected finding given the generally cleaner conditions in summer at this location.
While the mean PM2.5 concentration was larger by a factor of 2.7 during spring compared to that in
summer, the mean BC concentration was larger by a factor of 1.1 during spring compared to that in
summer. Measurements were made from busy roads and roadsides, and the BC sources at these sites
were related mainly with vehicular exhaust. Because traffic activities were not expected to be different
during two seasons, the insignificant difference in BC concentrations suggested the importance of
traffic-related PM sources in both seasons. The increased level of PM2.5 from summer to spring was
due to the higher regional pollution in spring than in summer. There were also additional sources
such as seasonal operation of brick kilns and refuse burning during the spring season. In contrast to
particle pollution, nitrogen oxides, sulfur dioxide, and ozone measurements obtained from passive
sampling were not significantly different between the two seasons. Although the PM2.5 level was
shown to be associated with the season, they did not present highly overlapping power in explaining
the biomarker response variables in the linear mixed models. It was shown that in the full model with
the six independent variables, the variance inflation factors (VIFs) of PM2.5 and season, which measure
the dependency among variables, were both below 4, where the multicollinearity issue usually arises
when any of the VIFs exceeds 5 or 10. More model results about the effect of PM2.5 and season will be
discussed in Section 3.3.

3.2. Biomarkers over Seasons

The comparison results of biomarker concentrations between spring and summer of 2014 are
shown in Table 2. Three statistical tests were considered. The independent t-test performed a
two-sample t-test assuming independence of the volunteer samples in the two seasons. However,
there were repeated subjects who participated in the samples from both seasons. Unfortunately,
we were not able to follow all subjects during both seasons. In fact, during the second phase of study
in summer, more than half of subjects had been transferred to other locations. Only 13 subjects were
repeated from the respective sites in both seasons. Out of these 13 repeated subjects, serum biomarker
data were available for only 12 subjects. Hence, dependent samples only counted these 12 subjects.
Then, a parametric two-sample t-test and a nonparametric Wilcox test were both performed on the
dependent samples. All these three tests using independent or dependent samples were two-sided
and conducted on the data of each individual’s average biomarker concentrations. From Table 2, out of
14 biomarkers, 10 of them showed significant increases, at the significance level of 0.05, in summer
than in spring (consistent across all three tests), whereas VCAM-1 exhibited no significant differences
in any of the three tests. Three biomarkers, CRP, ICAM-1, and IFN-γ, showed significant differences
only partially from one or two of the tests. Of these ten biomarkers with consistently significant results,
eight of them were very significant with p-values below 0.001 while assuming independent samples
and five of them were very significant using dependent samples. The top three biomarkers with the
overall most significant differences were IL-2, IL-4, and IL-6.

3.3. Effects of Air Pollution and Various Factors on Biomarkers

In the previous section, test results appeared to show that season had a strong impact on biomarker
concentrations. However, those results did not take into account the potential effects of other factors,
along with season, on biomarkers. Hence, linear mixed regression models were run to investigate the
effect of six variables simultaneously on biomarker levels: PM2.5, BC, season, smoking habit, wearing
mask, and gender. Table 3 lists the estimated coefficients of these variables as fixed effects in the linear
mixed models for each biomarker. The results showed that PM2.5 exposure was positively associated
with three biomarkers, i.e., CRP, SAA, and IL-10, and negatively associated with four biomarkers, i.e.,
IL-1β, IL-12, IL-13, and IFN-γ, while holding all the other factors in the models constant. BC did not
have an effect on most of biomarkers except two biomarkers, where it was negatively correlated with
two biomarkers, i.e., Il-10 and TNF-α, but the effect was very small (Table 3). As expected, season had
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a strong effect on biomarker levels and it was the only factor that showed a significant effect for all the
biomarkers except IFN-γ. Consistently, the concentration levels across all these biomarkers tended to
be higher in summer than in spring.

Subject gender also had an effect on eight biomarkers: SAA, IL-2, IL-4, IL-6, IL-10, IL-12, IL-13,
and IFN-γ. For these eight biomarkers, females tended to have higher concentration levels than
males. Note that there were 7 female subjects out of 53 subjects. The effects of season and gender
are illustrated in Figure 2 in the model for IL-6. In addition, it was found that wearing a protective
facemask had a positive effect on IL-10, IL-12, and IL-13. The smoking habit was positively associated
only with TNF-α with a p-value of 0.02.

Figure 2. Predicted log (IL-6) concentration (with confidence intervals) versus season (Su: summer;
Sp: spring) and gender (F: female; M: male).

Since the PM2.5 concentration did not exhibit a significant effect on more than half of the
biomarkers from the linear mixed models, we considered to further investigate the PM2.5 chemical
composition (elemental concentrations) and their relations with season on biomarkers. The results
were plotted in Figure 3. It can be seen that the contributions of six elements—aluminum (Al),
silica (Si), potassium (K), iron (Fe), nickel (Ni), and zinc (Zn)—were enhanced in summer than in spring.
This showed that the variation among biomarker levels may be related to particulate composition more
than the total particulate mass alone. Some of these elements such as Fe, Ni, and Zn are also related
with traffic emissions [51], suggesting also the changes in traffic patterns in two seasons. However,
there was no significant difference in BC concentrations between two seasons. Due to a large amount
of missing values in element contributions, they were not included as explanatory variables in the
linear mixed models of this study, but they could be valuable factors for biomarkers to be investigated
in future studies. Besides these six elements, other elements were also measured on collected filters by
X-ray fluorescence spectroscopy, but they were not enhanced during summer than during spring [40].
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Figure 3. Normalized concentrations of elements (μg/m3 of elements normalized by μg/m3 of PM2.5)
during spring and summer seasons, 2014.

4. Discussion

4.1. Air Pollution Exposure

Exposure to PM2.5 was generally higher in the spring season than in summer in the Kathmandu
Valley (Table 1), but the elemental species contribution of PM2.5 was found to be enhanced during
summer than during spring (Figure 3). It was mainly PM2.5 that saw the reduction in summer.
BC levels were not significantly different between two seasons, suggesting only minor differences
in traffic-related PM sources during two seasons. BC, emitted from incomplete combustion of fossil
fuels and biomass, is used as a tracer of combustion sources and has been used to investigate traffic
pollution in urban areas [52–54]. All pollution measurements were taken from roadside at the busiest
intersections, where traffic-related activities were the major source of PM2.5. There were also other
sources such as dust resuspension, construction-related activities, refuse burning, brick-kiln, and these
activities were minimized during summer than in spring. Meteorology might play an important
role as well, and summer monsoonal conditions likely had an important determinative effect on
PM2.5, a pollutant with a multitude of sources by decreasing concentrations through atmospheric
washout, whereas BC was less impacted by washout. Temperature and total precipitation were lower
in the spring season compared to in summer. Thus, a reduced atmospheric boundary layer height and
reduced wind, lower temperature and low or no precipitation may have impacted the removal of PM2.5

during spring. Among the trace gases, ozone is slightly increased, but not significantly, during summer
than in spring as it is formed through a photochemical process.

4.2. Biomarkers

On average, biomarker levels were higher during summer than in spring, despite having lower
PM2.5 levels. Statistical tests, after adjusting for factors such as smoker, age, and gender in the
models, yielded mixed association between biomarkers and PM2.5. Some biomarkers (CRP, SAA,
and IL-10) were positively associated while other biomarkers (IL-1β, IL-12, IL-13, and IFN-γ) were
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negatively associated with PM2.5. No significant association was found between PM2.5 and seven
biomarkers (VCAM-1, ICAM-1, IL-2, IL-4, IL-6, IL-8, and TNF-α). Previous studies have reported
mixed findings for the association of various biomarkers with PM2.5 exposures. A cross-sectional study
among the healthy residents living in traffic congested areas in Thailand did not show significant
association of PM2.5 with IL-8 [27]. In the Greater Boston Area, Alexeeff et al. [28] found significant
association between BC and sICAM-1, but no significant association between BC and VCAM-1.
Positive association between PM2.5 exposure and hs-CRP was found among traffic policemen in
China [29] but negative association was found among workers at truck terminals in Northeastern
US [30]. Lower levels of TNF-α were observed among adolescents living in a city with high PM2.5 levels
than in less polluted city in Bulgaria, and they attributed this to inhibition of cytokine production by
particulates [31]. Results from this study suggested that PM2.5 mass alone was not the sole important
factor in affecting the biomarker levels on the studied subjects. There may be several other factors
such as age, lifestyles, past environmental exposures, and ethnicity, which may have contributed
to the variation of biomarkers. Among these factors, the following potential effects are discussed
in subsequent paragraphs, such as (1) chemical composition, stress, and weather, (2) long-term
occupational exposure, and (3) body fat and genetics.

Firstly, the higher levels of inflammatory biomarkers during the cleaner summer season might be
due to relative fractions of PM chemical components rather than only PM mass concentration, which is
consistent with other findings [14] that suggest that PM speciation might be more important than
the PM concentration in determining biomarker changes in humans. For example, Carter et al. [55]
attributed the increase in cytokines in human airway epithelia cells to the metals found in particles.
Brucker et al. [56] found metals in blood were positively correlated with pro-inflammatory cytokines
in taxi drivers. A similar effect may be playing a role in inducing inflammation and vascular injury
markers in this cohort, even in the presence of the reduced bulk PM2.5 concentration. Alternatively,
the pattern of biomarkers could also be attributed to other factors, for example season- and
weather-related stress. Humidity and temperature was higher during summer than during spring.
The sampling period in summer coincided with the monsoon season in Nepal. All the traffic volunteers
were working on these busy roads to direct the traffic and prevent and control traffic jams at these
busy intersections. There were no operating traffic lights at the sampling locations. We met two times
a day (early morning before they go to work; late afternoon after they return from work) with each of
traffic volunteers and we visibly observed higher stress during summer than during spring.

Secondly, it is also possible that inflammation biomarkers were already enhanced in these traffic
volunteers because of their high occupational exposure and thus the inflammation markers that we
measured were immune to short-term influence from PM2.5 personal exposure in our cohort study.
Ying and Rajagopalan [57] suggest that the lack of association between short-term effects of PM
exposure and inflammation biomarker does not necessarily mean that there is no effect from long-term
exposure or there is no effect on other cytokine pathways. People working on roads such as taxi
drivers have been observed with elevated levels of inflammation biomarkers compared to a control
population [22].

Thirdly, it is also possible that the new recruits in summer may have other conditions causing
high inflammation concentrations. Persons with excess body fat may have high inflammation
biomarkers such as CRP and IL-6 [58,59]. However, mean BMIs were similar during two seasons
(Table 1) and are not likely important here. Bind et al. [36] found genetics to play a role in chronic
inflammation from air pollution exposure, though we lacked genetic information from this cohort.
Certain population may have greater biological susceptibility or sociodemographic vulnerability [60].
Rückerl et al. [61,62] observed high association of inflammation biomarkers with air pollution in
population with genetic susceptibility.

The study was conducted from six sites inside the Kathmandu Valley: Thapathali, Koteswor,
Jawalakhel, Chabahil, Balaju, and Kalanki. The biomarker concentrations were not distributed evenly
among the six sites studied. The highest biomarker concentrations were found in Thapathali, one of
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the cleaner locations in this study. Spatial variations among personal particulate exposure levels at
six sites during two seasons are given in Table S1 (Supplementary Materials) and details are given in
Shakya et al. [3,40]. As was shown from our model, gender had a significant effect on a large number
of biomarkers (eight out of fourteen biomarkers), where female officers had higher concentrations of
biomarkers compared to their male counterparts. Gender is known to play an important role in the
degree of inflammation [63]. Other studies have shown higher biomarker levels in general in females
than in males, e.g., CRP levels in the Dallas Heart Study [64]. Burnout, depression, and anxiety also
affect differently inflammation biomarkers depending on gender [65]. Though female traffic volunteers
were living together at a dormitory in the same house located at the sample sites, if they were still
using biomass for cooking at their home, these dirtier indoor environment may contribute to higher
inflammation biomarker levels [37]. That will also have more influence on females than males because
females in Nepal are most likely to be responsible for cooking activities. Of all the six sites, Thapathali
was the only site with all female traffic officers, all of whom were non-smokers, and consequently
the highest biomarker concentrations were found in Thapathali. Because of allocation of females at
only one site, we cannot discard the possibility of confounding effect of sites on gender. However,
all the sites were located not very far from each other; distances among the six sites ranged from 3 to
11 km. The limitation of findings on gender is reiterated here due to very small female sample size.
Further studies are needed before coming to conclusion regarding the role of gender on inflammation
biomarker levels.

The lack of distinct association between PM2.5 and inflammatory biomarkers, and adhesion
molecules in this study does not exclude the possibility of chronic effects on the pulmonary
inflammation and the cardiovascular system. Conclusions from the present study point to the
complexity of explanatory variables, and limitations of sample size and short duration of study
(i.e., 5–6 days per participant).

4.3. Limitations

This study has several limitations. Serum samples were stored in a freezer (−20 ◦C) at Kathmandu
and were stored inside a freezer (−80 ◦C) only after arriving at the University of Massachusetts,
Amherst. No quality checks were conducted to assess sample degradation due to storage at higher
temperature. The study was conducted from the subjects who have unusually high levels of daily
occupational exposure, and therefore likely reflects results specifically to individuals who have extreme
exposures. The study was also complicated by not having the same individuals followed during
both seasons. There are several variables that were untested in this study and these variables may
be very important in affecting the health of the subjects. Perspiration, stress, and exhaustion might
be high during hot summers than in cooler spring conditions. Psychological stress may also elevate
inflammatory biomarkers such as IL-6 [59], though stress induced by busy traffic was not likely much
different between spring and summer in this cohort as traffic patterns were generally unchanged.
There was also an issue of compliance on wearing masks in summer because comfort levels in wearing
masks were lower during summer than in spring. Respiratory allergies and illnesses which were not
included in this study may also be playing an important role. Additionally, average 24-hour PM2.5

used for daily exposure may not be the right indicator. Alternatively, a higher percentile closer to the
peak occupational exposure may more accurately reflect the highly polluted environments of day-time
traffic. There can be various other factors that were not considered in the current regression model
such as age, lifestyles and years on the job. Though the subjects were living together at the dormitory
at the sampling site during the study and their residential exposures were considered in this study,
the prior residential history may still have played a role in their health. For example, female traffic
police might have been using biomass for cooking activities in the past, and such history was not noted
and considered in the current study.
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5. Conclusions

Though air pollution exposure levels were higher in spring than in summer, measured biomarkers
levels were higher during summer than in spring. The results showed that cytokine expression
(biomarker levels) did not show dependency only with personal PM2.5 exposure levels among traffic
police and there may be other unmeasured factors such as genetics and stress. In general, short-term
daily PM2.5 exposure levels solely affected half of measured biomarker concentrations in a highly
polluted environment in the Kathmandu Valley. Particularly, PM2.5 had a mixed effect on these
measured biomarker concentrations (positive association with 3 biomarkers and negative association
with 4 biomarkers). Among the six variables tested for the statistical effect on individual biomarkers,
season and gender were the most important variables affecting biomarker concentrations among traffic
volunteers. This study has several limitations and further study is recommended to continue the
investigation on potential factors that impact inflammation biomarkers.

Supplementary Materials: The following are available online at http://www.mdpi.com/1660-4601/16/3/377/s1.
The strategy diagrams for building linear mixed models and variation of air pollution among six sites are given in
supplementary information. Figure S1. Strategy diagram for building linear mixed models. Table S1. Variation of
personal air pollution exposure at six sites between two seasons.
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Abstract: As the most significant solid residue generated in the oil production industry, upstream
oily sludge was regarded as hazardous waste in China due to its toxicity and ignitability, and to
date, the incineration process has been considered the most efficient method in practice. Due to the
complicated components of oily sludge, a kinetic model of the incineration process was difficult to
build, and is still absent in engineering use. In this study, multiple non-isothermal thermogravimetric
analysis (TGA) and differential scanning calorimetry (DSC) analysis were applied for the kinetic
analysis of upstream oily sludge in air conditions. A viewpoint regarding the rules to sectionalize the
reaction stages was raised, and a differential integral method to obtain the incineration kinetic model
was provided. The results showed that four stages that were divided based on the weight-loss regions
in the TGA curves and the endothermic/exothermic sections in the DSC curves were suitable to
obtain an incineration kinetic model of oily sludge. The integral method was beneficial for obtaining
the average activation energy of each stage, and the differential method was suitable for gaining the
nth-order reaction rate equation and the pre-exponential factor before the operating temperature
became lower than 635.968 ◦C. The average activation energies of stages one, two, three, and four
were 60.87 KJ/mol, 78.11 KJ/mol, 98.82 KJ/mol, and 15.96 KJ/mol, respectively. The nth-order
reaction rate equations and pre-exponential factors of stages one, two, and three were 0.82, 3.50, and
2.50, and e13.32min−1, e19.69min−1, and e21.00min−1, respectively.

Keywords: oily sludge; incineration; kinetic; modeling; differential/integral method

1. Introduction

Upstream oily sludge is the most significant solid waste generated in the oil production industry,
and is mainly discharged from the crude oil storage process [1,2]. Ordinarily, crude oil is housed
in oil tanks prior to being refined to petroleum products, and the heavier species are separated and
settled at the bottom of the storage tanks [3–5]. The solid sediments are the major components
of upstream oily sludge, which contains a high concentration of complex petroleum hydrocarbons
(PHCs, e.g., asphaltenes, resins, and tar), fine solids, and heavy metals [6,7]. On account of the
toxicity and ignitability characteristics, which represented a significant adverse effect to ecosystem
and human health, both upstream and downstream oily sludge have been regarded as hazardous
waste in China since 2008 [8–10]. A variety of oil recovery and/or sludge disposal methods have
been studied for the treatment of upstream oily sludge, such as thermal treatment (incineration
or pyrolysis) [11–13], solidification [14], solvent extraction [15,16], photocatalysis [17], ultrasonic
treatment [18], and biodegradation [18–21]. In China, the incineration process was identified as
the most efficient method for the disposal of upstream oily sludge, and has been successfully
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designed, established, and commercialized in the last few years. However, the other mentioned
methods have been rarely applied in practice for failing to reach a compromised balance between
satisfying the strict environmental regulations and maintaining a reasonable operating cost [22,23].
Various incinerators such as circulating fluidized bed combustion, rotary kiln, and chain boiler
combustion were adopted in the industrial application and operated with a combustion temperature
between 730–1200 ◦C [1,12,23]. Furthermore, excess air and auxiliary fuels were indispensable for the
incineration process. The incineration product was directly affected by a variety of factors, including
the pretreatment method, operating temperature, residence time, feedstock quality, and addition of
auxiliary fuels [24].

Most of the current studies focused on the thermal co-treatment of upstream oily sludge with
auxiliary solid waste and/or the by-products that exist in gaseous phases and solid residue [22,25,26].
Generally, thermal analysis occupied the pivotal position throughout the thermal treatment of solid
waste, and was frequently studied in the dehydration, carbonization, and incineration of industrial
waste such as red mud, sewage sludge, and antibiotic residues [27–29]. The thermogravimetric
analysis (TGA) test was a representative non-isothermal method for thermal kinetics analysis that
was sensitive enough to exhibit the weight loss of the reactant with the operating temperature/time.
It was usually applied for the thermal decomposition of certain reactants in air or nitrogen conditions.
Ordinarily, the reaction kinetics of thermal decomposition was represented by the nth-order reaction
rate equation [30–33] (see Equations (1)–(3)). Furthermore, the Arrhenius equation (Equation (4)) was
commonly utilized to describe the reaction rate constant.

dα/dt = K(T) f (α) (1)

α = (Wi − Wt/Wi − We)× 100%, α ∈ (0% − 100%) (2)

f (α) = (1 − α)n (3)

K(T) = Aexp(−Ea/RT) (4)

where t and T are the operating time and temperature; α is the conversion ratios of the reactant;
and dα/dt is the relationship between the instantaneous conversion ratio and the operating time.
In Equation (2), Wi, Wn, and We are the initial weight, weight at a certain time, and the final weight of
the reaction, respectively. In Equations (1) and (4), K(T) is the reaction rate constant. In Equation (3),
f (α) is the nth-order reaction rate equation, and n is the reaction order. Meanwhile, in Equation (4), A
is the pre-exponential factor; Ea is the activation energy; and R is the gas constant.

The main objective for thermal kinetics analysis was to obtain the basic three elements [33], i.e.,
the activation energy (Ea), the pre-exponential factor (A), and the representation of the nth-order
reaction rate equation ( f (α)). Obviously, it was imprecise to distinguish the mass signal versus time
or temperature in a single isothermal or non-isothermal thermogravimetric test. Thus, multiple
non-isothermal thermogravimetric analyses were often applied for the thermal kinetic studies. If the
relationships between the operating temperature and reaction time were in the form of Equation (5),
and meanwhile, the heating rate was constant in a certain TGA test, Equation (1) could be re-written
as Equation (6):

T = βt + To ⇒ dT/dt = β (5)

dα/dT = A/β × exp(−Ea/RT) f (α) (6)

where T and To are the operating temperature and initial temperature, respectively; β is the heating rate,
dα/dT is the relationships between the instantaneous conversion ratios and the operating temperature.

Equation (6) was the basic differential form for the study of thermal kinetic analysis,
which represented the relationships between the instantaneous conversion ratios of the reactant
with T under certain heating rates (β). The Friedman method [34] and Coats–Redfern method [35]
were obtained by rearranging Equation (6) and applied to the thermal kinetic analysis in the pyrolysis
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process of oily sludge, effectively [12]. However, limitations for differential methods still existed and
were mainly attributed to dα/dT, which was dramatically affected by the background noise of the
TGA test [36–40]. Therefore, the activation energy (Ea) obtained in differential methods was imprecise.

Based on Equation (6), the integral method for the study of thermal kinetic analysis could be
deduced as follows:

dα/dT =
A
β

exp(−Ea/RT) f (α) ⇒ 1
f (α)

dα =
A
β

e−Ea/RTdT (7)

G(α) =
∫ 1

0

1
f (α)

dα =
A
β

∫ T

To
e−Ea/RTdT (8)

where G(α) is the integral Equation of f (α); and To and T are the initial and final operating
temperature, respectively.

The activation energy (Ea) and pre-exponential factor (A) could be obtained by rearranging
Equation (8), and the negative effect of background noise could be avoided. However, the solution of
the nth-order reaction rate equation f (α) and the reaction order (n) were hard to obtain. Therefore,
both the differential method and integral method have their advantages and limitations during the
acquisition of the activation energy, pre-exponential factor, and the nth-order reaction rate equation.

The pyrolysis kinetics analysis of oily sludge or plastic was reported in previous studies and the
methods that were used are listed in Table 1, including the utilized thermal test method, the modeling
method, and the basic three elements (Ea, A, and f (α) or n).

Table 1. Thermal kinetics analysis and modeling methods reported in the previous studies.

Materials Atmosphere Thermal Test Method Modeling Method Basic Three Elements Reference

Oil sludge,
Phenolic plastic Nitrogen TGA/DTG Integral Ea [11,34]

Oil sludge Nitrogen TGA Differential Ea, A and n [12]
Polyurethane Foams Nitrogen TGA Differential Ea [30,31]

Chalcogenide Ge2Sb2Te5 Nitrogen DSC Integral Ea [36]
Polyurethane Nitrogen TGA Differential Ea, A and n [37]

Rice husk Nitrogen TGA Integral Ea [39]

TGA: thermogravimetric analysis; DTG: derivative thermogravimetric analysis; DSC: differential
scanning calorimetry.

The reaction schemes of upstream oily sludge incineration were extremely complex due to
the complicated composition; meanwhile, the reaction mechanism and the corresponding kinetic
parameters for the incineration of various intermediate products and by-products may differ with
the change of heating rate and operating temperature regions. It is difficult to identify or distinguish
whether or not the kinetics model is suitable for the different reaction stages during the incineration
process only on the basis of TGA curves. However, few studies have been available concerning the
incineration reaction kinetics or in both differential and integral modeling methods for upstream
oily sludge.

The aims of the present work were as follows. (1) Both the multiple non-isothermal
thermogravimetric analysis (TGA) and differential scanning calorimetry (DSC) were performed to
study the incineration thermal kinetic of oily sludge, simultaneously. (2) The work aimed to provide a
new viewpoint to sectionalize the reaction stages in TGA/DSC curves. (3) The work aimed to present
and utilize a comprehensive differential integral method to obtain the incineration kinetics model in
different reaction stages.

2. Materials and Methods

2.1. Materials and Reagents

Purified air for DSC/TGA analysis was purchased from Qingdao Fengtai Co., Ltd. (Qingdao,
China). Oxygen gas for the heating value test, with 99.99% purity, was purchased from Qingdao
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Chunfeng Co., Ltd. (Qingdao, China). The upstream oily sludge that was utilized in this study was
obtained from a temporary storage bin in Shengli Oil Field, Dongying, Shandong province, China,
and the samples appear to be viscous and black block.

2.2. Apparatus and Methods

The upstream oil sludge was dried in a recycle ventilation drier for 24 h at 105 ◦C; then,
the heating value and ash content of the dried sample was analyzed by an automatic oxygen bomb
calorimeter (SDAC6000, Sunday, Changsha, China) and automatic ash Fusion Tester (SDAF105b,
Sunday, Changsha, China), respectively. The test of bulk density and moisture content for the undried
upstream oily sludge was the same as that in previous studies [27,29].

First, seven to 15 mg of undried upstream oily sludge was employed for the TGA/DSC test
and carried out in a SDT Q600 thermal analyzer (TA instrument, New Castle, PA, USA) under air
atmosphere. In order to simulate the oxygen-rich conditions applied in practical incineration processes,
ratios of the purified air to the initial weight of oily sludge were maintained over 10.00 mL/min
to 1.00 mg. The operating temperatures for the TGA/DSC test were performed from 30 ± 2.5 ◦C
to 900 ◦C. The heating rates (βn) were five K/min, 10 K/min, 15 K/min, 20 K/min, and 25 K/min,
and were labeled as βa, βb, βc, βd, and βe, respectively. The sample of each experiment was weighted
within a thousandth of an error and loaded into the quartz disk, which settled in the center of the
equipment. A K-type thermocouple was inserted beside the quartz disk for measuring the operating
temperature. Before the formal thermal test, the purified air controlled by a rotameter was injected into
the equipment and lasted at least two hours for the purpose of purging. When the run was finished,
the air was kept flowing until the temperature of the system returned to room temperature. The TGA
and DSC data were simultaneously recorded, and the results of each experiment were repeated twice
and averaged.

3. Results and Discussion

3.1. Sectionalized Rules and Peak-Thermal Kinetic Analysis

3.1.1. Characteristics of the Upstream Oily Sludge

Features of the upstream oily sludge are represented in Table 2. Compared with the characteristics
of the oily sludge, which was studied by Jing [8] and Xu [9], the upstream oily sludge had higher ash
content and heating values, but lower moisture, which was attributed to the quality of the crude oil
and the additives that were utilized in the recovery and dehydration processes.

Table 2. Features of upstream oily sludge.

Parameters
Heating Values

(MJ/Kg, dry basis)
Ash Content

(wt.%, dry basis)
Moisture

(wt.%)
Bulk Density

(kg/m3)

Values 35.45 ± 3.64 57.56 ± 1.23 3.24 ± 1.08 1366.25 ± 46.73

3.1.2. Sectionalized Rules for the Incineration Process of Upstream Oily Sludge

The results of TGA/DSC tests under oxygen-rich conditions for upstream oily sludge are shown
in Figure 1 for when the heating rates of βn were βa = 5 K/min (Figure 1A), βb = 10 K/min (Figure 1B),
βc = 15 K/min (Figure 1C), βc = 20 K/min (Figure 1D), and βd = 25 K/min (Figure 1E).
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Figure 1. The DSC/TGA analysis of upstream oily sludge at βn (n = a, b, c, d, and e); βa = 5
K/min (A), βb = 10 K/min (B), βc = 15 K/min (C), βc = 20 K/min (D) and βd = 25 K/min (E),
endothermic/exothermic peak analysis (F).

As shown in the five TGA curves (Figure 1A–E), the weight loss of upstream oily sludge in the
incineration process was 45–47%, and three declining regions were simultaneous obtained. The first
weight loss region was obtained from 30 ◦C to 280–350 ◦C, and the weight loss was 15–20%. The second
weight loss region of 25–30% was obtained with the operating temperature ranging from 280–350 ◦C
to 461.45–553.637 ◦C. The third weight loss region started at 589.248–630.992 ◦C with a slight weight
loss of 1.5–5%.

As it was shown in the five DSC curves (Figure 1A–E), two significant exothermic reactions were
detected at 237.905–391.764 ◦C and 341.465–553.637 ◦C, sequentially. It was the same as reported in the
TGA/DTG test for the pre-dried oily sludge in nitrogen atmosphere [11,12]. Je-Lueng [12] considered
that the former exothermic reactions in the pyrolysis process were attributed to the volatilization
of volatile contents such as combined water, small hydrocarbons, and small molecular acids, while
the latter exothermic reactions were caused by the decomposition of macromolecular compounds,
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such as for instance, tar, aromatic hydrocarbons, and cycloalkanes. Based on the above-mentioned
studies, we inferred that the continuous exothermic reactions in the incineration process were possibly
attributed to the volatilization and/or combustion of the volatile contents (in lower temperature
region) and macromolecular compounds (in the higher temperature region), respectively. Although
the components of volatile contents and macromolecular compounds were not the main objective
of this work, the kinetics of each exothermic reaction seemed to be quite different. When the
operating temperature exceeded 600 ◦C, with the increase of the heating rate, an endothermic
phenomenon was gradually detected, which can probably be attributed to the decomposition of
inorganic carbonate [27,28].

When the operating temperature was lower than 237.905 ◦C (Figure 1A–E), no exothermic or
endothermic phenomenon occurred in the DSC curves, but a significant weight loss was observed
in the TGA curves. When the exothermic or endothermic phenomenon appeared, the weight loss
simultaneously accelerated. Both the endothermic and exothermic peak simultaneously shifted to the
right with the increase of heating rate from βa to βe, and it was more sensitive and conspicuous in the
exothermic regions.

Different types of volatilization decomposition and/or combustion reactions probably occurred
in different weight loss regions, which were attributed to the complex components that existed in the
upstream oily sludge. Therefore, both the mechanism and kinetic model changed with the increase of
operating temperature. Based on whether the endothermic and/or exothermic reactions occurred (or
not) in DSC tests, the TGA curves could be sectionalized as four weight loss stages; these are shown in
Figure 2A.

Figure 2. Cont.
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Figure 2. Four sectionalized stages in TGA. TGA test carried out in different heating rates (A); TGA
test of stage 1 (B); TGA test of stage 2 (C); TGA test of stage 3 (D); TGA test of stage 4 (E).

As it was shown in Figure 1A, the ending temperature was 511.05–550.93 K in Stage 1, and no
endothermic or exothermic reaction was detected, but a 10% weight loss ratio was obtained. The first
and second exothermic reaction occurred in Stage 2 (weight loss = 10%) and Stage 3 (weight loss = 20%),
and the ending temperatures were 614.62–664.91 K and 719.15–822.69 K, respectively. As shown in
Figure 1B–E, the weight loss in the TGA curve caused by the endothermic phenomenon started at
614.422 °C, 620.927 °C, 627.884 °C, and 630.992 °C, respectively. Meanwhile, the DSC curve of each βn

(10 K/min, 15 K/min, 20 K/min, and 10 K/min) showed that the endothermic temperature regions
were 635.968–684.208 °C, 655.017–726.35 °C, 659.994–776.673 °C, and 664.713–759.575 °C, respectively.
Therefore, the temperature regions for the incineration kinetic modeling of Stage 4 should be set as
635.968–900.00 °C. The thermal parameters such as the weight loss ratios and peak temperature at βn
(n = a, b, c, d, and e) were simultaneously obtained in Table 3.

Table 3. Thermal characteristics of upstream oily sludge in stages one through four.

Parameters Stage 1 Stage 2 Stage 3 Stage 4

DSC Endo/Exo 1 ND 2 Exo Exo Endo
TGA Weight Loss 10% 10% 20% 5%

Peak
temperature at

βn (K)

βa = 5 K/min ND 562.974 695.604 ND
βb = 10 K/min ND 584.081 726.649 939.433
βc = 15 K/min ND 598.507 740.092 965.624
βd = 20 K/min ND 618.030 742.590 993.691
βe = 25 K/min ND 623.446 768.950 987.380

Ep (KJ/mol) ln
(

βn/Tp
2)–1/Tp ND 64.43 ± 5.34 90.71 ± 13.35 102.11 ± 28.93

R2 ND 0.9798 0.9389 0.8616

Note: 1. Endothermic (Endo)/Exothermic (Exo); 2. Not Detected.

It was not the weight loss, but rather the conversion ratios of the reactant that were employed in
the equations of the incineration kinetics model. Therefore, the instantaneous weight of the samples
detected in the TGA curves (Figure 1A–E) could be rearranged as instantaneous conversion ratios
at certain operating temperature. The results of the conversion ratios versus operating temperature
of stages one through four are shown in Figure 2B–E, respectively. In addition, the relationship
between the instantaneous conversion ratio and the operating temperature (dα/dT) was the slope or
the first-order derivative of each curve, as shown in Figure 2B–E. For instance, when the conversion
rate was 55% and the heating rate was five K/min (in Stage 1), dα55%/dT equaled the slope (K), which
is shown in the enlarged area of Figure 2B.
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3.1.3. Peak-Thermal Kinetic Analysis of Endothermic/Exothermic Reactions

Based on Equations (1), (3), and (4), the basic differential form for the study of thermal kinetic
analysis could also be represented as Equation (9).

dα/dt = Ae−Ea/RT × (1 − α)n (9)

taking the quadratic differential on both sides of Equation (9), the following equations were obtained:

d
dt

[
dα
dt

]
= A(1 − α)n de−Ea/RT

dt + Ae−Ea/RT d(1−α)n

dt

= dα
dt × Ea

RT2 × dT
dt − Ae−Ea/RT × n(1 − α)n−1 dα

dt

= dα
dt

[
βEa/RT2 − Ae−Ea/RT × n(1 − α)n−1

] (10)

when the quadratic differential d
dt

[
dα
dt

]
equals zero, which means the maximum or minimum value

could be obtained. In DSC curves, the exothermal peak was the maximum value, and the endothermic
peak was in response to the minimum value. At the limit value, Equation (10) equals zero, and the
peak thermal kinetic equation was expressed as Equation (11):

βEp/RTp
2 = Ae−Ep/RTp × n

(
1 − αp

)n−1 (11)

where Ep and Tp are the exothermal/endothermic peak activation energy and exothermal/endothermic
peak operating temperature; and αp is the exothermal/endothermic peak conversion ratio of
the reactant;

Kissinger [36] considered that the formula n
(
1 − αp

)n−1 equaled one, taking the natural logarithm
of Equation (11) and rewriting it as Equation (12):

ln
β

T2
p

∼= ln
AR
Ep

− Ep

RTp
; ln

βn

T2
n−p

∼ 1
Tn−p

(12)

where Tn−p was the peak temperature obtained in the DSC curve, and changed with βn.
A straight line with slope −Ep/R could be obtained by plotting ln βn

T2
n−p

versus 1
Tn−p

at every

endothermic or exothermic peak parameter. This method was called as “Kissinger approach” in this
study. The results of the linear fittings for the endothermic peak and the two exothermic peaks were
shown in Figure 1F and Table 2. The peak activation value (Ep) and the coefficient of determination
(R2) of stages two, three, and four were 64.43 ± 5.34 KJ/mol (0.9798), 90.71 ± 13.35 KJ/mol (0.9389),
and 102.11 ± 28.93 KJ/mol (0.8616), respectively.

3.2. The Reasoning Process of the Modeling Method Applied for Oily Sludge Incineration

3.2.1. The Reasoning Process of Differential Methods

By rearranging and taking the natural logarithm in Equation (6), the activation value obtained in
the differential method was shown in Equation (13). Friedman [37] considered that the activation value
could be solved in spite of both the nth-order reaction rate equation and the pre-exponential factor.
At each heating rate, a straight line with slope −Ea/R could be obtained by plotting lnβn(dα/dT)
versus 1

T :

β × dα/dT = Aexp(−Ea/RT) f (α) ⇒ lnβ(dα/dT) = lnA + ln f (α)− Ea/RT (13)

If the activation value had been solved and the nth-order reaction rate equation was fitted to
Equation (3), simultaneously, the intercept (lnA+ ln f (α)) of the straight lines could be applied to solve
the reaction order (n) and pre-exponential factor (A) from the equation in two unknowns established
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under different heating rates. Based on Friedman methods (Equation 13), another pathway to gain the
reaction order (n) and the pre-exponential factor (A) was shown in Equation (14):

β × dα/dT = Aexp(−Ea/RT) f (α) ⇒ ln
β(dα/dT)

exp(−Ea/RT)
= lnA + nln(1 − α) (14)

Repeating the method of plotting the straight line by ln β(dα/dT)
exp(−Ea/RT) versus ln(1 − α), the slope

of the line was the reaction order, and the intercept was lnA. In addition, for this study, if all of
the activation values obtained by the Friedman methods were shown with a high coefficient of
determinations at a variety of heating rates, Equation (14) was fit for the solution of the reaction order
and the pre-exponential factor. Otherwise, two intercepts (lnA + ln f (α)) in Equation (13) obtained
with a higher coefficient of determination at a certain conversation ratio would be applied, and two
linear equations in two unknowns were simultaneously established for the solution of the reaction
order and the pre-exponential factor.

3.2.2. The Reasoning Process of Integral Methods

Flynn [38] confirmed that the G(α) in the integral method (Equation 8) could be rearranged by the
temperature integral (P(μ)). The solution of P(μ) was shown in Figure S1 (Supplementary Materials).⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

G(α) = A
β

∫ T
To

e−Ea/RTdT ∼= AEa
βR

∫ μ
∞ −e−μμ−2dμ

= AEa
βR P(μ); μ = Ea

RT

P(μ) =
∫ μ

∞ −e−μμ−2dμ ⇒ e−μ

μ2

(
1 − 2!

μ + 3!
μ2 − 4!

μ3 · · ·
)

= e−μ

μ2 × ∞
∑

N=1
(−1)N−1 N!

μN−1 ; N ≥ 1

(15)

where G(α) is the integral equation of f (α), P(μ) is the temperature integral; and N is positive integer,
which is greater or equal to one.

In the integral method, dα/dt disappeared, and the noise effect was avoided. However,
the activation energy at certain heating rate equations (Equation (15)) was extremely intractable
to acquire, which was attributed to P(μ). Thus, some methods were provided to simplify the solution
of Equation (15). Akahira-Sunose [39] deduced that if the N in Equation (15) was equal to one, the
G(α) could be simplified and expressed as:⎧⎪⎪⎨⎪⎪⎩

P(μ) ≈ e−μ

μ2 ; N = 1

G(α) ≈ AEa
βR × e−μ

μ2 = T2

β
AR
E e−Ea/RT

ln β

T2 = ln AR
G(α)E − Ea/RT

(16)

Equation (16) was similar to Kissinger approach (Equation (12)), and the activation energy
could be solved by plotting ln β

T2 VS. 1
T . This type of integral method was utilized in the

following sections and was labeled as the Kissinger-Akahira-Sunose method (abbreviated as the KAS
(Kissinger-Akahira-Sunose) method) in the following studies. Similarly, if the N in Equation (15)
was equal to two, combined with the Doyle approach [33], another type of integral method
(Equation (17)) was acquired and labeled as the Flynn–Wall–Ozawa method (abbreviated as the
FWO (Flynn–Wall–Ozawa) method) [40]. The slope (−1.0516 Ea/R) of the straight line that was
plotted by lnβ VS. 1

T was more convenient to solve the acquired energy:⎧⎨⎩ P(μ) ≈ e−μ

μ2

(
1 − 2!

μ

)
≈ 0.00484e−1.0516μ; N = 2

β ≈ AE
RG(α)

× 0.00484e−1.0516μ ⇒ lnβ ≈ ln AE
RG(α)

− 5.311 − 1.0516E/RT
(17)
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3.3. The Incineration Kinetic Analysis and Model of Stage One

No endothermic or exothermic phenomenon was obtained in Stage 1. Therefore, the TGA curves
were utilized for the incineration kinetic analysis. Both dα/dT and T under various conversion rates
αn (n = 10%, 30%, 50%, 70%, and 90%) and heating rates βn (n = five K/min, 10 K/min, 15 K/min,
20 K/min, and 25 K/min) were shown in Table 4. Based on equations (13), (16), and (17), the results
of linear fitting under the KAS method (Figure 3A), the Friedman method (Figure 3B), and the FWO
method (Figure 3C) are shown in Figure 3. The activation energies under various conversion rates are
shown in Table 5.

Table 4. Parameters for incineration kinetic modeling in Stage 1.

αn

βa = 5 K/min βb = 10 K/min βc = 15 K/min βd = 20 K/min βe = 25 K/min

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

α10% 3.26 349.781 3.33 350.605 2.16 358.763 2.65 365.125 2.29 369.640
α30% 4.51 394.986 4.35 409.822 5.24 406.490 3.64 416.323 4.22 421.908
α50% 5.59 435.879 5.19 448.973 3.63 458.567 4.09 470.557 3.66 477.807
α70% 6.90 467.820 6.75 481.817 5.78 501.161 5.77 511.133 5.51 521.753
α90% 7.97 495.421 7.99 509.078 7.42 531.442 7.73 541.839 7.19 553.763

Table 5. The activation energies of Stage 1 obtained under the KAS, FWO, and Friedman methods.

αn
(βa–βe)

KAS Method
ln(βn/T2)–1/T

FWO Method
ln(βn)–1/T

Firedman Method
ln(βn×dα/dT)–1/T

E0−αn(KJ/mol) R2 E0−αn(KJ/mol) R2 E0−αn(KJ/mol) R2

α10% 59.26 ± 15.62 0.8453 65.84 ± 14.79 0.8676 53.56 ± 17.26 0.7572
α30% 56.83 ± 17.05 0.8622 63.51 ± 16.13 0.8818 45.41 ± 23.09 0.7633
α50% 54.53 ± 5.44 0.9738 61.93 ± 5.11 0.9798 47.32 ± 5.83 0.9571
α70% 54.04 ± 5.15 0.9691 60.45 ± 4.83 0.9774 49.06 ± 9.38 0.9558
α90% 53.78 ± 6.24 0.9565 60.24 ± 5.87 0.9685 55.80 ± 7.08 0.9555

In Figure 3 and Table 4, when the conversion ratios are over 50% (Table 4), the corresponding
coefficient of determinations under three methods were dramatically higher than 0.9555. Only 5%
weight loss was detected in Stage 1 before α50%, which was attributed to the dehydration process
of oily sludge. When the conversion ratios exceed 50%, the volatilization (not combustion) process
of volatiles was performed and confirmed in the thermal kinetic analysis of Stage 2 (Section 3.3).
Compared with the coefficient of determinations obtained in the three methods, the Friedman method
(Figure 3B) was more fitting for the kinetic modeling of volatilization. Furthermore, the activation
energy changed with the conversion ratios in Stage 1, which means that neither the dehydration
process nor the volatilization of volatiles was an elementary reaction [39,40]. For the volatilization
process, the average activation energy E0α−(50%−100%) that was acquired under the Friedman method
was 60.87 ± 5.27 KJ/mol. Then, the reaction orders and pre-exponential factors under various heating
rates could be solved via Equation (14), as shown in Figure S2 and Table 6. In addition, the average
reaction order (or the average pre-exponential factor) was not the arithmetic mean value obtained
at a variety of heating rates, but rather the slope (or intercept) of the straight line plotting by the

ln βn(dα/dT)
exp(−Ea/RT) versus ln(1 − α).
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Table 6. The reaction order and pre-exponential factor of Stage 1 at a variety of heating rates.

Parameters Reaction Order (n) Pre-Exponential Factor (ln A) Coefficient of Determination (R2)

β = 5 K/min 0.97 ± 0.28 13.72 ± 0.44 0.9236
β = 10 K/min 0.87 ± 0.25 13.79 ± 0.40 0.9202
β = 15 K/min 0.85 ± 0.29 13.46 ± 0.45 0.9012
β = 20 K/min 0.81 ± 0.30 13.42 ± 0.47 0.8766
β = 25 K/min 0.82 ± 0.30 13.32 ± 0.45 0.8868

Average 0.82 ± 0.30 13.32 ± 0.45 0.9023

The average reaction order was n = 0.82 ± 0.30, and the average pre-exponential factor was lnA =
13.32 ± 0.45. The volatilization kinetic model expressed in differential form and integral form were
shown in Equation (18), respectively. Due to the simplification of the temperature integral (P(μ)), the
differential form was better to state the volatilization kinetic model in Stage 1.

dα/dt = exp(13.32 − 60870/RT)(1 − α)0.82; α ∈ [0.5, 1], T ∈ (435K, 511K) (18)

3.4. The Incineration Kinetic Analysis and Model of Stages Two, Three, and Four

Based on Figure 2C–E, the dα/dT and T values for stages two, three, and four under various
conversion rates αn (n = 10%, 30%, 50%, 70%, and 90%) and heating rates βn (n = five K/min, 10 K/min,
15 K/min, 20 K/min, and 25 K/min) are shown in Table 7.

Table 7. Parameters for incineration kinetic modeling in stages two, three, and four.

αn Stage

βa=5 K/min βb=10 K/min βc=15 K/min βd=20 K/min βe=25 K/min

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

dα/dT
(×10−3)

T
(K)

α10%

Stage 2 10.57 516.785 10.08 531.892 10.49 554.185 8.89 565.030 9.81 572.626
Stage 3 3.51 622.887 2.89 639.315 4.39 667.270 4.36 684.588 4.43 694.448
Stage 4 50.82 902.590 21.16 904.648 8.05 914.979 5.77 923.805 4.72 927.736

α30%

Stage 2 13.60 533.479 13.03 549.453 14.35 570.510 12.99 582.810 12.09 590.517
Stage 3 9.25 657.685 7.96 682.952 9.50 697.241 8.41 715.626 7.60 727.265
Stage 4 56.23 907.129 21.91 911.520 12.60 934.999 10.61 948.819 7.82 959.173

α50%

Stage 2 15.53 546.946 15.83 563.042 15.21 583.725 13.97 597.489 13.73 606.171
Stage 3 13.73 674.935 13.56 701.422 10.61 716.113 10.48 737.392 9.32 750.831
Stage 4 45.91 911.038 30.19 917.644 14.53 949.547 11.59 965.994 7.69 983.627

α70%

Stage 2 14.17 560.069 15.98 575.404 11.44 598.262 11.76 612.476 10.76 622.225
Stage 3 16.51 687.783 19.34 714.310 15.14 731.354 11.44 755.153 14.27 769.902
Stage 4 41.20 914.145 31.44 923.775 12.63 963.750 9.04 983.212 5.73 1015.759

α90%

Stage 2 8.51 577.680 10.3 590.512 6.53 621.731 6.09 635.915 5.94 646.828
Stage 3 15.38 700.390 27.47 722.863 19.72 743.134 11.03 772.596 22.36 778.701
Stage 4 25.62 919.106 32.64 929.565 6.11 982.866 0.97 1076.961 2.45 1058.503

The linear fitting results of stage two, three, and four under the KAS method (following Equation
(13)), Friedman method (following Equation (16)), and FWO method (following Equation (17)) were
shown in Figures 4–6, respectively. The activation energies of each stage obtained under the three
methods were shown in Table 8.

Both Stage 2 and Stage 3 were exothermic stages, and the E0−αn (Table 8) values that were
separately obtained by the KAS method, Friedman method, and FWO method at αn (n = 10%, 30%, 50%,
70%, and 90%) were quite different. Meanwhile, E0−αn apparently changed with αn in each method.
In Table 8, the average E0 of Stage 2 (Stage 3) obtained under the KAS method, Friedman method,
and FWO method were 78.11 KJ/mol (98.82 KJ/mol), 58.07 KJ/mol (77.68 KJ/mol), and 65.63 KJ/mol
(81.10 KJ/mol), respectively. In stages two and three (Table 8), the R2 at a variety of heating rates
in the KAS method were all higher than that in the Friedman method and FWO method. Therefore,
E0 = 78.11 KJ/mol and 98.82 KJ/mol were appropriate for the incineration kinetic modeling of Stage
2 and Stage 3, respectively.

In Stage 2, R2 was apparently changed with the heating rates, and relatively high R2 values by
Friedman method (Table 8 and Figure 4B) were obtained at α10% (R2 = 0.9693) and α30% (R2 = 0.9774).
The intercepts of α10% and α30% linear fitting curves (Figure 4B) plotted by ln(βn × dα/dT) versus 1

T
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were 19.33 ± 1.24 and 18.45 ± 1.39, respectively. Thus, two linear equations in two unknowns were
simultaneously established and expressed in Equation (19):{

lnA + nln(1 − α10%) = 19.33 ± 1.24
lnA + nln(1 − α30%) = 18.45 ± 1.39

(19)

The reaction order and the pre-exponential factor for Stage 2 were lnA = 19.69 and n = 3.50,
respectively. The reaction rate equation of Stage 2 was f (α) = (1 − α)3.5. The kinetic model for the
combustion of volatile components was expressed as:

dα/dt = exp(19.69 − 78110/RT)(1 − α)3.5; α ∈ [0, 1], T ∈ (511K, 658K) (20)

Similarly for Stage 3, relatively high R2 values (Table 8 and Figure 5B) were obtained at α10% and
α50% by the Friedman method. The ln(βn × dα/dT) intercepts and R2 values of the α10% and α50%
linear fitting curves (Figure 5B) were 20.74 ± 0.74, 0.9942 and 19.24 ± 1.32, 0.9602, respectively. The
reaction order and the pre-exponential factor were solved from the followed equations:{

lnA + nln(1 − α10%) = 20.74 ± 0.74
lnA + nln(1 − α50%) = 19.24 ± 1.32

(21)

The reaction order, the pre-exponential factor, and the reaction rate equation for Stage 3 were
lnA = 21.00, n = 2.50, and f (α) = (1 − α)2.5, respectively. The kinetic model was expressed as:

dα/dt = exp(21.00 − 98820/RT)(1 − α)2.5; α ∈ [0, 1], T ∈ (658K, 793K) (22)

Table 8. The activation energies of stages two, three, and four obtained from the KAS, FWO, and
Friedman methods.

Stage
αn

(βa–βe)

KAS Method
ln(βn/T2)–1/T

Friedman Method
ln(βn×dα/dT)–1/T

FWO Method
ln(βn)–1/T

E0−αn (KJ/mol) R2 E0−αn (KJ/mol) R2 E0−αn (KJ/mol) R2

Stage 2

α10% 75.40 ± 5.81 0.9825 61.80 ± 6.34 0.9693 62.84 ± 5.53 0.9772
α30% 79.10 ± 5.56 0.9854 66.58 ± 5.84 0.9774 69.77 ± 5.31 0.9810
α50% 80.59 ± 5.88 0.9843 64.64 ± 7.59 0.9602 67.25 ± 5.62 0.9795
α70% 80.29 ± 6.81 0.9789 54.68 ± 11.97 0.8743 66.74 ± 6.50 0.9723
α90% 75.16 ± 8.69 0.9614 42.63 ± 15.31 0.7210 61.57 ± 8.26 0.9487

Stage 3

α10% 94.42 ± 8.09 0.9738 92.41 ± 4.07 0.9942 70.83 ± 7.71 0.9654
α30% 103.31 ± 5.03 0.9930 84.01 ± 10.33 0.9565 87.32 ± 4.85 0.9908
α50% 100.83 ± 6.18 0.9888 66.66 ± 7.83 0.9602 84.63 ± 5.94 0.9853
α70% 97.26 ± 6.77 0.9857 67.74 ± 15.01 0.8703 80.98 ± 6.52 0.9808
α90% 98.28 ± 9.40 0.9732 77.59 ± 35.79 0.6103 81.76 ± 8.99 0.9647

Stage 4

α10% 15.68 ± 0.074 0.9999 −34.35 ± 6.88 0.8925 89.05 ± 56.65 0.4516
α30% 15.71 ± 0.073 0.9999 179.03 ± 45.85 0.8355 78.65 ± 66.51 0.3179
α50% 15.40 ± 0.068 0.9999 92.93 ± 60.19 0.4687 103.69 ± 127.91 0.1797
α70% 16.54 ± 0.197 0.9996 95.77 ± 170.19 0.0955 50.20 ± 33.35 0.4303
α90% 16.46 ± 0.195 0.9996 −43.57±31.13 0.3949 94.35 ± 14.70 0.9321

The endothermic phenomenon that existed in Stage 4 and the R2 of the linear fitting curves in
the KAS method were dramatically higher than those in the Friedman method and FWO method.
Therefore, E0 = 15.96 KJ/mol was the optimum parameter for the incineration kinetic modeling of
Stage 4. As it was shown in Figure 6B, significant errors appeared in the linear fitting curves of Stage 4
under the Friedman method, and a relatively low R2 value was obtained in each heating rate. Thus,
the reaction order and the pre-exponential factor could not be obtained in Equation (13) or Equation
(14). We inferred that the probe that was utilized to detect the weight of the reactant was significantly
affected by the operating temperatures and caused the apparent errors of dα/dt or dα/dT.
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3.5. The Judgement of Sectionalized Modeling in Differential/Integral Method

For the incineration kinetics modeling of upstream oily sludge, the Ep values of Stage 2 (or
Stage 3, Table 1) obtained under the Kissinger approach were lower than the E0 values from the KAS
method, which means that the peak operating temperature was more appropriate as the incineration
temperature in engineering use. Attributed to the background noise or sensitivity of the probe,
the activation energy (Ea) that was obtained in differential methods (the Friedman method) was
imprecise, and the value of R2 also demonstrated that the integral method was more suitable than the
differential method.

In comparison with the previous reports in Table 1, the differential method (Friedman method)
was more convenient to obtain the pre-exponential factor (A) and the representation of the nth-order
reaction rate equation f (α) or the reaction order (n). It seems that the comprehensive differential
integral method was more reasonable to solve the basic three elements for the incineration kinetics
analysis of upstream oily sludge. However, both the approximate solution of temperature integral
P(μ) that existed in the integral method and the model that was utilized in engineering use should be
evaluated and adjusted.

4. Conclusions

Based on whether the endothermic and/or exothermic reactions occurred (or not) in DSC tests, the
TGA curves of upstream oily sludge could be sectionalized as four weight loss stages. No endothermic
or exothermic reaction was detected, but a 10% weight loss ratio was obtained in Stage 1. The first and
second exothermic reaction occurred in stages two (weight loss = 10%) and three (weight loss = 20%),
and the ending temperatures were 614.62–664.91 K and 719.15–822.69 K, respectively. The temperature
region of Stage 4 was between 635.968–900.00 ◦C, and the weight loss was 5%.

Five types of thermal reactions existed in the four incineration stages, i.e., dehydration and
volatilization (Stage 1), the combustion of light components (Stage 2), the combustion of heavy
components (Stage 3), and the decomposition of inorganic carbonate (Stage 4). The two combustion
reactions caused the exothermic phenomenon, while the endothermic phenomenon was attributed to
the decomposition reaction.

The integral methods (the FWO method and the KAS method) were efficient to obtain the
activation energy, while the differential method (the Friedman method) was more suitable to solve
the reaction order and pre-exponential factors. The average activation energies of stages one, two,
three, and four were 60.87 KJ/mol, 78.11 KJ/mol, 98.82 KJ/mol, and 15.96 KJ/mol, respectively.
The reaction order and pre-exponential factors of stages one, two, and three were 0.82, 3.50, and
2.50, and e13.32min−1, e19.69min−1, and e21.00min−1, respectively. Due to the significant errors and
relatively low R2 values that appeared in the linear fitting curves of Stage 4, the reaction order and the
pre-exponential factor could not be obtained under the Friedman method.

The Ep values of Stage 2 (or Stage 3, as shown in Table 1) obtained under the Kissinger approach
were lower than the E0 values from the KAS method, which means that the peak operating temperature
was more suitable as the incineration temperature in engineering use.

Supplementary Materials: The following are available online at http://www.mdpi.com/1660-4601/16/3/384/s1,
Figure S1: The solution of P(μ). Figure S2: The linear fitting results for reaction orders and pre-exponential factors
of stage 1.
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Abstract: Public health has always been, and remains, an interdisciplinary field, and engineering
was closely aligned with public health for many years. Indeed, the branch of engineering that has
been known at various times as sanitary engineering, public health engineering, or environmental
engineering was integral to the emergence of public health as a distinct discipline. However, in the
United States (U.S.) during the 20th century, the academic preparation and practice of this branch
of engineering became largely separated from public health. Various factors contributed to this
separation, including an evolution in leadership roles within public health; increasing specialization
within public health; and the emerging environmental movement, which led to the creation of the U.S.
Environmental Protection Agency (EPA), with its emphasis on the natural environment. In this paper,
we consider these factors in turn. We also present a case study example of public health engineering
in current practice in the U.S. that has had large-scale positive health impacts through improving
water and sanitation services in Native American and Alaska Native communities. We also consider
briefly how to educate engineers to work in public health in the modern world, and the benefits and
challenges associated with that process. We close by discussing the global implications of public
health engineering and the need to re-integrate engineering into public health practice and strengthen
the connection between the two fields.

Keywords: engineering; public health; curriculum proposals

1. Background

Public health and engineering were closely aligned as professional fields for many years; indeed,
engineering was integral in the emergence of public health as a distinct discipline from clinical
medicine [1]. However, the practice and profession of environmental engineering have become
partially separated from public health in the latter half of the 20th century in the United States
(U.S.) [2]. Several factors contributed to this separation, including an evolution in leadership roles
within public health; increasing specialization within public health, including the formation of the
sanitarian/environmental health field, to which some tasks migrated that were formerly within public
health engineering; and the emerging environmental movement, which led to the creation of the U.S.
Environmental Protection Agency, with its emphasis on human health and the natural environment.
In this paper, we consider these factors in turn, and also highlight an example of public health
engineering in current practice in the U.S. We also consider how to educate public health engineers in
the modern world, and the global implications of public health engineering.
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Engineering is obviously found in other content areas and occupations within public health
beyond environmental applications. For example, biomedical engineering is prominent within the
Food and Drug Administration (FDA), as is safety engineering and industrial hygiene in the National
Institute of Occupational Safety and Health (NIOSH) [3]. In this paper, however, we specifically focus
on the aspects of engineering that were most closely aligned with the emergence of public health,
and that have been known at various times as sanitary engineering, public health engineering, and
environmental engineering. We believe that there is a current need to strengthen the connection
between this type of engineering and the practice of public health, and an appropriate moniker for this
profession is “public health engineering”.

2. The Divergence of Public Health and Engineering in the Latter Half of the 20th Century

Public health has always been, and remains, an interdisciplinary field, but leadership within
the field has evolved over time. Starting in the late 19th century, with the emergence of bacteriology
and laboratory analysis, a medical perspective became increasingly prominent in public health [4].
This shift in leadership is evident in the U.S., and the evolution of roles is apparent in the history of
the U.S. Centers for Disease Control and Prevention (CDC), although this transition within public
health clearly started earlier. The first director of the CDC when it initially became a permanent
U.S. government agency (the Communicable Disease Center) in 1946, Mark Hollis, ScD (Figure 1),
was an engineer [3], a fact little known today, even amongst CDC staff. The agency, which grew out
of the Malaria Control in War Areas program created during World War II, was largely staffed by
engineers and entomologists during its initial years, reflecting the professions working in the control
of mosquito-borne diseases [5]. A review of the history of CDC notes that there were only seven
physicians on the staff out of 369 employees when the agency was formed in 1946 [6]. At the time,
public health was not always considered the most preferable career option for physicians in the U.S. [7].

 
Figure 1. Mark Hollis (U.S. Centers for Disease Control, CDC, Public Health Image Library ID# 1304).

As many mosquito-borne diseases were largely controlled in the U.S.—the nation was considered
malaria free by 1951 [8]—CDC leaders recognized that the agency’s focus needed to expand to include
all communicable diseases, and that “To survive, it had to become a center for epidemiology” [5].
This expansion led to the development and refinement of public health surveillance programs [9].
The Epidemic Intelligence Service (EIS) program was started within CDC in 1951, with the stated intent
to train epidemiologists to counter the possibility of biological warfare during the Korean War [5].
The program also fulfilled a vision within CDC to create a cadre of public health epidemiologists to
investigate disease outbreaks of any kind. The first EIS class of 23 included 22 physicians and a single
sanitary engineer [10]. Physicians continue to be prominent within the program, and made up 78% of
the nearly 2500 graduates during the first 50 years of the EIS from 1951–2000, while only a handful of
engineers participated during this period [10]. The EIS program helped to change negative perceptions
among physicians about public health careers, and EIS graduates went on to become leaders and
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administrators in public health programs, in both the CDC and at the state level. Indeed, since 1953,
all CDC directors have been physicians.

At about the same time that physicians were becomingly increasingly prominent in public health
in the U.S., further differentiation of other public health professions was also taking place. The term
“Sanitarian” was used in the early part of the 20th century as a general descriptor for all public
health professionals, including sanitary engineers and physicians working in public health [11–14].
Later, it was sometimes used to describe those working in the field of public health engineering, but
without specific engineering education or experience [15]. By the middle of the 20th century, use of
the designation had evolved to describe those engaged in more specific environmental health tasks,
especially related to ensuring safe food, water, and sanitation [16]. In 1961, the American Public Health
Association (APHA) proposed a model act for registering Sanitarians, who were defined as “(persons)
who by education and experience in the physical, biological, and sanitary sciences, (are) qualified to
carry out educational, investigational and technical duties in the field of sanitation.” These tasks were
previously considered to be part of the realm of the public health engineer, but were now migrating
to the emerging profession of environmental health. More recently, the terms Environmental Health
Professional, Environmental Health Scientist or Environmental Health Officer have largely replaced
the designation of Sanitarian. Nonetheless, the practice of environmental health has always been
closely linked to public health (indeed, the proceedings of some early APHA meetings were published
in a journal entitled “The Sanitarian”), whereas the practice of public health engineering has largely
become divorced from public health.

While these developments were taking place within the field of public health, another outside
force that would also shape the relationship between engineering and public health soon emerged.
The publication of the book “Silent Spring” by Rachel Carson in 1962 catalyzed the environmental
movement, and raised awareness among both the public and policy makers of the impacts of human
action on the environment. The environmental movement incorporated not only the concept of
preservation of the natural world, but also enforcement to punish those who pollute it [17]. These
attitudes eventually led to the creation of the U.S. Environmental Protection Agency (EPA) in 1970,
which consolidated numerous federal programs dealing with environmental pollution issues under
one organization. Consequently, most of the engineers working within the U.S. Public Health Service
(USPHS) at the time moved to the EPA. Many states mirrored this federal action, moving environmental
activities out of health departments [18]. As a result, engineers and engineering as a profession
increasingly became aligned with environmental rather than public health issues. This transition also
reinforced the emerging use of the term environmental engineer to describe practitioners in the field,
replacing the earlier descriptors sanitary engineer and public health engineer.

Although public health engineering may have largely lost recognition as a profession, the practice
of it is alive and well in some programs in the U.S. We offer the following case which explores the
contributions of the intellectual drivers of public health engineering as it shaped the activities of the
USPHS and the Indian Health Service.

3. A Case Study of Public Health Engineering: The Indian Health Service Experience in Native
American and Alaska Native Communities

One excellent, but not widely known, example of public health engineering in practice in the
U.S. is the Sanitation Facilities Construction (SFC) Program within the Indian Health Service (IHS),
and related tribal programs. IHS is an Operating Division within the U.S. Department of Health and
Human Services (DHHS), and is responsible for providing federal health services, including public
health services, for federally recognized American Indian and Alaska Native (AI/AN) communities.

The Indian Sanitation Facilities Act (Public Law (PL) 86–121, commonly referred to as PL 86–121)
was signed into law in 1959 in recognition of the lack of water and sanitation services for tribal
communities. Through this law, the U.S. Congress authorized the Surgeon General to construct
essential sanitation facilities for Indian homes, communities and lands. This authorization was to help
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ensure Indian homes and communities would have access to safe drinking water supply and sewage
disposal systems which in turn would positively impact health. As a result of this authorization
the Division of Sanitation Facilities Construction (DSFC) within the IHS was created. PL 86–121
also directed the Surgeon General of the USPHS to consult with and encourage the participation
of tribes impacted in developing sanitation facility projects [19]. This was one of the first federal
requirements for tribal participation in Native American programs, and DSFC has worked with tribes
since the beginning of the program to identify needs and projects and ensure support for operation
and maintenance. Under the 1993 Indian Self-Determination and Education Assistance Act (Public
Law 93–638, commonly referred to simply as “638”), 20 tribal governments have taken on some DSFC
program functions as of 2015. These functions are still at least partially funded by IHS, and still
maintain the principles of a public health based engineering program.

The work of the DSFC has made significant progress since its creation in 1959, increasing the
proportion of AI/AN (American Indian/Alaska Native) homes without essential water and sanitation
facilities from less than 20% in 1955 to over 90% in 2012 [20]. Nonetheless, significant challenges remain
to maintain and advance this progress. Keeping pace with population growth, increasing regulations,
and upgrading or replacement of existing facilities when their useful design life is reached are ongoing
challenges of the SFC program. As noted by IHS in 2015, safe and adequate water supply and/or waste
disposal facilities are lacking in approximately 9 percent of AI/AN homes, which is significantly higher
when compared to the overall U.S. population [21]. Uneven distribution among tribal communities is
also an issue, with the majority of unserved homes in rural locations on large reservations such as the
Navajo Nation in Arizona, New Mexico, and Utah, and in remote Alaskan villages.

The creation and ongoing support of the SFC Program is due in large part to a vision of health
within IHS that has integrated prevention principles, including public health engineering, rather
than promoting a narrower, more clinically focused view of health. As stated in SFC’s annual report,
“The IHS considers the provision of sanitation facilities to be a logical extension of its primary health
care delivery efforts” [20]. This integration has led to very large scale positive impacts on the health of
Native people in the U.S. through prevention programs directed by the DSFC. As stated by Dr. Everett
Rhoades, the first Native American Director of IHS (1982–1993), “PL 86–121 had the biggest impact on
Indian Health since the smallpox vaccination campaign of the 1830s”. The most evident impacts have
been on rates of gastrointestinal disease, which have dropped dramatically in the AI/AN population
since the creation of the SFC program [20,22,23]. Recent studies in Alaska have also shown that piped
water service was associated with fewer respiratory, skin and soft tissue infections and pneumococcal
disease among Alaska Natives [23,24]. In addition, there are other ancillary health benefits from the
SFC Program that have not been as well documented. For example, anecdotal evidence from clinical
practitioners working on the Navajo Nation indicates that elderly tribal members suffer fewer falls
when indoor plumbing is installed and residents are not forced to use outdoor privies, especially
during harsh and icy winter conditions.

The success of the SFC Program can be attributed to several factors, including the dedication of
significant public resources to the program, including nearly U.S. $1 billion in IHS-provided project
funding over the 10 years from fiscal years 2007 to 2016, the commitment and hard work of public
health engineers and technicians (even if they would not self-identify as such), consistent tribal input
to identify needs and appropriate projects to address them, and long-term institutional vision and
commitment to improving sanitation conditions in AI/AN communities over decades.

4. Educating Public Health Engineers in the Future

Because engineering and public health have become partially separated as professions and in
practice, there is no longer a standardized program of training for public health engineers in the
U.S. Few engineers set out initially to work in public health, but that needs to change if we are to
effectively address many public health challenges. Engineers working in public health often graduate
from “typical” engineering programs, and then gravitate toward public health engineering work either
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through personal interest or because of unique opportunities. Many engineers come into public health
through global work, in which engineering expertise is applied to basic public health problems, such
as improving water, sanitation, and hygiene (WASH) conditions in low and middle income countries.
Prior work has reviewed the core competencies required for engineers to work in global settings, in
addition to making recommendations for educating “globally competent engineers” [2].

In discussing education and curricula for public health engineering, we do not intend to present
a comprehensive review of existing programs, but rather some examples of how engineering and
public health education can be combined. Neither is our purpose to propose a definitive solution,
but rather to pose the question of how best to educate public health engineers. In some fields, such
as biomedical and safety engineering, the current form of educating engineers for working in public
health fields may be suitable and appropriate. In others, however, a combination of formal education
and experience in both engineering and public health are increasingly needed to ensure effective work.
We believe this to be the case in the environmental aspects of engineering related to public health,
the domain in which we propose to resurrect the term public health engineering.

There are a small number of longstanding graduate programs in the U.S. that combine elements
of public health and engineering within schools of public health, including Johns Hopkins University
and the University of North Carolina at Chapel Hill. On the other hand, schools of engineering at Tufts
University and Columbia University integrate public health into environmental engineering programs.
More recently, several programs have more formally integrated elements of public health into schools
of engineering, including Stanford University and the Georgia Institute of Technology. This growth
has often been at least partially driven by student demand and interest in combining these two fields.
That interest is also evident in the growth of Engineers Without Borders (EWB) programs at many
U.S. universities. EWB is a voluntary organization of students and professionals that partner with
communities to meet basic needs through sustainable engineering projects, a large fraction of which
focus on health-related infrastructure.

Although we focus on the U.S. experience in this paper, universities outside the U.S. also have
longstanding programs combining engineering and public health. These often focus on water and
sanitation issues in lower income countries, and include, for example, programs at the University
of Leeds and Loughborough University in the United Kingdom. A more comprehensive review of
programs combining public health and engineering, as well as further considerations about potential
curricula for public health engineering is beyond the scope of this paper.

In the U.S., we have observed what may be a trend of engineers with an undergraduate
engineering degree and a Master of Public Health (MPH) working in the field of public health,
although the numbers to date have not been large enough to substantiate any conclusions. According
to recent graduates, this combination of academic training is a good one if employers know how to
use it to take advantage of and integrate both skill sets.

Whether engineers working in public health obtain their education in both public health and
engineering in integrated or separate programs, having such a combined background is optimal to
ensuring that they are most effective. A combined background allows them to understand and function
across both fields and apply both the engineering and public health skill sets to public health challenges.
For example, an engineering education builds critical thinking and problem-solving skills that can be
applied to public health issues. Public health education is complementary in that it helps engineers
apply those skills in assessing public health impacts, especially in activities involving engineering
interventions. Expanding opportunities for students to obtain backgrounds in both fields is also
essential for reinvigorating public health engineering as a profession.

5. Conclusions: Re-Integrating Public Health Engineering into Practice

The SFC Program within the Indian Health Service discussed above provides an excellent example
of a public health engineering program that has positively impacted public health in the U.S. At the
same time, since this successful program is not widely known outside of American Indian and Alaska
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Native communities, it also demonstrates the lack of recognition of public health engineering as a
profession. Restoring recognition to public health engineering and expanding its practice will help to
lay the foundation for large scale public health improvements.

In addition, the preceding case highlights many of the attributes of the public health engineer
as seen in practice. These qualities were also championed during the extraordinary career of Abel
Wolman (Figure 2) and his advocacy for engineering to be integrated in the practice of public health.
Wolman was a prolific writer and thought leader in public health engineering, authoring hundreds
of papers over the course of a career spanning eight decades [25]. In his last paper, presented to the
1986 World Health Forum when he was 94, Wolman emphasized the importance of the environment
as a determinant of health throughout the world [26]. The scale of global health challenges argue
for interdisciplinary approaches to public health practice that are very consistent with Wolman’s
vision for the application of the engineering skill set to population health challenges around the globe.
For example, the case study of the Indian Health Service program discussed in this paper may provide
a potential model for improving WASH conditions in other underserved locations, and consequently
improving public health. It has been widely recognized that the severity of the cholera epidemic which
started in 2010 in Haiti was due to the lack of water and sanitation infrastructure and services in that
country [27]. Because the WASH deficiencies in Haiti evolved during decades of limited attention and
resources, a long term, sustained public health engineering approach with dedicated resources similar
to that of the SFC program will be needed to improve such situations. This would, in turn, require
increased development of public health engineers with the necessary skills and experience to manage
and sustain such programs. There are some hopeful signs of progress in this area. As mentioned above,
university programs incorporating engineering and public health, while still relatively uncommon in
the U.S., have expanded in recent years, especially focused on WASH issues in lower income countries.
These programs have been met with an overwhelmingly positive response from students, and will
help to lay the foundation for a resurgence of engineers working in the public health arena. That will,
in turn, underline the need for wider recognition of public health engineering as a profession.

 
Figure 2. Abel Wolman (Tyler Prize for Environmental Achievement, 2016). (Received consent to
publish from Tyler Prize).

In summary, we believe that there is a current need to strengthen the connection between
engineering and the practice of public health, and that an appropriate descriptor for this connection is
“public health engineering”.
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Abstract: Ecological stoichiometry has been widely used to determine how plant-soil systems respond
to global change and to reveal which factors limit plant growth. Arbuscular mycorrhizal fungi (AMF)
can increase plants’ uptake of nutrients such as nitrogen (N) and phosphorus (P), thereby altering
plant and soil stoichiometries. To understand the regulatory effect of AMF feedback on plants and
soil stoichiometry under global change, a microcosm experiment was conducted with warming
and N input. The C4 grass Setaria viridis, C3 grass Leymus chinensis, and Chenopodiaceae species
Suaeda corniculata were studied. The results showed that the mycorrhizal benefits for the C4 grass
S. viridis were greater than those for the C3 grass L. chinensis, whereas for the Chenopodiaceae species
S. corniculata, AMF symbiosis was antagonistic. Under N input and a combination of warming and
N input, AMF significantly decreased the N:P ratios of all three species. Under N input, the soil N
content and the N:P ratio were decreased significantly in the presence of AMF, whereas the soil C:N
ratio was increased. These results showed that AMF can reduce the P limitation caused by N input
and improve the efficiency of nutrient utilization, slow the negative influence of global change on
plant growth, and promote grassland sustainability.

Keywords: arbuscular mycorrhizal fungi; global change; grassland ecosystem; stoichiometry;
phosphorus limitation

1. Introduction

Global climate change, including warming and increased atmospheric nitrogen deposition,
has influenced the structure and function of terrestrial ecosystems over the last century [1]. It is
predicted that global warming will continue to increase in the next 100 years [2]. Changes in
temperature can affect plant productivity and community composition [3,4], e.g., by influencing
nutrient demand and uptake [5]. Previous studies have shown that warming may alter carbon (C),
nitrogen (N) and phosphorus (P) availability in soil [6] and nutrient cycles [7–9], simultaneously
altering the stoichiometry of plants [4,10]. A previous study demonstrated that plant N and P
contents declined because of warming, and plants invested fewer nutrients to produce proteins for
sustaining biochemical reactions under warming conditions [11]. In addition, studies have shown that
warming is likely to accelerate biological processes [12] and enhance decomposition and mineralization
rates [13,14], which will enhance the supply rates of N and P to plants [11,15].

Anthropogenic N deposition, i.e., N deposition caused by human activities, is another important
threat to ecosystem stability that reduces plant species richness and diversity, increases plant
productivity and litter production [16], and affects biogeochemical cycles and net ecosystem C
accumulation [17,18]. China is one of the most serious N deposition zones worldwide. Over the

Int. J. Environ. Res. Public Health 2019, 16, 397; doi:10.3390/ijerph16030397 www.mdpi.com/journal/ijerph515



Int. J. Environ. Res. Public Health 2019, 16, 397

past 30 years, the average annual bulk deposition of N increased by approximately 80 kg ha−1 y−1

N [19]. N input decreases C mineralization, accelerates net N mineralization in soil [20,21], causes N:P
imbalances in soil and indirectly affects plant growth [22]. Yue et al. [23] compiled a large number of
studies to determine how plant and soil C:N:P stoichiometries respond to individual and combined
effects of warming, N input and elevated CO2 concentrations. The results showed that the effects of
N addition on plant C:N:P stoichiometry were stronger than those of warming. Most plants are N
limited, but the increasing N input has significantly altered nutrient availability and has resulted in
the transformation of N-limited to N and P colimited or P-limited ecosystems [24–26]. Our previous
study [9] showed that the addition of N increased the amount of available N and the rate of N
mineralization, but reduced soil available P; thus, the soil N:P ratio will decrease under climate
change. A high P limitation in saline alkali soil is obvious in the Songnen meadow steppe. Therefore,
exploration of the influence of warming and N input on plant and soil stoichiometries of grassland
ecosystems, identification of a way to reduce the threat of grassland degradation caused by global
change, and determination of a means to increase nutrient use efficiency will be beneficial to maintain
sustainable grassland development and reduce environmental impacts.

Arbuscular mycorrhizal fungi (AMF) are among the most important microorganisms in terrestrial
ecosystems [27,28]. AMF can form symbiotic relationships with the majority of land plants [29] and
can increase plant N and P uptake and obtain C from the host plant, thereby altering the plant C:N:P
stoichiometry [30]. Moreover, AMF enhance ecosystem stability and sustainability [31,32].

However, the development and species composition of AMF are often influenced by global
change, such as warming and N input [33,34]. In our previous research [35], we found that AMF
altered the species composition and productivity under warming and nitrogen (N) addition. However,
the mechanism by which AMF affect plant community composition and productivity under warming
and N addition is not well understood.

Here, we selected Setaria viridis (L. Gramineae) Leymus chinensis (Trin. Tzvel, Poaceae),
and Suaeda corniculata (C. A. Mey, Chenopodiaceae), three typical dominant plants in the Songnen
meadow steppe, to determine the effects of AMF on the C:N:P stoichiometry of plants and soils under
global change. Chenopodiaceae species are highly tolerant to high salinity and drought stress, and
an increasing number of studies have found that many chenopods can be colonized by AMF [36–39].
Our previous study showed that AMF increased the relative abundance and aboveground biomass of
S. viridis and L. chinensis, but significantly reduced the relative abundance and aboveground biomass
of S. corniculata under both warming and N addition [35].

An experiment was conducted using microcosms in a greenhouse. We assessed the total C, N and
P contents of plants and soil. We hypothesized that (1) AMF improve C4 Setaria viridis (L. Gramineae)
and C3 Leymus chinensis (Trin. Tzvel, Poaceae) N and P nutrition and decrease the N and P contents
of Suaeda corniculata (C. A. Mey, Chenopodiaceae) under global change; (2) AMF have different
contributions to the C:N:P stoichiometry of the three species under global change; and (3) AMF
decrease the plant N:P ratio.

2. Materials and Methods

2.1. Plant and Soil Preparation

We established experimental grassland microcosms with typical sodic saline meadow soil from
the Songnen Meadow Ecological Research Station (44◦45′ N, 123◦45′ E), Northeast Normal University,
Jilin Province, in northeastern China; this area has a semiarid temperate-zone monsoon climate and
typical characteristics of a continental climate. The soil pH was 8.2. The vegetation of the experimental
site is dominated primarily by S. viridis, L. chinensis, and S. corniculata. S. viridis is an indigenous
C4 grass that associates strongly with AMF. L. chinensis is a C3 grass that gains little benefit from
association with AMF [40,41], and S. corniculata is a member of the Chenopodiaceae family. The seeds
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of the three species and soil were collected from the Songnen meadow and were stored in a refrigerator
at 4 ◦C before being used.

Topsoil (0–30 cm) was collected from the same site from which the plant seeds were collected.
The soil was sieved (2 mm sieve) to remove large stones and plant roots and was sterilized twice using
high-pressure steam at 121 ◦C for two hours each time to eliminate indigenous AMF.

We collected soil (500 g) from the Songnen meadow where warming and N input had been applied
for five years and where Medicago sativa had been cultivated in 200 g of sterilized soil for four months.
After the four month period, the aboveground biomass was removed, and the inoculum comprised
spores, infected root fragments, hyphae, and soil (approximately 2000 spores per 50 g of soil).

2.2. Experimental Design

This experiment included four global change treatments: Control (CK), warming (W), N input
(N), and a combination of warming and N input (WN). Each global change treatment included two
AMF treatments: with AMF (‘AM’) and without AMF (‘NM’); each treatment was replicated four
times, i.e., a total of 32 microcosms.

Sterilized soil was placed in microcosm pots (2.5 kg of dry soil per pot), and 200 g of AMF
inoculum was added to produce the mycorrhizal (‘AM’) treatment. The same amount of sterilized
soil (121 ◦C for two hours) was placed in the microcosm pots to produce the nonmycorrhizal (‘NM’)
treatment. To ensure the rhizosphere microbial communities in the NM treatment were consistent
with those in the AM treatment, a microbial suspension was prepared by sequential filtration of a soil
extract obtained by orbital shaking (150 rpm) of a nonsterile soil, sterile dH2O (1:9 w/v) mixture for
30 min. The AM treatment received 10 ml of deionized water, and the NM treatment received 10 ml of
filtrates that were free of mycorrhizal propagules [35].

Before planting, the seeds were surface disinfected with 10% (v/v) hydrogen peroxide for 5 min
and washed five times with deionized water. The seeds were allowed to germinate at 20 ◦C for 48 h.
Uniform seedlings were transplanted after 3 days into the grassland microcosms that had a height of
23 cm and a volume of approx. 2.5 kg (based on soil dry weight). The microcosms contained Setaria
viridis (10 plants per pot), L. chinensis (15 plants per pot), and S. corniculata (5 plants per pot) [35].

The experiments were performed in phytotrons (LT/ACR-2002, E-Sheng Tech., Beijing, China)
from April to August 2014 at Northeast Normal University. The microcosms were placed in
phytotrons under a light intensity of 350 μmol−2 S−1 (06:00–20:00) and a relative humidity of 40%–60%.
The temperature of the microcosms matched the average summer temperature in the Songnen meadow
over the last 10 years. The temperature and N input in the phytotrons were based on those described
by Zhang et al. [35]. The control and N input treatments were set up as follows: 22 ◦C from 06:00–10:00,
25 ◦C from 10:00–15:00, 22 ◦C from 15:00–20:00, and 22 ◦C from 20:00–06:00. In the warming and
combined warming and N input treatments, the temperature was increased by 3 ◦C in all time periods
relative to the control and N input treatments. The N input and combined warming and N input
treatments received N (10 g m−2 yr−1). The soil water content was maintained at 50%–60% of the field
capacity by adding water every two days.

After twelve weeks of growth, we harvested the plants. The aboveground samples were cut at
the soil surface, removed from the microcosms, rinsed with deionized water, dried at 65 ◦C for 48 h,
and then weighed. The plant roots were collected and washed using deionized water to measure
mycorrhizal colonization. To account for soil heterogeneity, soil was collected from three random
locations in each microcosm and was sieved using a 2 mm soil sieve. Dried plant leaf and soil samples
were milled in a ball mill prior to C, N, and P chemical analysis.

The total C and N contents in the soil and plant leaves were determined using a stable isotope
mass spectrometer (Isoprime 100, Isoprime Ltd, Manchester, UK). Soil and plant leaves were digested
in sulfuric acid, and then total P contents were determined photometrically using the molybdenum
blue ascorbic acid method [42]. The root samples were cut into 1 cm segments and were cleared with
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10% (w/v) KOH and then stained with trypan blue at 90 ◦C for 2 h. AMF colonization was estimated
using a previously described method [35].

2.3. Statistical Analysis

All of the data were tested for normality and homogeneity of variance before analysis. All plant
and soil data were analyzed using ANOVA with warming, N addition, and benomyl treatment as
factors, and their interactions were assessed. In case of significant interactions, means were compared
using Tukey’s HSD test. These ANOVAs were followed by an individual t-tests to detect differences
between the NM and AM treatments. All statistical analyses were performed using SPSS software
(SPSS 16.0 for Windows, Chicago, IL, USA).

3. Results

3.1. Mycorrhizal Colonization

No colonization was observed in the NM treatments. However, in AM treatments, mycorrhizal
colonization of the three plant species varied within the same treatment; specifically, the colonization
of S. viridis and L. chinensis was significantly greater than that of S. corniculata (p < 0.05) except in the
treatment with warming and N input combined (Table 1).

Table 1. The colonization status (%) of arbuscular mycorrhizal fungi (AMF) treatment under warming
(W) and N input (N). CK, control; N, N input; W, warming; W × N, combination of warming and
N input.

Treatment S. viridis L. chinensis S. corniculata

CK 83.33 ± 10.00 b 68.34 ± 1.67 b 33.34 ± 3.34 a

W 88.33 ± 5.00 b 83.33 ± 5.00 b 16.67 ± 3.34 a

N 65.00 ± 8.33 b 77.26 ± 0.59 b 38.33 ± 5.00 a

W × N 50.00 ± 6.67 a 53.50 ± 16.83 a 45.61 ± 10.00 a

Note: The colonization status with different superscripts (a or b) differ significantly at p = 0.05 among different plant
species in the same treatment.

3.2. Plant Nutrients and Stoichiometric Ratios

Three-way factorial analyses of variance revealed significant main effects of warming on the C, N,
and P contents and stoichiometric ratios of the three plant species except for C and P contents in S.
corniculata and the C:P ratio in S. viridis and S. corniculata. Significant main effects of N input on the C,
N, and P contents of S. corniculata; the N content of S. viridis; the C:N and N:P ratios of all three species;
and the C:P ratio of L. chinensis were detected. Significant interaction effects of W × N on the C, N,
and P contents of S. viridis; the C:N ratio of L. chinensis; the C:P ratios of S. viridis and L. chinensis; and
the N:P ratios of L. chinensis and S. corniculata were observed (Table 2).

Table 2. Results of three-way factorial analyses of variance (ANOVAs) of the effects of warming,
N input and arbuscular mycorrhizal fungi (AMF) on plant C, N, and P contents and ratios of C:N, C:P,
and N:P.

Plant Variable W N W × N AMF AMF × W AMF × N AMF × W × N

S. viridis C 15.38 ** 2.583 15.32 ** 20.79 *** 2.19 4.65 * 3.41
L. chinensis 12.25 ** 2.43 1.29 15.55 ** 10.18 ** 2.69 2.67

S. corniculata 0.50 11.43 ** 4.15 1.92 0.34 2.11 2.33
S. viridis N 9.76 ** 22.99 *** 18.47 *** 0.207 0.01 0.22 0.01

L. chinensis 19.47 *** 0.68 0.49 13.36 ** 14.50 ** 0.02 0.20
S. corniculata 8.01 ** 26.41 *** 0.19 10.91 ** 1.54 7.95 ** 0.15

S. viridis P 8.74 ** 0.81 15.80 ** 16.94 *** 0.99 1.21 2.47
L. chinensis 10.89 ** 0.23 0.02 11.77 ** 7.85 ** 0.96 1.40

S. corniculata 0.80 10.76 ** 3.97 2.93 0.02 2.28 3.34 **
S. viridis C:N 13.78 ** 88.52 *** 3.713 77.74 *** 0.29 0.7 0.01
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Table 2. Cont.

Plant Variable W N W × N AMF AMF × W AMF × N AMF × W × N

L. chinensis 212.46 *** 38.73 *** 183.63 *** 3.97 33.64 *** 77.07 *** 1.41
S. corniculata 33.57 *** 64.74 *** 1.41 9.31** 2.34 2.43 0.01

S. viridis C:P 2.32 1.755 13.28 ** 0.501 0.08 13.69 ** 0.69
L. chinensis 5.48 * 22.07 *** 26.50 *** 1.01 0.03 4.55 * 2.29

S. corniculata 2.18 0.04 0.34 3.04 6.45* 0.35 6.59 *
S. viridis N:P 6.77 * 91.98 *** 1.49 88.19 *** 0.89 12.03 ** 0.05

L. chinensis 51.63 *** 29.90 *** 25.06 *** 1.85 21.72 *** 38.42 *** 6.92 *
S. corniculata 70.84 *** 134.85 *** 19.23 *** 40.67 *** 16.85 *** 28.08 *** 20.59 ***

* represents a significant difference at p < 0.05; ** represents a significant difference at p < 0.01; *** represents a
significant difference at p < 0.001.

AMF increased the C content of S. viridis by 119% and 138% (p < 0.05; Figure 1A) in the N and
WN treatments, respectively, and increased the C content of L. chinensis by 282% (P < 0.01; Figure 1B)
in the N treatment. There were significant effects of AMF × N and AMF × W on C content in S. viridis
and L. chinensis, respectively (Table 2), whereas C contents in S. corniculata and N content in S. viridis
were not affected by AMF (Figure 1C,D; Table 2).

AMF increased the N content of L. chinensis by 231% (p < 0.01; Figure 1E) in the N treatments
and decreased the N content of S. corniculata by 52% (p < 0.001, Figure 1F) in the WN treatments.
There were significant effects of AMF ×W and AMF × N on N content in L. chinensis and S. corniculata,
respectively (Table 2).

AMF increased the P content of S. viridis by 54%, 118% (p < 0.05), and 115% (p < 0.05, Figure 1G)
in the W, N, and WN treatments, respectively, and by 299% (p < 0.01; Figure 1H) in the L. chinensis in
the N treatment but decreased the P content in S. corniculata by 42% (p < 0.05, Figure 1I) in the WN.
AMF × W and AMF × W × N had significant effects on the P content in L. chinensis and S. corniculata,
respectively (Table 2).

Figure 1. Effects of AMF on the C, N, and P contents of S. viridis (A,D,G), L. chinensis (B,E,H),
and S. corniculata (C,F,I) under warming and N input. Different lowercase and capital letters above
bars indicate significant differences (p < 0.05) among different warming and N input treatments within
the same AMF treatment. Asterisks indicate significant differences (p < 0.05) between AMF treatments
within the same warming and/or N input condition. CK, control; N, N input; W, warming; and WN,
combination of warming and N input.
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AMF increased the C:N ratio of S. viridis by 74% (p < 0.01), 57% (p < 0.05), 122% (p < 0.001),
and 121% (p < 0.01; Figure 2A) in the control, warming, N input and combination of warming and N
input, respectively. AMF decreased the C:N ratio of L. chinensis by 36% (p < 0.001) in the CK treatment,
but in the N and WN treatments, AMF increased the C:N ratio of L. chinensis by 17% (p < 0.01) and 48%
(p < 0.001; Figure 2B), respectively. There were significant effects of AMF × W and AMF × N on the
C:N ratio of L. chinensis (Table 2). AMF significantly increased the C:N ratio of S. corniculata by 114%
(p < 0.001) and 25% (p < 0.01; Figure 2C) in the N and WN treatments, respectively.

AMF increased the C:P ratio of S. viridis by 11% (p < 0.05; Figure 2D) in the WN treatment and
that of S. corniculata by 18% (p < 0.05; Figure 2F) in the CK treatment; it had no impact in the other
treatments. There were significant effects of AMF × N on the C:P ratios of S. viridis and L. chinensis
and of AMF × W and AMF × W × N on the C:P ratio of S. corniculata (Table 2).

AMF decreased the N:P ratio of S. viridis by 51%, 48% (p < 0.01), 51% (p < 0.001), and 52%
(p < 0.01; Figure 2G) in the in the control, warming, N input and combination of warming and N
input, respectively. AMF increased the N:P ratio of L. chinensis by 46% (p < 0.01) in the CK treatment
but decreased that of L. chinensis by 16% (p < 0.05) and 27% (p < 0.01; Figure 2H) in the N and WN
treatments, respectively. AMF decreased the N:P ratio of S. corniculata by 49% (p < 0.001) and 15%
(p < 0.05; Figure 2I) in the N and WN treatments, respectively. There were significant effects of AMF
× N on the N:P ratio of all three species and of AMF × W and AMF × W × N on the N:P ratio of
L. chinensis and S. corniculata (Table 2).

Figure 2. Effects of AMF on the C:N, C:P, and N:P ratios of S. viridis (A,D,G, L. chinensis (B,E,H) and
S. corniculata (C,F,I) under warming and N input. Different lowercase and capital letters above bars
indicate significant differences (p < 0.05) among different warming and N input treatments within the
same AMF treatment. Asterisks indicate significant differences (p < 0.05) between AMF treatments
within the same warming and/or N input condition. CK, control; N, N input; W, warming; and WN,
combination of warming and N input.
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3.3. Soil Nutrients and Stoichiometric Ratios

Three-way factorial analyses of variance showed significant differences on the effects of warming
on soil N and P contents and the C:N ratio; of N input on soil N and P contents and the C:N, C:P and
N:P ratios; and of W × N on the C:P ratio (Table 3).

Table 3. Results of three-way factorial analyses of variance (ANOVAs) of the effects of warming, N
input and arbuscular mycorrhizal fungi (AMF) on soil total C, N, and P contents and ratios of C:N, C:P,
and N:P.

Variable W N W × N AMF AMF × W AMF × N AMF × W × N

Soil C 0.01 0.20 2.13 2.37 0.07 1.55 0.15
Soil N 33.17 *** 8.50 ** 0.22 1.99 10.80 ** 0.32 4.04
Soil P 7.88 ** 11.05 ** 4.04 1.21 11.20 ** 8.37 ** 2.29

Soil C:N 23.62 *** 6.99 * 2.39 0.66 7.20 * 0.02 2.72
Soil C:P 3.57 6.16 * 5.88* 2.60 10.81 ** 8.32 ** 1.17
Soil N:P 3.05 17.92 *** 1.58 2.05 20.15 *** 4.95 * 7.35 *

* represents a significant difference at p < 0.05; ** represents a significant difference at p < 0.01; *** represents a
significant difference at p < 0.001.

AMF had no effects on soil nutrients and stoichiometric ratios (Table 3); however, under N input,
the soil N content and the N:P ratio were reduced by 18% (p < 0.05) and 29% (p < 0.05; Figure 3B,F),
respectively, and the soil C:N ratio was increased by 22% (p < 0.05; Figure 3D) in the presence of AMF.
In the WN treatment, AMF decreased the soil P content by 22% (p < 0.05; Figure 3C) and increased the
soil N:P ratio by 44% (p < 0.05; Figure 3F). Significant effects of W × AMF on soil N and P contents
and the C:N, C:P and N:P ratios; of N × AMF on soil P content and the C:P and N:P ratios; and of
W × N × AMF on the soil N:P ratio were observed (Table 3).

Figure 3. Effects of AMF on soil C (A), N (B), and P (C) contents and C:N (D), C:P (E), and N:P (F) ratios
under warming and N input. Different lowercase and capital letters above bars indicate significant
differences (p < 0.05) among different warming and N input treatments within the same AMF treatment.
Asterisks indicate significant differences (p < 0.05) between AMF treatments within the same warming
and/or N input condition. CK, control; N, N input; and W, warming; WN, combination of warming
and N input.
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4. Discussion

4.1. Effect of AMF on Plant C:N:P Stoichiometry

Previous studies demonstrated that terrestrial carbon and nitrogen pools can be significantly
stimulated by experimental N input [43,44], which could be partly explained by warming-induced
increases in net soil N mineralization and nitrification rates [45]. The significant effect of N input
on plant C:N and N:P ratios may be attributed to higher soil N availability, which stimulates plant
growth [23]. However, our results indicated that AMF alter different plant C:N:P stoichiometries under
warming and nitrogen input in a semiarid meadow.

Our previous study has shown that under warming treatment, the mycorrhizal benefits increased
by 374.4% for the aboveground biomass of S. viridis [35]. In the present study, under warming
treatment, AMF significantly increased the P contents and the C:N ratio of S. viridis. AMF may increase
plant biomass by promoting nutrient cycling [31].

In the N input treatment of our previous study [35], the mycorrhizal benefits conferred to the
aboveground biomass of S. viridis and L. chinensis were increased by 51.1% and 47.4%, respectively,
whereas the aboveground biomass of S. corniculata decreased significantly under both treatments.
These results are generally in agreement with those of the present study. In the present study, under N
input and a combination of warming and N input, AMF significantly enhanced the C and P contents
and the C:N ratio of the C4 grass S. viridis. Under N input, AMF significantly increased the C, N, and P
contents and the C:N ratio of the C3 grass L. chinensis. However, AMF significantly decreased the C,
N, and P contents of S. corniculata under the combination of warming and N input. The mycorrhizal
benefits conferred to C4 grasses are greater than those conferred to C3 grasses and should therefore
result in higher carbon production and increased AMF development [41,46], an expectation consistent
with the findings of the current study. However, in S. corniculata, AMF symbiosis was antagonistic. The
results suggest that the contribution of AMF to the three dominant species in the Songnen meadow
steppe varies under global change. These results support our hypothesis and further suggest that plant
stoichiometric responses to global change and ecosystem stability can be adjusted by AMF.

N and P are the most common limiting elements for plant growth and have profound impacts on
plant functions [30]. According to some studies, AMF can transfer a considerable amount of N from
the soil to host plants [47,48], but other studies have found no evidence that AMF symbioses increase
N uptake [49,50]. Phosphorus is the most readily immobilized element in the soil, and its availability
is very low [51]; therefore, mycorrhizal P uptake is the dominant pathway [52]. AMF form extensive
hyphal networks in the soil and forage effectively for nutrients, especially P, which is supplied to
their host plants [10,53]. Fungal nutrient allocation is adjusted through the carbon source strength of
individual host plants [54], and plant species affect the AMF response to resource stoichiometry [55].

Furthermore, under all treatments, AMF significantly decreased the N:P ratio of S. viridis under N
input and a combination of warming and N input, and AMF significantly decreased the N:P ratios of
L. chinensis and S. corniculata. Several studies have suggested that a plant N:P ratio < 14 indicates N
limitation and that a plant N:P ratio > 16 indicates P limitation [56,57]. Numerous studies have shown
that N input induces an imbalance in the N:P ratio and an increase in P limitation in grasslands [58,59].
In the present study, N input and the combination of warming and N input significantly enhanced the
plant N:P ratios of the three species, which may result in an altered balance between N and P. Therefore,
the Songnen meadow steppe ecosystem changed from being N limited to being P limited, which is in
accordance with an experiment in a temperate steppe ecosystem [60]. However, AMF significantly
reduced the N:P ratios of the three species under N input and the combination of warming and N
input, which agrees with a previous result [61]. The trade balance model predicts that N enrichment
of a P-limited soil will exacerbate the P limitation and increase the amount of P obtained through
symbiosis [30]; thus, the plant N:P ratio will decrease in the presence of AMF. The results suggest that
AMF might slow the increase in P limitation caused by global change in Songnen meadows. Rational
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management of soil nutrients in these meadows is critically important to increase plant productivity
and to improve the sustainable utilization of grassland ecosystems.

4.2. Effects of AMF on Soil C:N:P Stoichiometry

Stoichiometry is a vital indicator of biogeochemical cycles in terrestrial ecosystems [62]. Soil C:N:P
stoichiometry provides a crucial potential diagnostic value for nutrient mineralization and organic
matter decomposition [63]. Studies have revealed that C:N:P stoichiometry in soil and plants is tightly
linked [64,65]. Soil C:N:P stoichiometry not only regulates microbial activity but also plant N and P
uptake [64], while plant C:N:P stoichiometry directly reflects the availability of soil N and P. Many
studies have suggested that AMF may transport large numbers of limiting nutrients (N, P) to their host
plants from the soil [48,66] and may promote nutrient use efficiency by accelerating the decomposition
of organic matter [48,67].

Yue et al. [23] found that high stoichiometric homeostasis, measured as the soil C:N ratio,
decreased significantly under N addition. In the present study, under N input, the soil N content and
the N:P ratio were decreased significantly in the presence of AMF, but the soil C:N ratio under N input
and AMF increased, suggesting that AMF play vital roles in soil nutrient cycling [68], including C and
N cycling, in grassland ecosystems [45]. The results indicate that AMF might improve the soil stability
and sustainability of plant-soil systems.

5. Conclusions

While N is proposed as the primary limiting nutrient for plant growth, warming and N input
resulted in a change from N limitation to P limitation in a semiarid meadow steppe; therefore, P was
arguably more limiting in the grassland ecosystem in the study area. Our results showed that AMF
play a vital role in maintaining plant nutrient balance and affect plant growth by altering plant
nutrient uptake. AMF might slow the rate of P limitation in the Songnen meadow steppe under global
change, which would alter plant community composition under future global change. In addition,
AMF enhance the soil stability and sustainability of plant-soil systems.
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Abstract: Miners’ unsafe behavior is the main cause of roof accidents in coal mines, and behavior
intervention plays a significant role in reducing the occurrence of miners’ unsafe behavior. However,
traditional behavior intervention methods lack pertinence. In order to improve the intervention effect
and reduce the occurrence of coal mine roof accidents more effectively, this study proposed a targeted
intervention method for unsafe behavior. The process of targeted intervention node locating was
constructed, and based on the analysis of 331 coal mine roof accidents in China, three kinds of targeted
intervention nodes were located. The effectiveness of targeted intervention nodes was evaluated by
using structural equation model (SEM) through randomly distributing questionnaires to miners of
Pingdingshan coal. The results show that, in preventing roof accidents of coal mines, the targeted
intervention nodes have a significant positive impact on the intervention effect. The method can
also be applied to the safety management of other industries by adjusting the node location and
evaluation process.

Keywords: unsafe behavior; targeted intervention; coal miners; safety management

1. Introduction

At present, roof accidents are still frequent in coal mine production. According to a previous
analysis of roof accidents in coal mines, engineering technical means cannot completely control the
occurrence of roof accidents. However, research on the influence of human behavior is not clear [1–3].
Currently, the research on roof accidents is mainly divided into two categories: management and
technology. The former does not point out concrete operation mistakes or management mistakes,
and is a barrier to measuring formulation pertinence. The latter is combined with specific coal mining
faces or roadways, so the mechanism of roof deformation and failure instability has been studied,
and relevant engineering measures have been worked out [4]. However, despite the continuous
improvement of the technical level of roof support in China, roof accidents still occur from time to
time. This shows that engineering technical means are not the best measures to solve roof accidents.
With continuous improvement and a deepening of people’s understanding and the research on
behavior safety, researchers have gradually discovered that unsafe behavior is a more significant
cause of accidents [5]. Similarly, the vast majority of coal mine casualties are caused by unsafe
behavior by miners [6]. Unsafe behavior refers to that that may cause casualties, property damage,
and environmental damage in violation of rules of operation and safety regulations. In order to
effectively prevent roof accidents, human factors must be taken into account. Combined with BBS
(Behavior Based Safety) theory, explicit behavioral intervention measures should be put forward [7].
Reducing the incidence of unsafe behavior among workers through behavior intervention is conducive
to reducing the risk of enterprise safety, thus enhancing the effectiveness of the enterprise safety
management system [8].
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A miner’s behavior is based on a complex decision-making process, and behavior safety research
is mainly based on objective theory and operational condition theory. The emphasis is to identify
key unsafe behavior and correct unsafe behavior through intervention. Currently, the research on
unsafe behavior intervention mainly explores the intervention countermeasures of unsafe behavior
by combining organizational factors with individual factors [9]. Using planning behavior theory,
accident cause theory, the structural equation model, and other methods, research has been done on
coal mines, buildings, aviation, and other fields, respectively, with respect to safety training, safety
culture, performance feedback, material incentives, and other aspects of appropriate intervention
measures to reduce the occurrence of unsafe behavior [10–12]. Namian et al. found that the prolonged
use of ineffective safety training methods seriously affected the safety in a building. They collected
safety training data at the project level to measure workers’ risk identification ability and safety risk
perception level, and the results provided references for improving safety training work. It shows that
traditional safety training methods, to enhance their effectiveness, need to be combined with modern
information technology [13]. Kouabenan’s research on two French nuclear power plants proves that
the safety climate has a certain substantial impact on the promotion of safety management, but it was
also found that the encouragement of the direct supervisor in the enterprise is more influential than
the view of senior management on safety. This also indicates that more in-depth research on human
behavior characteristics is needed in enterprise security management [14]. Warszawska et al. found
that a weak safety culture is the main cause of many catastrophic events and that, in order to avoid
this situation, enterprise safety culture must be strengthened [15]. These traditional methods of unsafe
behavior intervention are mostly based on the observations and records of workers’ behaviors, the
assessment of behavioral risks to overall conduct, and extensive behavior intervention of workers. In
general, traditional methods are only used for the intervention of unsafe behavior itself and lack the
in-depth analysis of its internal characteristics and the in-depth study of the root factors leading to
unsafe behavior [16]. Therefore, this intervention method lacks pertinence. People’s unsafe behavior
cannot be fundamentally changed, and the root factors of unsafe behavior will reappear after the
intervention [17].

With the continuous expansion of the data volume of security information, analyzing and mining
the hidden value of the data have become important in behavior security research [18]. The purpose
of this study is to propose a targeted intervention method for unsafe behavior on the basis of
behavior safety management. This method pays more attention to the inherent characteristics of
workers’ unsafe behaviors on the basis of traditional intervention methods through data mining to
fully master the risk level, position, behavior individual, behavior trace, behavioral property, time,
and type of unsafe action dimension information for worker’s unsafe behavior. Statistical analyses
and the association rule mining method are applied to analyze various dimensions of information
regarding distribution and the inner link between them. According to the internal information of unsafe
behaviors, intervention nodes are located. The ultimate goal is to improve the effect of behavioral
intervention by formulating corresponding intervention measures for each targeted intervention node
in actual safety management work. Through data analysis of coal mine roof accident cases, three
types of targeted intervention nodes are identified: the key types of behavior-targeted intervention
nodes, the single-dimensional characteristic-targeted intervention nodes, and the multi-dimensional
characteristic-targeted intervention nodes. The structural equation model (SEM) was used to evaluate
each targeted intervention node to prove the effectiveness and practicability of the method.

2. The Targeted Intervention Nodes of Miners’ Unsafe Behavior

The significance of “targeted” has different meanings in different industries, and in medicine,
marketing, and economic development, it mainly refers to targeted drugs, targeted marketing,
and targeted poverty alleviation. “Targeted” used in the field of behavior safety management refers
to the realization of precise positioning, precision intervention, and the accurate management of
unsafe behavior of miners based on existing research. The most critical step to achieve targeted

528



Int. J. Environ. Res. Public Health 2019, 16, 422

intervention is to locate the targeted intervention node through data mining, statistical analysis, and
other methods to identify the key behavior of each specialty and the characteristics of the single
dimensional, multi-dimensional, and other deep-seated information [19]. Finally, the corresponding
intervention measures are made for each intervention node, so as to correct the unsafe behavior of
miners and prevent accidents.

The work of coal mine safety management is difficult, and the unsafe behavior of miners is
complex and diverse [20]. Traditional behavioral interventions often use methods such as material
reward, goal setting and performance feedback, management intervention, and so on. The accuracy of
“netting” and “one-size-fits-all” intervention methods is low, and they not only cannot fully capture
the unsafe behavior of the site but will also certainly lead to a miner’s aversion and a waste of money.
At present, with the construction of digital mines, coal mines have realized the overall perception of
underground personnel, equipment and facilities, the environment, and other objects, and the accident
reports and various rules and regulations have also gradually improved. This can provide a large
amount of data support for the location of target nodes. Based on the above analysis, the process of
targeted intervention nodes for unsafe behavior of miners was constructed, as shown in Figure 1.

Data collection

Hidden trouble on the spot Violation image Accident report 

Service regulations Safety regulation Safety standards 

Data boundary

Risk level Position Behavior individual

Behavior property Time Unsafe action

Data analysis

Single dimensional feature analysis Multi-dimensional feature analysis

Node location

Key work behavior Single dimensional 
feature  nodes

Multi-dimensional feature 
nodes

Behavior trace

 
Figure 1. Process of targeted intervention node locating.

2.1. Data Sources

The hidden danger of job sites and violation images can be used as realistic data, recording
the occurrence time of the accident, the behavior process of the individual, and the situation of all
things, which can clearly and truly reflect the unsafe behavior and the safety risk points of miners [21].
The accident report records the process, the cause, the corrective action, and the result of the accident.
Many regulations and standards provide guidance for the standardized description of unsafe behavior,
which can be used as abstract data for data analysis.
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2.2. Data Boundary

Seven dimensions are used to describe the unsafe behavior comprehensively, and the information
of unsafe behavior in the form of text and pictures is transformed into structured data by coding.
Risk level (RL) indicates that the severity of unsafe behavior is divided into three levels: high-risk,
medium-risk, and low-risk; position (P) describes the location where unsafe behavior occurs; behavior
individual (BI) expresses the information of the person who issued the unsafe behavior, which includes
age, length of service, educational background, and so on; behavior trace (BT) shows whether the
unsafe behavior can be traced after its occurrence and whether the behavior can be divided into traced
unsafe behavior and non-traced unsafe behavior; behavior property (BP) is divided into four parts:
violation of command, violation of operation, violation of action, and non-violation unsafe action; time
(T) records when unsafe behavior occurs; unsafe action (UA) describes the specific unsafe behavior
that may lead to accidents, casualties, and environmental disruption.

2.3. Data Analysis

Through the single-dimensional analysis of unsafe behavior data, the distribution characteristics
of risk level, position, behavior individual, behavior trace, behavior property, time, unsafe action, and
specialty have been explored. Through the interaction analysis of each dimension, the interaction
rules of unsafe behavior between different dimensions are explored. Data analysis provides sufficient
evidence for locating the targeted intervention nodes.

2.4. Locating Nodes

Firstly, the key behavior of each position should be determined. The targeted intervention nodes
oriented to the key behavior of different types of work will be located. Secondly, the distribution
differences of miners’ unsafe behavior in one particular dimension and different categories will
be studied, and the distribution characteristics in the specific dimension are obtained, so as to
locate the targeted intervention node oriented to the single-dimensional feature of unsafe behavior.
The occurrence of miners’ unsafe behavior has its inherent complexity, which is influenced by
the natural environment, geological conditions, construction technology, personnel characteristics,
management level, and so on [22]. The interaction between variables in theory will be combined with
the requirement of practical security management. The interaction between different dimensions of
unsafe behavior is exploring, and the potential characteristics and deep regularity of unsafe behavior
should be found. Finally, targeted intervention nodes oriented to multi-dimensional association will
be located.

3. Research Methods

3.1. Unsafe Behavior Data Analysis Based on Roof Accidents

The number of roof accidents is very large, it is very difficult to integrate the detailed case data
of each accident. In order to ensure the scientific nature of the study, the selection of cases follows
two principles: accident integrity and case authority. The main sources of accident cases are Internet,
accident analysis report, coal mine typical accident compilation, and so on. The application of data
analysis methods has the following advantages: the large amount of data, rather than the selection of
random samples, greatly reduces the impact of random events on the overall conclusion; the intrinsic
characteristics associated with behavior, not just superficial causality, can be studied; the processing
speed is fast, and valuable information can be quickly obtained in a short period of time [23].

Unsafe behavior refers to the behavior of the person who has caused the accident or may cause
the accident. There are many causes of unsafe behaviors, including individual factors, psychological
factors, organizational factors, environmental factors, and so on. Different researchers have different
views on the classification of unsafe behaviors. Unsafe behaviors in a coal mine mainly refer to the
“three disobeying” of coal mine safety production [24]. “Three disobeying” is the general term of
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disobeying command, disobeying operation, and disobeying labor discipline. The elimination of
“three disobeying” has always been an important issue in the safety management of all industries,
especially coal mining enterprises and other high-risk industries. In order to fundamentally explore
the objective rule of unsafe behaviors and the complex relationship between its internal factors, many
unsafe behaviors need to be objectively analyzed. Previous coal mine accidents can provide enough
data for the analysis of miners’ unsafe behaviors, but the unsafe behaviors that lead to different types
of accidents are different in nature. To eliminate the heterogeneity of a large number of unsafe behavior
data, we selected unsafe behavior leading to roof accidents in coal mines as the research object [25].

A total of 331 roof accidents were collected from 1983 to 2014 in China, including 8 major
accidents, 159 major accidents, and 164 general accidents. All unsafe behaviors of miners causing roof
accidents are collected from the accident report. For example, a roof accident occurred in a mine in
Pingdingshan city, Henan province, which directly resulted in a death, several serious injuries, and a
total economic loss of about RMB 585,000. According to the time of this accident, four unsafe behaviors
could be analyzed successively, expressed as follows: “the top plate was out of the slag and was not
withdrawn in time,” related to the coal miner; “there are no timely measures to prevent potential
safety hazards,” related to the field commanders; “there are no perfect operation procedures or safety
technical measures established,” related to the middle management staff; and “the arrangement of
roadway is in a steep-inclined coal seam,” related to the senior management staff.

According to the data boundary divided by seven dimensions, 1215 data points were obtained.
The data of miners’ unsafe behavior was transformed from unstructured text records into structured
data. A preliminary single-dimensional statistical analysis of the data points was performed, as shown
in Table 1.

Table 1. Statistics of a single dimension.

Dimensional Result (Frequency, Scale)

RL High-risk (456, 37.5%); medium-risk (539, 44.4%); low-risk (220, 18.1%)

P Coal face (504, 41.5%); tunneling working site (333, 27.4%); main roadway (198,
16.3%); others (180, 14.8%)

UA Supporting (190, 18.36%); safety inspection (119, 11.50%); general type (114, 11.01%)

BI Coal mining worker (628, 51.7%); field commanders (213, 17.5%); middle
management staff (255, 21.0%); senior management staff (119, 9.8%)

BT Traced behavior (574, 47.2%); non-traced behavior (641, 52.8%)

BP Violation of action (706, 62.5%); violation of operation (316, 26.0%); violation of
command (70, 1.4%); non-violation unsafe action (123, 10.1%)

T More unsafe actions occur in January, March, and August.

Notes: RL: Risk Level; P: Position; UA: Unsafe action; BI: Behavior individual; BT: Behavior trace; BP: Behavior
property; T: time.

According to the description of seven dimensions of miners’ unsafe behaviors, interactive analyses
can be performed on any two or more of them. The interaction analysis between different variables
can map out different practical meanings, the purpose of which is to explore the deep regularity of
the unsafe behavior data of miners and to provide the basis for determining the targeted intervention
nodes. Through the Apriori algorithm [26], unsafe action is the consequent of the study, and other
dimensions are antecedents. The relationship between information and unsafe action in each dimension
is discussed (the association between specific unsafe action and time dimension is not obvious enough
and is not considered for the time being), as shown in Table 2.
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Table 2. Multidimensional interaction relationship analysis.

Dimension Antecedent Consequent Association Rule

RL

High-risk Empty roof operation
Different risk levels correspond to the
most frequent miners’ unsafe action

Medium-risk No safety measures

Low-risk Failure to clean up float coal in time

P

Coal face Inadequate supporting
Different workplaces correspond to the
most frequent miners’ unsafe action

Tunneling working site Empty roof operation

Main roadway Failure to strengthen roadway
support

BI

Coal mining worker Empty roof operation

Different behavior individuals
correspond to the most frequent miners’
unsafe action

Field commanders Inadequate supporting

Middle management staff No site supervision of the workers’
work

Senior management staff Illegal organization of production

BT

Traced behavior Inadequate supporting
The most frequent occurrence of the
traced unsafe behavior is failure to
support in time

Non-traced behavior The surrounding environment was
not checked before the operation

The most frequent occurrence of the
traced unsafe behavior is failure to
check the surrounding environment
before the operation

BP

Violation of action Empty roof operation

Different behavior properties
correspond to the most frequent miners’
unsafe action

Violation of operation Inadequate supporting

Violation of command Illegal organization of production

Non-violation unsafe action Nocking and drumming before the
work are not careful

Support is the ratio of the number of consequents and antecedents to the total data set in the
database, and the probability of their occurrence is determined. Confidence is the ratio of the support
for the occurrence of a consequent and an antecedent to the support for the consequent. It is used
to denote the probability of an antecedent derived from an association rule under the condition of
a consequent. Lift is the ratio of the confidence of “antecedent → consequent” to the support of the
consequent. It reflects the size of the consequent influenced by the antecedent [27]. Minimum support
and minimum confidence were 8% and 30%, respectively, and this information was used to obtain
effective strong association rules. The results of the analysis are shown in Figure 2.
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Figure 2. Association rule results of the miners’ unsafe behavior.

3.2. The Miners’ Unsafe Behavior Targeted Intervention Node Establishment

The key work behaviors are determined by the frequency, work position, work time, risk level,
etc. caused by the “three disobeying” in different types of work. Following the principles of
reliability, measurability, controllability, observability, etc., according to the comprehensive distribution
characteristics of each dimension of “three disobeying” for various types of work, several “three
disobeying” behaviors are selected as the key behaviors of various types of work. These key behaviors
are targeted at the first type of intervention nodes for unsafe behavior intervention. In the process of
practical safety management, it is expected to improve the effect of safety management by focusing on
this kind of key work behavior. It is expected that behavior correction can be achieved by interfering
with these key work behaviors, and the incidence of unsafe behavior can be greatly reduced [28].

A single-dimensional feature-targeted intervention node is based on the distribution
characteristics and proportion of each dimension to guide the intensity of intervention and the
allocation of management resources in the process of security management. In terms of time, for
example, more unsafe behavior happened in January, March, and August. Safety management can
target these months to strengthen the observation and intervention of unsafe behavior and can directly
and effectively reduce the number of unsafe behaviors. Based on the association analysis of each
dimension of unsafe behavior, the multi-dimensional characteristic-targeted intervention node was
located according to their deep connection and rule, which can provide guidance and direction for
practical safety management. A list of three types of intervention nodes based on miner’s unsafe
behavior-targeted intervention was finally formed through data and theoretical analysis for use in this
study, as shown in Table 3.
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3.3. The Targeted Intervention Node Evaluation

The purpose of the evaluation of targeted intervention nodes is to verify the effectiveness of
each intervention node and the application value of targeted intervention nodes in the intervention
of unsafe behavior of miners. In this study, the structural equation model (SEM) was constructed to
evaluate the targeted intervention nodes [29]. As a general framework of statistical analysis, structural
equation model (SEM) is widely used in data analysis [30,31].

3.3.1. Variable Division and Formulate Hypothesis

In order to evaluate the effectiveness of three unsafe behavior-targeted intervention nodes,
another latent variable “intervention effect” was introduced. Unsafe behavior incidence (I1), safety
management efficiency (I2), and safety climate improvement degree (I3) were selected as the observed
variables of latent variable “intervention effect” [32–34]. K1–K5, S1–S6, and M1–M7 in the list
of the targeted intervention nodes were the observed variables of the “key work behavior node,”
the “single-dimensional feature node,” and the “multi-dimensional feature node,” respectively.

In the process of coal mine safety management, in order to effectively reduce the incidence
of roof accidents and improve the targeting of workers’ behavior intervention, this paper analyzes
and summarizes three kinds of targeted intervention nodes: key work behavior, single-dimensional
features, and multi-dimensional features. The practical significance of the three factors and their
impact on the effect of intervention were analyzed, and the following hypotheses were formulated:

H1. Key work behavior positively influences the intervention effect.
H2. Single-dimensional features have a direct influence on the intervention effect.
H3. Multi-dimensional features positively influence the intervention effect.

These three types of nodes also affect each other, and the targeted intervention on a single class of
nodes will also have an impact on other types of intervention nodes. For example, a single-dimensional
feature intervention node may result in a change in the incidence of key work behavior, so the following
assumptions are formulated:

H4. Single-dimensional features positively influence key work behavior.
H5. Multi-dimensional features have a direct influence on key work behavior.
H6. Multi-dimensional features have a direct influence on single-dimensional features.

3.3.2. Construct Model and Questionnaire Design

Based on the following hypotheses, an initial model of miners’ targeted unsafe behavior
intervention node evaluation was established, as shown in Figure 3.

Intervention 
Effect

Key Work 
Behavior

Multi-dimension 
Feature

Single  Dimension 
Feature

H1

H2

H3

H4

H5

H6

Figure 3. Initial model of miners’ targeted unsafe behavior intervention node evaluation.
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According to the latent variable and observation variable, the questionnaire was designed, and
the experience of other scholars was consulted and verified by experts. The questionnaire’s results
were compiled with the five-point Likert scale (1–5 represents total disagreement, basic disagreement,
partial agreement, basic agreement, and complete agreement, respectively) [35]. This assessment
method produces better data distribution. The questionnaire consists of three parts: (1) general
information and background information about the interviewees; (2) questions about the role of
various targeted intervention nodes in the implementation of behavior interventions; (3) questions
about the intervention effect on unsafe behavior through targeted intervention nodes.

A random sampling method was used to survey the employees in a coal mine of the Pingdingshan
Coal Industry Group [36]. This coal mine is located in the northwest of Pingdingshan District, Henan
province. It was founded in 1956 and put into production on 31 December 1958. It included 4468
registered workers, 376 management personnel, 281 professional and technical personnel, 12 senior
titles, and 116 intermediate titles. The questionnaire survey was conducted in this coal mine where
several roof accidents resulting in huge casualties and property losses had occurred. A total of 260
questionnaires were sent out, and 248 responses were received. The recovery rate was 95.38%. Among
the collected questionnaires, 237 were valid, and the effective rate was 95.56%. Among the interviewees,
there were 42 people with a bachelor’s degree or above, accounting for 16.15%, and 185 coal miners,
accounting for 71.15%; the number of safety administrators at all levels was 38, accounting for 14.62%,
and 94, accounting for 36.15%, had worked for more than 15 years.

In order to ensure the applicability and validity of the data in the questionnaire, reliability analysis
and validity analysis of the questionnaire data were carried out [37]. In this study, Cronbach’s α was
used to measure the reliability of setting latent variables [38]. Generally, the higher this coefficient, the
higher the reliability. In the exploratory study, results of the questionnaire with a reliability up to 0.7
were acceptable. The data from the questionnaire were input into SPSS 17.0 software (International
Business Machines Corporation, Armonk, NY, USA), and the calculated Cronbach’s α coefficient
showed that the questionnaire data had good reliability, as shown in Table 4.

Table 4. Reliability test results for latent variables.

Latent Variable Cronbach’s α
Cronbach’s α Based on
Standardization Term

Number of Terms

Key work behavior node 0.813 0.837 6
Single-dimensional

feature node 0.824 0.841 7

Multi-dimensional
feature node 0.796 0.805 6

Intervention effect 0.811 0.828 3

Validity analysis tests the degree to which the questionnaire reflects the objective reality. Analysis
of questionnaire validity was performed via KMO and the Bartlett sphericity test [39]. Under the
standard condition, when the KMO is greater than 0.7 and the concomitant probability of the Bartlett
sphericity test is less than significance level 0.001, the questionnaire has high validity. The calculated
result was KMO = 0.837 > 0.7, and the significance probability of the statistical value of Bartlett
sphericity test was less than 0.001, indicating that the index data were normally distributed. This shows
that the questionnaire has high validity. According to the above analysis, the questionnaire has good
reliability and validity, and the data obtained are suitable for factor analysis.

4. Result and Discussion

Based on the setting latent variables and observed variables (K1–K6, S1–S7, and M1–M6), r1~r4

was set as the residual variable of the corresponding latent variable, and e1~e23 was the residual
variable of the corresponding observed variable. The model was tested by IBM SPSS AMOS21.0
software (International Business Machines Corporation, Armonk, NY, USA). First, the evaluation data
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of the structural equation model were calculated, and the model was modified by adjusting the model
to meet all kinds of fitting indexes. This paper mainly used the absolute fit index, the comparative fit
index, and the parsimonious fit index to judge the fitness of the model [40]. After several revisions of
the model and calculation of the fitting data, the final fitting results were obtained. The model fitting
reference criteria and the final model fitting data are shown in Table 5.

Table 5. Model fitting criteria and results.

Criteria X2/df RMSEA NFI RFI IFI TLI CFI PGFI

Fit Index <3 <0.08 >0.9 >0.9 >0.9 >0.9 >0.9 >0.5
Model Index 3.062 0.068 0.923 0.906 0.912 0.956 0.914 0.587

Notes: RMSEA: Root-Mean-Square Error of Approximation; NFI: Comparative Fit Index; RFI: Relative Fit Index; IFI:
Increasing Fit Index; TLI: Tucker-Lewis Index; CFI: Comparative Fit Index; PGFI: Goodness of Fit Index.

The result of the model modification shows that the fitting data of the model meets the
requirements of the fitting criteria, which shows that the model has good fit [41]. Based on the
above analysis, the result of the final model is shown in Figure 4.

Intervention 
Effect

Key Work 
Behavior

Multi-dimension 
Feature

Single  
Dimension 

Feature
K2

K3

K4

K5

K1

K6

S1 S2 S3 S4 S5 S6 S7

M1 M2 M3 M4 M5 M6

0.81

I1

I2

I3

0.83

e7 e8 e9 e10 e11 e12 e13

e20

e21

e23

r1

r2

r4

r3

e1

e2

e3

e4

e5

e6

e14 e15 e16 e17 e18 e19

0.68

0.62

0.67

0.71

0.64

0.73

0.64 0.70 0.74 0.61 0.61 0.62

0.78

0.72

0.79

0.76

0.59

0.73 0.72 0.69 0.68 0.71 0.64 0.62

 
Figure 4. Final evaluation model of targeted intervention nodes for unsafe behavior.

According to the final output results of the evaluation model, the path coefficients of H1–H6 were
0.766, 0.81, 0.77, 0.67, 0.48, and 0.59, respectively, which proved that H1–H6 were significant influences.
Based on the path coefficients of H1–H3, the order of the effects of the three target intervention nodes
was as follows: single-dimensional feature nodes > multi-dimensional feature nodes > key work
behavior nodes.

The results of H1 showed that the positive influence of key work behavior on the prediction
of intervention effect was supported, and the accuracy and practicability of targeted intervention
nodes K1–K5 were verified. The results of Judi et al. show that the precise positioning of specific
unsafe behaviors and the positive strengthening of specific safety practices can effectively reduce

537



Int. J. Environ. Res. Public Health 2019, 16, 422

occupational accidents [42]. This conclusion is in line with the research results of this paper. There is a
very complicated nonlinear relationship between the overall safety state of coal mining enterprises
and various unsafe behaviors of miners [43]. Intervening unsafe behavior that can easily lead to coal
mine accidents has a positive effect on the overall safety state of coal mines. The key work behaviors
K1–K5 involved in H1 come from different groups of workers, including coal mine workers, field
commanders, and management staff, all of which have a positive support effect on the prediction
results. The results support Luria’s view that enhancing the visibility of workers’ behavior helps to
increase the impact of intervention programs [44]. It is obvious that locating the key types of behavior
intervention nodes is an effective way to enhance the visibility of workers’ behavior. Because of this
remarkable influence relationship, in the daily coal mine safety management, in the prevention of
roof accidents, we should pay attention to such unsafe behavior in the process of safety education
and training, safety supervision, inspection, etc. [24], as this can effectively reduce the incidence of
unsafe behavior.

The significant results of H2 support the positive effect of single-dimensional features on the
intervention effect and verify the effectiveness of targeted intervention nodes S1–S7. Bona’s view shows
that different interventions based on the distribution of risk levels of unsafe behavior among workers
can achieve the best results at the lowest management cost [45]. Cheng studied the characteristics of
occupational accidents in construction enterprises and found that more accidents occurred on the first
day of workers’ presence in the workplace. According to the results of the time dimension analysis,
enterprises can avoid accidents to a great extent [46]. In the study of human factors in coal mines in
China, Chen found that environmental characteristics affected the occurrence of unsafe behavior to
some extent. The environmental characteristics mentioned in this study are the spatial distribution of
accidents determined by location, working conditions, geological characteristics, etc. It was also shown
that mastering the position dimension distribution characteristics of unsafe behavior has a certain
role in promoting the safety management efficiency of enterprises [47]. In the analysis of the unsafe
behavior of the gas explosion accident in China, Yin et al. found that there are great differences in the
frequency of the unsafe behavior of different types of work, which can make safety training easier and
more effective [22]. This conclusion is consistent with the results of this paper. Sanmiquel et al. used a
database of occupational accident and death reports in Spain’s mining industry to analyze the main
causes of accidents. Some data mining techniques, such as Bayesian classifiers, decision trees, and
contingency tables, were used to discover behavior patterns based on certain rules. The results were
helpful in formulating appropriate preventive measures to reduce human injury and death [48]. In
the study of road traffic accidents by Kumar, k-mode clustering technology and a correlation analysis
algorithm were used to obtain combined characteristics of road traffic accidents. Through the trend
analysis of road traffic accidents, it was found that the results of the study have a positive effect on
reducing road traffic accidents [25]. The above conclusions are consistent with the results of this
paper. The data distribution of dimension information such as risk level, time, position, etc. directly
shows the single-dimensional characteristic of insecurity. According to the data distribution of each
dimension of unsafe behavior, such dimensions can significantly change the overall safety climate of
the enterprise by providing corresponding guidance to the intervention intensity and management
resource allocation [49]. In the process of practical safety management of coal mine enterprises, the
single-dimensional feature node should be taken as the basis for providing the guidance and basis for
the intervention and resource allocation from the aspects of safety responsibility, safety culture, safety
education, safety investment, and so on [50].

The positive results of H3 support the influence prediction between the multi-dimensional features
and the intervention effect, which proves that the targeted intervention nodes M1–M6 can effectively
improve the effect of behavioral intervention as the multi-dimensional feature nodes in the process of
targeted intervention. The multi-dimensional intervention node determined by interaction analysis
makes the targeted identification of the intervention objects more specific and the intervention process
more precise [51]. The combinatorial localization of multi-dimensional information is a deep mining
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of unsafe behavior characteristics, which is different from general surface information and reveals the
deep-seated characteristics of unsafe behavior [52].

The results of H4–H6 show that the three kinds of targeted intervention nodes also have interactive
relationships, and the support of the analysis results for this prediction shows that the practical
targeted intervention will be a dynamic process of intervention. When using single-dimensional
features and multi-dimensional features to intervene, the key work behavior will change, and the
single-dimensional feature information data distribution will also change when the intervention is
aimed at multi-dimensional features. Therefore, in the process of targeted intervention in enterprises,
intervention nodes are constantly changing. Because targeted intervention nodes are based on data
analysis and positioning, this fully reflects the advantages of the data analysis method in the process of
security management [53]. When implementing targeted intervention in enterprises, it is necessary to
collect and update the unsafe behavior data of workers as the intervention continues, and to analyze
the data regularly, so as to reposition the unsafe behavior targeted intervention nodes. Finally, in the
process of enterprise safety management, the pertinence of worker unsafe behavior intervention is
improved, and real-time intervention is realized.

5. Conclusions

The research of targeted interventions in other industries and different fields were combined
with behavioral safety management and applied to unsafe behavior interventions. By dividing
the data boundary, using safety management data in coal mine production and the method of
single-dimensional statistical analysis and multi-dimensional interactive analysis, the targeted
intervention process of miners’ unsafe behavior was constructed and deemed suitable for coal mines.
In the study of miners’ unsafe behavior, this process realizes innovation from accident cases to data
analysis and to behavior intervention. The method and process of the data analysis of behavior
promote further development in the field of behavior intervention, and lay the theoretical foundation
and method reference for the realization of accurate identification, accurate intervention, and accurate
management of unsafe behavior.

The coal miners’ unsafe behavior was taken as the target intervention object. Through the analysis
of the data of the coal mine roof accident, the characteristics of data distribution and the interaction
rules in the accident case were excavated, and the target intervention nodes of the unsafe behavior were
then located. The targeted intervention nodes can help to find unsafe behaviors that can easily lead
to roof accidents, and provide a direction for enterprises to reduce the incidence of unsafe behaviors
more quickly. According to the different proportion of intervention provided by intervention nodes,
enterprises can optimize the allocation of management resources and improve management efficiency.
Multiple intervention strategies provided by multiple intervention nodes have an effectively practical
significance in controlling roof accidents in coal mines.

The evaluation model of targeted intervention nodes was established by using the structural
equation method (SEM), based on which the evaluation process of unsafe behavior-targeted
intervention nodes was formed. According to the evaluation results, the effectiveness of each target
intervention node was determined, and the scientific and practical nature of the proposed method was
further verified.

Based on the roof accident data, we studied the target intervention of miners’ unsafe behavior,
and the research results have practical significance. The method and process can also be used to
intervene on the unsafe behavior of workers in other industries. It is necessary to redefine the data
boundary according to the behavior characteristics of workers in different industries, and make
adaptive adjustments to the node location process by combining the sources of unsafe behavior data
and the behavior characteristics of workers in various industries. This is a possible direction of future
research and development.
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Abstract: Background: The importance of aerosols in the spread of viruses like influenza is still a
subject of debate. Indeed, most viruses can also be transmitted through direct contact and droplets.
Therefore, the importance of the airborne route in a clinical context is difficult to determine. The aim
of this study was to design a chamber system to study the airborne transmission of viruses between
ferrets. Methods: A system composed of three chambers connected in series, each one housing one
ferret and preventing direct contact, was designed. The chambers were designed to house the ferrets
for several days and to study the transmission of viruses from an infected (index) ferret to two naïve
ferrets via aerosols and droplets or aerosols only. A particle separator was designed that can be used to
modulate the size of the particles traveling between the chambers. The chamber system was validated
using standard dust as well as with ferrets infected with influenza A virus. Conclusions: The 50%
efficiency cut-off of the separator could be modulated between a 5-μm and an 8-μm aerodynamic
diameter. In the described setup, influenza A virus was transmitted through the aerosol route in two
out of three experiments, and through aerosols and droplets in all three experiments.

Keywords: bioaerosols; influenza virus; ferret animal model; aerosol chamber

1. Introduction

Several infectious diseases are known to be transmissible through the airborne route, such as
tuberculosis and measles. The only known disease transmitted only through the airborne route is
tuberculosis, as reported by Roy and Milton [1]. Aerosol transmission of other diseases could be
preferential or opportunistic [1]. Therefore, it is difficult to assess the importance (or not) of the
airborne route in disease transmission. The mode of transmission of some diseases is ambiguous.
The evidence of severe acute respiratory syndrome (SARS) airborne transmission was first assessed by
indirect evidences such as modeling and epidemiological studies [2]. Moreover, the possible airborne
transmission of non-respiratory diseases, like Norovirus, is a subject of investigation [3–5].

For many diseases, dissociating transmission routes such as indirect contact, exposure to large
droplets and aerosol transmission through aerosols can be complicated, even in controlled laboratory
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environments. The World Health Organization considers disease transmission with particles >5 μm as
droplets transmission and with particles <5 μm as aerosols transmission [6].

The size of the particles involved in the natural transmission of diseases through the airborne
route is hard to establish, especially for viral diseases. In fact, only a few studies have looked at the
particle size of airborne viruses that can be found in the environment. Anderson 6 stage cascade
impactors, National Institute for Occupational Safety and Health (NIOSH) two-stage bioaerosols
cyclone samplers [7–9], and Sioutas personal cascade impactors [10,11] have been used in agricultural
and hospital settings. In all these studies, viruses were found in all air sample stages, meaning that
large particles as well as small particles can carry viruses. More recently, in a laboratory setting,
experiments using ferrets and particle impactors of various cut-off sizes demonstrated that influenza
virus can be transmitted via droplets (15.3–5 μm) as well as airborne particles (5–1.5 μm) [12].

Information on the infectious state of airborne viruses is sparse [13]. Culture on appropriate cell
lines is still the gold standard to assess virus infectivity. However, the culture of airborne viruses
faces several challenges: (1) low concentrations of viruses in the air require large air volume sampling
to allow detection (meaning extensive air sampling periods or the use of high-flow air samplers);
(2) viruses can be damaged during air sampling; (3) environmental contaminants can interfere with
virus or host cell growth (bacteria, mold, dust, etc.).

The use of animals in laboratory settings can overcome most of these challenges. The virus source
can be a sick human, an infected animal, or an artificially generated aerosol. By exposing animals
to airborne viruses, air sampling can be avoided (preventing virus damage) as well as laboratory
virus culture bias in detection. As an example, using animals instead of air samplers can lead to
the demonstration that airborne viruses can [14] or cannot [15] infect healthy animals and also that
airborne viruses can remain (or not) infectious long enough to travel to a new host. Using a sick animal
or human as an aerosol source has also demonstrated that a sick subject can emit aerosols that can
potentially infect other susceptible hosts [12].

Unfortunately, the exposure of healthy animals to aerosols emitted by another animal over several
days cannot be performed in commercially available apparatus settings. Indeed, cages designed
for animal aerosol exposure are meant for a few minutes per day exposure and cannot be used for
housing animals for several days. In contrast, animal cages designed to house subjects over extended
periods of time are not airtight, and therefore provide limited information about airborne transmission.
These cages can be used to prevent direct contact between index and healthy animals and can be
placed at various distances but cannot control the size of particles traveling between cages.

In this study, we designed, constructed and tested a system composed of three airtight cages
to study the transmission of infectious agents between animals through large droplets and through
airborne particles. The system can house three ferrets for up to 10–12 days and is designed to prevent
direct contact between animals. We designed a particle separator to prevent large droplets transmission
between cages. The cage system is under negative pressure, with high-efficiency particulate air (HEPA)
filters on the air inlet and outlet for the users’ and environment’s protection. This communication
describes the main components of this cage system, the particle separator validation using standard
aerosol generators as well as a test trial with ferrets and the influenza virus.

2. Materials and Methods

2.1. Design

An aerosol transmission chamber was developed to study the transmission of infectious agents
between infected (index) and naïve ferrets. It was designed to expose naïve animals to naturally
produced infectious aerosols containing either both droplets and aerosols or aerosols only. A total of
three ferrets could be housed in three individual cages for 10–12 consecutive days (Figure 1).
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Figure 1. System overview. (1) Cage number one, (2) cage number two, (3) cage number three,
(d) high-efficiency particulate air (HEPA) filter inlet air, (e) HEPA filter exhaust air (not visible in the
picture), (f) particle separator, (g) muffler, (h) airflow adjustment valve, (i) control panel, (j) pump
installed in an insulated box, (k) support table with rails.

All three stainless steel (grade 316 L) cages are identical. The interior dimensions are 864 mm
wide by 610 mm deep and 610 mm high for a total volume of 321 L per cage. The cages have perforated
grates on the left and right sides as well as a 102-mm-high excreta pan with a perforated lid, which
serves as a floor for the animals (Figure 2). The available space for the animals inside the cages is thus
784 mm wide by 610 mm deep by 508 mm in height, which exceeds Canadian and European guidelines
for ferret housing (https://www.ccac.ca, https://www.coe.int/). Sampling ports are located between
the side grates and the extremities of the cages on the top, back and bottom walls of the cages, thus
making the ports inaccessible to the animals. The cages are assembled together with a 7.5-mm rubber
seal between cages (Figure 2). The distance between the grates of cages number one and two is 102 mm.

 

Figure 2. Side view of a cage. (a) Perforated grates on each side of the cage, (b) excreta pan with a
perforated lid, (c) sampling ports, (d) rubber seal between cages.

The front panel of each cage is composed of a perforated stainless steel door, which is in direct
contact with a transparent polycarbonate door (Figure 3A). The polycarbonate door is sealed shut
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with a 20-mm-thick rubber seal (Figure 3B). The purpose of the stainless steel door is to minimize the
electrostatic setting of particles on the polycarbonate door.

 

Figure 3. Cage door components. (a) Perforated stainless steel door and transparent polycarbonate
door. (b) Rubber seal of the polycarbonate door.

Airtight feeders and water bottles are connected to the chambers. Butterfly valves in the feeders
are used for adding food without disrupting the airflow inside the chamber (Figure 4a). Bars installed
inside the feeders prevent the animal from reaching the butterfly valve (Figure 4b).

 
Figure 4. Feeder and water bottle. (a) Outside view of the feeder with butterfly valve and water bottle
installed on a cage, (b) cage inside view with feeder, animal water supply and excreta pan.

A particle separator module was designed to intercept large particles by impaction while letting
smaller particles flow through. The separator is composed of a stainless steel plate with 160 orifices
distributed in four rows of 40 orifices (Figure 5A). Each orifice is 6.4 mm deep and 5 mm in diameter.
An impaction plate is located 5 mm from the outlet of each orifice.

Figure 5. Particles separator. (a) Assembly of stainless steel plate with four rows of 40 orifices. On the
picture, orifices are covered with impaction plates located 5 mm from the orifice’s outlets. (b) Schematic
representation of the particle separator principle and design.
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The velocity of the airborne particles increases as the air from cage number two is forced into
cage number three through the orifices of the particle separation module by a suction pump placed
upstream of cage number three. Larger particles are impacted on the impaction plates and smaller
particles follow the air stream into cage number three (Figure 5b).

The pressure drop across the particle separator is recorded to ensure proper separator function.
Temperature and relative humidity are also recorded. All probes are installed on the top of cages, in
the inner space between cages one and two and cages two and three. The airflow can be set from
200 L/min to 400 L/min, which correspond to 12 to 25 air changes per hour. Air sampling can be
programmed in the three cages, and the system airflow is adjusted automatically to maintain the
efficiency of the particle separator.

2.2. Particle Separator D50 Measurement

Polydispersed aerosols were produced from Arizona road dust (ISO 12013-1, A2 fine, PTI Powder
Technology Inc., Arden Hills, MN, USA) with a powder generator (fluidized bed 3400A, TSI Inc.
Shoreview, MN, USA) placed inside cage number one. The powder generator was operated at 25 psi,
with a bed purge of 2 L/min, a bed flow of 9 L/min and a chain rotation speed of 40. For each
experiment, the aerosol generator was run for 2 h to stabilize the aerosol distribution inside the
chamber. A stabilization period of 30 min was also allowed every time the flow rate of the chamber
was modified. The aerodynamic distribution of the aerosol was measured with an aerodynamic particle
sizer (APS) (model 3321, TSI Inc. Shoreview, MN, USA) equipped with a diluter (model 3302A, TSI
Inc. Shoreview, MN, USA) using a dilution factor of 1/20. The APS and diluter were placed under
cage number three and connected to a sampling port located at the bottom of the cage at 2” from the
particle separator.

The aerosol distribution was measured either with or without the particle separator between
cages number two and three at flow rates of 200 L/min and 400 L/min. Measurements were also taken
at 400 L/min with 75% of the orifices from the particle separator blocked with masking tape, leaving
only 40 orifices open for the passage of air.

For every particle size from the APS, a mean count was calculated from 25 to 40 min of readings.
The mean count obtained with the particle separator was divided by the mean count obtained at the
same flow rate without the separator, thus giving a ratio of particles passing through the separator for
each particle size. These ratios were plotted on graphs as illustrated in Figure 6 to estimate the D50

diameter. The experiment was repeated four times and the mean D50 diameter for each condition used
was extrapolated.

Figure 6. Particle separator D50 measurement as a function of airflow and the number of separator
orifices used. Comparison of particle distribution in cage three with and without a particle separator,
as measured with an aerodynamic particle sizer (APS) located at 2” from the particle separator.
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2.3. Nano Particles Concentration in Cages Two and Three

The polydispersed nanometer particle size was generated using a collision 6-jet nebulizer (BGI,
Waltham, MA, USA), filled with 50 mL of buffer (20 mM Tris-HCl, 100 mM NaCl, 10 mM MgSO4,
pH 7.5) and supplied with 20 psi. Aerosols were passing through a diffusion dryer (model 3062, TSI Inc.
Shoreview, MN, USA) and a neutralizer (model 3012A, TSI Inc. Shoreview, MN, USA) before entering
the chamber in cage number one. Nebulization was started 30 min before starting measurements to
stabilize the particle concentration in the three chambers. Measurements were performed using a
NanoScan SMPS (model 3910, TSI Inc. Shoreview, MN, USA). The NanoScan sampled cage two for
10 min and then sampled cage three for 10 min. The experiments were repeated three times in all
conditions. Particle size distribution as well as total nanoparticles were compared between cages two
and three.

2.4. Experiments with Ferrets

Three groups of three seronegative (800- to 1000-g) male ferrets (Triple F Farms Inc., Gillett, PA,
USA) were housed consecutively in the system for 7 to 12 days. The ventilation system was set at
200 L/min, with 160 holes of the particle separator for all experiments. Ferrets housed in cage one
were infected intra-nasally with 250 μL (125 μL per nostril) containing 4.5 log TCID50/mL of the
A/California/7/2009 (H1N1) influenza A virus. Nasal wash was collected every day by instillation of
5 mL Phosphate-Buffered Saline (PBS) into the intranasal cavity.

System ventilation was stopped before opening the cages’ sealed doors. Animals were
manipulated in the following order: first the ferret from cage three, followed by the ferret from
cage two, and then the ferret from cage one. Viral titer from the nasal wash was determined by plaque
assay on ST6GalI-MDCK cells.

Air samples were collected every day using NIOSH two-stage bioaerosol cyclone samplers and
SKC BioSamplers. Air samplers were connected to sampling ports located in cage two (between the
perforated grates of cages one and two) as well as in cage three (between the particle separator and the
perforated grate). Air sampling with NIOSH two-stage bioaerosol cyclone samplers was performed at
2 L/min for 24 h. At this flow rate, the cut-off separations of the NIOSH two-stage bioaerosol cyclone
sampler were: 4 μm for first stage, 1.7 μm for second stage, and the remaining particles were collected
on the backup filter. Air sampling started when ferrets were placed in cages after the infection of
the ferret from cage one, and was stopped before shutting down the ventilation system for the daily
nasal wash. Samples were eluted from NIOSH two-stage bioaerosol cyclone samplers by vortexing
for 1 min in MEM (minimal essential medium; 5 mL in first stage, 500 μL in second stage, 5 ml in
backup filter). Air sampling with SKC BioSamplers was performed at 11–14 L/min (determined by
critical opening of the instrument) for 20 min and was set before shutting down the ventilation system
for daily animal care. SKC BioSamplers were filled with 20 mL of MEM (minimal essential medium)
without bovine serum albumin (BSA). After air sampling, 150 μL of BSA was added to the remaining
liquid of the SKC BioSampler. Air samples were kept frozen at −80 ◦C until further quantitation.
The virus concentration in NIOSH two-stage bioaerosol cyclone air samples was measured using
qPCR [16]. The virus concentration in BioSampler air samples was measured using plaque assays on
ST6GalI-MDCK cells and embryonated chicken eggs [17].

Animal procedures were approved by the Institutional Animal Care Committee of Université
Laval according to the guidelines of the Canadian Council on Animal Care (protocol 2015031).

3. Results

3.1. System Validation

The D50 diameters at a chamber flow rate of 400 L/min were 5.07 ± 0.18 μm and 6.36 ± 0.22 μm
with 40 and 160 open orifices, respectively, and 7.8 ± 0.78 μm at 200 L/min with 160 open orifices
(Figure 6). To ensure correct air sampling, measurements were also made at 2” from the air exhaust of
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cage number three for validation purposes. The D50 values measured at 2” from air exhaust were the
same (data not shown).

Data collected from two sampling ports in cage number three (2” after the particle separator
and 2” before the exhaust) were used to document particle deposition at 200 L/min and 400 L/min
without the particle separator. Particle deposition was the same at the two flow rates. The deposition
of particles of particles <3.5 μm was less than 30%.

The presence or absence of the particle separator had no significant effect on the nanoparticle size
distribution (10 nm to 1 μm) between cage number two and cage number three. Under all conditions
the total concentration of nanoparticles in cage number three was 0% to 12% lower than that in cage
number two (Table 1).

Table 1. Nanoparticles (10 nm–420 nm) total concentration difference between cages two and three.

Airflow—Particles Separator Configuration Decrease in Concentration

200 L/min—no separator 0% ± 9%
200 L/min—160 orifices 11% ± 5%
400 L/min—no separator 12% ± 19%
400 L/min—160 orifices 6% ± 5%
400 L/min—40 orifices 11% ± 5%

3.2. Experiments with Ferrets

In all three experiments, influenza A virus was detected from the index ferret (cage one) nasal
wash from day 1 to days 6 or 7 (Figure 7). Nasal washes from ferrets housed in cage two were positive
from days 3 or 5 in all three experiments. Influenza virus was detected from nasal washes of the ferret
housed in cage three 7 days after the infection of the index ferret in experiment 1, and after 4 days
in experiment 3. No virus was detected in the nasal wash of the ferret housed in cage three from
experiment 2.
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Figure 7. Influenza genome per cubic meter of air, and influenza virus titer in nasal washes of ferrets
hosted in cage system for 7 or 12 days from three experiments. The index ferret (cage one) was infected
on day 0. Air samples were collected using National Institute for Occupational Safety and Health
(NIOSH) two-stage bioaerosol cyclone samplers. Genome concentrations found with the NIOSH first
stage, second stage and backup filter are superimposed.

In all experiments, airborne influenza virus genome concentrations up to 104 genomes/m3 were
detected from cages two and three using the NIOSH two-stage bioaerosol cyclone sampler (Figure 7)
from day 2 until the end of the experiment.

The influenza virus genome concentration was higher in cage two compared to cage three, except
for experiment 2 on day 5. Influenza virus genomes were detected in the NIOSH backup filter in
only one sample (experiment 3, cage three, day 3). No cultivable viruses were detected from SKC
BioSamplers air samples using plaque assay and embryonated chicken eggs (data not shown).

4. Discussion

The particle separator was efficient to prevent the circulation of droplets between cages two and
three, as demonstrated with dust experiments. Airflow modulation impacts the particle separator
D50. However, airflow must be adjusted in the range of animal comfort. Therefore, the airflow should
be maintained between 163 L/min and 400 L/min, which correspond to 10 and 25 air changes per
hour, respectively.

Except for one sampling day where viral genomes were detected on the backup filter, influenza
virus genomes were detected in the NIOSH first and/or second stages only. This means that most
genomes emitted by sick ferrets were carried on particles larger than 1.7 μm. This result is consistent
with the results obtained by Zhou et al. [12].

The ferrets housed in cage two were infected with influenza virus in all three experiments.
This means that influenza-positive ferrets (such as the index ferret in cage one) can emit airborne
particles and/or droplets containing infectious influenza virus in sufficient concentration for disease
transmission without direct contact. Ferrets housed in cage three were infected with influenza virus in
two out of three experiments. This result indicates that ferrets can be infected by influenza virus carried
on airborne particles emitted by influenza positive ferrets, in accordance with the literature [12,14].
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Nasal washes of ferrets housed in cage two were positive 2–4 days after the infection of ferrets
housed in cage one. Nasal washes of ferrets housed in cage three were positive 1–4 days after
washes from ferrets housed in cage two were found to be positive for influenza. The delay between
the influenza detection schedule in ferrets in cages two and three can be explained by a lower
virus concentration in the air and the infection route. Indeed, the airborne influenza virus genome
concentration was lower in cage three compared to cage two in 19 out of 20 sampling days. Large
particles eliminated by the separator likely contained high virus concentrations. The airborne influenza
virus genome concentration in cage three reached 5 × 102 genomes/m3 only when influenza virus was
detected in the nasal wash of the ferret housed in cage two. Therefore, it is possible that the airborne
virus concentration in cage three reached the required concentration to transmit the infection only
when the ferret housed in cage two showed flu symptoms. More experiments would be required to
elucidate this phenomenon.

5. Conclusions

This paper describes a chamber system that can be used for airborne disease transmission studies.
The system is airtight and particle size distribution through the system is satisfactory (no significant
difference was found for particles <420 nm). The particle separator D50 can be modulated between
5.07 and 7.8 μm by changing the airflow. To further reduce the D50, plates with smaller holes could
replace the actual hole plates of the particle separator. This would lead to more accelerated particles
and, therefore, more particles being captured by the impaction plates. Ferrets can be used as models
for the study of many mammalian viruses, including filovirus [18], respiratory syncytial virus [19] and
Morbillivirus [20]. Therefore, the studies that can be conducted in this chamber system are not limited
to influenza viruses. Moreover, this cage system can be adapted to accommodate other animals like
rats or rabbits. Indeed, smaller, regular cages can be placed inside the ventilated airtight cages.
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Abstract: Dengue fever (DF) is a mosquito-borne infectious disease that is now an epidemic in China,
Guangdong Province, in particular and presents high incidence rates of DF. Effective preventive
measures are critical for controlling DF in China given the absence of a licensed vaccination program
in the country. This study aimed to explore the individual risk factors for the dengue virus infection
in Guangdong Province and to provide a scientific basis for the future prevention and control of
DF. A case-control study including 237 cases and 237 controls was performed. Cases were defined
for samples who were IgG-antibody positive or IgM-antibody positive, and willing to participate
in the questionnaire survey. Additionally, the controls were selected through frequency matching
by age, gender and community information from individuals who tested negative for IgG and
IgM and volunteered to become part of the samples. Data were collected from epidemiological
questionnaires. Univariate analysis was performed for the preliminary screening of 28 variables that
were potentially related to dengue virus infection, and multivariate analysis was performed through
unconditioned logistic regression analysis to analyze statistically significant variables. Multivariate
analysis revealed two independent risk factors: Participation in outdoor sports (odds ratio (OR) = 1.80,
95% confidence interval (CI) 1.17 to 2.78), and poor indoor daylight quality (OR = 2.27, 95% CI 1.03 to
5.03). Two protective factors were identified through multivariate analysis: 2 occupants per room
(OR = 0.43, 95% CI 0.28 to 0.65) or ≥3 occupants per room (OR = 0.45, 95% CI 0.23 to 0.89) and
air-conditioner use (OR = 0.46, 95% CI 0.22 to 0.97). The results of this study were conducive for
investigating the risk factors for dengue virus infection in Guangdong Province. Effective and efficient
strategies for improving environmental protection and anti-mosquito measures must be provided.
In addition, additional systematic studies are needed to explore other potential risk factors for DF.

Keywords: dengue fever; Aedes albopictus; living environment; logistic regression analysis

1. Introduction

Dengue fever (DF) is an acute viral disease caused by four distinct serotype dengue viruses,
transmitted between humans by the mosquito Aedes aegypti. Statistics provided by the World Health
Organization (WHO) has shown that only nine countries experienced severe dengue epidemics before
1970. Recent research, however, has revealed that the number of countries with severe dengue
epidemics now exceeds 100 and that the actual number of DF cases has reached approximately
390 million, among which 500,000 patients required hospital admission because of severe infection [1].
In Asian and American countries wherein dengue is endemic, the effect of dengue is approximately
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1300 disability-adjusted life years per million population; this effect is highly similar to the disease
burden of related childhood and tropical diseases, including tuberculosis [2].

In Asia, the coverage of epidemic dengue hemorrhagic fever (DHF) has expanded geographically
westward from southeast Asian countries to India, Sri Lanka, the Maldives, and Pakistan and then
eastward to China [2]. In China, the first reported DF outbreak due to dengue virus type 4 occurred in
Foshan City, Guangdong Province, in 1978; DF then began to spread to southern Chinese provinces
from Foshan City [3]. Since then, Guangdong Province has exhibited the highest incidence of DF in
mainland China, and more than 65% of all DF cases in the country were reported in this province [4].
In 2014, the number of DF cases increased dramatically to 38,753 in Guangdong province and accounted
for 93.83% of DF cases in mainland China [5]. Aedes albopictus, an aggressive mosquito species that is
also one of the main vectors of DF, is widely distributed with high density in Guangdong Province [6,7].
Therefore, controlling the outbreak of DF in Guangdong Province, which can act as a bridge for DF
transmission to other provinces in mainland China, is urgent. Unfortunately, effective drugs and a
licensed vaccination program for the treatment or prevention of DF are unavailable in China.

Understanding the risk factors for dengue virus infection is necessary to control this disease
effectively. However, most of the current case–control studies on risk factors for DF focused on severe
dengue infections, such as dengue shock syndrome and DHF, and variables related to clinical and
laboratory indexes [8–11]. Environmental factors, such as heavy rainfall and global warming, and
factors based on the awareness and knowledge of dengue prevention measures are also responsible for
drastic reductions in dengue transmission [12,13]. Several macroscopic descriptive studies have been
performed to explore the risk factors for dengue virus infection and to provide a basis for formulating
control strategies in Guangdong Province. These studies have obtained considerable information on
the group level and climate factors but limited information on personal protective measures [14,15].

In this case-control study, we evaluated potential risk factors, including personal life activities,
environmental sanitation, housing situation, living conditions, mosquito protection status, and
residential surroundings to identify additional risk factors for DF on the individual level and to
recommend specific approaches for preventing DF.

2. Materials and Methods

2.1. Community Selection and Study Design

Guangzhou City and Zhongshan City is located in the Pearl River Delta Region of Guangdong,
which is the main area where DF is highly epidemic [16,17]. Guangzhou City is the capital of
Guangdong Province, and the first reported case of autochthonous DF occurred in Zhongshan City [18].
Thus, the prevalence of DF in Guangzhou City and Zhongshan City is a good representation of the
prevalence of DF in Guangdong Province.

This case-control study was performed on the basis of the project of Research on the Prevention
and Control of Human Immunodeficiency Virus and Hepatitis B Virus in Guangdong Province.
This project has constructed a database containing 200,000 samples. The demographic information
contained by the database could be seen in our related publication [19]. Approximately 30–35 persons
per month were sampled from every age group (<19 years, 19–40 years, 41–65 years, and >65 years)
over a 2-year period from September 2013 to August 2015.

2.2. Ethical Statement

This work obtained ethics approval from the Institutional Review Board of the School of Public
Health at Sun Yat-sen University (L2017030) in line with the guidelines for the protection of human
subjects. All research participants or their guardians provided signed written informed consent after
being informed of the research subject matter and were assured that their personal information would
be kept private. Each participant had the right to withdraw from this study at any time.
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2.3. Enzyme Immunoassay Test

Enzyme-linked immunosorbent assay (ELISA) was used to detect dengue IgG and IgM antibodies.
The IgG antibody was measured through indirect ELISA (LOT: 01P20A006, Inverness Medical/Panbio,
Windsor, Australia). The IgM antibody was tested via capture ELISA (LOT:01P30A002, Inverness
Medical/Panbio, Windsor, Australia). Undefined results were confirmed through the colloidal gold
method (LOT: DEN141001, Inverness Medical/Cortez, Calabasas, CA, USA). The details of the assays
could be found in a previous publication [19].

2.4. Case Definition and Control Selection

Among the 3136 serum samples, 305 and 103 were identified as IgG-antibody positive and
IgM-antibody positive, respectively, and 34 were positive for both antibodies. Thus, 374 individuals
with antibody-positive samples were defined as dengue-infected, and those willing to participate in
the questionnaire survey were selected as the members of the case group.

In this study, 256 patients with dengue infections opted to fill in the questionnaires, and
19 questionnaires missing most of the important information were eliminated. Eventually, 237 cases
were included in the case group.

The controls were selected through frequency matching from individuals who tested negative
for IgG and IgM. Specifically, candidate controls were stratified in accordance with the age, gender,
and community information of the case group and selected through convenience sampling, wherein
participants volunteered to become part of the samples, from each layer. Additionally, age matching
was carried out according to ≤15 years, 16–30 years, 31–50 years, 51–65 years and ≥66 years. Finally,
237 controls were selected.

2.5. Data Collection and Analysis

The phone questionnaire investigation was conducted by trained investigators. Subjects who
interrupted the telephone investigation and whose questionnaire information contained logic errors
were interviewed face-to-face to verify the integrity and validity of their information. Just as shown in
Supplementary Materials File 1, the main contents of the questionnaire included general demographic
characteristics (age, gender, blood type, and average household income). It also included personal
life activities, such as activities in the park, outdoor sports (such as hiking, mountain climbing,
and camping), and outbound tourism experience. Moreover, the questionnaire presented questions
related to environmental sanitation (domestic sewage and garbage management and participation
in community hygiene management interventions); housing situation, such as the age and area of
domiciles and living floor; and living conditions (average numbers of occupants per room, use of
air conditioning, quality of indoor daylight, and presence of animals or aquatic plants on property).
It also had questions on mosquito protection status (use of mosquito nets and pesticide) and residential
surroundings (presence of junk yards, ponds, or construction sites within 200 m).

“Contact with patients with DF” was defined as previous living or working experience with
patients with DF in the past years in his/her life. The definition of “outdoor activities in parks” was
established as outdoor activity for at least two times per week and for more than half an hour each
time. “Participation in outdoor sports” was defined as participation in activities at least twice a year
for more than half an hour each time. The definition of “good indoor daylight quality” was established
on the basis of the minimum requirement for sunshine in general residences of not less than 2 h on
extremely cold days. The definition of “good ventilation” was given to an open-ventilation area of not
less than 5% of the floor area of each domicile. The use of mosquito repellent referred to the use of
mosquito coils and insecticide vaporizers. “Occasionally” was defined as less than once a week, and
“often” was defined as at least once a week.

Epidata 3.1 software (Epidata Association, Odense, Denmark) was used to establish a database of
individual risk factors for dengue infection among residents in Guangdong Province. All data were
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analyzed by SPSS statistics 23.0 software (SPSS Inc., Chicago, IL, USA). The χ2 test was used to test for
differences in demographic characteristics between cases and controls. A univariate unconditioned
logistic regression analysis was applied for the preliminary screening of variables identified by using
the questionnaire but not for the variables of general demographic characteristics. An unconditioned
logistic regression analysis method for multivariate analysis was employed to analyze the relative
importance of statistically significant variables in univariate analysis. Additionally, considering the
rule of frequency matching design, the age, gender and community information variables were also
introduced. Then, stepwise regression was used to establish a regression equation. p < 0.05 was set as
the significance level of the χ2 test and multivariate analysis. However, to avoid missing important
factors, p < 0.1 was set as the significance level in univariate analysis. In addition to odds ratios (ORs),
95% confidence intervals (CIs) were used to express associations.

3. Results

3.1. General Demographic Characteristics of the Samples

A total of 3136 serum samples collected from the residents of Yuexiu District in Guangzhou City
(n = 699), Liwan District in Guangzhou City (n = 1386), Torch Development Area in Zhongshan City
(n = 180), and Xiaolan Town in Zhongshan City (n = 871) were selected via stratified cluster sampling
rooted in the database for serological testing. The study population had a male: female ratio of 1:1.92.
Age statistics showed that the age group of ≥66 years old accounted for the largest proportion of the
study population (25.86%), followed by 51–65 years old.

Finally, 474 subjects, including 237 cases and 237 controls, were recruited successfully (Figure 1).
No statistical difference in gender (p = 0.950) and age (p = 0.127) existed between persons who were
willing to receive the questionnaire survey and those who were unwilling to receive the questionnaire
survey. The gender ratio was 1:1.66 (male: female) in both the case group and the control group.
The demographic characteristics of the two groups were comparable (Table 1).

Figure 1. Consort diagram of cases and controls used in the study.
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Table 1. Demographic characteristics of cases and controls.

Demographic Characteristics a Cases (n/%) (n = 237) Controls (n/%) (n = 237) p-Value

Age (years) -
≤15
16–30
31–50
51–65
≥66

15 (6.3)
13 (5.49)
33 (13.92)
43 (18.14)
133 (56.12)

15 (6.33)
13 (5.49)
33 (13.92)
43 (18.14)
133 (56.12)

-

Gender
Male 89 (37.55) 89 (37.55)
Female 148 (62.45) 148 (62.45)

Residential status 0.149
Permanent residents 225 (94.94) 231 (97.47)
Floating population b 12 (5.06) 6 (2.53)

Number of residents per household 0.394
1 27 (11.39) 17 (7.17)
2–3 126 (53.16) 125 (52.75)
4–5 75 (31.65) 84 (35.44)
≥6 9 (3.80) 11 (4.64)

Monthly per capita family income (¥) c 0.317
<2000 50 (21.10) 36 (15.19)
2000–4999 145 (61.18) 162 (68.35)
5000–7999 35 (14.77) 31 (13.08)
≥8000 7 (2.95) 8 (3.38)

Blood type 0.196
A 18 (7.59) 14 (5.91)
B 15 (6.33) 19 (8.02)
O 29 (12.24) 46 (19.40)
AB 9 (3.80) 6 (2.53)
Unknown 166 (70.04) 152 (64.14)
a Except where otherwise indicated, values are the number (percentage) of patients with the characteristic. b Floating
population refers to migrants who live locally for 6 months or less. c The minimum wage in Guangzhou City is
2100 yuan per month and the minimum wage in Zhongshan City is 1720 yuan per month.

3.2. Univariate Analysis

A total of 28 potential risk factors were analyzed. These factors were further divided into six
dimensions: Personal life activities, environmental sanitation, housing situation, living conditions,
mosquito protection status, and residential surroundings. As illustrated in Table 2, people who
participated in outdoor activities in parks had a significantly higher probability of DF infections than
those who did not participate in outdoor activities in parks (p = 0.049). People who participated
in outdoor sports were more likely to be infected with DF than those who did not participate in
outdoor sports (p = 0.009). At the same time, there were statistical differences in terms of housing type
(p = 0.040), housing location (p = 0.061), living floor (p = 0.096), the average numbers of persons per
room (p < 0.001), air-conditioner use (p = 0.026) and indoor daylight quality (p = 0.032) between the
case group and the control group.
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Table 2. Univariate analysis of risk factors for dengue virus infection.

Variables Cases (n/%)
(n = 237)

Controls (n/%) (n
= 237)

OR (95% CI) p-Value

Contact with patients with dengue fever 0.655
Yes 3 (1.27) 2 (0.84) 1.51 (0.25–9.10)
No 234 (98.73) 235 (99.16) Reference

Outbound tourism experience 0.867
Yes 19 (8.02) 20 (8.44) Reference
No 218 (91.98) 217 (91.56) 1.06 (0.55–2.04)

Outdoor activities in parks 0.049 *
Yes 200 (84.39) 183 (77.22) 1.60 (1.00–2.54)
No 37 (15.61) 54 (22.78) Reference

Participation in outdoor sports 0.009 *
Yes 74 (31.22) 49 (20.68) 1.74 (1.15–2.64)
No 163 (68.78) 188 (79.32) Reference

Domestic sewage disposal frequency 0.655
Daily 125 (52.74) 118 (49.79) Reference
2 days 25 (10.55) 20 (8.44) 1.18 (0.62–2.24)
≥3 days 35 (14.77) 42 (17.72) 0.79 (0.47–1.32)
No domestic sewage 52 (21.94) 57 (24.05) 0.86 (0.55–1.35)

Garbage disposal frequency 0.311
Daily 223 (94.09) 228 (96.20) Reference
2 days 11 (4.64) 5 (2.11) 2.25 (0.77–6.58)
≥3 days 3 (1.69) 4 (1.69) 0.77 (0.17–3.47)

Participation in community hygiene
management interventions

0.104

Yes 77 (32.49) 94 (39.66) Reference
No 160 (67.51) 143 (60.34) 1.37 (0.94–1.99)

Location 0.061 *
Rural 15 (6.33) 11 (4.64) 0.34 (0.08–1.51)
City 210 (88.61) 223 (94.09) 0.24 (0.07–0.85)
Urban–rural integration 12 (5.06) 3 (1.27) Reference

Housing building structure 0.871
Brick–wood structure 2 (0.84) 3 (1.27) 0.67 (0.11–4.05)
Brick–wood and concrete structure 31 (13.08) 29 (12.24) 1.07 (0.63–1.85)
Concrete structure 204 (86.08) 205 (86.49) Reference

Housing type 0.040 *
Single-family apartment 60 (25.32) 39 (16.46) Reference
Commercial residential community 173 (73.00) 196 (82.70) 0.57 (0.37–0.90)
Villa 4 (1.68) 2 (0.84) 1.30 (0.23–7.44)

Housing age (year) 0.919
<10 23 (9.71) 24 (10.13) Reference
10–20 115 (48.52) 116 (48.95) 1.03 (0.54–1.94)
20–40 88 (37.13) 89 (37.55) 1.03 (0.54–1.96)
>40 11 (4.64) 8 (3.37) 1.43 (0.49–4.21)

Number of floors per residential structure 0.096 *
1–3 110 (46.41) 87 (36.71) Reference
4–9 103 (43.46) 124 (52.32) 0.66 (0.45–0.96)
≥10 24 (10.13) 26 (10.97) 0.73 (0.39–1.36)

Average numbers of persons per room <0.001 *
1 91 (38.40) 51 (21.52) Reference
2 123 (51.90) 160 (67.51) 0.43 (0.28–0.65)
≥3 23 (9.70) 26 (10.97) 0.50 (0.26–0.96)

Housing area (m2) 0.235
<50 63 (26.58) 52 (21.9) Reference
51–100 150 (63.29) 169 (71.31) 0.73 (0.18–1.12)
101–150 19 (8.02) 11 (4.64) 1.43 (0.62–3.26)
>150 5 (2.11) 5 (2.11) 0.83 (0.23–3.01)

Air-conditioner use 0.013 *
Never 26 (10.97) 11 (4.64) Reference
Yes 211(89.03) 226 (95.36) 0.40 (0.19–0.82)
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Table 2. Cont.

Variables Cases (n/%)
(n = 237)

Controls (n/%) (n
= 237)

OR (95% CI) p-Value

Indoor daylight quality 0.032 *
Good 215 (90.72) 227 (95.78) Reference
Poor 22 (9.28) 10 (4.22) 2.32 (1.08–5.02)

Ventilation 0.324
Good 221 (93.25) 226 (95.36) Reference
Bad 16 (6.75) 11 (4.64) 1.49(0.68–3.28)

Keeping of pets 0.800
Yes 38 (16.03) 36 (15.19) Reference
No 199 (83.97) 201 (84.81) 0.94 (0.57–1.54)

Raising of poultry 0.589
Yes 6 (2.53) 8 (3.38) 0.74 (0.25–2.18)
No 231 (97.47) 229 (96.62) Reference

Breeding of aquatic plants 0.578
Yes 54 (20.68) 49 (20.68) Reference
No 183 (77.22) 188 (79.32) 0.88 (0.57–1.37)

Use of mosquito nets 0.361
Yes 185 (78.06) 193 (81.43) Reference
No 52 (21.94) 44 (18.57) 1.23 (0.79–1.93)

Use of mosquito repellent 0.212
Never 122 (51.48) 116 (48.95) Reference
Occasionally 88 (37.13) 103 (43.46) 0.81 (0.56–1.19)
Often 27 (11.39) 18 (7.59) 1.43 (0.75–2.73)

Use of electric mosquito-killing devices 0.150
Never 152 (64.14) 143 (60.34) Reference
Occasionally 57 (24.05) 74 (31.22) 0.73 (0.48–1.10)
Often 28 (11.81) 20 (8.44) 1.32 (0.71–2.44)

Use of camphor 0.649
Never 177 (74.68) 168 (70.89) Reference
Occasionally 42 (17.72) 48 (20.25) 0.83 (0.52–1.32)
Often 18 (7.60) 21 (8.86) 0.81 (0.42–1.58)

Existence of garbage collection sites
within 200 m around housing

0.681

Yes 32 (13.50) 29 (12.24) 1.12 (0.65–1.92)
No 205 (86.50) 208 (87.76) Reference

Existence of junk yards within 200 m
around housing

0.570

Yes 1 (0.42) 2 (0.84) 0.50 (0.05–5.53)
No 236 (99.58) 235 (99.16) Reference

Existence of ponds within 200 m around
housing

0.426

Yes 45 (18.99) 52 (21.94) 0.83 (0.53–1.30)
No 192 (81.01) 185 (78.06) Reference

Existence of construction sites within 200
m around housing

0.639

Yes 24 (10.13) 21 (8.86) 1.16 (0.63–2.15)
No 213 (89.87) 216 (91.14) Reference

* Significance difference: p < 0.1.

The existence of garbage collection sites (p = 0.681), junk yards (p = 0.570), ponds (p = 0.426),
and construction sites (p = 0.639) within 200 m of residences did not show statistically significant
differences between the control and case groups.

3.3. Multivariate Analysis

Multivariate logistic regression analysis was performed on the basis of the results of univariate
analysis and the rule of frequency matching design. In the unconditioned logistic regression model,
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participation in outdoor sports (OR = 1.80, 95% CI = 1.17 to 2.78) and poor indoor daylight quality
(OR = 2.27, 95% CI = 1.03 to 5.03) were significantly associated with an increased risk of dengue virus
infection. On the other hand, 2 occupants per room (OR = 0.43, 95% CI = 0.28 to 0.65), ≥3 occupants
per room (OR = 0.45, 95% CI = 0.23 to 0.89), and air-conditioner use (OR = 0.46, 95% CI = 0.22 to 0.97)
were significantly associated with protection against dengue virus infection (Table 3).

Table 3. Multivariate analysis of risk factors for dengue virus infection.

Risk factors Odds Ratio 95% CI p-Value

Participation in outdoor sports 0.007 *
Yes 1.80 (1.17–2.78)
No Reference

Average numbers of occupants per
room

<0.001 *

1 Reference
2 0.43 (0.28–0.65) <0.001 *
≥3 0.45 (0.23–0.89) 0.021 *

Air-conditioner use 0.040 *
Never Reference
Yes 0.46 (0.22–0.97)

Indoor daylight quality 0.043 *
Good Reference
Poor 2.27 (1.03–5.03)

* Significant difference when p < 0.05.

4. Discussion

We found that participation in outdoor sports activities and poor indoor daylight quality
significantly increased the probability of contracting DF by 1.80- and 2.27-fold, respectively, in
Guangdong Province. Our results also suggested that 2 occupants per room, ≥3 occupants per
room, and air-conditioner use might decrease the probability of dengue virus infection by 0.43-, 0.45-,
and 0.46-fold, respectively.

Our study revealed that people who participated in outdoor sports were at a significantly higher
risk of contracting DF than those who did not participate in outdoor sports. This result may be
attributed to the preference of residents who participate in outdoor sports to hike and camp in
forest margins, tree copses, and natural reserves, which are the original habitats of A. albopictus [20].
Therefore, given that participation in outdoor sports increases the risk of exposure to mosquito
bites, anti-mosquito measures, such as treating outdoor areas and materials with insecticides, must
be adopted.

We also found that human population density was closely associated with dengue transmission.
In general, high population density is a risk factor for dengue transmission [21,22]. We found, however,
that crowded households comprising ≥2 occupants were at low risk of dengue infection. On the
contrary, Velascosalas et al. found that crowded households with more than 1.5 occupants in one room
were at risk of dengue infection [23]. We conducted our study in communities wherein individuals
lived together in family groups and wherein parents and their young children tended to share one
room. Wang et al. reported that 62.48% of Chinese children aged 0–5 years old shared beds with
their parents [24]. Our result may be attributed to the following: Parents who share rooms with
their children pay additional attention to the use of anti-mosquito measures and the maintenance
of good environmental sanitation to protect their children from mosquito bites. Our previous study
also showed that married participants had a lower rate of infection than widowed and divorced
participants [19]. These results suggest that married groups who reside in one room with ≥2 occupants
are at a reduced risk of DF infection. Moreover, high numbers of occupants in one room are associated
with the decreased probability of mosquito bites when the number of mosquitoes was fixed.
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Shen et al. [25] and Wu et al. [26] reported that yearly average temperatures of more than 18 ◦C
would increase the risk of dengue virus infection. Meanwhile, our study indicated that air-conditioner
use was a protective factor against dengue infection by reducing the risk of dengue transmission
through cooling the indoor environment. In addition, doors and windows are commonly shut
during air-conditioner use; this practice could also reduce the chance that mosquitoes could enter the
rooms [27].

We found that the poor indoor daylight quality increased the likelihood of infection with DF by
2.27-fold because adult A. albopictus prefer to inhabit poorly lit areas over well-lit areas [28,29]. As a
result, environments receiving insufficient daylight encourage the density of mosquitoes to increase
because they are suitable for the survival of mosquitoes.

Vanwambeke et al. [30] and Kenneson et al. [31] reported that the use of mosquito nets reduced
the risk of dengue virus infection. However, similar to Tsuzuki et al. [32] and Loroñopino et al. [33],
we failed to find a relationship between the use of mosquito nets and the likelihood of dengue virus
infection. The lack of a relationship between this variable and dengue virus infection may be attributed
to the following: Mosquito nets are usually used at night. However, A. albopictus is active during the
day, especially in the early morning and late afternoon [34]. Other studies found that mosquito nets
play a protective role in preventing dengue virus infection in rural settings [29]. However, we recruited
our study population from urban areas. The good living environment in urban areas, for example, the
popularity of air-conditioning and mosquito killing facilities, reduced the demand for mosquito nets.
Nevertheless, on the basis of our local experience and some studies’ results [30,35], we recommend
using mosquito nets not only at night but also during the day [31].

Andersson et al. [36] and Roberto et al. [11] reported that the government’s ability and capacity
to control the dengue vector has crucial effects on dengue transmission. Community neighborhood
committees and property management departments in Guangdong Province have organized numerous
health remediation activities under the supervision of the relevant health agent or the Centers for
Disease Control and Prevention [37] given the high incidence of DF in recent years. These activities
have considerably improved the residential living environment and reduced mosquito breeding and
may account for the lack of the statistical significance of the variables of domestic sewage disposal,
garbage management, and residential surroundings in this study. However, we found that 67.51%
of the cases and 60.39% of the controls did not participate in the community hygiene management
intervention activities organized by neighborhood committees or property management organizations.
The public health consciousness of the case and control groups must be strengthened because the
government will be unable to establish a sound prevention system against DF despite having a good
macro-control system in place if it lacks the support of the masses.

5. Limitations

This study has several flaws that should be overcome in future studies. First, cases and controls
were identified in accordance with the results of antibody detection. However, IgG-positive samples
may have been derived from patients who were infected with DF several years ago. Thus, the results
of the completed questionnaires of these patients may be incompatible with their situations during
their initial infection. Second, recall biases stemming from the inaccuracy of memory could also reduce
the validity of the questionnaire. Third, newly infected individuals may have been misdiagnosed
as controls because IgG and IgM antibody titers are present at undetectable levels during the initial
stages of infection with dengue [38]. Thus, misclassification bias may have been introduced. Fourth,
volunteer bias might have been caused by participants who volunteered to become part of the samples.
Additionally, the information provided by the volunteered participants might have been different from
the general population. Fifth, some definitions like the definitions of “good indoor daylight quality”
and “good ventilation” were given in the questionnaire, but respondents might have had a subjective
understanding of these definitions, which could have led to inaccuracy of the relevant information.
Finally, the model’s general applicability was difficult to evaluate at present given that the data used
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in this study were obtained on the basis of serum samples collected from residents in Guangdong
Province over the period of 2013 to 2015 without other extrapolated studies. Given that other studies
have shown that the community wherein residents live remains an independent factor associated
with DF infection [23], the results of this study could be used as the reference for the development of
personalized protective measures against DF infection in tropical and subtropical countries with high
densities of Aedes mosquitoes.

6. Conclusions

Our study focused on residents in communities with mild or asymptomatic dengue virus infection
rather than on patients with severe clinical symptoms to explore the risk factors for dengue virus
infection in Guangdong Province because the former sample is highly representative. We established
the relationship between dengue infection and individual risk factors. This information is beneficial for
avoiding infection by the dengue virus. We also provided evidence and a basis for the development
of measures for DF prevention and control. Additional variables must be introduced into the
logistic regression model, and further research should be conducted to provide a theoretical basis for
formulating prevention and control measures for DF.
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Abstract: The objective of this study is to follow the composite theory approach to analyze the
effect of social capital on self-rated mental health in rural and urban China. Our nationally
representative sample includes 10,968 respondents from 130 county-level communities. Two-level
random-coefficient linear regressions, which model individual and community variations in
subjective mental health, were estimated by taking the hierarchical structure of the dataset into
account. We found that a significant proportion of the total variations in self-rated mental health
were explained at the community level. We also found an association between low contextual civic
trust and poor self-rated mental health after adjusting for individual social capital and individual
socioeconomic-demographic variables. The study also revealed that: (1) in rural areas a positive
relationship between civic and political trust and mental health existed both at the individual and
the community level, respectively; and (2) in urban areas, only political trust at the individual level
contributed to better mental health. In addition, the individual and community level political
participation exhibited a positive impact on mental health measures in both rural and urban
China. The individual level civic participation was positively associated to the outcome variable.
However, the community-level civic participation seemed to negatively impact mental health in urban
area. Our findings emphasize the importance of both individual and community-level healthcare
interventions in China. Finally, this study also found that human capital covariates remained
important predictors of self-rated mental health status even after controlling social capital both at
individual and community levels. This study suggested that the composite thesis could provide a
more convincing narrative than other theories in explaining the effects of both human and social
capital on health.

Keywords: China; human capital; multilevel linear regression; self-rated mental health; social capital

1. Introduction

As proposed by Sartorius [1] (p. 101), mental health is a ‘’the state of balance that individuals
establish within themselves and between themselves and their social and physical environment”.
As per the report by Global Forum for Health Research and World Health Organization [2], mental and
neurological disorders account for 13% of the global burden of disease. According to Zhang [3] and
National Health and Family Planning Commission [4], 2.7% of the population in China was afflicted
with severe mental illness in 1950s, a figure which rose to 5.4% in the 1970s, 11.1% in the 1980s, 13.47%
in the 1990s, and further to 15% in the 2010s. Currently, over 30 million people have a diagnosis of
severe mental illness (especially depression) in China [4]. Mental illness has been found to be the prime
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cause of the high suicide rate in China, which stands at approximately 10 per 100,000 in 2016 [5]. These
statistics call for an urgent need to deepen our understanding on the determinants of Chinese mental
health [6]. Research indicates that mental health is determined by socioeconomic, environmental,
intersectoral, and civic security factors [7]. Mental health policy and practice remain pivotal to the
discussion on social capital [8], because China’s surge in mental illness problems is probably due to its
rapid urbanization, which is usually associated with a range of social health hazards and risks that can
lead to the development of neuropsychiatric illness [4]. In fact, prior studies all over the world report
that social capital is a crucial determinant of both physical and mental health issues at the individual
and the aggregate level and their interactions [9–19]. Social capital can influence an individual’s health
by opening information channels, promoting collective action, addressing detrimental cultural norms,
and fostering the development of support systems serving as a source of self-esteem and mutual
respect [14,20]. These mechanisms of social capital also work in the context of mental health [7,8].

However, most prior studies were focused on western developed economies and presented mixed
findings [21]. Research in the transition economies alluded to a positive relationship between social
capital and improved health [22]. As argued by Ichida et al. [23], the relationship between high
social capital and good health indicators can vary owing to the cultural differences among countries,
justifying the need for a systematic study in the different cultural contexts. Recently, relevant research
has been conducted in East Asia (for example by Fujisawa et al. [24]; Suzuki et al. [25]; Miller et
al. [26], Yip et al. [21], Sun et al. [27]; and Yamaoka [28]). Although these works have advanced our
understanding of the social capital-general health nexus, little attention has been particularly devoted
to compare how the influence of social capital on mental health behaviors. To our best knowledge, there
is little research addressing how social capital influences mental health differently in Chinese urban
and rural settings. Such study is important, as prior works indicate that there is a huge urban-rural
health disparity in China and call for further studies [29–32].

The major objective of this study is to fill the above-mentioned gap. Specifically, we examined
empirical relationships of four dimensions of social capital, i.e., civic participation, civic trust, political
participation, political trust, on self-rated mental health. We followed the composite hypothesis,
which argued that the mental health of an individual was influenced not only by his or her human
capital (i.e., education, income and social status) but also by his or her social capital, as people are
usually involved in a variety of analytically distinct but nonexclusive social networks [33–35]. We
also followed the multi-level framework proposed in [36]. By community, we referred to counties
(xian in Chinese) or districts (qu in Chinese), the third level of China’s administrative hierarchy.
Our sample individuals were nested within communities and an individual’s mental health status
was a function of a set of individual covariates and human capital (i.e., gender, age, education,
marriage, unemployment, social-economic status, household annual income, household wealth and
household size), individual-level social capital (i.e., civic trust, civic participation, political trust,
political participation), and community-level social capital. The multilevel linear regression technique
was chosen as the most appropriate design tool to explain the variation in mental health status of the
population by both within-community and between-community differences. To our best knowledge,
the sample size of our study is the largest of its kind at the individual and community levels.

2. Materials and Methods

2.1. Sample

We used the 2015 sociological survey dataset provided by China’s National Survey Research
Center (the dataset can be found at http://cnsda.ruc.edu.cn/). Data were collected using a stratified
clustered sampling design and were representative for the non-institutionalized adult (i.e., 18 and
above) population in China. The primary survey unit (PSU) of this survey is at the county level or
district level. Using China’s latest census as the sampling frame, the survey project included 969 of
the most crowded PSUs across China. One hundred and thirty PSUs were randomly chosen and each
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chosen PSU was assigned a quota of households based on the population of that neighborhood as a
proportion of the total population of all 969 PSUs. The researchers then selected households randomly
using the residence records in the sampling frame. One adult person was randomly selected from
each sampled household to serve as a respondent. Survey administrators visited each household after
18:00 h on weekdays or after 14:00 h during weekends and holidays to maximize the participation
rate. The dataset consists of 10,968 face-to-face interviews (6470 respondents from rural and 4498 from
urban areas, respectively). The sample includes 5834 female and 5134 male individuals from 130 PSUs
(hereafter, “communities”) in 28 provinces. Most of the respondents were aged 41–60 (40%). Our
samples were nested in two levels: the individual level and the community (i.e., county or district)
level. The detailed distributions of sample are summarized in Table 1.

Table 1. Descriptions of the sample.

Provinces/Regions Urban Rural
District/County
(Community)

Male Female
Avg. Age

(SD)

Shanghai 502 0 8 236 266 54.89(17.93)
Yunnan 93 292 4 190 195 48.70(16.30)

Inner Mongolia 25 74 1 53 46 54.12(15.08)
Beijing 519 28 9 252 295 48.70(17.62)

Jilin 178 287 5 222 243 48.41(16.37)
Sichuan 275 291 6 268 298 55.12(16.04)
Tianjin 288 0 7 135 153 52.40(16.98)

Ningxia Hui 47 47 1 36 58 38.64(14.07)
Anhui 119 278 4 182 215 51.62(16.54)

Shandong 315 260 6 262 313 48.38(17.09)
Shanxi 189 91 3 137 143 44.84(16.63)

Guangdong 531 0 10 254 277 46.24(16.99)
Guangxi Zhuang 194 199 4 206 187 52.32(16.05)

Jiangsu 321 178 5 231 268 50.82(17.77)
Jiangxi 284 192 5 213 263 49.49(17.90)
Hebei 99 196 4 120 175 47.07(15.63)
Henan 216 366 6 259 323 50.97(17.36)

Zhejiang 341 121 5 202 260 52.22(18.09)
Hubei 350 250 6 274 326 51.91(15.41)
Hunan 240 235 5 222 253 52.80(17.24)
Gansu 50 145 2 88 107 49.47(15.52)
Fujian 194 100 3 147 147 50.51(16.80)

Guizhou 177 72 3 110 139 48.13(16.90)
Liaoning 345 50 4 189 206 49.49(17.27)

Chongqing 79 186 3 132 133 52.95(16.31)
Shaanxi 106 263 4 173 196 49.78(15.05)
Qinghai 75 26 1 51 50 49.67(14.30)

Heilongjiang 318 271 6 290 299 50.54(15.28)
Total 6470 4498 130 5134 5834 50.40(16.89)

2.2. Outcome Variable: Self-rated Mental Health

Self-rated mental health status was based on five statements that are similar to the WHO-Five
Well-Being Index (WHO-5): “I often feel calm and peaceful; I often feel active and vigorous; I often
feel depressive and unhappy; I often feel exhausted and tired; and I often feel that I cannot stand my
life”. For the first two statements, the responses were given a value from (1) “not at all” to (5) “very
true”. As for the last three statements, the responses were given a value from (1) “very true” to (5)
“not at all”. The Cronbach’s alpha was 0.86. The eigenvalue of one principal component of this scale is
3.29, which represents the significant amount of variance in each item that can be explained by the
principal component.

The items were evaluated by a confirmatory factor analysis (CFA) model. A weighted average
mental health score was generated, which was resulting from the multiplication of each statement by
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its corresponding CFA standardized regression weight. The mental health score was standardized to
have a mean of zero and a standard deviation of one. That is, if an individual is in good mental health
status, then his or her mental health score is positive. Otherwise, it is close the zero or negative.

2.3. Independent Variables: Social Capital

Social capital is regarded as “connections among individuals in social networks and norms of
reciprocity and trustworthiness that arise from them” [37] (p. 19). The literature has identified four
dimensions of social capital:

Structural social capital refers to an individual’s social network and various forms of civic
engagement while cognitive social capital means an individual’s subjective perception of level of trust
and reciprocity, which can be regarded as the result of structural social capital [38–42]. Horizontal
social capital (or bonding/bridging social capital) refers to the relations developed between individuals
or groups at the same social-economic hierarchical level, while vertical social capital (or linking social
capital) includes the vertical relations between individuals or groups at different levels of formal power
or authority [39,43–45]. Finally, social capital is not just an individual’s resource [46–48] but also a
contextual capital [39]. Community or neighborhood social capital is usually based on day-to-day
interaction between individuals [49]. According to [50,51] and [52,53], an individual in a particular area
is also exposed to the community-level context, which may have an effect on an individual’s health.
Therefore, we included contextual social capital variables, which can be constructed by grouping
individuals within the same county/district and by aggregating an individual’s answers.

In this study, we have adopted the four-dimension framework of [39] to measure both individual
and community-level social capital in the Chinese context.

The first dimension is civic participation (CP), a type of structural and horizontal social capital,
here assessed by the frequency of an individual’s participation in nine different civic activities over the
past 12 months (i.e., festivals, kinship networking, sports, entertainments, time with fellow workers,
skill development, philanthropy, educational and religious activities). The responses were given a
value from (1) “not at all” to (5) “very frequently”. The Cronbach’s alpha was 0.74. The eigenvalue of
one principal component of this scale is 3.37, indicating a substantially large amount of variance in
each item that can be explained by the principal component. The items were standardized to have a
mean of zero and a standard deviation of one, and were then evaluated by a CFA model. A weighted
average CP score was generated, which was resulting from the multiplication of each statement by its
corresponding CFA standardized regression weight.

The second dimension is civic trust (CT), a type of cognitive and horizontal social capital, here
measured by the degree of a respondent’s trust on people, based on 13 different types of relations
(i.e., close neighbors, distant neighbors, people living in the same town/village with the same family
name, people living in the same town/village with different family name, relatives, acquaintances,
townsmen, members of gymnasium club, members of non-political associations, members of volunteer
organizations, classmates, colleagues, and total strangers). For each statement, the responses were
given a value from (1) “not true at all” to (5) “very true”. The Cronbach’s alpha was 0.81. The
eigenvalue of one principal component of this scale is 4.03. The items were standardized to have a
mean of zero and a standard deviation of one, and then evaluated by a confirmatory factor analysis
(CFA) model.

The third level is political participation (PP), a type of structural and vertical social capital, here
assessed using four binary items—whether the respondent was a member of the Chinese Communist
Party (CCP) or any other political party, or a government official or military officer, or a member of
People’s Congress (PC) or of People’s Political Consultative Conference (PPCC), or had participated in
any political protests or petitions. The sum of these four items was used as the PP score, which was
then standardized to have a mean of zero and a standard deviation of one.

Fourthly, political trust (PT), a type of cognitive and vertical social capital, referred to the extent
to which respondents trusted in China’s political institutions (i.e., CCP, PC, PPCC, court system,
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People’s Procuratorate, military, police, and local as well as central governments). PT was measured
by nine statements in terms of a respondent’s satisfaction of political institution’s service performance
on transparency and accountability, social inequality, healthcare disparity, social services for the
elderly/poor households, education service, judiciary’s efficiency and fairness, crime crackdown,
defense and policing, and environment protection. For each statement, the responses were given
a value from (1) “not satisfied at all” to (5) “very satisfied”. The Cronbach’s alpha was 0.80. The
eigenvalue of one principal component of this scale is 4.71. The items were standardized to have a
mean of zero and a standard deviation of one, and then evaluated by a confirmatory factor analysis
(CFA) model.

Confirmatory factor analysis was performed on the constructs of CP, CT, PT, and mental health
using open source R statistics package (see www.r-project.org) to evaluate the factor structures. The
results indicated a good fit of each construct yielding a root mean square error of approximation
(RMSEA) smaller than 0.05 and goodness-of-fit index (GFI) as well as an adjusted GFI superior to 0.90.
All items were significantly loaded on their latent variables. The internal consistency of the scales (i.e.,
Cronbach’s alpha) was greater than 0.70, indicating high reliability of our measures.

Thereafter, we aggregated these four social capital subcomponents into one general social capital
index (SCI). Finally, five contextual, district-level social capital variables (CP-Dist, CT-Dist, PP-Dist,
PP-Dist, PT-Dist, and SCI-Dist) at the community level were measured on the basis of aggregated
individual answers for each county/district.

2.4. Independent Variables: Human Capital Covariates

Following [54] proposition, we have included a series of socioeconomic-demographic variables to
control the confounding effects.

Gender was represented by a dummy variable for female. Age was categorized into four categories
(1 = 18–25; 2 = 26–40; 3 = 41–60, and 4 = 61 and above). Education was measured as the highest grade
completed (0 = no formal education; 1 = primary school; 2 = junior high school; 3 = senior high
school; 4 = college; 5 = postgraduate). Marriage was categorized into three groups (1 = never married;
2 = married; 3 = divorced or widows/widowers). Unemployment was a dummy variable for whether
one had been unemployed for the last three months. Self-reported social-economic status was assessed
by a five-point likelihood scale ranging from 1 (very low) to 5 (very high). The respondents were asked
to compare their social-economic status with peers within the same community.

Household income was measured based on the household annual expenditure (see [21]). Wealth
index was constructed from a factor analysis of 15 terms related to household dwelling characteristics
and ownership of consumer durables (such as, cars, TV sets, telephones, and so on. See [55] for
more details. Finally, household size referred to the total number of family members that were
living together.

2.5. Research Model

Previous study dichotomized output variable and used binominal logistic regression to estimate
the effect of social capital. The benefit of the approach was to facilitate the interpretation of regression
coefficient as the likelihood to report better or worse health condition. However, [39,56,57] argued
that such a dichotomization of a continuous variable was often arbitrary, which could fail to provide
complete information about the actual distribution of the dependent variable or even cause misleading
results. Therefore, in this study, we have kept the outcome variable, i.e., self-rated mental health
as continuous and used a series of two-level linear regressions to examine the effect of individual
and community social capital on an individual’s mental health. Following the approaches of [58,59],
and [21], we have specified the following basic model:

MHij = β0j + β1
(
SCij − SCj

)
+ β2SCj + β3Xij + μ0j + εij (1)
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where MH is the mental health status for individual i (level 1) in community j (level 2); SC is the
set of social capital variables measured at both the individual and community levels; and X is a
vector of socioeconomic-demographic variables. This model estimated the fixed β parameters, which
represented the overall relationships between individual social capital variables, covariates and
mental health. There were also two random parameters μ0j (community level) and εij (individual
level), which were assumed to follow a normal distribution and represent the differences from the
corresponding means at both individual and community levels. The variance between-community
and the variance between-individual within a given community were used to calculate the variance
partition coefficient (VPC), which represented the deviation in mental health across individual and
community levels [60]. That is to say, the proportion of the total residual variation that is due to
differences between communities. As the community-level social capital variables were aggregated
from those at the individual level, the value of individual social capital was group-centered in order to
alleviate the multicollinearity problem (i.e., SCij − SCj) [21,61,62].

Our research model is illustrated in Figure 1.

Figure 1. Research model.

We have followed the nested modeling strategy of previous multilevel health studies
(e.g., [16,21,42,56,63]) to account for the hierarchical structure of our dataset. We first estimated
two variance components models (Model 0-Rural and 0-Urban) that include only random intercepts.
Then we estimated Model 1-Rural and 1-Urban to include random intercepts and human capital
variables. Finally, we estimated Models 2a–2e that include random intercepts, human capital variables,
the five individual-level social capital variables (i.e., the aggregated SCI, CP, CT, PP, and PT) and the
five community-level social capital variables (i.e., the aggregated SCI-Dist, CP-Dist, CT-Dist, PP-Dist,
and PT-Dist), respectively.

3. Results

Table 1 summarizes the means (standard deviations) and correlations of all variables. We found
that people in urban areas reported slightly better mental health status than their rural counterparts as
indicated by mean values of 0.05(SD = 0.97) and –0.07(SD = 1.04), respectively. Urban individuals also
outperform rural ones in terms of wealth index, household income, and education. However, urban
individuals reported lower social-economic status, smaller household size and higher unemployment
rate. In terms of social capital, it seems that urban people reported much higher civic participation
(0.37 vs. −0.53) but much lower civic trust (−0.18 vs. 0.25), political participation (−0.21 vs. 0.3),
and political trust (−0.07 vs. 0.10) than rural ones. In addition, it seems that mental health status is
positively associated with all four types of social capitals and married, education, household income,
household wealth and social-economic statute. However, mental health status is negatively associated
with female and age.

Regression results of Model 0, Model 1, and Model 2a–2e are summarized in Table 2. Both the
individual-level variances σ2

ε and the community-level variance σ2
μ were all statistically significantly

different to zero. The VPCs for the rural subsample ranged from 9.76% to 14.56%. And the VPCs for
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urban subsample were range from 9.76%. The VPCs indicate that substantial amount of vairance in
mental health can be attributed to differences between communities. We then conducted the likelihood
tests (see Table 3). We compared the loglikelihoods between Model 1 and 0. The differences (Δ-2ll)
with 18 degrees of freedom were statistically significant under the Chi-square tests, suggesting that
human capital variables as a whole are important determinants of mental health status in both rural
and urban areas. Likewise, we compared Model 2a–2e to Model 1-Rural/1-Urban, respectively. The
differences (Δ-2ll) with two degrees of freedom were statistically significant under the chi-squared
tests in most models, except the one between Model 2b-Rural and Model 1-Rural. The results suggest
that social capital as a whole and CT, PP, and PT are important determinants of mental health for both
rural and urban individuals; while CP is an important determinant for urban individuals.

On closer inspection of Model 2a–2e, we noticed that the individual-level aggregated SCI
was positively associated with mental health (0.01, p < 0.01) in both subsamples. However, the
community-level aggregated SCI was positively associated with mental health only in the rural
subsample (0.02, p < 0.05). In urban areas, the impacts of CP on mental health were significantly
positive at the individual level (0.01, p < 0.01) but negative at the communitive level (−0.03, p < 0.01).
The impacts of individual-level CT (0.1, p < 0.01) was statistically significant in rural area. The
community-level CT had statistically significant impacts in both rural and urban areas (0.06 and 0.07,
p < 0.01, respectively), which justified the contextual effects in [39].

What is more, the individual-level PP was positively associated (0.03, p < 0.01) with mental health
in both rural and urban areas. Finally, the individual level PTs (0.02, p < 0.01; 0.02, p < 0.01) were
positively associated with mental health in both rural and urban areas.
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Table 3. The likelihood chi-squared tests.

Model Comparison Δ-2ll df p-Value

1-Rural vs. 0-Rural −743.74 18 <0.01
1-Urban vs. 0-Urban −1128.29 18 <0.01
2a-Rural vs. 1-Rural −36.3 2 <0.01

2a-Urban vs. 1-Urban −26.17 2 <0.01
2b-Rural vs. 1-Rural −1.15 2 >0.10

2b-Urban vs. 1-Urban −14.94 2 <0.01
2c-Rural vs. 1-Rural −15.41 2 <0.01

2c-Urban vs. 1-Urban −18.75 2 <0.01
2d-Rural vs. 1-Rural −13.91 2 <0.01

2d-Urban vs. 1-Urban −27.22 2 <0.01
2e-Rural vs. 1-Rural −17.35 2 <0.01

2e-Urban vs. 1-Urban −8.64 2 <0.05

Δ-2ll = The –2ll value of the first model minus the –2ll value of the second model.

4. Discussion

This study follows the composite hypothesis to simultaneously test the effects of human and
social capital on an individual’s self-rated mental health at both individual and community levels.
The results of our multilevel linear regressions seem to support the composite hypothesis. We will
discuss the impacts of social capital and human capital covariates on the outcome variable separately.

4.1. Effect of Social Capital

The study revealed that higher civic trust helped to improve the mental health at the individual
(rural areas) and community level (both rural and urban areas). This finding further corroborated
prior findings between positive health outcomes and trust [15,63–68], which suggested that higher
civic trust may enhance social networking among individuals, thereby reducing the mental stress and
then lead to better mental health status.

Our study revealed that higher political trust helped to improve mental health at the individual
and community level in rural areas. This finding was consistent with a prior study [69], which
indicated that higher political trust could, one the one hand, led to an enhanced feeling of security [69]
and created stronger affiliations with the legal system as identified through questions on government
functioning; and on the other hand, higher political trust also promoted a better sense of belongingness
and sense of responsibility [69].

We found that higher political participation also tended to improve mental health at the individual
level in both rural and urban areas. That is probably that political participation may promote a sense
of gratification from the social welfare activities and aroused deeper feelings of social and moral
responsibility among individuals. It may be also instrumental in warding off socially deviant behavior
among individuals, inculcating socially beneficial norms and promoting mental health.

Finally, we revealed that higher civic participation helped to improve the mental health at the
individual level in urban areas. That is probably that higher civic participation could be manifested
through progressive coaching mechanism or knowledge dissemination process to fellow individuals,
thereby leading to enhanced self-esteem among individuals. This could help in promoting social
interactions, reducing stress, improving security networks, and thereby improving mental health.
However, at the community level our study suggested that enhanced civic participation gave rise to
reduced mental health in urban areas, ceteris paribus. An explanation to this could be drawn from the
“network resources” approach [70]. As predicted in [71], subjective social status could be considered
as a partly mediating factor in explaining the negative association between network resources and
psychological stress. We found a positive correlation (0.36, p < 0.01, in Table 4) between subjective
social-economic status and civic participation in our urban sample, suggesting that a higher level
of community civic participation could create extra responsibility or overwhelming burden on an
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individual with relatively high social-economic status. This is especially true in China in where loss
of “face” has been considered as a key deterrent in an individual’s access to social capital [20,72].
Individuals will stretch beyond their economic horizon to meet moral obligations and reciprocity
norms in order to save “face” in their communities. Non-adherence to these norms would result in
a disastrous solitary state leading to a lower mental health. However, as found in a prior study [20],
over participation in social events could involve detrimental social norms like alcohol consumption,
physical stress and inevitably reduced social family interactions, leading to increased mental stress
and worsening mental health.
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4.2. Effect of Human Capital

Overall our findings were in line with those previously reported in developing countries that
human capital factors were important predictors of self-rated mental health. The compositional effects
remained statistically significant even after taking social capital variables into account.

In particular, we found that an increase in age led to a lower self-reported mental health, which
is of paramount importance when people reach their middle-age. That is probably because that
responsibilities and senses of isolation or worthlessness may be bound to increase with age. We
believe that this is especially true for the elderly in rural areas, when their adult children are away as
migrant workers.

Female gender was also found to be related to poorer self-rated mental health in rural areas than
in urban areas. That is probably because, on one hand, rural women may suffer from lower social
status in their villages and on the other hand, it may be accepted that when husbands are away as
migrant workers, the responsibility to take care of younger family members and elderly parents always
falls on the women without anyone to share the load.

Secondary education was also found to improve self-rated mental health in both rural and
urban areas. This is probably because education may enable individuals to better understand the
benefits of a healthy lifestyle and healthcare utilization [56]. We noticed that when both individual
and community-level social capital variables were present, college education exhibited a marginally
significant, negative effect on self-rated mental health in rural areas. We believed that when compared
to their urban counterparts, the college students from rural areas may have lesser chances to find
decent jobs in China because their families possessed fewer social networks. This probably led to low
economic returns to their college tuition fees and made them anxious and frustrated.

Our study also found that wealth mattered for mental health. Being rich or having relatively
high social-economic status was strongly associated with superior self-rated mental health. We argued
that this was probably because richer households or individuals may be able to access more medical
care resources and experience less stress when compared to the poor, who had to work harder to earn
their living.

An increase of household size in rural area was associated with a decrease in self-rated mental
health status. Given family size in rural China is usually larger (mean = 4.47, in Table 4), this association
may have had its origins in increased competition between siblings for parental attention, resources
and extra burden to take care of elderly parents or even grandparents. However, an opposite effect
was found in the urban sample. A possible interpretation of the positive family size–mental health
relationship in urban China may be due to the strict one-child policy. With the family size being small
in urban areas (mean = 3.47, in Table 4), children may enjoy greater parental attention in their early
life and as a result, developed greater resilience to maladaptive responses and stressful events in
adulthood. Likewise, a larger family size may increase the social contact of urban elderly, reducing
their sense of loneliness, a general cause of many mental illnesses.

In addition, our study indicated that, the married individuals portrayed better mental health
when compared to unmarried individuals in rural areas. This finding was not supported in urban
areas. We found that the mental health of the urban individual was found to deteriorate following a
divorce or loss of spouse.

We believe that there is a stark distinction in the levels of aspirations between the individuals
hailing from rural and urban areas. In rural areas, the concept of close families, strong bonding,
and well-knit relations may exist that foster easy solving of mutual discord and problems. However,
in urban areas, individuals live with more autonomy in smaller nuclear families, which could be
beneficial to the extent of lesser burdening an individual with monetary and social responsibilities. At
the same time, smaller nuclear families could be detrimental since the individuals may face increased
mental stress when handling problems since they lack the emotional support of spouse, leading to
poor mental health and estranged family ties. Therefore, with the resulting non-successful matrimony
or death of beloved partner, an individual in urban area may develop a sense of personal loneliness

576



Int. J. Environ. Res. Public Health 2019, 16, 665

and dissatisfaction, lack of emotional stability, and a dearth of social interaction develops, resulting in
reduced mental health.

Finally, the employment status had no significant impact in rural areas. However, the effect of
unemployment tended to be significantly negative in urban areas. We believe that the societal set
up in rural and urban areas is starkly different. In rural areas, there are more closely-knit families
characterized by large joint families. These families live together and most probably the family earnings
are shared for the entire family’s sustenance. This involves collective earning and collective spending
to supplement the entire family’s needs. This could be in contrast to the urban areas, where the concept
of nuclear families with fewer members predominates. Financially independent individuals most
probably prefer to be socially independent as well. Hence for individuals in urban areas, professional
upheavals coupled with lack of emotional support may lead to mental dissatisfaction and reduced
mental health.

5. Limitations and Conclusions

5.1. Limitations

Like most cross-sectional analyses, this study may be subject to common method bias as
information regarding both social capital and mental-health is self-reported. Since both social capital
and mental health can be expressed as an individual’s general well-being, there may be a recall
bias [16,39]. In addition, the cross-sectional design usually leads to reversed causality problem—poor
mental health may reduce one’s social capital. For example, participation in political activities requires
inherent enthusiasm and good mental situation as a pre-requisite. A longitudinal study is desired to
check the robustness of our findings. However, the aggregated measures of social capital and the use
of mean-centered individual social capital can mitigate this problem as individual co-variance can be
diluted [39]. On the other hand, the problem of reverse causality at the community level may not be
an issue. Since the Chinese government restricts people’s freedom to choose which district to live in
under the Household Registration System, the community-level measures of social capital may be
exogenous and random.

5.2. Conclusions

Our results suggest that social capital is reflective of mental health both at the individual and
community level. We have employed four cognitive-structural and horizontal-vertical constructs to
comprehensively measure social capital in Chinese contexts and empirically test for observations across
samples from rural and urban Chinese population segments. The results support the argument that in
general, individual social capital holds a positive association with self-rated mental health in China.
This study also finds that a significant proportion of the total variation in individual’s self-rated mental
health status can be explained by differences at the community level. Those living in areas with low
civic trust social capital have high excess risk of poor self-rated mental health. On the contrary, urban
areas offer disagreement on the structural dimension measured through community-civic participation
index, offering a negative association. An explanation for this has been based on the network resources
approach. The likelihood ratio tests further support our conclusions that the impact of both individual
and contextual social capital is not an artifact. These results offer further dimensions for future research.
A more detailed and vigorous investigation may be called upon to study the impact of social capital
variation, involving development of more suitable instruments to unearth the pattern of variations
more systematically.

Finally, we suggest that policy mechanisms should be set in place to strengthen social networks
and create economic upliftment of individuals. The programs should be aimed at inculcating social
parity among the community members and at reducing the disparity in the access of medical benefits.
Community health and social wellbeing for individuals should to be given attention with special
emphasis to women, middle-aged, and elderly citizens. In rural areas, schemes should be set in place to
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encourage employment and business opportunities for youth through promotion of cottage industries.
These schemes will be able to create employment avenues for the large number of college-educated
students hailing from rural areas and hence avoid their rapid transition to larger cities. It will also
be helpful in curtailing dissatisfaction among their elderly family members who are plagued with
issues of staying alone as their children and even grand-children migrate to urban areas for better
job prospects.
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Abstract: In recent years, biological purification technology has been widely developed in the process
of iron and manganese removal from groundwater. The cultivation and maturation of the biological
filter layer are key for biological iron and manganese removal processes. The time needed for
maturation varies significantly with the water quality, filter and filter media conditions and operation
parameters; sometimes it takes only one or two months, sometime more than half a year. In this paper,
the feasibility of adopting an intermittent operation for the cultivation of biofilter was investigated
with productive filters in a groundwater treatment plant, and the comparative test of the filter column
was conducted. The results showed that the intermittent operation had little effect on the cultivation
of the biofilter because dissolved oxygen would be gradually exhausted during the filter-suspension
process, making the filter layer anaerobic, thus possibly inhibiting the growth and reproduction of
IMOB (Iron and Manganese Oxidizing Bacteria). At the same time, the test shows that when the
mature biological filter needs the suspension operation, the emptying method should be considered
to avoid the destruction of the biological layer.

Keywords: groundwater; iron and manganese removal; biofilter

1. Introduction

Groundwater usually contains iron and manganese in Northeast China, above the allowed
maximum concentration levels 0.3 mg/L and 0.1 mg/L for iron and manganese, respectively, according
to the Chinese Standards for Drinking Water Quality [1]. Excessive iron and manganese can affect
human health and industry production [2,3]. Together with dissolved iron, manganese could form
sediments in drinking water distribution lines and incidents of “black” or “brown” water have occurred
with the fluctuation of the water supply.

Many methods have been developed since the end of 19th century, mainly divided into chemical
oxidation and biological oxidation. Chemical oxidation is usually adopted by traditional water
treatment plants [4–7], including oxidation with atmospheric oxygen assisted by aeration and oxidation
by chemical agents such as potassium permanganate, chlorine, chlorine dioxide and ozone. Fe (II) can
be oxidized by oxygen at natural pH easily, while the condition of manganese oxidation is stringent.
Excessive aeration is often needed to raise the pH to 9–10 to achieve the abiotic oxidation of soluble
Mn (II) to insoluble Mn (III/IV) (oxyhydr)oxides. At natural pH, manganese can only be oxidized
by the stronger oxidants: ozone, chlorine dioxide, chlorine and potassium permanganate. However,
adverse effects could be caused with excessive oxidants. Excessive potassium permanganate will
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make the color of the filtrate pink. Excessive chlorine dioxide can generate chloric organics such as
chlorobenzene, and chlorophenol which are thought to be carcinogens [8–10].

Biological iron and manganese removal has shown much promise as an effective low-cost way to
treat iron- and manganese-contaminated groundwater, becoming more and more common [11–14]
in Europe, Asia, and North America. It was noted that biotic methods could substantially increase
treatment capacity and reduce the cost of operation compared with abiotic methods [15]. However, the
long time start-up period of the biofilters is a main drawback for their popularization and application.
Chemical oxidation of iron and manganese occurs in several minutes or even several seconds by strong
oxidants. Therefore, almost no time is needed for the start-up of a water treatment plant for iron
and manganese removal adopting the abiotic oxidation process. For the plants adopting the biotic
oxidation process, 1–2 months or even more time is needed for the maturation of the biofilter [16,17]
because time is needed for the attachment of inoculated bacteria to the filter media, and time is needed
for the acclimation and enrichment of functional bacteria.

Recently, several biological groundwater treatment plants have been built in Northeast China,
which have been operated successfully and the filtrate quality is better than the Chinese Standard, but
because of the difference in water quality, filter material and operation parameters, the start-up time
varies from one month to eight months [18–22].

The establishment of a biological layer is the first step for the start-up of the biological iron and
manganese removal process. The efficient and stable ability of iron and manganese removal depends
on the establishment of a stable and complex ecosystem with iron- and manganese-oxidizing bacteria
as dominant bacteria [23], but these bacteria are microorganisms with a low metabolic rate and growth
rate. Therefore, the biofilter for iron and manganese removal is very different from the biofilter for
carbon and nitrogen removal.

So far, there are not many references on the start-up of the biological iron and manganese removal
filter except that when ammonia nitrogen is contained in raw water, the removal of manganese requires
complete nitrification of ammonia nitrogen, so the maturation of the filter takes 3–4 months [24,25].

This paper provides a specific example of the start-up of biological groundwater treatment
removal for iron and manganese removal. Because of the external pipe network problems, the water
plant can only be operated intermittently. Therefore, the effect of the cultivation of an intermittent
water supply biological filter layer was analyzed with the aid of a filter column test, in order to provide
more references and accumulate more experience for the start-up of the biological iron and manganese
removal filter layer.

2. Materials and Methods

2.1. Water Treatment Plant and Groundwater

Shenyang is the capital of Liaoning Province in Northeast China. Groundwater is an important
water supply source in Shenyang. The groundwater temperature is 10–12 ◦C all year round due to
the latitude. In this paper, the groundwater came from 16 deep wells (depth 60–100 m). The water
outputs were between 100 to 150 m3/h; the groundwater characteristics are shown in Table 1. The total
treatment capacity of the WTP (Water Treatment Plant) is 3 × 104 m3/d; the flow chart is shown in
Figure 1, with the aim that the simultaneous removal of iron and manganese occurs in one filter. After
the raw water was extracted from the ground, it first entered the cascade aeration tank for oxygen
filling, which provided sufficient oxygen for the subsequent bio-oxidation of iron and manganese in
the biochemical filter, where iron and manganese ions were oxidized into solid iron and manganese
oxides, which were intercepted and removed by the filter layer. Finally, the purified water entered into
the clear water reservoir and then the distribution pipe network. With the extension of filtration time,
the interception impurities of the filter layer increased, and the filtration resistance increased sharply,
and the filter backwashing process was needed. The filter had a depth of 1000 mm, using sand as the
filter media, with a diameter of 0.5–1.2 mm.
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Table 1. Characteristics of the groundwater.

Parameter Value Parameter Value

Temperature (◦C) 12–14 Total dissolved solids (mg/L) 240–260
pH 6.7–6.9 DO (mg/L) 0

Turbidity (NTU) 32.3–39.0 Conductivity (Us/cm) 268–280
Mn2+ (mg/L) 0.8–2.0 Fe2+ (mg/L) 0.15–0.20

Figure 1. Flow chart of Water Treatment Plants.

Raw water from waterworks was basically used as the influent for the filter column test, and
chemical agents can be added to change the content of iron, manganese and other substances according
to the need.

2.2. Start-Up Process

Due to the construction of the external pipeline network, water plants could only be operated
intermittently at the initial stage of biofilter cultivation, and then gradually transit to continuous
operation. The whole operation process is shown in Table 2.

Table 2. Operation process during the biofilter cultivation.

Stage Frequency of Operation Velocity Time

Intermittent Operation

Once three days,
6 h at a time 1.5 m/h Two months

Once a day,
7 h at a time 1.5 m/h Two months

Continuous operation Continuous running 1.5 m/h Two months
speed-up Continuous running 1.5 m/h to 5 m/h step by step One month

2.3. Filter Column Test

The test device is shown in Figure 2. The filter column was made of Plexiglas with a height of 3 m
and an inner diameter of 250 mm. A sampling port was set every 10 cm along the direction of the filter
layer. In order to simulate the actual productive filter, the filling of filter media and the inoculation
amount were consistent with those in filter 1#. The filter column adopted a downward flow, and the
filter speed was controlled by a flowmeter to ensure uniform filtration. The backwashing strength was
controlled by the expansion rate of filter media, using about 15–20%. The influent and backwash water
were both from the aeration tank.
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Figure 2. Flow chart of the filter column.

2.4. Analysis Methods

The influent was taken from the reserved sampling port of the inlet pipe of the cascade aeration
tank and the effluent was taken from the outlet pipe of the biofilter. All samples were analyzed
immediately in the laboratory of the Water Treatment Plant, so no storage measures were adopted. All
iron and manganese analyses were performed by a spectrophotometer in accordance with standard
methods [26]. Dissolved oxygen was measured by a Dissolved Oxygen Meter (oxi340i, WTW, Munich
Germany), pH was determined using an electrode (pH/oxi340i, WTW, Munich Germany)

2.5. Filter Inoculation

Source of bacteria: From the engineering practice of a biological iron and manganese removal
water treatment plant, it was found that autochthonous IMOB were contained in groundwater
containing iron and manganese all over different regions, and they were adaptable for the local
water environment. In the process of biofilter establishment, the local bacteria was added to the filter
after amplification and cultivation, which showed strong adaptability and promoted the maturity of
the biofilter as soon as possible and greatly shorten the cultivation period [23]. Therefore, in this study,
the ferromanganese oxidizing bacteria in the mud of the aeration tank wall of the local groundwater
treatment plant for iron and manganese removal were collected and cultured, and then inoculated into
the filter.

Methods: A high concentration of bacterial liquid was used to inoculate the filter at one time,
and a large number of bacteria were brought into the filter through some operation methods, then
the filter was cultured at a low filtration rate. Under the condition of no medium and low nutrients,
the bacteria were directly cultured by raw water. The bacteria proliferated slowly in the initial stage
of culture, it was beneficial to further expand and cultivate the biological population suitable for the
characteristics of raw water in the filter layer [23]. In order to study the effect of inoculation amount on
the start-up of biofilter, filter 3# was selected to inoculate twice the amount of bacterial liquid among
these six filters. When the effluent was not up to the standard, the biological filter was considered to
be mature.

3. Results and Discussion

3.1. Full-Scale Filter Test

3.1.1. Initial Intermittent Operation Stage

The results are shown in Figure 3. The filters had a certain manganese removal capacity due to
the inoculation at the initial stage of operation, and the manganese removal rate was about 50%; there
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were some differences between these 6 filters due to the initial difference of the filters and the difference
of operation which could not be completely the same, but the trend was similar. After five months of
operation, the manganese concentration in the effluent of the filter did not show a downward trend
with time, it just fluctuated up and down, indicating that the number of ferromanganese oxidizing
bacteria in the filter has not been proliferated and the activity was in an unstable stage [23].

Figure 3. Mn in the influent and effluent (during the stage of intermittent operation; samples are taken
once every three days of operation).

3.1.2. Continuous Operation Stage

The effluent quality of the filters showed in Figure 4 has been significantly improved in the
continuous operation stage, but was not the same as the intermittent operation stage. The effluent of
filter 3#, 5#, 6# came close to the standard after one month of continuous operation, and tended to
reach the standard steadily in the next one month. Also, the effluent of filter 1#, 2#, 4# came close to the
standard after 50 days of continuous operation, and then it took about 10 days to reach the standard.
But at that time, the filters were not fully mature, so the effluent of filter1#, 2#, 4# fluctuated slightly.

Generally, after inoculation, microorganisms will undergo a period of adaptation under stable
and suitable conditions so as to achieve a logarithmic growth period of rapid growth and rapid
propagation. In this stage, the quality of effluent water will quickly improve with the mass propagation
of microorganisms, and finally achieve the effluent standard [23]. But the appearance of the logarithmic
growth phase depends entirely on the operation condition. The actual operation results showed that
the intermittent operation in the first five months greatly delayed the microorganisms entering the
logarithmic growth period, and thus delayed the maturity of the biological filter. In the subsequent
filter column tests, it was verified that under the same conditions, the filter column did achieve
maturity of the biological layer in about 40 days after continuous operation.

According to the figure, the continuous operation process could be divided into two stages. The
first month was a period of rapid decline of the manganese concentration in the effluent, and the
second month was a period of fluctuation of the effluent in a low manganese concentration. Although
the inoculation amount of filter 3# was twice as much as that of the other five filters, and the removal
efficiency of filter 3# was better than that of filters 1#, 2#, 4# in the first month. However, filter 6# has
almost the same effect as filter 3#, and filter 5# did even slightly better; these differences might stem
from the fact that it is impossible for the filter and the operation to be completely the same. Finally
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in the second month, the six filters all entered the same fluctuation stage with a low concentration of
manganese, i.e., basically no difference.

Figure 4. Mn in the influent and effluent (during the stage of continuous operation; samples are taken
once every day of operation).

It can be inferred from the experimental results that the maturation of filter layer was not directly
related to the amount of inoculation completely because filter 3# was better than 1#, 2#, 4# in the early
stage, but 5#, 6# was similar to 3#, and even 6# was better than 3#. Therefore, in the future inoculation
process, the appropriate amount is enough, not the more the better.

3.1.3. Speed-Up Stage

In the granular media filtration process, the shear force on the surface of the filter material rises
with the increase in flow rate [27]. Therefore, in the beginning of the cultivation, a low filtration rate
was usually adopted [28], in case of reducing the shear force to promote the adhesion and fixation of
bacteria, which were in the mud or free in the water, onto the surface of the filter media. Therefore,
1.5 m/h was the initial filtration rate for the culture of biofilter in this plant, and the speed-up was
carried out after the effluent of the filter reached the standard for one week. In the beginning, the
increase for the speed-up was only 0.5 m/h. After the effluent reached the standard, the next speed-up
started, and the filtration rate ranged from 1.5 m/h to 2 m/h to 2.5 m/h and then to 3 m/h. In this
process (Figure 5), the effluent quality of individual filters fluctuated slightly for a short time, but soon
the effluent quality recovered. Therefore, the speed-up was accelerated from 3 m/h to 4.5 m/h to
4.7 m/h and then to 5 m/h; in the first two days, the effluent of 6# fluctuated, but on the third day, it
recovered to below the standard again. This indicates that the biological filter has been fully cultivated.
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Figure 5. Mn in the influent and effluent (during the stage of speed-up; samples are taken once every
day of operation).

3.2. Pilot-ScaleFilter Column Test

3.2.1. Start-Up of the Filter Column

The concentration of manganese in the effluent in Figure 6 fluctuated around 0.6 mg/L after the
operation of the filter column, which is similar to the actual production filter, but the concentration of
manganese in the effluent decreased gradually, and was finally below 0.1 mg/L within 40 days; the
removal rate was as high as 95%, and all these phenomena indicate that the biological filter layer was
mature. It can be found that the manganese variation curve of the effluent from the filter column was
similar to that of the effluent from the production filter after continuous operation. Therefore, in the
first four months of intermittent operation of the water plant, the cultivation of the biological filter
almost had no effect. The reason could be that the intermittent operation could not provide a good
environment for the microorganisms in the filter layer, so the microorganisms have been staying in the
adaptive stage and have not entered the logarithmic growth stage [23].

3.2.2. Suspension and Rerun of the Filter Column

As has been noted, the intermittent operation had little effect on the cultivation of the biofilter. In
order to find the difference between intermittent operation and continuous operation, the suspension
and rerun tests of filter column were carried out, under the water quality of low iron and manganese
and high iron and manganese with micro-pollution.

(1) Groundwater quality of low concentrations of iron and manganese

After several days of stopping operation, the biofilter column restarted, and the manganese
removal capacity of the filter column decreased significantly (Figure 7). The manganese removal
capacity of the first 50 cm filter layer decreased from 1.18 mg/L to 0.61 mg/L, only 50%. At the same
time, it was found that the filter column was in an anoxic state with a DO of zero. Without the basic
need of oxygen for the manganese oxidizing bacteria, their functions would decrease [29], so the
manganese removal rate had a sharp decrease.
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Figure 6. Mn removal and rate of the filter column.

Figure 7. Mn concentration at the different height layers of the filter column before stopping and
after rerun.
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(2) Groundwater quality with a high concentration of iron and manganese

Two biofilter columns were used for the suspension and rerun test; during the suspension stage,
one column was kept empty, and the other was full of raw water. Two distinct phenomena appeared
as shown in the figure, when the two columns restarted to operate. For the column kept full of raw
water (Figure 8), the manganese content in the effluent exceeded that of the influent, and it recovered
slightly the next day, costing four days for the completely recovery (the data are not shown). The
results showed that the dissolution of manganese occurred during the suspension process, while it
was found that the dissolved oxygen in the water was zero. This two phenomena could be explained
that due to the suspension of filter column with the situation of full of water, there was no way for the
supplementation of oxygen for the filter layer. Therefore, when the dissolved oxygen in the layer was
gradually depleted by reducing substances, it became anaerobic, which led to the dissolution of high
valence manganese (Mn4+), and the concentration of manganese in the effluent was higher than that in
the influent. This phenomenon is extremely harmful to the cultivation of the biofilter layer, because
most of the Manganese Oxidizing microorganisms construct their living space with manganese oxides
batched on the filter material [23]. With the dissolution of manganese oxides, the biofilm of the filter
layer will be greatly destroyed. Its recovery will also take a long time.

Figure 8. Mn concentration in the filtrate along filter depth (soaked state).

The air in the filter column kept empty (Figure 9) was in a circulation state, which made the filter
column an aerobic environment, and provided oxygen for the microorganisms. Yet due to no supply
of raw water, the microorganisms in the filter column stayed in a long-term starvation state. So when
the filter restarted, the manganese in the raw water was utilized by microorganisms in large quantities,
which led to the phenomenon of low manganese in the effluent water at the initial stage of the rerun
operation of the filter column. After a few days of operation, the concentration of manganese in the
effluent returned to its original state (data not given).
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Figure 9. Mn concentration in the filtrate along filter depth (empty state).

(3) Reflections of the test of Suspension and Rerun

Generally, substrate and oxygen are two basic demands for the cultivation of microorganisms
in the biological manganese removal filters. The shutdown process of filter without emptying will
deplete the residual dissolved oxygen in the filter layer, which will eventually lead to the anaerobic
state, thus affecting the activity and metabolism of microorganisms. Especially when there are some
reducing substances in raw water, anaerobic conditions may cause the re-dissolution of manganese
oxides which are an important structural component of biofilm, finally causing serious damage to
the manganese removal biofilter. Therefore, it is suggested that in the process of cultivation of the
biological filter or operation of mature filter, if it is necessary to shut down the tank, it should be kept
empty, not full of water.

4. Conclusions

1. With the initial intermittent operation and the late continuous operation, the plant took 7
months to complete the start-up of biological iron and manganese removal filters.

2. By comparing the production filter and the filter column test, it can be inferred that although
the intermittent operation reduced the backwashing frequency, no contribution was made to the
cultivation of the biological manganese removal layer.

3. For the stopping operation of the biological filter in the start-up or stable operation stage, it is
suggested to use filter emptying to ensure that the filter can be in an aerobic state, which is beneficial
to the aerobic microorganisms and the biofilter layer.
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Abstract: Morbidity prediction can be useful in improving the effectiveness and efficiency of
medical services, but accurate morbidity prediction is often difficult because of the complex
relationships between diseases and their influencing factors. This study investigates the effects of food
contamination on gastrointestinal-disease morbidities using eight different machine-learning models,
including multiple linear regression, a shallow neural network, and three deep neural networks and
their improved versions trained by an evolutionary algorithm. Experiments on the datasets from ten
cities/counties in central China demonstrate that deep neural networks achieve significantly higher
accuracy than classical linear-regression and shallow neural-network models, and the deep denoising
autoencoder model with evolutionary learning exhibits the best prediction performance. The results
also indicate that the prediction accuracies on acute gastrointestinal diseases are generally higher
than those on other diseases, but the models are difficult to predict the morbidities of gastrointestinal
tumors. This study demonstrates that evolutionary deep-learning models can be utilized to accurately
predict the morbidities of most gastrointestinal diseases from food contamination, and this approach
can be extended for the morbidity prediction of many other diseases.

Keywords: food contamination; public health; gastrointestinal diseases; morbidity; deep neural
networks; evolutionary learning

1. Introduction

In recent decades, industrial emissions, domestic waste, and the overuse of pesticides and
fertilizers have caused serious environmental pollution, which has been confirmed as an important
factor causing alarming deterioration in public health [1–5]. In particular, food contamination arising
from soil and water pollution has been reported to be involved in almost all types of gastrointestinal
diseases [6–8]. However, modeling the effects of food contamination on gastrointestinal morbidity
is still a challenging task because the pathogenic mechanisms of gastrointestinal diseases are very
complex, the number of contaminants is large, and the pathogenic roles of contaminants in the diseases
are often unknown or uncertain.

There are numerous studies on the effects of environmental pollution on public health. A majority
of studies have been devoted to the relationships between air pollution and respiratory diseases.
Using logistic regression and weighted linear regression, Zhang et al. [9] examined the association
between children’s respiratory morbidity prevalence and district-specific ambient levels of main
air pollutants in four Chinese cities, and their results evidenced that morbidity prevalence was
positively associated with the levels of NOx, SO2, and coarse particles. Jayaraman and Nidhi
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[10] used a generalized additive Poisson regression model to evaluate the association between air
pollutants and daily variations in respiratory morbidity in Delhi in 2004–2005. Based on a log-linear
Poisson regression model, Sousa et al. [11] performed time-series analysis to assess the impact of air
pollution on emergency hospitalization for respiratory disease in Rio de Janeiro, Brazil, in 2000–2005.
Zhao et al. [12] used a time-series model with a quasi-Poisson link to examine the association between
PM pollution and respiratory morbidities in Dongguan City, China, in 2013–2015. Qiu et al. [13]
used a similar approach to estimate the short-term effects of ambient air pollutants (PM10, PM2.5,
NO2, and SO2) on hospital admissions of overall and cause-specific respiratory diseases in 17 cities of
Sichuan Province, China, during 2015–2016. Although such regression models can demonstrate the
associations between pollution and diseases, they are often incapable of providing sufficiently accurate
morbidity prediction for healthcare management.

To overcome the limitation of classical linear and logistic models with multiple variables to handle
the multifactorial effect, Bibi et al. [14] used an artificial neural network (ANN) to predict the effect
of atmospheric changes on emergency department visits for respiratory symptoms. The results
showed that the average prediction error of the ANN was much less than the classical models
on the test set. Wang et al. [15] applied the Granger causality method to identify the main air
pollutants correlated with the mortality of respiratory diseases, and then constructed an ANN model
for respiratory mortality prediction in Beijing during 2005–2008, which also achieved higher accuracy
than classical correlation-analysis methods. Junk et al. [16] used an ANN to predict the mortality
rates of respiratory diseases associated with air pollution under different weather conditions in
Western Europe. Moustris et al. [17] developed an ANN model to predict the weekly number of
childhood asthma admission at the greater Athens area in Greece from ambient air-pollution data
during 2001–2004. Zhu et al. [18] studied the effects of air pollutants on lower respiratory disease
in Lanzhou City, China, during 2001–2005, and constructed an ANN based on a group method of
data handling to forecast the number of patients in a hospital. Sundaram et al. [19] developed an
Elman neural network to predict respiratory mortality and cardiovascular mortality from a set of
air-pollution indicators, and the results showed that the dynamic ANN showed good performance on
time-series prediction. Recently, Liu et al. [20] employed long short-term memory recurrent neural
networks to forecast influenza trends from multiple data sources, including virologic surveillance,
influenza geographic spread, Google trends, climate and air pollution; their results also exhibited high
prediction accuracy.

Although it is known that many diseases are related to food contamination, studies on their
correlations are relatively few, mainly because the number of food contaminations is much larger
than the number of air pollutants, and thus classical regression methods and shallow ANNs
become inefficient in handling complex correlations in such a high-dimensional feature space.
Recently, deep neural networks (DNNs) are a powerful tool for modeling complex probabilistic
distributions over a large number of influence factors by automatically discovering intermediate
abstractions, layer by layer. Song et al. [21] developed a DNN based on a denoising autoencoder [22]
to predict gastrointestinal-infection morbidity from food-contamination data in four counties in China
during 2015–2016, and the results showed that the deep-learning model had significantly higher
prediction accuracy than shallow ANNs. However, their work only concerned the morbidity of
all acute gastrointestinal infections, i.e., it neither considered other gastrointestinal diseases such
as chronic gastritis and gastrointestinal tumors, nor did it differentiate the morbidities of different
gastrointestinal infections, such as acute gastritis and dysentery.

This study investigates the effects of food contamination on six main gastrointestinal diseases,
acute gastroenteritis, chronic gastroenteritis, gastrointestinal ulcers, gastrointestinal tumors, food
poisoning, and other acute gastrointestinal infections. We employed five methods, multiple linear
regression (MLR), a three-layer feed-forward ANN, a deep belief network (DBN) [23], a deep
autoencoder (DAE), and a deep denoising autoencoder (DDAE) [22], for correlation analysis and
gastrointestinal-morbidity prediction. For each of the last three deep-learning methods, we respectively
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constructed two models, one using the basic gradient-based training algorithm and the other using an
evolutionary training algorithm. Results showed that the deep-learning models achieved significantly
higher accuracies than the MLR and shallow ANN models, and the DDAE with evolutionary training
exhibited the highest prediction accuracy.

2. Materials and Methods

2.1. Materials

We collected data from ten cities/counties in central China, Yichun City (Yuanzhou Municipal
District), Gao’an City, Wanzai County, Tonggu County, Pingxiang City (Anyuan Municipal District),
Shangli County, Ji’an County, Xingan County, Liling City, and Chaling County, from May 2015 to
September 2018 (178 weeks). These cities/counties have similar dietary habits and levels of health
services. The dataset consists of two parts:

• Weekly food-contamination data from food-supervision departments. They include 119 types
of food (given in Table 1) and 227 types of contaminants (given in Table 2). Therefore, the total
number of contaminant indicators was at most 27,013. However, in practice, it is impossible to
inspect so many contaminants, and thus the data tuples contain a large portion of missing values,
and the average number of indicators per tuple is only approximately 4955.

• Weekly gastrointestinal-morbidity data from hospitals and healthcare-management departments.
As aforementioned, these involve six general types of gastrointestinal diseases.

We constructed a data tuple per week for each city/county; the total number of tuples is 1780. If
an indicator was measured more than once in a week, we took the mean value in the tuple.

Table 1. Types of food for morbidity prediction [21].

Class Food

Cereals Rice, wheat, barley, corn, millet, black rice, sticky rice

Beans Soybean, mung soybean, red bean, black bean, broad bean, pea, cow pea, hyacinth bean,
kidney bean, sword bead

Vegetables

Cabbage, pak choi cabbage, baby cabbage, celery cabbage, celery, lettuce, broccoli,
Chinese broccoli, mustard leaf, leaf lettuce, okra, rape, spinach, water spinach,
potherb mustard, amaranth, cauliflower, purslane, yam, carrot, celtuce, summer radish,
loofah, tomato, cucumbers, lappa, radish, potato, sweet potato, pumpkin, bitter gourd,
white gourd, chilli pepper, bell pepper, green pepper, sweet pepper, pod pepper,
pea sprout, soybean sprout, mung bean sprout, Chinese toon sprout, shiitake,
button mushroom, oyster mushroom, needle mushroom, agaric, day lily, tremella,
spring onion, Chinese onion, ginger, caraway, garlic, fragrant-flowered garlic,
garlic sprouts

Fruits
Apple, gala apple, bergamot pear, snow pear, mili pear, pineapple, orange, navel orange,
vibrio mimicus, pomelo, peach, nectarine, melon, watermelon, Hami melon, apricot,
plum, cherry, bayberry, grape, longan, lychee, winter jujube, red jujube, sugarcane, pitaya

Meals and eggs Pork, beef, mutton, chicken, duck, egg, duck egg, quail egg

Aquatic Kelp, laver, carp, grass carp, yellow croaker, perch, crucian, prawn, river prawn, crab,
river crab, river snail
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Table 2. All 227 contaminants used for morbidity prediction [21].

Class Subclass Contaminants

Inorganic
contaminants

Heavy metals Pb, Cd, Hg, Cu, Ni, As, Be, Bi, Sb, Tl, Cr, Mo, Ni, Zn, F, V

Others cyanide, nitrate, nitrite, sulfate, carbonate

Organic
contaminants

Hydrocarbons benzene series, polycyclic aromatic hydrocarbons, total petroleum hydrocarbon

Halogenated hydrochlorofluorocarbons, chlorinated solvents, polychlorinated biphenyls, dioxin

Oxygenated alcohols, phenols, ethers, esters, phthalate

Dyes Azo, quaternary ammoniun compounds, benzidine, naphthylamine

Plastics polypropylene, polyphenyl ether, polystyrene, phthalic acid esters

Pesticides 66 commonly used pesticides [24]

Herbicides 18 commonly used herbicides [25]

Endocrine disruptors 68 chemicals [26]

Others trichloroethylene, organochlorine pesticide

Pathogenic
organisms

Bacteria

salmonella, shigella, dysentery bacillus, plague bacillus,
tubercle bacillus, typhoid bacillus, diphtheria bacillus,
Francisella tularensis, Brucella, vibrio parahaemolyticus,
vibrio cholerae, vibrio mimicus, vibrio fluvialis, clostridium
tetani, clostridium botulinum, clostridium perfringens,
staphylococcus aureus, Bacillus anthraci, Escherichia coli,
Yersinia, helicobcter pylori, campylobacter jejuni,
aeromonas hydrophila, roundworm eggs, hookworm eggs

Fungi candida albicans, aspergillus fumigatus, mucor racemosus

Virus rotavirusm, norovirus, sapovirus, astrovirus

2.2. Methods

We used eight machine-learning models for gastrointestinal-morbidity prediction based on food
contamination. The aim of model training was to minimize the root mean squared error (RMSE)
between the actual model outputs and the expected outputs over the training set:

min RMSE =

√√√√ 1
N

N

∑
i=1

|yi − ŷi|2 (1)

where N is the number of tuples in the training set, yi is the model actual output of the i-th tuple, and ŷi
is the expected (labeled) output of the i-th tuple. In this study, the output morbidity yi is calculated as
the ratio of the incidences to the resident population in the investigated region (the floating population
is not taken into account because of the difficulty of data collection).

A model is evaluated based on its prediction accuracy over the test set. We used fivefold
cross-validation, i.e., we partitioned the dataset into five equal-size pieces, and ran the validation five
times, each using four pieces as the training set and the remaining piece as the test set. Prediction
accuracy was averaged over the five validations.

2.2.1. Multiple Linear Regression (MLR)

The MLR method calculates an output y from an n-dimensional input x as:

y = a0 +
n

∑
i=1

aixi (2)

where ai are the regression coefficients (i = 1, 2, . . . , n). Here, n = 27,013; if a value xi is missing, it is
filled by the mean value of those nonmissing xi of training tuples.
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2.2.2. Shallow Neural Network

We used a three-layer feed-forward ANN trained by the back-propagation algorithm. Each
neuron in the input layer directly accepts an input component xi, while each neuron j in the hidden
layer calculates an inner output zj as:

zj = s
( n

∑
i=1

wijxi − θj
)

(3)

where θj is the threshold of the neuron, wij is the connection weight between the i-th input neuron to
the neuron j, and s is the sigmoid activation function:

s(u) =
1

1 + e−u (4)

Similarly, the output neuron calculates the final output y as:

y = s
( m

∑
j=1

wjzj − θ0
)

(5)

Empirically, we set number of neurons m in the hidden layer to
√

n.

2.2.3. Deep Belief Network (DBN)

A DBN [23] consists of a stack of Restricted Boltzmann Machines (RBMs) [27]. An RBM, consisting
of a visible input layer and a hidden layer, is an energy-based probabilistic model that defines a joint
probability distribution over an input vector x and a hidden vector z as:

P(x, z) =
1

∑N
i=1 exp(−E(xi, zi))

exp(−E(x, z)) (6)

where E(x, z) = −xTbx − zTcz − xTwz, and b, c, and w are the parameter vectors representing
visible-to-visible, hidden-to-hidden, and visible-to-hidden interaction weights, respectively. Note that
a basic RBM learns distributions over binary vectors, but we can use Gaussian-Bernoulli energy
function to transform a real vector into a binary one [28], and then use DBN to learn distributions over
the transformed binary vector [29].

After fine-tuning the structural parameters of the DBN on the training sets, we set the number
of hidden layers to four, and set the numbers of neurons in the hidden layers to 3860, 550, 80,
and 12, respectively. A Gaussian mixture model was added to the topmost RBM of DBN to produce
output morbidity y from topmost hidden vector z. DBN training consists of two stages. The first
stage is pretraining, which tries to maximize the joint distribution of each RBM over the training
set layer-by-layer:

arg max
b,c,w

J =
1
N

N

∑
i=1

log P
(
xi, zi

)
(7)

The second stage is to minimize the RMSE of the whole DBN over the training set.

2.2.4. Evolutionary Deep Belief Network (EvoDBN)

A classical DBN is trained by a gradient-based, layerwise training algorithm [30], which is
easily trapped in local optima, especially when the dimension is high. This issue can be tackled by
using evolutionary training algorithms, which evolve populations of solutions to simultaneously
explore multiple regions in the solution space to increase the chances of jumping out of local
optima [31]. Here, we employed a recent efficient evolutionary algorithm called water wave
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optimization (WWO) [32], which has exhibited competitive performance compared to many other
popular evolutionary algorithms in neural-network training [33].

To solve an optimization problem, WWO evolves a population of candidate solutions by
mimicking wave propagation and breaking in shallow water. In WWO, each solution X is analogous
to a wave. The higher the energy (fitness) f (X), the smaller the wavelength λX , and thus the smaller
the range that the wave propagates. λX is initially set to 0.5, and then updated at each generation as:

λX = λX · α−( f (X)− fmin+ε)/( fmax− fmin+ε) (8)

where fmax and fmin are the maximum and minimum fitness among the population, respectively, α is
the wavelength-reduction coefficient suggested set to 1.0026, and ε is a very small number to avoid
division by zero. At each generation, X is propagated by adding an offset proportional to λX to each
dimension Xi as follows:

X′
i = Xi + λX · rand(−1, 1) · Li (9)

where Li is the length of the i-th dimension of the solution space. Whenever a propagation produces a
new best solution X∗, it is broken into several solitary waves, each of which moves a small distance
from X∗ in a random dimension i:

X′
i = X∗

i +N (0, 1) · βLi (10)

where β is the breaking coefficient, and N denotes a normal distribution. The best solitary wave,
if better than X∗, replaces X∗ in the population.

The EvoDBN uses the same architecture as DBN, and also employs a Gaussian mixture model
to produce output morbidity. When training EvoDBN, WWO is first applied to optimize the
{b, c, w} parameters of each RBM layer by layer, where f (X) corresponds to the objective function in
Equation (7). After pretraining, WWO is applied to optimize the parameters of the DBN as a whole,
where f (X) is inversely proportional to RMSE.

2.2.5. Deep Autoencoder (DAE)

An autoencoder also consist of a visible input layer (called an encoder) and a hidden layer (called
a decoder). It first transforms (encodes) an input vector x to a hidden representation z through
affine mapping

z = s(wx + b) (11)

and then maps (decodes) z back to a reconstructed vector x′ in the input space:

x′ = s(w′z + b′) (12)

The aim of autoencoder training is to minimize the average reconstruction error over the
training set:

arg min
w,b,w′ ,b′

L =
1
N

N

∑
i=1

‖x, x′‖2 (13)

A DAE [23] consists of a stack of autoencoders. Its training consists of two stages. The first stage
is to train each autoencoder layer by layer, and the second stage is to train the whole DAE to minimize
the RMSE over the training set.

For the morbidity-prediction problem, we used a DAE with four hidden layers, and tuned the
numbers of neurons in the hidden layers to 4500, 640, 80, and 12, respectively. It also employed a
Gaussian mixture model to produce output morbidity.
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2.2.6. Evolutionary DAE (EvoDAE)

Similarly, we implemented a DAE trained by the WWO evolutionary algorithm, which is first
applied to minimize the reconstruction error in Equation (13) of each autoencoder layer by layer,
and then applied to minimize the RMSE of the whole DAE. The EvoDAE uses the same structure
(including the top-level Gaussian mixture model) as DAE.

2.2.7. Deep Denoising Autoencoder (DDAE)

A denoising autoencoder is a variant of the basic autoencoder. It first randomly adds some noise to
an initial input vector x to form a corrupted x̃, and then encodes x̃ to a hidden representation z, which
is then decoded to a reconstructed x′. The aim of denoising-autoencoder training is to reconstruct
a clean “repaired” x′ from a corrupted x̃, which can still be represented by Equation (13). The key
difference is that z is deterministic mapping of x̃ and thus the result of a stochastic mapping of x.

Similarly, a DDAE [22] consists of a stack of denoising autoencoders. Its training consists of two
stages. The first stage is to train each denoising autoencoder layer by layer, and the second stage is
to train the whole DDAE to minimize the RMSE over the training set. For our prediction problem,
the DDAE model uses the same structure (including the top-level Gaussian mixture model) as DAE.

2.2.8. Evolutionary DDAE (EvoDDAE)

Similarly, we implemented a DDAE trained by the WWO evolutionary algorithm, which is first
applied to minimize the reconstruction error of each denoising autoencoder layer by layer, and then
applied to minimize the RMSE of the whole DDAE. The EvoDDAE model uses the same structure
as DDAE.

3. Results

According to historical experience, the weekly morbidities of acute gastroenteritis, food poisoning,
and other acute gastrointestinal infections are predicted based on food-contamination data one week
before. However, the time-lag effects of food contamination on chronic gastroenteritis, gastrointestinal
ulcers, and gastrointestinal tumors are unknown. Therefore, we first tested the RMSE of the models
for predicting the morbidities of the three types of diseases with a time lag of 1–8 weeks, respectively.
Results are given in Figure 1, from which we can observe that:

• For chronic gastroenteritis, ANN and EvoDAE achieved the best RMSE when the lag was
2–3 weeks; DBN, EvoDBN, and DDAE achieved the best RMSE when lag was 3–4 weeks; DAE
achieved the best RMSE when lag was 5–6 weeks; EvoDDAE achieved the best RMSE when lag
was 3–5 weeks; and MLR showed good performance when lag was 3, 5, or 8 weeks (more irregular
than other models).

• For gastrointestinal ulcers, ANN, DDAE, and EvoDDAE achieved the best RMSE when lag was
3–4 weeks; DAE and EvoDAE achieved the best RMSE when lag was 2–3 weeks; DBN achieved the
best RMSE when lag was 4–5 weeks; EvoDBN achieved the best RMSE when lag was 3–5 weeks;
and MLR showed good performance when lag was 4 or 6 weeks.

• For gastrointestinal tumors, the time-lag effect greatly varied among the models.

Consequently, we chose a time lag of three weeks for predicting the morbidities of both chronic
gastroenteritis and gastrointestinal ulcers. For gastrointestinal tumors, because we could not determine
an appropriate time lag for most models, we determined a different time lag for each model that
resulted in the best RMSE for the model (6, 2, 6, 2, 1, 6, 5, and 1 week(s) for MLR, ANN, DBN, EvoDBN,
DAE, EvoDAE, DDAE, and EvoDDAE, respectively).

Figure 2a–f presents the prediction accuracies of the models for the six gastrointestinal diseases,
respectively. Results show that the traditional MLR exhibits the worst prediction performance on all
diseases, the shallow ANN exhibits significantly better performance than MLR, and all deep-learning
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models exhibited much better performance than the MLR and shallow ANN. Among the six deep
models, EvoDDAE exhibited the best performance on five diseases except gastrointestinal tumors.
The average prediction accuracy of EvoDDAE was over 80% on acute gastroenteritis and food
poisoning, close to 80% on other gastrointestinal infections, and approximately 72%–73% on chronic
gastroenteritis and gastrointestinal ulcers. For gastrointestinal tumors, except that EvoDBN obtained
an average perdition accuracy of approximately 52%, the accuracies of all other models were less
than 50%, which indicates that the gastrointestinal-tumor morbidity is difficult to predict using these
models. We also observed that, in most cases, the performance of a deep model could be significantly
improved by using evolutionary training to replace traditional gradient-based training.

(a) (b) (c)

Figure 1. Prediction root mean squared error (RMSE) of the eight models using different time lags.
x-axis denotes the time lag in weeks, and y-axis denotes the RMSE. (a) Chronic gastroenteritis;
(b) gastrointestinal ulcers; (c) gastrointestinal tumors. MLR: multiple linear regression; ANN: artificial
neural network; DBN: deep belief network; EvoDBN: evolutionary DBN; DAE: deep autoencoder;
EvoDAE: evolutionary DAE; DDAE: deep denoising autoencoder; EvoDDAE: evolutionary DDAE.

(a) (b)

(c) (d)

Figure 2. Cont.
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(e) (f)

Figure 2. Accuracies of the models for gastrointestinal morbidity prediction. (a) Acute gastroenteritis;
(b) chronic gastroenteritis; (c) gastrointestinal ulcers; (d) gastrointestinal tumors; (e) food poisoning;
(f) other gastrointestinal infections.

4. Discussion

This study constructed and compared eight models for predicting the morbidities of six main
gastrointestinal diseases from food contamination. Results demonstrate that some deep-learning
models can achieve relatively high prediction accuracy. However, this does not mean that
gastrointestinal diseases are mainly caused by food contamination, or that gastrointestinal morbidities
in a region are mainly determined by the levels of food contamination. In fact, the relationships between
food contamination and gastrointestinal morbidities can be highly complex and probabilistic, and
morbidities are also affected by many other factors, such as the dietary habits and working pressures
of inhabitants, and the levels of health services of that society. Our study reveals that, given a large
number of historical data of food contamination and gastrointestinal morbidities in a region, we could
use deep neural networks to learn such highly complex and probabilistic relationships. After sufficient
training, we could obtain models that embed other influencing factors into model parameters, and thus
output relatively accurate morbidities from food-contamination inputs. Consequently, the prediction
results would be very useful to improve healthcare services.

In general, the traditional MLR model is incapable of learning complex relationships for morbidity
prediction. According to our results, its average prediction accuracy is below 20% on most diseases.
For food poisoning, MLR achieves the highest prediction accuracy of 41.5%, which is also significantly
less than the seven other models. The low performance of MLR indicates that relationships between
food contamination and gastrointestinal morbidities are highly nonlinear and probabilistic, which is
beyond the capability of the linear model.

The shallow ANN model performs much better in approximating nonlinear relationships.
However, its average prediction accuracy is only between 30% and 40% in most cases, which is
still too low for medical management. This is mainly because the number of food-contamination
indicators is large, and the generalization ability of the classical three-layer structure of ANN decreases
dramatically with increasing dimension.

DNN models can effectively overcome the limitations of the MLR and shallow ANN models,
as they can learn complex probabilistic distributions over a large number of influence factors by
automatically discovering intermediate abstractions layer by layer. Comparing DBN and DAE, two of
the most widely used DNNs, DAE achieved higher accuracies than DBN on five gastrointestinal
diseases, while DBN only achieved higher accuracy on gastrointestinal tumors. This indicates that the
energy-based probabilistic model of DBN is less effective than the reconstruction-error minimization
model of DAE in morbidity prediction. By introducing the denoising learning mechanism into DAE,
DDAE achieved significantly higher accuracies than DBN and DAE on all gastrointestinal diseases.
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This is because the food-contamination data inevitably contain much noise, which can often mislead
the learning process of DAE, while DDAE is much more robust in handling noisy inputs.

It was also observed that the prediction performance of all three DDNs could be significantly
improved by equipping them with evolutionary training algorithms, because gradient-based training
algorithms are easily trapped in local optima. An evolutionary algorithm uses a population of
candidate solutions to simultaneously explore the search space; if some solutions are trapped in local
optima, others can still explore other regions and help the trapped solutions jump out of local optima.
Consequently, evolutionary DNNs can effectively suppress premature convergence and exhibit high
learning abilities. Among the eight models, EvoDDAE that combines DDAE with evolutionary learning
exhibited the best performance for morbidity prediction.

Among the six main types of gastrointestinal diseases, the prediction accuracies on three types
of acute diseases are generally higher than other diseases, because the pathogenic mechanisms of
acute diseases are relatively simpler, and their time-lag effects are easier to determine. That is why
all models achieved the highest prediction accuracies on food poisoning, which is considered as “the
most acute” disease. Among the diseases, each DNN model achieved the lowest prediction accuracy
on gastrointestinal tumors, mainly because the pathogenic mechanisms of tumors are more complex
than other diseases, and thus their correlation with food contamination is much weaker or is much
difficult to learn.

5. Conclusions

This study compared eight machine-learning models for predicting the morbidities of six main
gastrointestinal diseases from food-contamination data. Experiments on the datasets from ten
cities/counties in central China demonstrate that the DNN models achieved significantly higher
accuracies than the classical MLR and shallow ANN models, and the DDAE model with evolutionary
learning exhibited the best prediction performance. Results also indicate that model accuracies are
generally higher on acute gastrointestinal diseases than on other diseases, but it is difficult to predict
the morbidities of gastrointestinal tumors. Moreover, a drawback of DNN models is that it takes
significant effort to tune the structural parameters of the networks.

The studied deep-learning models could be utilized for the morbidity prediction of many other
diseases whose influencing factors are large and complex. However, DNNs typically need to be trained
on a large amount of labeled data, but disease- and health-related data are often very limited. Thus, we
are currently studying unsupervised and transfer-learning technologies [34] for adapting the models
from some well-known diseases to other diseases with insufficient data. Our future work also includes
integrating the deep-learning models with fuzzy systems to handle uncertain information in the
data [35,36], and utilizing the morbidity-prediction results for improving medical services, such as for
medical-resource preparation and drug-procurement planning [37]. We believe that the combination
of emerging deep-learning and intelligent decision-making technologies can significantly improve our
society’s healthcare services.

Author Contributions: Conceptualization, Q.S. and Y.-J.Z.; methodology, Y.-J.Z.; software, Y.-J.Z.; validation, Q.S.;
formal analysis, J.Y.; investigation, Q.S.; resources, J.Y.; data curation, Q.S. and Y.-J.Z.; writing—original draft
preparation, Q.S.; writing—review and editing, Y.-J.Z.; visualization, Q.S.; supervision, J.Y.; project administration,
J.Y.; funding acquisition, Y.-J.Z.

Funding: This research was funded by the National Natural Science Foundation of China under grants number
61872123 and 61473263.

Acknowledgments: The authors would like to thank the Institute of Yichun Agricultural Science and
Yichun University, China, for their help in data acquisition and processing.

Conflicts of Interest: The authors declare no conflict of interest.

602



Int. J. Environ. Res. Public Health 2019, 16, 838

Abbreviations

The following abbreviations are used in this manuscript:

ANN Artificial neural network
DNN Deep neural network
MLR Multiple linear regression
RMSE Root mean squared error
DBN Deep belief network
RBM Restricted Boltzmann machine
DAE Deep autoencoder
DDAE Deep denoising autoencoder
WWO Water wave optimization
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Abstract: Attention to health literacy is essential more now than ever given the recognition,
attention, and resources being dedicated to addressing health disparities throughout the world.
Unfortunately, health literacy research is scarce in many parts of the world, particularly among youth.
Using focus group discussions with junior high school students (N = 98) in a rural town of Central
Mexico, we sought to learn about their experiences utilizing healthcare services at a local health clinic.
The themes that naturally emerged from focus group discussions aligned with Massey’s framework
on critical health literacy among US youth, and included problems navigating the health system,
embarrassment speaking to doctors about sensitive issues, and minimal importance being placed on
preventative care. This suggests that Massey’s framework may be appropriate to use when seeking to
understand and promote health literacy among youth in Mexico. Furthermore, the challenges faced
by adolescent participants in this study suggest that additional research is needed to assess how
youth in other areas of Mexico are faring in efforts to understand and access their new and evolving
universal healthcare system.

Keywords: health literacy; adolescent health; public health; Mexico; health disparities

1. Introduction

Health literacy (HL) is an individual’s ability to gain, understand, process, and apply health
information to make appropriate health decisions [1]. Health literacy has been found imperative
for improved individual health. Many studies have shown a positive relationship between HL
and health knowledge, such as knowledge of the negative effects of smoking and drinking and how to
control chronic diseases such as HIV and hypertension [2]. Low HL, conversely, is associated with
poor health, limited use of preventative care, and higher hospitalization rates [3]. Moreover, a recent
literature review found that low HL is linked to low medication compliance and misunderstanding
medical information, which helps explain findings linking low HL to decreased health among certain
at-risk populations [4]. Unfortunately, the majority of HL measures, interventions, and research has
been focused in the United States among primarily White populations [1,5,6]. Global HL research
is essential more now than ever given the recognition, attention, and resources being dedicated
to addressing health disparities throughout the world on an individual, community, and societal
level [7–9]. A global effort to understanding HL is necessary when seeking to address the needs
of migrant populations—particularly the growing migration networks connecting the U.S., Mexico,
and Central America [8].
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A focus on HL in Mexico is of particular importance at this time due to the country’s recent
implementation of universal healthcare [10]. Through a series of nationwide health reforms
and financial restructuring between 2003 and 2012, universal healthcare in Mexico, known as Seguro
Popular, is now utilized by over 60 million Mexican citizens. Prior to the beginning of reforms in 2003,
the Mexican healthcare system was decentralized, and it fell on specific states to provide healthcare
to the uninsured population. Often this meant high out-of-packet expenses for low-quality care,
while insured Mexican citizens received healthcare from well-funded federal hospitals and clinics.
This created inequalities in health services between the insured and uninsured. The goals of
the healthcare reforms were to offer the equivalent of the federal health services to the uninsured
population, reduce out-of-pocket-expenses, and take some of the financial responsibilities off the states.
There were a large number of changes under the healthcare reform (for a full overview of the policy
and further statistics, see Knaul et al. [11]); the current system (Seguro Popular) now works as a public
fund under the Ministry of Health that the government, the states, and individual citizens (based off
income, with lower-income families exempt) all pay into. The fund covers essential healthcare services
of enrolled citizens who do not have health insurance through employment, creating an option of
health coverage for all Mexican citizens [11]. While citizens have the choice of whether or not to enroll,
many states have elected to automatically enroll all their citizens as government funding for healthcare
distributed to each state is based on enrollment numbers [11]. Since the implementation of Seguro
Popular, use of health services by Mexican citizens of all ages has steadily increased [12], and the
dramatic improvements in healthcare coverage and service delivery have been heralded by health
watchdogs and governments throughout the world [13]. However, several limitations of healthcare
access in Mexico still persist, especially in isolated rural areas where there are a lack of clinics, doctors,
and relatively low patient–provider ratios [13–15]. Furthermore, vulnerable groups in Mexico such
as women, the elderly, and low-income populations are still facing insurance gaps, and preventative
care practices are not available for large portions of the population [16], as any services not deemed
“essential” by the government are not covered under Seguro Popular [11].

Unfortunately, an improved health system does not necessarily lead to improved HL among
consumers. In fact, a changing healthcare system could make navigating services more difficult
for individuals [17], particularly those with low HL. For example, Gazmararian et al. [18] found that
among those with access to universal healthcare in the U.S. (i.e., Medicare for the elderly), 23.5% of
English-speakers and 34.2% of Spanish-speakers still had inadequate HL. Furthermore, citing statistics
from a Kaiser Permanente survey, Levitt [19] discussed the implications of the Affordable Care Act
(ACA) on newly enrolled Americans. Only 57% of the surveyed population understood the term
“provider network” and only 53% could define “a deductible”, demonstrating the challenges facing
new consumers trying to find their way within a complex health bureaucracy. Since individuals with
limited HL inherently struggle to obtain care and make informed health decisions, assessing the HL of
healthcare recipients should be a priority whenever there is a major shift in the structure of a national
healthcare system. Unfortunately, at the time of this literature review, to our knowledge only one study
has assessed HL in Mexico after the full implementation of Seguro Popular. Verastegui, De La Garza,
and Allende-Perez [20] surveyed adults in an outpatient Mexican cancer clinic and found low HL
in 15.4% of their sample, suggesting the vast majority had at least adequate HL. While their study
provides important information for a unique subset of the population (adult patients with cancer),
HL research is nonexistent among the majority of the Mexican population, including groups with
historically low HL, such as youth [21].

An understanding of HL among youth is important because adolescence is a key development
stage where children foster skills for adulthood [22]. Research suggests that low HL in youth—which can
lead to the misinterpretation or misuse of health information—is correlated with adolescent obesity [23],
less positive health habits [17], and an increase in risky behaviors, such as unsafe sex [24]. In developing
nations, it is particularly important for youth to be able to discern between correct and erroneous
health information as they typically have less access to the internet, fewer health professionals in
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their communities, and poorer health outcomes compared to youth in more developed regions of
the world [25]. Although a few studies on adolescent HL have been conducted outside the US,
the majority of HL studies among adolescents have focused on children in the U.S. [26].

One of the few studies that collected data outside of the U.S. was conducted by Hoffman
and Marsiglia [25]. Using a sample of 230 adolescents, they explored the link between HL and substance
use among youth in Guatemala. They found that those who went through a substance abuse prevention
program scored higher on HL assessments than those who did not. Their results suggest that in
more rural, developing parts of the world, utilizing existing health promotion programs and resources
could be a viable, and economically beneficial, way to target and improve HL. Another global study
offered a preliminary look at adolescent HL in Taiwan [27]. In her sample of over 1600 Taiwanese
high school students, Chang found that adolescents with lower HL also had lower health status
and poor health behaviors. Studies such as these are important foundational efforts, and similar
efforts—within the context of critical HL—are needed in countries such as Mexico where information
about the impact of healthcare changes is crucial for identifying systematic strengths and shortcomings
in their new system.

In response to the growing recognition of the value of studying adolescent HL, frameworks
with attention to adolescents specifically have been developed [6,28]. One such framework was
developed by Massey, Prelip, Calimlim, Quiter, and Glik [29], who conducted 12 focus groups
with 137 publicly insured teenage youth in the U.S., and completed 36 key informant interviews with
primary care physicians. The authors’ goals were first, to clearly operationalize the growing definition
of adolescent HL, which had lacked a clear and succinct definition in the literature [22], and second,
to develop a framework that can be used to develop specific measures and scales of adolescent HL.
They identified five prominent domains, each of which serves to operationalize an adolescent’s
knowledge, attitudes, and practices in a healthcare setting: (1) their ability to appropriately
navigate the health system (e.g., knowing how to make an appointment); (2) their knowledge
and implementation of their own rights and responsibilities; (3) their knowledge of the need for and the
implementation of preventative care practices; (4) their demonstration of appropriate and accurate
health information seeking practices; and (5) their ability to form positive and effective patient–provider
relationships. Competence in each of these domains can help to define the extent to which an adolescent
is “health-literate”, as utilizing an operationalization of adolescent HL with multiple domains can
better capture the varying definitions of HL [29]. With this expanded framework, policy makers
and stakeholders may be able to better identify where gaps in services exist.

This model in particular serves as a useful lens for analyzing adolescent HL as it focuses on
many aspects of critical HL, specifically on how adolescents actually interact with health systems.
This is becoming more imperative as more and more adolescents gain access with the expansion of
universal healthcare worldwide [29]. Critical HL differs from other aspects of HL (e.g., document,
quantitative, and functional HL) in that it centers on the ability of an individual to apply their health
knowledge in a manner that allows them to exert control over their health [30–32]. Chinn [31] defines
three unique aspects to critical HL: information analysis and appraisal, social/structural aspects of
health, and collective action. While HL addresses an individual’s ability to obtain health knowledge
through reading, listening, or searching out information, critical HL is application and action-focused,
and thus is a more robust framework for assessing the HL of populations or groups as it points to
the ability to actually use information to improve one’s health [33]. Within Massey et al.’s [29] model for
adolescent HL, there is an underlying focus on actions adolescents can take to gain control over their
health; specifically, asking questions of their doctors, taking appropriate steps to access their healthcare,
and making preventative health decisions, which may ultimately improve their health. This focus on
action also incorporates the growing efficacy and control adolescents have over their healthcare [22].
Massey et al.’s model [29] may also serve as a guide for cross-cultural research because it focuses on
actual health behaviors, which allows for more attention to variation across cultures, versus solely
health knowledge of adolescents, which many times is measured through comprehension only [22]
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and, subsequently, with stakeholders in policy considerations aimed narrowly at increasing adolescent
knowledge. Considering the changing landscape of healthcare in Mexico, use of Massey et al.’s
framework, which specifically focuses on interaction with the health system, may be able to provide
valuable insights concerning the assessment, promotion, and actions taken by adolescents with
regard to HL. Therefore, the purpose of this study was to assess the fit of Massey et al.’s framework
of critical HL among Mexican youth by exploring their experiences utilizing healthcare services
at a community health center. In doing so, we recognize the inherent limitations of applying a US
derived model to Mexican youth, namely that the US and Mexico have very different health systems
and distinctive norms and expectations surrounding healthcare utilization. Rather than comparing
findings across cultures, we focus on the extent to which Massey et al.’s model fits, which may provide
a useful framework for understanding Mexican youth experiences in their own right. Expanding our
understanding of adolescent HL and health-seeking behaviors in Mexico is a foundational step towards
understanding the potential impact of a changing healthcare system on their ability to meet their
personal health goals.

2. Materials and Methods

2.1. Study Context

Procedures for this study were approved by the governing Institutional Review Board
(UTSA Approval Number: 14-241N). We worked closely with two school psychologists from a middle
school in a rural town of Central Mexico to recruit youth to participate in a two-pronged study
involving a short survey and a focus group about health. Prior to conducting the study, we trained
the school psychologists remotely using Skype in all data collection procedures. All youth in the school
were eligible for recruitment and were recruited by the psychologists. As migration (both legal
and illegal) to the US is integral to the financial stability of the community, the disclosure of personal
information to a binational research team was concerning to members of the community. Thus, the use
of active and written consent was determined to be unethical and unnecessary by the research team.
Alternatively, the school psychologists spoke with parents and youth to answer questions about the risks
and benefits of study participation and to discuss confidentiality. Specifically, parents and youth were
told that researchers from a university in the U.S. were interested in youth’s health and health-related
experiences. After discussing the study, any parents or youth could opt to not participate further.

2.2. Sample

Of the 116 potential student participants, four chose not to participate in either the demographic
survey or the focus groups. These students dropped out of school during the recruitment process,
which was reported as not uncommon among students in the area. As shown in Table 1, 112 students
completed the demographic survey. Of the 112 students, 98 also participated in a focus group (61 males
and 37 females).

Table 1. Descriptive statistics.

Variables N Mean SD Range

Gender (female = 48%) 112 0.52 0.5 0–1
Age 110 13.20 0.99 11–16

Ever taken a health calls (0 = no) 109 0.64 0.48 0–1
Year in school 91 8.15 0.93 7–10

Grade point average 110 3.22 0.67 0–4
Parent education level a 104 0.73 1.49 0–6

a 0 = less than high school; 1 = high school or equivalent; 2 = some college; 3 = associate’s degree; 4 = bachelor’s
degree; 5 = master’s degree; 6 = doctorate or professional degree.
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2.3. Procedures

Eight focus group (five male and three female) took place during normal school hours. The school
psychologists worked with teachers to remove students by grade and sex from classrooms to attend
the focus groups. One psychologist was male and the other female and each moderated their respective
same-gender focus groups. Each discussion lasted approximately 30–45 min. Focus groups were
large, averaging just over 12 students. Youth were asked a variety of health-related questions,
including where they received health information, their experiences at a local health clinic, and who
they spoke to about their health (see Appendix A for a full list of discussion questions).

2.4. Data Analysis

Data from the focus groups were audio recorded, which were later translated from Spanish
to English and transcribed by a bilingual member of the U.S. research team. Translations were
then checked by a second bilingual member of the research team, an independent bilingual
reviewer (not part of the research team), and a bilingual member of the data collection team in
Mexico. The English language transcripts were entered into NVIVO, a qualitative software program
(QRS International, Melbourne, Australia) [34]. We followed the steps outlined by Braun and Clark [35]
in first familiarizing ourselves with the data, open coding the transcripts inductively to note salient
and reoccurring patterns, and categorizing these patterns into collapsed and meaningful themes via
a preliminary codebook. That is, the codebook was developed in order to operationalize themes
which had arisen from the data in a manner of frequency, specificity of discussion (e.g., examples
and elaboration), and emotionality. This was in alignment with Krueger and Casey’s [36] best practice
recommendations for analysis of focus group data. As is common in qualitative research (see Crabtree
& Miller [37]; Padgett [38]), we were sensitized through our preliminary coding process to the overlap
between initial themes and those outlined by Massey et al.’s [29] framework for studying adolescent
HL (e.g., our theme pertaining to “barriers to positive relationships with doctors” with theirs of
“patient–provider relationships”), and thus moved from an inductive to a deductive codebook in order
to assess fit of our data with this useful framework and to outline findings in a salient context to
healthcare literature. (For an example of this inductive to deductive template approach, see Linton
& Rueda [39].) The fit of our preliminary codebook to Massey et al.’s framework was excellent to
the extent that only the titles and order of themes were changed. An inter-rater reliability kappa was
calculated on the final codebook with a fourth and independent researcher who coded the data in its
entirety. We had excellent reliability between the initial coding and that of the independent researcher
who was unfamiliar with the study or its aims (κ = 0.93). Throughout the analysis process, the rigor of
the study was further enhanced by use of observer triangulation and member checking. That is,
three separate researchers corroborated to analyze the data [38] and the final themes of the study
were sent to the school psychologists in Mexico for their feedback. Their feedback resulted in some
minor changes to wording within the results section to capture accurate translations stemming from
local colloquialisms. We report the following themes from our data in alignment with Massey’s [29]
framework of adolescent HL: (1) navigating the health system, (2) patients’ rights and responsibilities,
(3) preventative care, (4) information seeking, and (5) patient–provider relationships.

3. Results

The purpose of our study was to explore the experiences of youth in a rural Central Mexican town
concerning their health experiences including those at a local healthcare clinic. Here, we outline themes
in accordance with Massey and colleagues’ [29] framework for critical health literacy. Direct Spanish
quotations are provided alongside examples. Students chose their own pseudonyms at the start of
each focus group.
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3.1. Navigating the Health System

Although students knew the basics of how their local health clinic worked, they expressed
frustration in not being able to get appointments or appropriate medications due to systematic issues
with the center. The center utilized a token system that determined the order in which patients
were seen by the doctors. Many students felt that the token system was ineffective, particularly
as it disallowed them from seeing a doctor despite the fact that they had visited the clinic.
Roxy (age 15, female) gave a response indicative of the frustration of many other students, stating “
. . . at eight in the morning they give tokens. If you make it, good! If not, oh well (O que a las ocho de
la mañana dan las fichas, si alcanzaste bien si no, ni modo).” Gordito (age 14, male) explained that
they do not give out many tokens a day, “they give out very few tokens, thirteen or ten (Dan muy
poquitas fichas, trece o diez).” As Natalia (age 12, female) explained, if you do not get one of those ten
tokens you have to “come (again) tomorrow (Venga hasta mañana).” The frustration with the token
system was exasperated by the limited hours of the health center. The hours of the pharmacy were
also limited, closing at noon, and making it difficult for students to get their medicine without missing
school or their caretakers missing work. Halo (age 13, male) elaborated, “or sometimes they have
closed, but you ring the bell and they do not open (O hay veces que tienen cerrado y tocas el timbre
y no te abren).” Furthermore, even if they were able to see a doctor and make it to the pharmacy,
many students expressed that the center did not have the medication they needed available: “there are
almost no medications (Que no hay casi medicamentos)” (Isabela, age 14, female).

3.2. Patients’ Rights and Responsibilities

Patient responsibility was brought up by the youth in the context of asking clarifying questions
of the doctor if information was not readily understood. Students expressed that many times
they did not understand the medical language doctors used: “they talk about things we do not
understand (O que hablan de cosas que nosotros no entendemos)” (Pancracio, age 15, male); “it’s that
you do not understand how they explain things (Es que no entiendes como te explica por sus
palabras)”(Bart, age 13, male). Estrella (age 14, female) said that patients have to ask the doctors to
“can you please tell us more clearly what we have, or whatever?’ (Nos puede decir por favor más claro
lo que tenemos o ¿equis coas?).” Axel (age 13, male) stated that when one goes to the doctor the patient
has to “ask them [the doctor] what sickness you have and to please explain it. Why did I get sick?
(Tú le vas decir qué enfermedad es esa y me la puede explicar por favor y porque esa enfermedad
me dio).” The youth clearly understood that, as patients, they have the right to be spoken to at a level
and in a way that they can understand. However, as will be discussed further in the theme of
patient–provider relationships, barriers to communication with health professionals included fear,
mistrust, and embarrassment, which seemed to stem mostly from discussion of sexual health. It may
be that the youth would feel more comfortable asking these questions of their doctor if not related to
their sexual health. Even so, although many students spoke about barriers to communication with their
doctor, some of the same students still spoke to the importance of asking these clarifying questions.

3.3. Preventative Care

In response to being asked when they go to the doctor the participants’ answers overwhelmingly
supported a nonpreventative approach to healthcare, with many saying they only go to the doctor
“as soon as you’re feeling pain from the sickness (En cuánto te da el dolor de la enfermedad)”
(Axel, age 13, male); “well, only when we have the flu (Pues solo cuando tenemos gripa)”
(Aureli, age 16, male); and “when you feel bad (Cuando te sientes mal)” (Lena, age 14, female;
Shakira, age 16, female). A few students demonstrated a somewhat more preventative mindset,
stating that one should go to the doctor either “when you have some doubt (Cuando tienes alguna
duda)” (Ron, age 13, male) or “when you start to show symptoms (Cuando empiezas a presenter
síntomas)” (Panfilo, age 15, male). Only one student (Teo, age 13, male) stated that one should go
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to the doctor “every month, every two months, or at least every year (Cada mex, cada dos meses o
máximo cada año).”

3.4. Information Seeking

Although the participants overwhelmingly indicated that they would go to the health center
for health information, when asked who they talk to about their medical concerns only a few of
the youth said they would seek out their doctor. The youth responded that they mainly go to their
mom or extended family, including grandparents, aunts, uncles, and/or cousins. Other responses
included their dad, siblings, teachers, or the internet.

3.5. Patient–Provider Relationship

Many participants described the health center’s medical staff as rude and not attending to patients,
specifically pointing to the perceived lack of professionalism of the staff. Bart (age 13, male) offered his
own experience as an example: “ . . . when a (female) doctor is there and you say, ‘oh my, that doctor is
going to be there’, and you go and they see you and say, ‘I’m busy’ and she isn’t busy and is actually
on her phone and like, what? She’s not busy? (Cuando está una doctora y dices ‘chin, va a estar esa
doctora’, y vas y te atiende y dice ‘estoy ocupada’ y en realidad está en el celular y ah, ¿cómo? ¿No está
ocupada?)”. Gordito (age 14, male) sarcastically expressed his perspective of the doctor’s attitudes:
“Let’s see if the doctor is not tired and wants to see you (A ver si el doctor no esta cansado y te quiere
atender).” Rosita (female, age 13) mirrored this sentiment, expressing that she believed doctors at the
health center “sometimes they do it with a bad attitude (A veces hasta con mala gana).” Aside from not
attending to the patients, some students suggested the doctors were incompetent because they would
not prescribe the correct medication, or because they would give shots incorrectly or in a way that
hurt patients. Regardless of the accuracy of such statements, it is important to note how the doctors’
professionalism and competence were perceived by youth in the community.

A follow-up question seeking additional information about the challenges youth faced
while speaking with the doctors led to a broad range of response including being scared of the doctor,
not trusting the doctor, and simply not wanting to talk to the doctor. Several youth directly stated
they were afraid of the doctor: “It scares me (me da miedo)” (Mayte, age 12, female); “I am afraid
of the doctors (A mi me dan miedo los doctores)” (Victoria, age 12, female). Others stated that they
do not talk openly with the doctors “because I do not trust them (Porque no les tengo confianza)”
(Komander, age 13). The distrust theme was especially pervasive among female students, who were
uncomfortable with male doctors. The female moderator summarized a conversation among the girls
in one focus group: “Ah, yeah. There is no trust because they are doctors and in the case of the women
[female youth], they are always hoping for a female doctor (Ah, ya. Que no hay confianza porque
son doctores y en el caso de las mueres siempres buscan como una doctora).” Kalel (age 14, male)
brought up how being scared and uncomfortable at the health center affected his communication with
the doctor, stating, “we are really nervous, so we do not understand much (Estamos tan nerviosos que
no entendemos mucho).”

When asked about their level of comfort speaking with adults, including doctors, about
their health, the most common response was that it was difficult because they were embarrassed:
“I am embarrassed with doctors (Me da verguenza con los doctores)” (Natalia, age 12, female);
“ . . . we get embarrassed (Que nos da pena)” (Lena, age 14, female); “we even get embarrassed
to answer [their questions] (Hasta nos da verguenza contester)” (Gordito, age 14, male). For both
males and females, the embarrassment many times stemmed from discussions of sexual health.
Axel (age 13, male) explained “for example, sometimes your intimate [private] part hurts and you do
not want to tell the doctor so they don’t check it (Por ejemplo. A veces te duele tu parte íntima y no le
quiere decir al doctor para que no te la revise),” while Victoria (age 12, female) suggested that she was
embarrassed because “they ask you . . . if you have had sexual relations (Igual te pregunta si has tenido
relaciones sexuales).” Both male and female students expressed that having a doctor of the opposite sex
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contributed to their embarrassment. Aureli (age 16, male) commented “if a female doctor is chosen you
get nervous (luego si te toca un . . . una doctora, te dan como nervios),” while Natalia (age 12, female)
recounted her experience with a male doctor, “you feel a lot of embarrassment because, um, they tell
you ‘raise your blouse a little bit so I can check your stomach,’ and you say like . . . ay . . . thinking ‘oh,
no, how embarrassing’ (sientes como mucha pena porque, este, te dice: ‘Alzate la blusa tantito para
checar tu estómago’, y te quedas como . . . ay . . . pensando ‘ay, no, que verguenza.’”

4. Discussion

The stories and experiences of youth seeking health information and care are integral to appraising
their critical HL skills and health-seeking behaviors. This type of research is imperative to discussions
on reducing health disparities, particularly in rural towns where health outcomes are often worse than
urban or suburban areas due to the lower socioeconomic status of residents, poor service availability,
and more hazardous living conditions [40]. Although research has suggested that Mexicans from
low socioeconomic backgrounds have benefited in some ways from the universal healthcare system
(i.e., Seguro Popular [12]), the present study offers a qualitative exploration of youth perspectives in
the context of a rural Mexican town and details the lived experiences of struggle with the local health
clinic provided under the Seguro Popular healthcare model. Theoretically, these results offer support
for using Massey et al.’s [29] framework for analysis of adolescent critical HL in Mexico. On the one
hand, the youth indicated they were able to navigate the system and understood the basic rights of
the patient to be understand and applied these rights by asking clarifying questions of their doctors.
However, they also spoke to a lack of basic preventative care practices, information seeking outside of
the family, barriers to a productive relationship with healthcare professionals, and preferred family
and other nonformal sources when they sought health information. An understanding of the strengths
and limitations of the youth’s critical HL can guide interventions to increase competence in each of
the framework’s five domains.

Participants in this study mentioned several barriers to developing a positive relationship with
doctors including embarrassment, fear, mistrust, and doctor’s use of medical language. These are
barriers to critical health literacy as outlined by Massey et al.’s [29] model and common concerns
for adolescents across cultures. Two recent qualitative studies in the US found that the use of non-age
appropriate medical language was one of the biggest barriers in effective communication between
adolescent cancer patients and their doctor [41,42]. Embarrassment is also a common barrier to
healthcare utilization by adolescents [43], and one of the main reasons youth turn to the internet to
research health problems rather than making an appointment with their doctor [44]. As the youth
in the present study suggest, sexual health specifically seems to lead to feelings of embarrassment
and hesitation to speak to a healthcare professional [45]. Feedback from member checking with
the Mexican psychologists reiterated sexual topics as particularly difficult for adolescents to broach
with healthcare providers and their families, despite the developmental importance of these to youth.
While fear and mistrust do tend to impact the patient-doctor relationship and healthcare utilization
among youth across cultures [45–47], these two themes are particularly prevalent within samples of
Hispanic adolescents [47,48]. For example, in a sample of immigrant Latino adolescents in the U.S.,
qualitative results suggested that mistrust of doctors stemmed from fear of deportation, cultural
misunderstandings, and negative experiences with other authority figures, such as teachers [49].

Although youth in the sample overall understood how to utilize the health clinic in
their community, there was less understanding of how to navigate the barriers inherent in
the system, which is a key element of an adolescent competent in the service navigation domain
of Massey et al.’s [29] model. Even though their understanding of how to navigate the barriers inherent
in the healthcare system may be somewhat limited, their ability to identify system limitations is
a strength that should not be overlooked. This skill is certainly more aligned with critical HL than
functional HL, although it is not directly accounted for in Massey et al.’s model [29]. The ability to
identify limitations coupled with the apparent inability to navigate barriers suggests that adolescence
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may be the ideal time to promote critical HL skills. While it may be tempting to think that functional
HL skills should be developed at a young age followed by the development of critical HL skills in
early adulthood, it may be that critical HL skills would be most beneficial if taught simultaneously
alongside functional HL at a young age.

The systematic barriers of the healthcare clinic—specifically the poor customer service,
unprofessionalism of clinical staff, and the token system—mirror many of the same issues that
were targeted by the Mexican Ministry of Health prior to implementation of Seguro Popular [50].
In a 2001 report based on samples of Mexican healthcare consumers, the Mexican Ministry of Health
touted low emergency room wait times, high satisfaction with care, high levels of staff kindness,
and positive experiences scheduling appointments. However, only 25% of the hospitals and clinics
surveyed were public entities, suggesting that the findings were, in essence, a report on the private
healthcare sector. The public health system, which has dramatically grown since the 2001 report due to
the implementation of Seguro Popular, is an altogether different entity, and the experiences of youth in
this study seem to suggest that healthcare utilization issues may be of concern in rural Mexico.

Preventative care practices that involved seeing a doctor were very rare among youth in our
sample. In fact, only one person mentioned going to the doctor when they were not sick. Low use of
preventive care practices in Mexico is not unique to youth in this study. An Organisation for Economic
Cooperation and Development [13] report cites the lack of preventative care as a major issue facing
the current Mexican healthcare system, especially in rural parts of Mexico. One study, analyzing data
from a public Mexican health survey, found that over 30% of patients requiring inpatient medical
services did not have access to their needed health service [15]. As rural sates in Mexico have some of
the lowest patient–provider, patient–nurse, and patient–paraprofessional ratios in the country [14],
there is limited access to primary care providers in these rural towns, which makes preventative
care visits difficult [13]. Decreasing barriers to access and increasing knowledge of the importance of
preventative care practices is key to increasing adolescent HL [29].

Aside from issues around access, expectancy theory can also shed light on how the barriers
to positive patient–provider relationships as the systemic issues present at the clinic may relate to
a lack of preventative care practices by adolescents. Vroom’s [51] expectancy theory postulates that
the motivations driving behaviors are linked to expected values and outcomes. Academic healthcare
literature commonly uses expectancy theory to interpret patient expectations, perceived service quality,
and satisfaction in both adult and adolescent populations [52–56]. Comments throughout our focus
groups suggested that the local healthcare clinic has a bad reputation, and youth have had various
negative interactions with the doctors and nurses. Expectancy theory suggests that this may lead to
a diminished motivation to utilize the local healthcare clinic, with youth perhaps more likely to turn to
less reliable sources for information with their healthcare questions and concerns (i.e., family members
and the internet).

There are clear systemic changes that could improve the experiences of patients at the health
clinic and increase service navigation and utilization. Changes to the token system (e.g., implementing
an appointment-based system) could decrease long wait times. Changes to the operating hours of
the clinic would better meet the schedules of adolescent patients in school (i.e., extending pharmacy
hours beyond 12:00 pm). Frenk, Gomez-Dantes, and Knaul [57] identified long wait times at both
outpatient clinics and hospitals, and lack of care hours during evenings and weekends as some
of the major challenges facing the Mexican healthcare system after the implementation of Seguro
Popular. The qualitative results of this study support the need for these areas, within the service
navigation domain of Massey et al.’s [29] model, to continue to be explored by healthcare professionals
and lawmakers in Mexico, particularly among rural healthcare providers.

On a community level, there are a variety of changes that could reduce the negative expectations
of adolescents towards the local healthcare clinic, increase critical HL, and improve the utilization
of health services. According to the short demographic survey completed by study participants,
64% of the students had attended a health class. To target the population who had not yet attended
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a health class, policy changes could require health education classes for all students in primary
school, similar to what many states have already done in the U.S. [58]. Within the health class
curriculum, a specific section or focus on patients’ rights could also increase competence in the rights
and responsibility domain of adolescent HL [29]. Furthermore, to decrease negative views of doctors,
local physicians from the health center could be featured as guest speakers during the required
health classes. This would give them an opportunity to provide an overview of the medical services
offered through the local clinic and answer student questions. Various studies suggest that increased
familiarity with doctors can enhance the patient–provider relationship and provide more positive
healthcare experiences for youth [59–61]. Within the context of Massey et al.’s [29] model, interventions
to increase positive patient–providers relationships are key in increasing adolescent HL.

Finally, a large number of the youth stated that they turn to a parent or family member for health
information. Although this certainly speaks to the importance of immediate and extended family
in the Mexican culture [62], it is imperative to consider the quality of the advice they are receiving,
especially as appropriate information seeking and the ability to critically examine health information
is an essential skill of adolescent HL [29]. Due to the increased availability of the internet, it is
critical that youth and parents know about legitimate online resources and websites that can provide
accurate information [63]. Furthermore, much like other school subjects such as math [64], if health
information from presentations at school are not reinforced at home, it is unlikely to be retained by
youth. Incorporating parents into the health education of adolescents is considered a promising
model [65], so parents should be offered resources from school or provided the opportunity to
attend health classes similar to what their children are receiving. This would reinforce student
learning, help parents become more health literate, and increase both students’ and parents’ ability
to critically analyze the health information they are receiving [29]. Further, incorporating family
and the community was deemed important in feedback from our Mexican research psychologists who
communicated that school is not valued by many students who often did not attend class or who
dropped out altogether.

Returning to the Massey’s [29] model for adolescent HL, our results suggest that this could act
as a cross-cultural framework to explore the critical HL/health behaviors of adolescents, as the
original thematic analysis fit within Massey’s framework. There were, however, clear cultural
differences of themes within each dominion between our focus groups in Mexico and the American
context of Massey et al.’s model [29]. For example, while the youth in this study spoke about
issues with the token system, adolescents in Massey’s interviews spoke to the difficulty in getting
an appointment time, which show the differences between the Mexican and American healthcare
system. Perhaps the biggest cultural difference was the inclusion of parents, and especially extended
family, in healthcare. While the American youth in Massey’s interviews viewed parents as gatekeepers
to their healthcare and did not bring up the role of extended family [29], the Mexican youth spoke
specifically to the role of the extended family in their healthcare. Therefore, the model could serve
by including a domain on the role of social networks (including peers, family, extended family,
and extended kin), especially in international research on adolescent HL, to gain a fuller understanding
of the role family has in adolescent healthcare. Overall, though the domains fit well with the themes
that emerged, they also provided a framework to organize the aspects of critical HL of adolescents in
rural Mexico, which can guide future policies and interventions.

5. Conclusions

A qualitative methodological approach has inherent limitations, including the limited
transferability of findings and inability to provide statistical support for policy and practice
recommendations. Furthermore, this particular study had a relatively small sample size and rather
large focus groups. Although smaller groups may have afforded more opportunity for individual
discussion and cohesion, Toner [66] discusses the importance of conducting groups of various sizes
with understudied populations. In doing so, this project provides key insights about the critical HL
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skills of an understudied sample of youth in Central Mexico, and expands on and supports a current
framework for studying adolescent HL [29]. Moreover, this study offers a unique understanding into
the negative perceptions of a local healthcare clinic among youth—perceptions that are influential
in shaping their future utilization of proper medical services and trust in health professionals.
Whether these negative perceptions and experiences are common among youth throughout Mexico
and are part of a broader systemwide challenge relating to the implementation of Seguro Popular is
a question that deserves further attention. Future research should use mixed-methods approaches
to gather information on the lived experiences of Mexican youth as they interact with their local
health clinics, as well as provide quantitative data with larger and representative samples to support
qualitative findings. Such studies should incorporate culturally appropriate assessments of functional
and critical HL so meaningful interventions aimed at reducing health disparities can be created. In brief,
the positive changes taking place within the Mexican healthcare system should be accompanied by
efforts to ensure at-risk populations—such as youth—are able to access, understand, and use the new
resources at their disposal.
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Appendix A

• Where do you go for health information?

� [For those who said “parents”] If you had a question about your health that your parents
could not answer, where would you go for health information?

• Has it ever been difficult to obtain health information? If so, what types of challenges or barriers
have you faced when seeking health information?

• In going to the doctor and speaking with them about your health, what challenges have you faced?
• In your opinion, when is it important to see a doctor or health professional?
• How easy or difficult is it to understand the health information you are given when you go to

the doctor?
• How much do family members (e.g., mom, dad, siblings, aunt/uncle) assist you in setting up

appointments, visiting with the doctor, and understanding the health instructions you are given?
• Have you ever been taught how to take care of your own health needs? If so, who taught you

and what did you speak about?
• If you were to have a health problem that required medical attention would you know how to

independently obtain the medical services you need without assistance from family or friends?
• What are your overall impressions of health services and healthcare in your community?
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Abstract: Videogaming is an increasingly prevalent activity among adolescents worldwide.
The present study aimed at adapting the Gaming Motivation Scale (GAMS) to the Italian context,
assessing its psychometric properties and verifying its sensitivity to predict depression and anxiety
levels. From a sample of 1899 participants, a group of 388 adolescents who participated in the
survey was divided into two subgroups of Heavy (HG, N = 188) and Light Gamers (LG, N = 200).
A sub-sample of N = 172 adolescents also filled-in CESD and STAI to assess, respectively, depression
and trait anxiety. Internal consistency and factorial structure of the Italian version of GAMS (GAMS-it)
have been evaluated. Moreover, a latent regression structural equation model by predicting the
CES-D and STAI scores with the GAMS-it factors has been carried out. GAMS-it has adequate validity
and reliability levels, showing a very similar factorial structure to the original version. Therefore, this
scale can be used to evaluate gaming motivation, which is useful for gaming motivation screening.
Finally, it has been found that lower gaming motivation can be related to high level of depression and
anxiety. The present findings provide a coherent picture, supporting the reliability and validity of the
GAMS-it, that appears potentially useful in predicting anxiety and depression levels in a population
of adolescents.

Keywords: motivation; videogaming; adolescents; adolescents; psychopathology

1. Introduction

In the last decade, a growing amount of literature has been proposed on the new phenomenon
of excessive use of video games (VG), and one of the focal points of scientific debate is to clarify if
videogaming can have the potential to modify users’ thoughts, feelings and behaviour. Looking at the
results of previous investigations, conflicting opinions about the effects of exposure to VG did emerge:
Some studies show the positive effects on some specific skills, as for example visual performance [1],
visual acuity [2], probabilistic learning [3], stimulus-response mapping [4], encoding speed [5], and
cognitive functioning [6]. On the other side, also some negative effects have been documented; as
increasing aggression [7]; emergence of attention problems [8] or hyperactivity and mood troubles as
depression and anxiety [9]; reduction of empathy [10]; impairment of social behaviour [11]; reduction
of sleep time, quality and efficiency [12]; and possible addiction [13].

With respect to the issue of “addiction” to VG, researchers and clinicians have found considerable
difficulties to assess, identify and define this phenomenon probably because VG does not involve a
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chemical substance and because problems induced by heavy use of these technological devices tend to
be seen as “benign” since videogaming is less likely to pose social threats through illegal activities,
as compared to drug addiction conditions [14]. However, research indicated that those who report
excessive videogaming tend to show some addiction-like symptoms, including impairment in normal,
social and occupational or educational functioning, tolerance, withdrawal and relapse [15], which may
be considered “pathological” enough to require clinical attention and intervention. Only recently, the
American Psychological Association included Internet Gaming Disorder (IGD) in the appendices of
the DSM-5 [16], without specifically mentioning addiction to videogaming. Moreover, more recently,
World Health Organization included the Gaming Disorder in the ICD-11 [17]. All these observations
highlight the great relevance of these issues under both a scientific and health point of view.

Noteworthy, most studies payed attention only to the adult population, while this phenomenon
is ever more relevant in adolescence. Converging evidences from different sources, in fact, indicate
that adolescents’ use of VG is sharply increasing in recent times and that gambling is becoming a
common activity among young people, particularly among boys [18], which is usually associated also
to behavioral problems as for example, substance abuse [19]. It needs, in fact, to take into consideration
that adolescence is a period of great risk for developing addictive behaviors: Following Johnston and
colleagues [20], we know that before the age of 18 years, 60% of individuals start to use drugs and
80% to drink alcohol. A similar trend has also reported for cigarettes smoking (e.g., Reference [14]).
Therefore, we cannot exclude the possibility that a long and continuous exposure to VG can become a
real and structured addiction.

In the last decade, also in Italy, an increasing amount of young people has been found excessively
involved in videogaming, an activity that might increase the possibility to develop addiction and/or
gambling. To date, in Italy there are only a few instruments able to measure adolescent motivation
to gaming, and a rapid and easy screening scale would be very useful. Such a kind of instrument
could help in assessing motivation and involvement in videogaming in order to identify individuals
“at risk”, and this could, in turn, help to prevent addiction and gambling [14].

In line with Self-Determination Theory (STD; [21]) it has recently developed the Gaming
Motivation Scale (GAMS; [22]), designed to assess different aspects of gaming motivation: intrinsic
motivation, integrated regulation, identified regulation, introjected regulation, external regulation, and
amotivation. Motivation is one of principal components related to addiction e.g., Reference [23] and
STD offers a multidimensional conceptualization of motivation that allows the assessment of level and
type of motivation that can be applied to several domains including videogaming. Generally speaking,
gaming motivation is a complex issue that includes different components: To the ones listed before
and identified in the GAMS adaptation study [22] such as intrinsic and extrinsic motives for acting,
we could include some others. For example, a sub-theory of SDT, called cognitive evaluation theory
(CET [21]), is specifically focused on contextual factors that play a key role in intrinsic motivation. Such
a theory hypothesizes that events and conditions able to boost an individual’s sense of autonomy and
competence can sustain intrinsic motivation, whereas other factors that reduce these aspects tend to
weaken this specific type of motivation; see Reference [24]. However, also other factors are associated
with intrinsic motivation, such as presence (intended as the sense to be within the game world),
intuitive control abilities (crucial to assess need satisfaction in game play), enhancement of individual
well-being, and relatedness (when one feels connected with others). On the other hand, an increase of
extrinsic motivation with its pivotal aspects of rewards, pressures and evaluations usually diminishes
the weight of an intrinsic motive [25]. This complex interplay between different motivations and the
several factors affecting them, can reasonably explain different aspects of gaming such as the need
for satisfaction in games and short-term well-being; the appeal of violent game content; as well as
motivational sources of post-play aggression; the antecedents and consequences of disturbed patterns
of game engagement; or the causes and effects of games’ aspects as immersion, flow and presence, for
a comprehensive review see Reference [25].
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A companion issue to gaming is the psychological profile of gamers. As mentioned before, a
relationship does exist between gaming abuse and some psychopathological traits such as anxiety
and depression [9]. Some recent studies highlighted a reciprocal relationship between pathological
gaming and indices of mental health troubles [26], indicating a kind of comorbidity of these traits
with maladaptive gaming attitudes. Also, IGD was found to be strongly correlated with such
psychopathological traits [27] while other authors hypothesized gaming as a possible maladaptive
coping strategy to deal with negative affective disturbances [28].

The aim of the present study is to (a) adapt the Gaming Motivation Scale (GAMS; [22]) to the Italian
adolescents’ context, (b) examine its psychometric properties in a sample of young Italian students,
and (c) verify if GAMS-it factors might predict level of depression and trait anxiety. With respect to the
last aim, we hypothesize that high gaming motivation positively correlates with gaming behavior and
with psychopathological factors of anxiety and depression.

2. Materials and Methods

2.1. Participants

Different schools of Center-South Italy (I.I.S. “A. Bafile”, L’Aquila; I.S.I.S. “E. Mattei” Cerveteri
[RM]; Liceo Classico “J. da Todi” Todi [PG]; Licei “T. Campanella”, Belvedere M.mo [CS]) have been
invited to participate in the study, and a total of 1899 adolescents agreed to participate in the survey
(970 males and 929 females; Mage = 15.13; SDage = 1.34 years; range 14–19 years). Together with
the number of hours played, the whole sample was also asked to indicate the preferred type of VG.
Participants chose different genres of VG (adventure, action, quiz, strategy, arcade, fighting game, role
playing game, simulation, sports, educational, and first-person shooter). The different types of video
games were divided into two main groups defined as “action video games” (AVG; games mainly based
on action, incorporating adventure, action, strategy, fighting game, role playing game, simulation,
sports, and first person shooter genres) and “no-action video games” (N-AVG; namely quiz, arcade,
and educational kind of video games). Based on these data, it emerged that 40.65% of the total sample
preferred AVG, compared with 4.58% that chose N-AVG.

Based on the amount of hours of videogaming, we selected 388 participants by the original sample
who composed two subgroups of interest: 188 Heavy Gamers (HG), who reported to play for more
than 4 h per week (145 males and 37 females; M-age = 15.12; SD-age = 1.42 years) and 200 Light Gamers
(LG), who affirmed to play less than 1 hour per week (43 males and 163 females; M-age = 15.08 years;
SD-age= 1.11 years). The analysis conducted on two subgroups highlights that for 70.59%, HG choose
AVG, while LG prefer play more with N-AVG (61.34%). This sample of participants was considered
for the confirmatory analysis of GAMS.

Finally, among the 388 participants, a sub-sample of 172 participants (defined as Heavy Gamers
N = 95, and Light Gamers N = 77) accepted to fill-in the CESD (Center for Epidemiologic Studies
Depression Scale) and the STAI (State-Trait Anxiety Inventory) questionnaires.

2.2. Instruments

In the present study, we administered to participants some different scales: (1) the Gaming
Motivation Scale (GAMS) developed by Lafreniére and coworkers [22], (2) the Assessment of Internet
and Computer Game Addiction Scale (AICA-S; [29]), (3) the Center for Epidemiologic Studies
Depression Scale (CES-D; [30]), and 4) the State-Trait Anxiety Inventory (STAI; [31]).

The GAMS was generated on the basis of Deci & Ryan’s conceptual definitions of motivations [21].
The purpose of this scale was to investigate the reasons at the base of playing VG; participants were
asked to respond to 18 items rated on a 7-point Likert scale (from 1 “do not agree at all”, to 7 “very
strongly agree”) and bearing in mind a same basic question, i.e., “Why do you play to video games?”.
The scale allows to assess different type of motivations: intrinsic motivation (desire to perform an
activity for itself), integrated regulation (first aspect of extrinsic motivation, that refers to engaging in
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an activity out of choice), identified regulation (second aspect of extrinsic motivation, when people
engage in a behavior based on its perceived meaning or its relation to personal goals), introjected
regulation (third aspect of extrinsic motivation, that refers to the regulation of behavior through internal
pressures such as anxiety and guilt, implying partial internalization), external regulation (fourth aspect
of extrinsic motivation, that refers to behavior regulated through external means such as rewards),
and amotivation (similar to learned helplessness, that refers to the relative absence of motivation
either intrinsic or extrinsic) [22]. GAMS was translated into Italian by two experienced researchers;
the translation was then evaluated by two independent experts in experimental psychology. Finally,
one translator (an English native speaker) back-translated the questionnaire from Italian to English.
After this procedure, the Italian version of the scale (GAMS-it) was obtained. For the general structure
of the scale, we maintained the original one and thus the order of the items is the same as in the
validation study (see Reference [22]).

The Assessment of Internet and Computer Game Addiction Scale (AICA-S; [29]) is a self-report
scale for the assessment of potentially pathological computer and game behavior. Fifteen items are
relevant for clinical classification of computer game use behaviour (e.g., craving, tolerance, loss of
control, unsuccessful attempts to cut back, and withdrawal). Previous studies on its psychometric
properties yielded satisfying results concerning item characteristics, reliability and validity [32]. For the
present study, AICA-S was used for determining the amount of hours of gaming and to identify the
participants defined as “Heavy Gamers” (HG) and “Light Gamers” (LG). In particular, we took into
consideration the answer to the fourth question of this scale (“How you long are you playing computer
games?”, with five response categories (1 = “less than one hour per week”, 2 = “1–2 h”, 3 = “2–4 h”,
4 = “4–6 h” and 5 = “more than 6 h to week”): participant who responded “1” were included in LG
group, instead the participant that responded “4” and “5” were included in HG group. With respect to
the meaning of question 1, “computer games” were intended as all the types of games both those on
online platforms and on home console. The Italian version of AICA-S has been developed by following
the same procedure followed with GAMS [33].

The 20-item Center for Epidemiologic Studies Depression (CES-D; [30]) is frequently used to
estimate the prevalence of depressive symptomatology in the general population. Respondents rated
the frequency with which they have experienced particular depressive symptoms during the past
week. Answers to each item range from 0 (less than 1 day) to 3 (5–7 days) and are summed to compute
a total score. It measures a single depression factor, ranging from 0 to 60; scores of 16 or above are
considered potentially pathological.

The State-Trait Anxiety Inventory (STAI; [31]) is a commonly used measure of trait and/or state
anxiety all over the world. It can be used in both clinical settings and research. The most popular
version (Form Y) has 20 items for assessing trait anxiety and 20 for state anxiety: In the present
study, we used the trait version. All items are rated on a 4-point scale (e.g., from “Almost Never” to
“Almost Always”). Higher scores indicate greater anxiety level.

2.3. Procedure

Participants were recruited in their school: Only those who were authorized by parents and
teachers participated in the study; no incentive was given for participation. Participants completed the
“paper and pencil” questionnaire in their class during lessons’ breaks under the supervision of at least
one researcher, who was also available if participants asked for clarifications.

The study is divided into two sections: The first one, preparatory to the latter, aimed at verifying
the factorial structure of the GAMS-it and compared it with the original version; the second section was
aimed at investigating its discriminant validity by correlating the six factors with psychopathological
factors like those assessed by CES-D (depressive factors) and STAI (trait anxiety) and verifying if
GAMS-it factors can predict the level of depression and trait anxiety.

The whole study protocol was conducted in accordance with the Declaration of Helsinki and
approved by the Internal Review Board of the University of L’Aquila (#16/2016).
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3. Results

3.1. Analysis Strategy

From a preliminary check for the normality of distribution, it resulted that all the 18 GAMS-it
items reported a significant deviation from normality (Shapiro-Wilk test ranged from w = 0.45,
p < 0.01, to w = 0.86, p < 0.01), so Robust Maximum Likelihood estimation method with robust
standard error and robust fit statistics was considered for conducting the CFA (i.e., References [34,35]).
The goodness of fit of the model was consequently evaluated by means of the Satorra-Bentler (SB)
scaled chi-square statistic [34], as well as other well-known fit indices such as: Root Mean Square
of Approximation (RMSEA; [36]), Comparative Fit Index (CFI; [37]) and Non-Normed Fit Index
(NNFI; [38]). Following guidelines by Hu and coworkers (1992) [39], the model is considered to hold
approximatively in the population if the RMSEA value is below 0.08 (the closer to 0.00 the better),
and if both CFI and NNFI are above 0.95, it is indicative of a reasonable goodness of fit. The same fit
indexes will be used to evaluate the fit for the latent factor regression model.

Given that high- and low-frequency gamers (namely, HG and LG) may differ in terms of
motivation and regulatory strategies, it is consequently crucial to test whether the same factor structure
(in terms of latent means and covariance structure) is invariant across the two sub-groups. Multi-sample
CFA was then performed in order to investigate how well the factor model emerging from the previous
analysis could be generalized across high- vs. low-frequency gamers.

A procedure for testing factorial invariance was followed (e.g., Reference [40]). The procedure
consisted of a series of hierarchical statistical invariance tests (configural, metric, scalar, unique variance,
latent variance and latent means), starting with the omnibus test of the equality of covariance matrices
across groups. The scaled difference chi-square statistics, ΔSBχ2, [35] were used for comparing the
fit between two nested models, i.e., configural and metric invariant and to determine if the more
restricted model has or not a non-worsen fit than the less restricted model. The null hypothesis of the
statistical test was accepted when the estimated probability of the test was greater than 0.01.

3.2. Results of CFA of GAMS-it

On the selected sample of participants who comprised of low (LG, N = 200) and high (HG N = 188)
frequency gamers, a Confirmatory Factor Analysis has been performed. In general, the Six-factor
structure reported satisfactory fit statistics (SB-χ2(120) = 256.35, p < 0.01) with an RMSEA of 0.070
(90% C.I: 0.058–0.082), a NNFI of 0.969, and CFI = 0.961. As shown in Table 1, all GAMS-it items
reported a significant factor loading on the expected factor; moreover, as described in Table 2, all factors
correlated significantly, and the expected direction and reliability was satisfactory (ranging from 0.76
to 0.93). It is worth noting, the correlation between Integrated regulation and Identified Regulation is
extremely high (θ = 0.945) and it is of the same entity of that reported by Lafreniére and colleagues [22].
We tested the hypothesis that the correlation between the two factors is equal to 1, meaning that the
two factors are the same thing. The difference in model fit was significant (ΔSB-χ2(1) = 12.23, p < 0.01)
indicating that the model with the covariance fixed to 1 has a significantly worse fit. In conclusion,
even if the correlation is high, the two constructs can be seen as different.

623



Int. J. Environ. Res. Public Health 2019, 16, 1008

Table 1. Standardized factor loadings with Robust SE for the six factors of GAMS-it (N = 388).

GAMS Factors and Related Items
Factor

Loading
SE

Intrinsic motivation

GAMS.1: Because it is stimulating to play 0.914 ** 0.013

GAMS.2: For the pleasure of trying/experiencing new game options (e.g., classes, characters, teams,
races, equipment) 0.857 ** 0.022

GAMS.3: For the feeling of efficacy I experience when I play 0.881 ** 0.015

Integrated regulation

GAMS.4: Because it is an extension of me 0.896 ** 0.020

GAMS.5: Because it is an integral part of my life 0.909 ** 0.017

GAMS.6: Because it is aligned with my personal values 0.895 ** 0.017

Identified Regulation

GAMS.7: Because it is a good way to develop important aspects of myself 0.812 ** 0.026

GAMS.8: Because it is a good way to develop social and intellectual abilities that are useful to me 0.726 ** 0.036

GAMS.9: Because it has personal significance to me 0.844 ** 0.022

Introjected Regulation

GAMS.10: Because I feel that I must play regularly 0.894 ** 0.020

GAMS.11: Because I must play to feel good about myself 0.837 ** 0.028

GAMS.12: Because otherwise I would feel bad about myself 0.705 ** 0.035

External Regulation

GAMS.13: To acquire powerful and rare items (e.g., armors, weapons) and virtual currency (e.g.,
gold pieces, gems) or to unlock hidden/restricted elements of the game (e.g., new characters,
equipment, maps)

0.850 ** 0.025

GAMS.14: For the prestige of being a good player 0.907 ** 0.016

GAMS.15: To gain in-game awards and trophies or character/avatar’s levels and experiences points 0.933 ** 0.014

Amotivation

GAMS.16: It is not clear anymore; I sometimes ask myself if it is good for me 0.924 ** 0.032

GAMS.17: I used to have good reasons, but now I am asking myself if I should continue 0.761 ** 0.037

GAMS.18: Honestly, I don’t know; I have the impression that I’m wasting my time 0.523 ** 0.047

** p < 0.01; N = 388.

Table 2. Descriptive Statistics, Cronbach’ alphas and Correlations among the six GAMS-it factors
(listwise missing deletion, N = 388).

M SD α Int-Mot Int-Reg Id-Reg Introj-R Ext-Reg Amot

Int-Mot 3.18 2.03 0.91 1 0.823 ** 0.867 ** 0.780 ** 0.853 ** 0.268 **

Int-Reg 2.23 1.72 0.93 1 0.945 ** 0.843 ** 0.634 ** 0.196 **

Id-Reg 2.22 1.56 0.84 1 0.816 ** 0.710 ** 0.205 **

Introj-R 1.90 1.45 0.85 1 0.706 ** 0.248 **

Ext-Reg 2.86 2.14 0.92 1 0.254 **

Amot 2.51 1.70 0.76 1

Note: Int-Mot = Intrinsic motivation; Int-Reg = Integrated regulation; Id-Reg = Identified Regulation;
Introj-R = Introjected Regulation; Ext-Reg = External Regulation; Amot = Amotivation [** p < 0.01].

3.3. Results of Multi-Sample CFA

Although the configural model had a significant SB-χ2, the values of RMSEA were acceptable
while those of NNFI and CFI not (SB-χ2(240) = 743.33, p < 0.001, RMSEA = 0.05, NNFI = 0.86,
CFI = 0.87). Under the assumption of strict metric invariance, the fit (SBχ2) did not worsen significantly
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(SB-χ2(252) = 779.91, p < 0.001, RMSEA = 0.05, NNFI = 0.88, CFI = 0.88; ΔSBχ2 (12) = 10.40, p = 0.58) so
the same six factor model with the same loadings in the two groups is tenable. However when we add
to the metric invariance also the invariance of intercepts, the model fits much worse (SB-χ2(264) = 896.72,
p < 0.001, RMSEA = 0.05, NNFI = 0.84, CFI = 0.84; ΔSBχ2 (12) = 33.0, p = 0.0009). Given these results,
we decided to do not proceed with the remaining hierarchical tests of measurement invariance, as the
fit would surely worsen. In conclusion, the metric invariance for the two sub-groups was reached.

3.4. Differences between Heavy Gamers and Light Gamers

Finally, we compared the Heavy (HG) and Light Gamers (LG) groups with respect to the six
GAMS-it factors and to the CESD and STAI scores (Table 3). HG scored significantly higher than LG
on Intrinsic Motivation, Integrated Regulation, Identified Regulation, Introjected Regulation, and on
External Regulation, but not on Amotivation. Concerning psycho-pathological measures, we found
that HG reported significantly lower scores than LG on STAI but not on CESD (Table 3). Nonetheless,
it should be stressed that such a difference could be a direct consequence of unbalanced gender
composition between HG and LG.

Table 3. Descriptive statistics (M, SD) comparing Heavy Gamers (HG) and Light Gamers (LG) on each
of the six GAMS-it factors and for CESD and STAI scores.

HG LG
F (1, 386) p

N M SD N M SD

Int-Mot 188 4.8 1.5 200 1.6 1.0 603.9 <0.001
Int-Reg 188 3.4 1.8 200 1.1 0.5 288.2 <0.001
Id-Reg 188 3.3 1.6 200 1.3 0.6 277.7 <0.001
Introj-R 188 2.8 1.6 200 1.1 0.4 202.0 <0.001
Ext-Reg 188 4.4 1.9 200 1.4 0.9 421.3 <0.001
Amot 188 2.6 1.6 200 2.4 1.7 1.2 0.283
CES-D 95 15.9 10.5 77 17.4 10.2 0.9 a 0.349
STAI 95 39.8 10.4 77 43.6 11.2 5.3 a 0.023

Note: Int-Mot = Intrinsic motivation; Int-Reg = Integrated regulation; Id-Reg = Identified Regulation;
Introj-R = Introjected Regulation; Ext-Reg = External Regulation; Amot = Amotivation; CES-D = Center for
Epidemiologic Studies Depression; STAI = State-Trait Anxiety Inventory. a Data for this combination of variables
was available only on 172 participants. So d.f. for this ANOVA was (1, 170).

3.5. Predicting Depression and Trait Anxiety with GAMS-it Factors

As stated before, the main objective of the study was to investigate discriminant validity aspects
of GAMS by correlating the six factors of GAMS with psychopathological factors like those assessed
by CES-D (depression level) and by STAI (trait anxiety). We performed a latent regression structural
equation model by predicting the CES-D and STAI scores with the six latent GAMS-it factors and
covarying for the effect of sex (Male vs. Female) and type of gamer (LG vs. HG). We preferred this
statistical approach because it is a common model for two outcome variables, also giving the possibility
of obtaining latent correlations. As for CFA and for MG-CFA, we used Robust estimation methods.

Results of the fitted Structural Equation Model (as depicted in Figure 1) showed the following fit
indices: SB-χ2(180) = 484.94, p < 0.01, with a Robust RMSEA of 0.112 (90% C.I: 0.100–0.124), a NNFI of
0.857, and CFI = 0.888. Table 4 shows the estimated latent regression parameters of the six GAMS-it
factors on both CES-D and STAI scores. Regarding CES-D scores, we found that only one of the six
GAMS-it factors, Amotivation, significantly and positively predicts (b = 0.209, se = 0.077, p = 0.007)
depression level. Females (b = 0.400, s.e. = 0.092, p = 0.000) as well as HG (b = 0.343, s.e. = 0.091,
p < 0.001) reported a positive and significant effect. While concerning STAI scores, we found that not
only Amotivation has a positive and significant effect (b = 0.381, se = 0.073, p < 0.001), but also Intrinsic
motivation has a negative and significant effect (b = −0.640, se = 0.231, p = 0.006) on the trait anxiety
measure. Also, in this case, females reported significantly higher levels of anxiety with respect to males
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(b = 0.208, s.e. = 0.091, p = 0.022); however, HG did not report anxiety scores significantly higher than
that of LG (b = 0.119, s.e. = 0.091, p = 0.189).

Finally, it should be stated that the two clinical measures, CES-D and STAI, reported a significant
and positive latent correlation (r = 0.717, se = 0.047, p < 0.001).

Figure 1. Path Model of the effects (completely standardized regression coefficients) of GAMS latent
factors on Depression (CES-D scores) and Anxiety (STAI scores).

Table 4. Effects (Completely standardized regression coefficients) of GAMS latent factors on the CES-D
and STAI scores (N = 172).

CES-D Score STAI Score

b se p b se p

Int-Mot −0.415 0.247 0.093 −0.640 0.231 0.006
Int-Reg 0.185 0.322 0.566 0.619 0.376 0.100
Id-Reg 0.296 0.344 0.389 −0.191 0.435 0.660
Introj-R 0.007 0.140 0.961 −0.014 0.107 0.893
Ext-Reg −0.291 0.206 0.157 −0.022 0.213 0.919
Amot 0.209 0.077 0.007 0.381 0.073 0.000
Sex (F) 0.400 0.092 0.000 0.208 0.091 0.022

Gamer (HG) 0.343 0.091 0.000 0.119 0.091 0.189

Note: Int-Mot = Intrinsic motivation; Int-Reg = Integrated regulation; Id-Reg = Identified Regulation;
Introj-R = Introjected Regulation; Ext-Reg = External Regulation; Amot = Amotivation.

4. Discussion

In the present study, we firstly adapted the Gaming Motivation Scale (GAMS; [22]) to the Italian
adolescents’ context, examining its psychometric properties in a sample of young Italian students and
then assessed the ability of this instrument to predict the presence of possible psychopathological
aspects in the young population.

To these aims, after having verified the factorial structure of the GAMS-it and compared it with
the original version, we run a Confirmatory Factor Analysis on a subsample of 388 participants with
low (LG) and high (HG) frequency of gaming. Results support the six-factor structure of GAMS-it
reporting satisfactory statistics fit. As shown in Table 1, all GAMS-it items reported a significant factor
loading on the expected factor and all factors correlated significantly and in the expected direction
(Table 2); in addition, the reliability also resulted in being satisfactory. In addition, high correlation
between Integrated Regulation and Identified Regulation (θ = 0.945) did emerge, as also reported in
the original publication [22]. Moreover, the multi-sample CFA highlighted the equality between the

626



Int. J. Environ. Res. Public Health 2019, 16, 1008

various distributions of the correlation between the indicators and their dimensions, so the same six
factor model with the same loadings in the two groups is tenable. The results confirmed the hypothesis
of an invariant structure for the two groups. As a whole, such results showed adequate levels of
validity and reliability of GAMS-it, as in the original validation study [22].

The comparison between two subgroups with respect to the six factors of GAMS-it and the result
obtained from CESD and STAI showed a significantly higher score on Intrinsic motivation, Integrated
regulation, Identified Regulation, Introjected Regulation, and External Regulation factor in HG, but
not Amotivation. Moreover, HG showed a significantly lower score in the STAI, but not in the CESD
(Table 3), indicating that a great amount of exposure to video games does not cause an increase of
anxiety levels as usually believed.

Another interesting result is the one emerging from Latent Regression Structural Equation
Model correlating CESD and STAI scores with latent six factor of GAMS-it, showing satisfactory
fit (SB-χ2(144) = 248.22, p < 0.01; Table 3). Regarding CES-D scores, only the GAMS-it’ Amotivation
factor predicts significantly and positively the depression level (b = 0.247, se = 0.081, p < 0.001).
This indicates that Amotivation levels can predict the depression level in a directly proportional way.
Regarding STAI score, it emerged that not only Amotivation has a positive and significant effect
(b = 0.390, se = 0.074, p < 0.001), but also that Intrinsic motivation has a negative and significant effect
(b = −0.688, se = 0.238, p = 0.004). This indicates that Amotivation levels predict different levels of
anxiety in a directly proportionate way; conversely, Intrinsic motivation levels predict indirectly the
proportional anxiety levels. Finally, the two clinical measures, CES-D and STAI, reported a significant
and positive latent correlation (r = 0.717, se = 0.047, p < 0.001). The present results only partially confirm
the hypothesis of the study about a general correlation between motivation and anxiety/depression.

All these results allow to make some interesting conclusions. From SEM results, three conclusions
can be drawn. As a first, we can confirm that the original GAMS factor structure can be generalized
to a different culture (i.e., the Italian one). This means that factors underlying motivations to play
video-games are the same in the two cultures. Therefore, this scale can be used to evaluate gaming
motivation, providing additional statistic support to GAMS and introducing in the Italian context
a new scale to be used as a potential screening instrument of gaming motivation. Nonetheless,
further research is mandatory in order to establish and clarify psychometric property of the GAMS-it.
Secondarily, multi-sample SEM confirmed that the GAMS factor structure is invariant in Heavy and
Light gamers; this does mean that motivations to play video-games in both populations did not
differ in terms of types of basic drive and that the differences between HG and LG are limited to a
quantitative difference, along the same factor structure: Heavy gamers show higher average values
with respect to Light gamers on all GAMS dimensions, but one (i.e., Amotivation). Finally, consequent
to this, the Amotivation factor is the only one that significantly predicts psychopathological traits
like depression and anxiety. So the present study, in conclusion, shows (and adds to the literature)
that motivation of both Heavy and Light gamers is the same, that it differs somewhat on average
between the two groups, and that these differences may be used to discriminate between them; of
greater importance, our study shows that Amotivation is not critical for differentiating HG from LG,
but is crucial as a precursor of depression and anxiety, in the sense that high levels of Amotivation
predict high levels of depression and anxiety scores, namely, lower gaming motivation can be related
to high level of depression and anxiety. These data are in line with current literature on depression
and anxiety symptoms in adolescence, where anhedonia, apathy and loss of interest for all kind of
activity can predict psychopathological outcomes [41]. An opposite effect has instead been reported for
Intrinsic Motivation factor (limitedly to STAI scale), showing that high levels of Intrinsic Motivation
can predict a reduced level of anxiety.

The present data contribute to explain the not ever consistent literature on the effects of
exposure to videogames on psychopathological components as depression and anxiety. For example,
the relationship between videogaming and psychopathological symptoms is still unclear; is
psychopathology to induce the approach to VG (and thus possible excessive use and addiction)
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or does the exposure to VG tend to unmask a latent condition of depression and anxiety? In our
opinion, the results obtained in the present study can help to clarify the problem. Indeed, if a lack of
gaming motivation predicts high levels of depression and anxiety, we could suppose that persons with
depression and anxiety will not be interested in videogaming, as they are unmotivated. Therefore,
a state of anxiety and depression cannot be considered a factor able to encourage the use of video
games. This assertion is also confirmed by negative relationship between high Intrinsic Motivation to
video games use and anxiety. Healthy participants seek wellness in video games, because technology
increases well-being-inducing vigor and resistance in players [42].

Furthermore, research based on Self Determination Theory (SDT) revealed that self-determined
forms of motivation induce adaptive consequences as pleasure, persistence and wellness [43].
This statement could also be extended to pathological gambling: Thus, people generally anxious
and/or depressed would be not encouraged to play videogames or gambling because of their reduced
levels of motivation. In this line, anxiogenic and depressive symptoms of patients with Internet
Gaming Disorder (IGD) may emerge after exposure to video games. However, the multifactorial
aspects of videogaming do not allow us to consider these definitive conclusions, and more research is
needed to clarify the effective relationship among the different factors involved.

As a limitation of the study, the sample size should be highlighted. Further validation work
should test the GAMS-it on larger samples in order to obtain a greater statistical validity. For example,
a possible future direction could be a full cross-sectional sample, including also a group of “medium
level” players. Moreover, another limitation arises from the limited availability of participants to
complete psychopathological questionnaires. Also, the two subgroups (HG and LG) considered were
unbalanced with respect to gender composition; this did not allow us to investigate the issue of gender
weight, although it should be borne in mind that the differences between LG and HG with respect to
psychopathological traits could arise by sample unbalancing. Finally, all data were collected using
self-reports, which could lead to common problems of counterfeiting. Further studies are needed
not only to replicate our results but also for testing the GAMS-it with multiple reports (i.e., relatives,
friends) or with behavioral and objective measures.

Future prospects may be the application of GAMS-it on participants with IGD diagnosis, or to
investigate the relationship between GAMS-it subscales, gender, and the preference for different kind
of video games. Also, the correlation with other factors as aggression, impulsivity or addiction could
be studied. Another issue to be studied is the correlation between videogames motivation and specific
VG characteristics, namely graphic characteristics, immersivity, game option and history, and their
potential link with mental and behavioral health [44]. Finally, it would be interesting to evaluate
gaming motivation in different age ranges, in order to have an overview of gaming motivation at every
time of life.

5. Conclusions

In conclusion, the present findings provide a coherent picture supporting the reliability and
validity of the GAMS-it. Specifically, the results supported the internal consistency of the six subscales;
the six-factor structure of the GAMS.it; interesting correlation with CES-D; and STAI scores.

The findings from the present study suggest that the GAMS-it is a valid assessment of gaming
motivation in the Italian background and it significantly enables the prediction of anxiety and
depression levels.
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Abstract: Background: Child maltreatment has been firmly established as a fundamental risk factor
for adult health. However, its quantification poses many questions methodologically, psychologically,
and culturally alike. We carried out the first nationally representative survey research in Hungary
and in Central–Eastern Europe to assess the prevalence of adverse childhood experiences (ACEs)
among adults. Methods: Data were collected by an opinion research company using a screening
tool of the Adverse Childhood Experiences study. Results: 25% (n = 293) of adults reported any
childhood adversity; 5% (n = 59) of them had four or more ACEs. The most prevalent forms of child
maltreatment were emotional (5%, n = 59) and physical abuse (5%, n = 59), sexual abuse (1%, n = 12)
being the least prevalent. The most frequent dysfunctional household condition was parental divorce
or separation (13%, n = 153), followed by household substance abuse (11%, n = 129). Conclusions:
Nationally representative surveys on ACEs found a range of overall prevalence of various forms of
child maltreatment between 14.1 and 35.2% into which our results fall. Nevertheless, our survey most
likely underestimates the prevalence of child maltreatment in Hungary, reflecting the impact of a
host of factors influencing awareness. Survey research methods are appropriate to obtain nationally
representative data on child maltreatment that not only contribute to designing interventions but can
also be used to monitor the effectiveness of interventions to improve child and adult health in the
long run.

Keywords: adverse childhood experiences (ACEs); Hungarian representative adult sample; opinion
poll; ACE Score Calculator

1. Introduction

Exposure to various forms of adversity early in life has been shown to lead to an increased
risk of a broad range of developmental difficulties, principally cognitive, emotional, and behavioral
impairments during childhood that are mediated by compromised neurodevelopment affecting various
parts of the brain [1–7]. The consequences of childhood maltreatment can last well into adulthood
or even throughout life, impacting adult physical health, mental pathology, and quality of life [8–11].
Numerous studies have shown that adverse childhood experiences (ACEs, including forms of child
maltreatment and household dysfunctions) are major risk factors for acute and chronic somatic and
mental diseases such as anxiety or post-traumatic disorders mediated by risk behaviors such as
smoking, alcohol and drug abuse, suicide attempts, aggressive behaviors, risky sexual behaviors, and
low mental resilience [12–20]. Previous studies provided strong evidence that ACEs tend to co-occur
in which intergenerational transmission of adversity might be a contributing factor [21–24].
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Prevention of these early adversities is much more effective than treatment of their consequences
with their enormous burden in health and social care, as well as in the education system [25,26].
National policies and evidence-based prevention programs (at local and societal levels) based on early
recognition of ACEs may contribute to preventing a wide range of health-harming behaviors, somatic
and mental disorders, and early death [15,27,28]. All such policies, programs, and interventions should
be based on an in-depth knowledge of the population pattern of ACEs. However, collecting relevant
information has been hindered either by lack of awareness about the issue and/or by a lack of relatively
simple and cost-effective methods of collecting information in various population groups.

Tested Methodologies for Studying Childhood Adversity

The causal relationship between childhood adversity and its adult health consequences, including
mental and somatic health impairments, have been established by prospective longitudinal cohort
studies such as the Lehigh Longitudinal Study of the US established in 1976 [29], the Christchurch
Health and Development Study established in 1977 [30], and the Adverse Childhood Experiences
(ACE) Study in 1995 [15]. The majority of research collected information on childhood adversity either
from the primary caretaker of the child in cases of prospective studies or from adult self-reports in
terms of their childhood in retrospective or cross-sectional studies. Retrospective assessment of ACEs
based on self-report was shown to be reliable and valid for research purposes [31–33]. Retrospective
recall of ACEs can be considered valid if these experiences are operationalized unequivocally, making
interpretation and judgment of the questions unnecessary [31,32]. Data can be collected in various
ways such as by questionnaire during personal interview [30,34,35]; mailing the questionnaire to
respondents by post or by email [15]; or by telephone interviews [36,37].

In order to make an evidence-based statement about the pattern of childhood adversity in any
given population, survey research should be designed producing reliable population estimates from
samples that represent the entire population of interest. A practical handbook on measuring and
monitoring national prevalence of child maltreatment published by the World Health Organization
promotes system-wide monitoring of child maltreatment in European countries and globally with the
emphasis on estimating population-wide prevalence rates based on representative survey samples [38].
However, many studies reporting child maltreatment rely on clinical and other nonrepresentative
samples drawn from various public services such as education, health care, social services, or family
and child protective services that make the generalization of findings difficult (Figure 1) [39].

Figure 1. Sources of data for child maltreatment.

So far, only one research study has been published in the literature that assessed childhood
adversity in a nationally representative sample in which fieldwork was carried out by a
government-financed agency. Namely, the second wave (2004–2005) of the National Epidemiological
Survey on Alcohol and Related Conditions (NESARC) in the US collected, among others, data on
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adverse childhood events by face-to-face interviews conducted by trained lay interviewers of the US
Census Bureau in a nationally representative adult sample of 34,653 persons from the United States.
Based on these data, the prevalence of emotional abuse (4.8%) and of emotional neglect (6.2%) were
estimated [35].

The ACE study was initiated by a health insurance organization among a subset of its clients, and
its ongoing surveillance is limited to the participants of the original study [40].

The Behavioral Risk Factor Surveillance System (BRFSS) of the Centers for Disease Control and
Prevention (CDC) in the US has been collecting data about adverse childhood experiences since 2009
by the request of individual states of which 32 requested such data collection [41].

Survey research, that is, data collection from a carefully selected nationally representative sample,
requires human and financial resources that are beyond the reach of academic institutes, or even
governmental agencies in most countries—save for the US. On the other hand, polling companies
have vast survey research experience gathering information on a wide range of topics. This experience
was taken advantage of in two European studies that used survey research methods to study the
epidemiology of ACEs in nationally representative samples. One of the studies was carried out on a
representative sample of 2504 German participants between 14 and 92 years by face-to-face interviews
on childhood abuse and neglect, as well as current anxiety and depression. Data collection was carried
out by an independent institute for opinion and social research [42]. The other study was done in
a sample of 3885 adults representative of England in which information on childhood experiences
and adult mental well-being was collected during personal visits by a professional survey company
directed by researchers [43].

Encouraged by these antecedents, our aim was to obtain data on the prevalence of adverse
childhood experiences in the adult Hungarian population in line with the recommendations of the
World Health Organization using opinion research methodology.

2. Materials and Methods

2.1. Sampling and Data Collection

A market research company (Median Opinion and Market Research Institute) was contracted
based on its outstanding performance predicting election results in Hungary. A multistage stratified
cluster sampling was carried out using the most recent census list (2011) of the Central Statistical
Office of Hungary. Based on detailed maps of the country, 120 sampling units were selected by a
computer program of Median Opinion and Market Research Institute. Sampling units represented the
entire territory of the country according to EUROSTAT NUTS II levels and according to the distribution
of the resident population in terms of metropolitan, urban, and rural areas. One starting address was
randomly drawn in each selected sampling unit from which nine other households were accessed by
random walking (10 households per sampling unit). One respondent 18 years or older was interviewed
in each household by using the Kish selection grid [44]. Each selected person was contacted in person
at least three times if the first attempt was not successful. In case of refusal, the interviewer had to
select another respondent in another household based on a preset algorithm.

General questions were asked face to face, whereas the questions relating to childhood adversity
were filled by the respondents themselves. The interviewer handed over the paper-based questionnaire
to the respondent in person. The respondents were allowed to submit their responses in a
sealed envelope upon request; 10 % of the completed interviews were validated by face-to-face
or telephone re-interview.

Altogether, 1200 persons aged 18 years or older were interviewed out of 1608 who were attempted
to be interviewed (74.6% response rate). All interviewees received a written statement about data
collection being voluntary and conforming to the requirements of the national data protection act;
none of them received incentive in any form. Data collection was carried out by trained interviewers
in person in March 2016.
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Median Opinion and Market Research Institute is one of leading research companies in Hungary,
conducting high-quality market, opinion, and social research. The institute follows the professional
and ethical guidelines specified in the ESOMAR Code of Conduct [45]. During the present research,
informed consent was provided and the appropriate ethical standards (according to the World Medical
Association Declaration of Helsinki) were followed. The protocol of research was approved by the
Medical Research Council of the University of Debrecen (4499-2015).

2.2. Measures

2.2.1. Sociodemographic Variables

Age, gender, marital status (unmarried, married, registered partnership, divorced, widow),
type of the settlement of permanent residence (capital, city, village), education (less than primary,
primary, vocational, high school diploma, college/university), type of work (manual vs nonmanual),
employment (nine categories), and current household income (four quartiles) were registered.
Sociodemographic categories were identical to those used by the Central Statistical Office of Hungary.

2.2.2. Adverse Childhood Experiences

Adverse childhood experiences were assessed by the ACE Score Calculator, a validated screening
instrument used to estimate the prevalence of ACEs [46]. This tool of 10 items, developed by the
researchers of the ACE study based on the original ACE Questionnaire, is appropriate for screening
purposes and allows individuals to calculate their own scores based on the original scoring criteria of
the ACE Study [15]. A short form of eight items of the original ACE Questionnaire was also used in
the Health Behavior in School-Aged Children (HBSC) Study and proved to be reliable [38].

The ACE Score Calculator helps assess exposure to 10 types of ACEs including 5 types of abuse
(emotional, physical, and sexual), neglect (physical and emotional), and 5 types of dysfunctional
family environment (mentally ill or substance-abusing member of household, physical violence in the
household, parental separation/divorce, incarcerated family member(s) prior to age 18). The ACE
Score is calculated by summing up all 10 ACE variables and serves as a measure of overall ACE
exposure ranging from 0 (meaning no exposure to the 10 categories of ACEs) to 10 (meaning exposure
to all 10 categories). Responses were categorized by type of ACE and were dichotomized into no
history or any history of adversity prior to age 18. Responses were analyzed also by number of adverse
experiences (none, 1, 2–3, 4 or more) prior to age 18.

Dube et al. (2014) found good to excellent reliability in the reports of ACEs during adulthood.
The test–retest reliability in the responses to questions about ACEs and the resulting ACE score was
found to be good and moderate to substantial. These findings confirm that retrospective responses to
the forms of childhood maltreatment and household dysfunction are generally stable over time [31].
Wingenfeld et al. (2010) investigated the psychometric characteristics of the ACE Score Calculator and
revealed that it is a reliable, valid, and economic screen for the retrospective assessment of ACEs [47].

The English version of the ACE Score Calculator was translated to Hungarian by the authors,
and cross-cultural adaptation was carried out through an iterative forward–backward translation
compared by an independent third person. The preambles, item contents, and response options for
items can be found in the Appendix A (Table A1).

2.3. Data Analysis

In order to obtain estimates of adverse childhood experiences in the adult noninstitutionalized
population of Hungary, statistical weights were applied to ensure that estimates reflect the general
adult Hungarian population gender, age group, education, settlement type, and region. The sample
defined as survey sample was analyzed using Stata/IC 13.1. Single-stage design was used stratifying
the sample based on the sampling units, that is, regions of the country. The Taylor method was
used to estimate sampling errors; primary sampling units were sampled without replacement [48].
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Analysis of variance was computed to examine the prevalence of child maltreatment and household
dysfunctions by total ACE core and by type of ACE stratified by gender. The sociodemographic
characteristics of respondents reporting no history (ACE score = 0) or any history of adversity (ACE
score >0) were described defining the ACE score as a discrete interval variable. The number of
categories of demographic variables such as education and employment type was combined to reduce
the number of categories and to simplify interpretation. Considering the weighted estimates, all
prevalence data were rounded.

Logistic regression was carried out by backward stepwise regression to identify the independent
variables of childhood adversity. The ACE score was defined as the binary outcome variable as
described above (no childhood adversity vs any history of adversity). One binary ACE score was
also created considering only the five types of childhood maltreatment, and another by including
only the five types of family dysfunction. Age (in years), sex (female, male), place of residence
(capital, city, village), education (higher education vs less), type of work (nonmanual vs manual), and
marital status (single, divorced, married, cohabiting, widowed) were tested as categorical explanatory
variables. In terms of marital status, two models were tested. The first model compared those in an
ongoing relationship (married or cohabiting) to all other marital categories (single, divorced, widowed)
including all respondents. The second model compared those in an ongoing relationship (married or
cohabiting) to those who ended their relationship (divorced) including only those with a (supposedly)
living present or past partner. Post-test analysis was carried out by the adjusted Wald test.

3. Results

3.1. Sample

Altogether, 1200 persons aged 18 years or older were interviewed, representing 0.012% of the
Hungarian adult noninstitutionalized population according to the census in 2011. Respondents
ranged in age from 18 years to 112 years and the mean age for the sample was 53.2 (SD = 16.5) years;
37.65% of the respondents were men. The sample was weighted to represent the Hungarian adult
population by gender, age group, education, settlement type, and region. Of all the persons who
had been approached, 74.6% were willing to fill out the questionnaire. Twenty-six individuals filled
out the screening instrument incompletely: 17 did not complete the full questionnaire, 9 respondents
answered all but one question. They were dropped from the analysis, leaving a total sample size of
1174 corresponding to a completion rate of 97.8%.

3.2. The prevalence of Adverse Childhood Experiences in Hungary

The distribution of sociodemographic characteristics overall and by reporting an ACE (no ACE
vs at least one ACE) is provided in Table 1. The highest prevalence of any adversity, 28% (n = 82)
was found in the youngest age group (18–29 years) that was declining and was half of that among
the 50–59-year-olds, but somewhat increased in the oldest age group (60+, 23%, n = 67). Experience
of childhood adversity was more than twice as high in cities compared to the capital or to villages.
Interestingly, the ACE score was by far the lowest among the least-educated group and highest among
those with high school qualification. Income was mildly significantly related to the experience of
adversity: those in the lowest income quartile had the highest proportion of any adversity. One-quarter
more of those who suffered any ACE had been unmarried or divorced compared to persons who did
not report any ACE.

Of the adult Hungarian population, 25% (n = 293) reported having experienced some kind of
childhood adversity before the age of 18 years; 5% (n = 59) of the respondents had four or more
ACEs. There were no significant gender differences regarding the co-occurrence of ACEs (Pearson’s
chi-squared test, p = 0.29) (Table 2). Considering only those between the ages of 18 and 80 years,
the prevalence of any abuse did not change (25%).
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Table 1. Distribution of sociodemographic characteristics by reporting/not reporting an ACE.

Sociodemographic
Variable

Did not Report
an ACE

(N = 904) N (%)

Reported an ACE
(N = 292) N (%)

Total (N = 1196)
N (%)

p-Value a

Age group
18–29 127 (14) 82 (28) 209 (17)

0.0003 *
30–39 163 (18) 55 (19) 218 (18)
40–49 154 (17) 50 (17) 204 (17)
50–59 181 (20) 38 (13) 219 (18)
60+ 280 (31) 67 (23) 347 (30)

Type of the settlement of permanent residence
Capital 154 (17) 58 (20) 212 (18)

0.04 *City 470 (52) 162 (55) 632 (53)
Village 280 (31) 72 (25) 352 (29)

Education
Less than 8 grades 18 (2) 9 (3) 27 (2)

0.265
Primary school 181 (20) 44 (15) 225 (19)
Vocational training 262 (29) 96 (33) 358 (30)
High school 271 (30) 105 (36) 376 (31)
College graduate 172 (19) 38 (13) 210 (18)

Type of work
Manual 515 (57) 181 (62) 696 (58)

0.647Nonmanual 389 (43) 111 (38) 500 (42)
Income quartiles

Low 199 (22) 85 (29) 284 (24)

0.035 *
Lower middle 244 (27) 70 (24) 314 (26)
Upper middle 181 (20) 67 (23) 248 (21)
Upper 280 (31) 70 (24) 350 (29)

Number of children
0 660 (73) 184 (63) 844 (71)

0.161
1 118 (13) 55 (19) 173 (14)
2 81 (9) 38 (13) 119 (10)
3 36 (4) 12 (4) 48 (4)
>4 9 (1) 3 (1) 12 (1)

a Indicates the application of the Pearson’s chi-squared test, * p < 0.05.

Table 2. Distribution of ACE Score overall and by gender.

ACE Score
Women (N = 732)

N (%)
Men (N = 442)

N (%)
Total (N = 1174)

N (%)
p-Value a

0 542 (74) 336 (76) 881 (75)

p = 0.29
1 88 (12) 53 (12) 141 (12)
2 44 (6) 18 (4) 59 (5)
3 22 (3) 13 (3) 34 (3)
≥4 36 (5) 22 (5) 59 (5)

a Indicates the application of the Pearson’s chi-squared test, p = 0.29.

The most prevalent form of self-reported child maltreatment was emotional abuse (5%, n = 59),
and physical abuse (5%, n = 59) in this nationally representative sample. The least prevalent pattern
was sexual abuse (1%, n = 12). The most frequent dysfunctional household condition was parental
divorce or separation (13%, n = 153), followed by household substance abuse (11%, n = 129). The least
prevalent household dysfunction was having an incarcerated household member (4%, n = 47).

Among women, emotional abuse and physical abuse were more prevalent (7% (n = 51) for
emotional abuse and 6% (n = 44) for physical abuse) than among men (4% (n = 18) for physical abuse
and 3% (n = 13) for emotional abuse). Male participants witnessed household physical violence more
often (violence against their mother or stepmother) according to their self-report. Gender differences
in emotional abuse have been shown to be significant (Pearson’s chi-squared test, p = 0.03) (Table 3).
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Table 3. Reported prevalence of ACEs in the sample and by gender.

Adverse Childhood
Experiences (ACEs)

Women (N = 732)
N (%)

Men (N = 442)
N (%)

Total (N = 1174)
N (%)

p-Value a

Maltreatment
Emotional abuse 51 (7) 13 (3) 59 (5) 0.03 *
Physical abuse 44 (6) 18 (4) 59 (5) 0.09
Sexual abuse 15 (2) 0 (0) 12 (1)
Emotional neglect 29 (4) 18 (4) 47 (4) 0.54
Physical neglect 22 (3) 9 (2) 35 (3) 0.68

Family dysfunction
Parental separation/ divorce 102 (14) 53 (12) 153 (13) 0.45
Household physical violence 29 (4) 27 (6) 59 (5) 0.12
Household substance abuse 95 (13) 44 (10) 129 (11) 0.16
Household mental illness 44 (6) 18 (4) 59 (5) 0.27
Incarcerated household member 29 (4) 18 (4) 47 (4) 0.69

a Indicates the application of the Pearson’s chi-squared test, * p < 0.05.

Respondents having experienced four or more ACEs were younger (57% (n = 29) were 18–39
years old), more of them lived outside the capital (75% (n = 38) lived in cities or villages), belonged to
the lowest income category (42%, n = 21), were married (49%, n = 24), and had no children (43%, n = 21)
(Table 4).

Table 4. Distribution of sociodemographic characteristics by ACE Score.

Sociodemographic
Variable

ACE Score = 0
(N = 904) N (%)

ACE Score = 1
(N = 153) N (%)

ACE Score = 2–3
(N = 89) N (%)

ACE Score ≥ 4
(N = 50) N (%)

Age group
18–29 127 (14) 44 (29) 20 (23) 14 (27)
30–39 163 (18) 20 (13) 20 (23) 15 (30)
40–49 154 (17) 29 (18) 15 (16) 6 (13)
50–59 181 (20) 20 (13) 13 (15) 6 (13)
60+ 280 (31) 40 (26) 21 (24) 9 (17)

Type of the settlement of permanent residence
Capital 154 (17) 35 (23) 11 (12) 12 (25)
City 470 (52) 83 (53) 60 (67) 19 (38)
Village 280 (31) 35 (23) 18 (21) 19 (37)

Education
Less than 8 grades 18 (2) 2 (1) 3 (4) 2 (5)
Primary school 181 (20) 23 (15) 15 (16) 6 (12)
Vocational training 262 (29) 45 (30) 31 (35) 18 (36)
High school 271 (30) 63 (41) 30 (34) 14 (28)
College graduate 172 (19) 20 (13) 10 (11) 10 (19)

Type of work
Manual 515 (57) 86 (56) 65 (73) 30 (59)
Nonmanual 389 (43) 67 (44) 24 (27) 20 (41)

Income quartiles
Low 199 (22) 35 (23) 25 (28) 21 (42)
Lower middle 244 (27) 35 (23) 22 (25) 2 (23)
Upper middle 181 (20) 40 (26) 24 (27) 5 (11)
Upper 280 (31) 43 (28) 18 (20) 12 (24)

Marital status
Married 389 (43) 43 (28) 31 (35) 24 (49)
Registered partnership 63 (7) 9 (6) 10 (11) 8 (17)
Divorced 145 (16) 25 (23) 18 (21) 5 (11)
Widow 118 (13) 14 (21) 10 (9) 7 (4)
Unmarried 190 (21) 29 (45) 23 (20) 17 (9)

Number of children
0 660 (73) 112 (73) 54 (61) 21 (43)
1 118 (13) 21 (14) 26 (29) 10 (19)
2 81 (9) 15 (10) 7 (8) 11 (22)
3 36 (4) 5 (3) 2 (2) 5 (11)
>4 9 (1) 0 (0) 0 (0) 3 (5)
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3.3. Modeling the Determinants of Adverse Childhood Experiences in Hungary

Independent determinants of adverse childhood experiences were analyzed by logistic regression
defining childhood abuse as a binary variable (experienced vs not experienced). Any childhood
maltreatment (5 types of abuse or neglect of any sort), family dysfunction (5 types), and both combined,
that is, any adverse experience (10 types), as described in Methods, as outcome variables were modeled.
Marital status was defined in three different ways. In Model 1, all respondents were divided into
two categories: those in an actual relationship (married or cohabiting) and those not currently in a
relationship (single, divorced, widowed) (Table 5). One quartile increase of income decreased the
odds of reporting any childhood maltreatment by 24% in Model 1, but income did not remain a
significant determinant of reporting childhood adversity in either of the models.

In Model 2, only persons with a living present or past partner were included. Those in actual
relationships (married or cohabiting) were compared to those who were divorced (Table 6). The latter
produced a better model in which living in a relationship decreased the odds of reporting maltreatment
by 35%. In the same model, one year increase in age decreased the odds of reporting any childhood
maltreatment by 2.3%, and living in a city compared to a village increased the odds of reporting
any maltreatment by 76%. Age, type of permanent residence, and marital status were found to be
independent determinants of family dysfunction or any adverse childhood experience in the best
adjusted logistic regression model (Model 2).

In Model 3, persons with relationship experience were included. Those in actual relationships
(married or cohabiting) were compared to those who were divorced or widowed (Table 6). Model 2
and 3 both were statistically significant, showing that currently living in a relationship decreased the
odds of reporting any childhood adversity by at least 40% compared to those who had relationship
experience but did not currently live in one.

Other variables such as education, gender, number of children, type of work (manual, nonmanual)
were not found to be significant determinants of reporting any childhood maltreatment, any family
dysfunction, or a combination of both (data not shown).

Table 5. Independent determinants of experiencing any of the five types of maltreatment or five
types of dysfunctions in the family (Model 1).

Sociodemographic Variables
Any Childhood
Maltreatment

Family Dysfunction
Maltreatment & Family
Dysfunction Together

OR p-Value Model OR p-Value Model OR p-Value Model

Model 1: All respondents

Age (year) 1.000 0.925
F = 2.19
p = 0.068

0.979 0.000
F = 7.53
p < 0.001

0.983 0.002
F = 5.99
p < 0.001

City (ref: village) 1.376 0.226 1.765 0.007 1.546 0.026
Living in relationship -married or
cohabiting (ref: not in relationship) 0.827 0.409 0.726 0.079 0.698 0.038

Income (quartiles) 0.759 0.015 0.874 0.092 0.894 0.141

Table 6. Independent determinants of experiencing any of the five types of maltreatment or five
types of dysfunctions in the family (Model 2 and Model 3).

Any Childhood
Maltreatment

Family Dysfunction
Maltreatment & Family

Dysfunction

Sociodemographic Variables OR p-Value Model OR p-Value Model OR p-Value Model

Model 2: Only respondents in current relationship or divorced

Age (year) 0.981 0.104 F = 1.88
p = 0.132

0.968 0.000 F = 8.55
p < 0.001

0.973 0.001 F = 7.32
p < 0.001City (ref: village) 1.464 0.259 2.032 0.006 1.761 0.020

Living in relationship-married
or cohabiting (ref: divorced) 0.652 0.139 0.607 0.025 0.571 0.009
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Table 6. Cont.

Any Childhood
Maltreatment

Family Dysfunction
Maltreatment & Family

Dysfunction

Sociodemographic Variables OR p-Value Model OR p-Value Model OR p-Value Model

Model 3: Only respondents in current relationship or divorced/widowed

Age (year) 0.984 0.103 F = 1.73
p = 0.158

0.97 0.000 F = 10.03
p < 0.001

0.974 0.000 F = 8.13
p < 0.001City (ref: village) 1.469 0.193 1.981 0.002 1.706 0.011

Living in relationship-married
or cohabiting (ref: divorced) 0.701 0.17 0.58 0.006 0.565 0.003

4. Discussion

Our research produced the first national and the third European representative survey on adverse
childhood experiences in Hungary according to which 25% (n = 293) of the Hungarian general
population reported experiencing any childhood adversity before the age of 18 years with no gender
difference; 5% (n = 59) of the respondents had four or more ACEs. The most prevalent form of child
maltreatment was emotional (5%) and physical abuse (5%, n = 59); sexual abuse (1%, n = 12) was
least prevalent. Parental divorce or separation (13%, n = 153), followed by household substance abuse
(11%, n = 129) were the most frequent dysfunctional household conditions. The higher prevalence of
ACEs among the youngest age group of adults may indicate an increasing awareness due to a more
open public attitude and changing public opinion.

Our study is the first survey on adverse childhood experiences in a nationally representative adult
sample of the Hungarian population; the first survey in any Central–Eastern European country; and the
third such survey in developed countries that used a marketing research company for data collection.
The European Commission has already established the feasibility of using marketing research/opinion
polling agencies in health research: two reports were published on various aspects of the mental
health of the population of EU member states in 2006 and 2010 by contracting companies to carry out
representative surveys with multistage probability sampling and face-to-face interviews [49,50].

In order to interpret our results, data from the other two representative national surveys cited
in the Introduction were considered. As it is shown in Table 7, the occurrence of the most frequent
ACEs substantially varies in these countries, with Hungary having the lowest and Germany the
highest prevalence.

Table 7. Prevalence of some ACEs in representative national samples.

Germany England Hungary

Year of survey 2010 2013 2016

Tool CTQ (28 items) ACE screening tool
(11 items)

ACE screening tool
(10 items)

Age group 14–92 18–69 18–112
Sample size 2504 3885 1174
Sample as proportion of the population
in the year of survey (%) 0.003 0.006 0.012

Response rate 56% - 74.6%
Any adversity 68.2 46.4% 25%
Physical abuse (%) 12.0 14.3 5
Emotional abuse (%) 15.0 17.3 5
Sexual abuse (%) 12.6 6.2 1

Schilling et al. [51]
Hauser et al. [42] Hughes et al. [43] present study

The NESARC and BRFSS surveys have unique features (study design and implementation by
public agencies funded by the federal government of the US) based on phone interviews, repeated
measures that may not be easily copied by other countries.

641



Int. J. Environ. Res. Public Health 2019, 16, 1048

The strengths of our study include the use of an international standardized screening tool
(ACE Score Calculator) in a nationally representative adult sample. Sampling and data collection were
carried out by an experienced opinion poll company that used refined and tested sampling methods
and had trained interviewers with experience in face-to-face data collection. This not only increased
the reliability of data but was also cost-effective.

However, the study has limitations as well. The cross-sectional design and the retrospective
nature of data collection limits the scope of interpretation; low awareness of the topic in the country
probably increases recall bias, especially among older persons. However, since the prevalence of
childhood maltreatment did not change significantly when those above the age of 80 years were
removed from the analysis, and since the items of the ACE questionnaire are quite specific, not requiring
interpretation, recall bias likely did not influence our results. The interference of dissociative defense
mechanisms with recall cannot be excluded, but this bias cannot be avoided by any questionnaires.
The conspicuously low frequency of childhood adversity among those with the lowest education
merits further investigation.

In order to further probe the comparability of our data, the literature was searched for
meta-analyses on the prevalence of child maltreatment and dysfunctional households reported by
adults (Table 8). According to Stoltenborgh et al., global estimates of the prevalence in self-report
studies were 22.6% for physical abuse, 36.3% for emotional abuse, 12.7% for sexual abuse (7.6% among
boys and 18.0% among girls), 16.3% for physical neglect, and 18.4% for emotional neglect. These
authors opined that the prevalence of child maltreatment seems to be largely similar across the globe.
However, this statement is based mostly on research in western countries, mainly in North America
and Europe [52].

Some meta-analyses were identified which focused on the prevalence of child maltreatment and
dysfunctional households reported by children (Table 9).

The WHO Regional Office for Europe used 105 prevalence estimates from 50 community surveys
to estimate the prevalence of sexual abuse as 9.6% (13.4% in girls and 5.7% in boys), physical abuse
22.9%, and emotional abuse 29.1% with no gender difference in the two latter types of abuse. The few
studies that focused on neglect found high prevalence: 16.3% for physical and 18.4% for emotional
neglect. As Table 8 shows, there are no differences between global and European prevalence estimates
considering the majority of forms of maltreatment—the only exception being female sexual abuse with
slightly lower prevalence in Europe [53]. The European report opined that prevalence estimates of child
maltreatment would be higher in Eastern Europe. However, Gilbert et al. (2009) reported prevalences
with a much greater variability in high-income countries: 3.7–16.3% of children experienced parental
violence per year, 10.3% suffered from emotional abuse, and 1.4–15.7% suffered from neglect [27].

642



Int. J. Environ. Res. Public Health 2019, 16, 1048

T
a

b
le

8
.

A
co

m
pa

ri
so

n
of

pr
ev

al
en

ce
ra

te
s

(e
st

im
at

es
an

d
m

ea
su

re
d

da
ta

)o
fc

hi
ld

m
al

tr
ea

tm
en

ta
cr

os
s

th
e

gl
ob

e
re

po
rt

ed
by

ad
ul

ts
.

C
o

u
n

tr
y

S
o

u
rc

e
/

S
a
m

p
le

C
h

a
ra

ct
e
ri

st
ic

s
T

o
o

ls

P
re

v
a
le

n
ce

o
f

C
h

il
d

M
a
lt

re
a
tm

e
n

t
P

re
v

a
le

n
ce

o
f

H
o

u
se

h
o

ld
D

y
sf

u
n

ct
io

n
s

P
h

y
si

ca
l

A
b

u
se

E
m

o
ti

o
n

a
l

A
b

u
se

S
e
x
u

a
l

A
b

u
se

(W
o

m
e
n

,
M

e
n

)

E
m

o
ti

o
n

a
l

N
e
g

le
ct

P
h

y
si

ca
l

N
e
g

le
ct

M
e
n

ta
l

Il
ln

e
ss

S
u

b
st

a
n

ce
A

b
u

se
D

o
m

e
st

ic
V

io
le

n
ce

P
a
re

n
ta

l
D

iv
o

rc
e
/

S
e
p

a
ra

ti
o

n
In

ca
rc

e
ra

ti
o

n

W
o

rl
d

w
id

e

St
ol

te
nb

or
gh

et
al

.[
52

],
W

H
O

[5
3]

m
et

a-
an

al
ys

is
,

24
4

pu
bl

ic
at

io
n,

57
7

es
tim

at
es

va
ri

ou
s

qu
es

ti
on

na
ir

es

22
.6

36
.3

18
,7

.6
18

.4
16

.3
-

-
-

-
-

A
fr

ic
a

22
.8

46
.7

20
.2

,1
9.

3
-

-
-

-
-

-
-

A
si

a
16

.7
41

.6
11

.3
,4

.1
30

.1
-

-
-

-
-

-
A

us
tr

al
ia

14
.3

11
.3

21
.5

,7
.5

40
.0

-
-

-
-

-
-

N
or

th
A

m
er

ic
a

24
.0

36
.5

20
.1

,8
.0

-
6.

5
-

-
-

-
-

So
ut

h
A

m
er

ic
a

54
.8

-
13

.4
,1

3.
8

14
.5

19
.2

-
-

-
-

-
Eu

ro
pe

22
.9

29
.2

13
.5

,5
.6

18
.4

16
.3

-
-

-
-

-

EU
W

H
O

[5
3]

m
et

a-
an

al
ys

is
,

50
pu

bl
ic

at
io

n,
10

5
es

ti
m

at
es

va
ri

ou
s

qu
es

ti
on

na
ir

es
22

.9
29

.2
13

.5
,5

.6
-

-
-

-
-

-
-

U
SA

(2
01

6)
Ta

ill
ie

u
et

al
.[

35
],

re
pr

es
en

ta
ti

ve
sa

m
pl

e,
N

=
34

,6
53

A
C

E
qu

es
ti

on
na

ir
e

fiv
e-

po
in

to
rd

in
al

sc
al

e
-

4.
8

-
6.

2
-

-
-

-
-

-

U
SA

(2
00

4)
D

on
g

et
al

.[
21

],
N

=
18

,1
75

A
C

E
qu

es
ti

on
na

ir
e

26
.4

10
.2

21
14

.8
9.

9
20

.3
28

.8
24

.1
13

6

U
K

(2
01

6)

H
ug

he
s,

Lo
w

ey
,

Q
ui

gg
,&

Be
lli

s
[4

3]
;

na
ti

on
al

ly
re

pr
es

en
ta

ti
ve

ho
us

eh
ol

d
su

rv
ey

;N
=

38
85

A
C

E
qu

es
ti

on
na

ir
e

14
.3

17
.3

6.
2

-
-

12
.1

6.
5

12
.1

22
.6

4.
1

G
er

m
an

y
(2

01
6)

Sc
hi

lli
ng

et
al

.[
51

],
re

pr
es

en
ta

ti
ve

sa
m

pl
e

N
=

25
04

G
er

m
an

ve
rs

io
n

of
th

e
C

hi
ld

ho
od

Tr
au

m
a

Q
ue

st
io

nn
ai

re
(2

8
it

em
s)

2.
8

1.
6

1.
9

6.
6

10
.8

-
-

-
-

-

H
un

ga
ry

(2
01

7)
Pr

es
en

ts
tu

dy
re

pr
es

en
ta

ti
ve

sa
m

pl
e

N
=

11
74

A
C

E
Sc

or
e

C
al

cu
la

to
r

(1
0-

it
em

sc
re

en
in

g
to

ol
)

5
5

1
3

3
6

12
4

13
3

643



Int. J. Environ. Res. Public Health 2019, 16, 1048

T
a

b
le

9
.

A
co

m
pa

ri
so

n
of

pr
ev

al
en

ce
ra

te
s

(e
st

im
at

es
an

d
m

ea
su

re
d

da
ta

)o
fc

hi
ld

m
al

tr
ea

tm
en

ta
cr

os
s

th
e

gl
ob

e
re

po
rt

ed
by

ch
ild

re
n.

C
o

u
n

tr
y

S
o

u
rc

e
/S

a
m

p
le

C
h

a
ra

ct
e

ri
st

ic
s

T
o

o
ls

P
re

v
a

le
n

ce
o

f
C

h
il

d
M

a
lt

re
a

tm
e

n
t

P
re

v
a

le
n

ce
o

f
H

o
u

se
h

o
ld

D
y

sf
u

n
ct

io
n

s

P
h

y
si

ca
l

A
b

u
se

E
m

o
ti

o
n

a
l

A
b

u
se

S
e

x
u

a
l

A
b

u
se

E
m

o
ti

o
n

a
l

N
e

g
le

ct
P

h
y

si
ca

l
N

e
g

le
ct

M
e

n
ta

l
Il

ln
e

ss
S

u
b

st
a

n
ce

A
b

u
se

D
o

m
e

st
ic

V
io

le
n

ce

P
a

re
n

ta
l

D
iv

o
rc

e
/

S
e

p
a

ra
ti

o
n

In
ca

rc
e

ra
ti

o
n

U
SA

(2
01

6)
Tu

rn
ey

&
W

ild
em

an
[5

4]
na

ti
on

al
ly

re
pr

es
en

ta
ti

ve
su

rv
ey

N
=

95
,6

77
ch

ild
re

n
pl

ac
ed

in
an

d
ad

op
te

d
fr

om
fo

st
er

ca
re

A
C

E
qu

es
ti

on
na

ir
e

-
-

-
-

-
8.

5
10

.5
-

19
.9

6.
9

Sw
it

ze
rl

an
d

(1
99

6)
H

al
pé

ri
n

et
al

.[
55

]n
at

io
na

lly
re

pr
es

en
ta

ti
ve

hi
gh

-s
ch

oo
lc

hi
ld

re
n

se
lf

-c
on

st
ru

ct
ed

qu
es

ti
on

na
ir

e
20

-
-

-
-

-
-

-
-

-

R
om

an
ia

(2
00

0)
Br

ow
ne

[5
6]

se
lf

-r
ep

or
ts

ur
ve

y
ch

ild
re

n
ag

ed
13

–1
4

N
=

12
95

n.
a.

24
.0

21
.0

9.
0

46
.0

44
.0

-
-

-
-

-

La
tv

ia
Se

br
e

et
al

.[
57

],
U

N
IC

EF
[5

8]
m

ul
ti

co
un

tr
y

su
rv

ey
;c

hi
ld

re
n

ag
ed

10
–1

4
La

tv
ia

(N
=

29
7)

Li
th

ua
ni

a
(N

=
30

0)
M

ac
ed

on
ia

(N
=

30
2)

M
ol

do
va

(N
=

24
6)

va
ri

ou
s

qu
es

ti
on

na
ir

es

19
.0

29
.0

-
-

-
-

-
-

-
-

Li
th

ua
ni

a
26

.0
33

.0
-

-
-

-
-

-
-

-
M

ac
ed

on
ia

12
.0

13
.0

-
-

-
-

-
-

-
-

M
ol

do
va

30
.0

32
.0

-
-

-
-

-
-

-
-

644



Int. J. Environ. Res. Public Health 2019, 16, 1048

Our population survey measured a considerably lower prevalence of childhood adversity
compared to population surveys in Germany or England. This, on one hand, probably reflects
underestimation, supported by other data such as the homicide rate under 15 years of age in
Hungary that was as high as 0.89 per 100,000 children or the fact that Hungary ranked 23rd out of
27 developed countries based on deaths due to abuse and/or neglect per 100,000 children under the
age of 15 [53,59,60]; or that satisfaction with life among young teenagers was the second lowest in
Hungary out of 21 developed countries in 2013 [61].

On the other hand, the widely different methods and measurements in various samples
(community, clinical, and chance samples) selected by a wide variety of methods severely restricts the
comparability of surveys carried out in different countries.

Third, the strong influence of culture, traditions, and religion on the treatment of children
including what counts and what does not as maltreatment [62], as well as the possibility of
false-negative statements due to psychological motives, must also be taken into account when
comparing data on child maltreatment in various countries [32]. The ACE study was seminal in
drawing attention to childhood adversity in the US and other developed countries [63], but this topic
only recently has commanded attention in Hungary, reflected by the fact that no community-based
data collection on childhood adversity had been carried out in the country.

Taking all these points together, the statement of Stoltenborgh and his coauthors (2015) that the
prevalence of child maltreatment seems to be largely similar across the globe must be called into
question [52]. Moreover, the opposite seems to be likely, which points to the importance of population-
or community-based prevalence estimates measured by consistent methodology in each country.

5. Conclusions

Our survey provides a population-based set of reference data upon which a strategy to address
childhood adversity should be built and to which future data can be compared. Considering the fact
that 1) the design and implementation of national surveys is beyond the resources of Hungarian
academic institutes, 2) to our knowledge, no similar survey is being designed or planned by
national institutions of public health or child protection, and 3) clinical samples have been known to
overestimate the population prevalence of ACEs [39], marketing research methods provide a viable
and cost-effective alternative to collect data on this important topic.

Even underestimated population-based data on childhood adversity are better than estimates
based on clinical or chance samples or no data at all. Our survey provides the first data on ACEs
in Central and Eastern Europe with the aim of advocating for the monitoring of ACEs in the future
for which the use of marketing research methods seems to be appropriate. The European report on
preventing child maltreatment states that community surveys using international standardized tools
should be conducted regularly in order to identify the changes in prevalence rates and the potential
risks and to have the opportunity to evaluate the implemented prevention programs [53]. However,
until international standardized methods of measuring childhood adversity are developed, countries
should aim at quantifying this important public health problem in a scientifically acceptable way for
which less or more complex methods are available [64–66], and keep monitoring its tendency in time.
If there is an issue in which national surveillance is more important than international comparability, it
is childhood adversity, especially considering its long-term impact on the population’s well-being.
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Appendix A

Table A1. The ACE Score Calculator—preambles, item contents and response options.

Item. Preamble and Content ACE Category

During your first 18 years of life:

1 a
Did a parent or other adult in the household often or very often . . .
Swear at you, insult you, put you down, or humiliate you? or
Act in a way that made you afraid that you might be physically hurt?

Emotional abuse

2 a
Did a parent or other adult in the household often or very often . . .
Push, grab, slap, or throw something at you? or
Ever hit you so hard that you had marks or were injured?

Physical abuse

3 a
Did an adult person at least 5 years older than you ever . . .
Touch or fondle you or have you touch their body in a sexual way? or
Attempt or actually have oral, anal, or vaginal intercourse with you?

Sexual abuse

4 a

Did you often or very often feel that . . .
No one in your family loved you or thought you were important or
special? or Your family didn’t look out for each other, feel close to each
other, or support each other?

Emotional neglect

5 a

Did you often or very often feel that . . .
You didn’t have enough to eat, had to wear dirty clothes, and had no
one to protect you? or Your parents were too drunk or high to take care
of you or take you to the doctor if you needed it?

Physical neglect

6 a Were your parents ever separated or divorced? Parental separation/divorce

7 a

Was your mother or stepmother:
Often or very often pushed, grabbed, slapped, or had something
thrown at her? or
Sometimes, often, or very often kicked, bitten, hit with a fist, or hit with
something hard? or
Ever repeatedly hit for at least a few minutes or threatened with a gun
or knife?

Household physical violence

8 a Did you live with anyone who was a problem drinker or alcoholic or
who used street drugs? Household substance abuse

9 a Was a household member depressed or mentally ill, or did a household
member attempt suicide? Household mental illness

10 a Did a household member go to prison? Incarcerated household member
a Dichotomous scales–yes/no.

References

1. Bick, J.; Nelson, C.A. Early Adverse Experiences and the Developing Brain. Neuropsychopharmacology 2016,
41, 177–196. [CrossRef] [PubMed]

2. Holt, S.; Buckley, H.; Whelan, S. The impact of exposure to domestic violence on children and young people:
A review of the literature. Child Abuse Negl. 2008, 32, 797–810. [CrossRef]

3. Glaser, D. Child abuse and neglect and the brain—A review. J. Child Psychol. Psychiatry 2000, 41, 97–116.
[CrossRef] [PubMed]

4. Teicher, M.H.; Andersen, S.L.; Polcari, A.; Anderson, C.M.; Navalta, C.P.; Kim, D.M. The neurobiological
consequences of early stress and childhood maltreatment. Neurosci. Biobehav. Rew. 2003, 27, 33–44. [CrossRef]

5. Twardosz, S.; Lutzker, J.R. Child maltreatment and the developing brain: A review of neuroscience
perspectives. Aggress. Violent Behav. 2010, 15, 59–68. [CrossRef]

6. Riem, M.M.E.; Alink, L.R.A.; Out, D.; Van Ijzendoorn, M.H.; Bakermans-Kranenburg, M.J. Beating the brain
about abuse: Empirical and meta-analytic studies of the association between maltreatment and hippocampal
volume across childhood and adolescence. Dev. Psychopathol. 2015, 27, 507–520. [CrossRef] [PubMed]

7. Van Voorhees, E.; Scarpa, A. The effects of child maltreatment on the hypothalamic-pituitary-adrenal axis.
Trauma Violence Abuse 2004, 5, 333–352. [CrossRef] [PubMed]

646



Int. J. Environ. Res. Public Health 2019, 16, 1048

8. Ehlert, U. Enduring psychobiological effects of childhood adversity. Psychoneuroendocrinology 2013, 38,
1850–1857. [CrossRef]

9. Wegman, H.L.; Stetler, C. A meta-analytic review of the effects of childhood abuse on medical outcomes in
adulthood. Psychosom. Med. 2009, 71, 805–812. [CrossRef]

10. Fergusson, D.M.; McLeod, G.F.H.; Horwood, L.J. Childhood sexual abuse and adult developmental outcomes:
Findings from a 30-year longitudinal study in New Zealand. Child Abuse Negl. 2013, 37, 664–674. [CrossRef]

11. Weber, S.; Jud, A.; Landolt, M.A. Quality of life in maltreated children and adult survivors of child
maltreatment: A systematic review. Qual. Life Res. 2016, 25, 237–255. [CrossRef] [PubMed]

12. Dube, S.R.; Anda, R.F.; Felitti, V.J.; Chapman, D.P.; Williamson, D.F.; Giles, W.H. Childhood abuse, household
dysfunction, and the risk of attempted suicide throughout the life span: Findings from the Adverse
Childhood Experiences Study. JAMA 2001, 286, 3089–3096. [CrossRef] [PubMed]

13. Dube, S.R.; Anda, R.F.; Felitti, V.J.; Edwards, V.J.; Croft, J.B. Adverse childhood experiences and personal
alcohol abuse as an adult. Addict. Behav. 2002, 27, 713–725. [CrossRef]

14. Dube, S.R.; Felitti, V.J.; Dong, M.; Chapman, D.P.; Giles, W.H.; Anda, R.F. Childhood abuse, neglect, and
household dysfunction and the risk of illicit drug use: The adverse childhood experiences study. Pediatrics
2003, 111, 564–572. [CrossRef]

15. Felitti, V.J.; Anda, R.F.; Nordenberg, D.; Williamson, D.F.; Spitz, A.M.; Edwards, V.; Koss, M.P.; Marks, J.S.
Relationship of childhood abuse and household dysfunction to many of the leading causes of death in
adults—The adverse childhood experiences (ACE) study. Am. J. Prev. Med. 1998, 14, 245–258. [CrossRef]

16. Maniglio, R. The impact of child sexual abuse on health: A systematic review of reviews. Clin. Psychol. Rev.
2009, 29, 647–657. [CrossRef] [PubMed]

17. Norman, R.E.; Byambaa, M.; De, R.; Butchart, A.; Scott, J.; Vos, T. The Long-Term Health Consequences of
Child Physical Abuse, Emotional Abuse, and Neglect: A Systematic Review and Meta-Analysis. PLoS Med.
2012, 9, e1001349. [CrossRef] [PubMed]

18. Cleare, S.; Wetherall, K.; Clark, A.; Ryan, C.; Kirtley, O.J.; Smith, M.; O’Connor, R.C. Adverse Childhood
Experiences and Hospital-Treated Self-Harm. Int. J. Environ. Res. Public Health 2018, 15, 1235. [CrossRef]
[PubMed]

19. DeLisi, M.; Alcala, J.; Kusow, A.; Hochstetler, A.; Heirigs, M.H.; Caudill, J.W.; Trulson, C.R.; Baglivio, M.T.
Adverse Childhood Experiences, Commitment Offense, and Race/Ethnicity: Are the Effects Crime-, Race-,
and Ethnicity-Specific? Int. J. Environ. Res. Public Health 2017, 14, 331. [CrossRef]

20. Ogai, Y.; Senoo, E.; Gardner, F.C.; Haraguchi, A.; Saito, T.; Morita, N.; Ikeda, K. Association between
Experience of Child Abuse and Severity of Drug Addiction Measured by the Addiction Severity Index
among Japanese Drug-Dependent Patients. Int. J. Environ. Res. Public Health 2015, 12, 2781–2792. [CrossRef]

21. Dong, M.; Anda, R.F.; Felitti, V.J.; Dube, S.R.; Williamson, D.F.; Thompson, T.J.; Loo, C.M.; Giles, W.H. The
interrelatedness of multiple forms of childhood abuse, neglect, and household dysfunction. Child Abuse Negl.
2004, 28, 771–784. [CrossRef]

22. Berlin, L.J.; Appleyard, K.; Dodge, K.A. Intergenerational continuity in child maltreatment: Mediating
mechanisms and implications for prevention. Child Dev. 2011, 82, 162–176. [CrossRef] [PubMed]

23. Schofield, T.J.; Lee, R.D.; Merrick, M.T. Safe, stable, nurturing relationships as a moderator of
intergenerational continuity of child maltreatment: A meta-analysis. J. Adolesc. Health 2013, 53 (Suppl. 4),
S32–S38. [CrossRef] [PubMed]

24. Castro, M.; Alcántara-López, M.; Martínez, A.; Fernández, V.; Sánchez-Meca, J.; López-Soler, C. Mother’s
IPV, Child Maltreatment Type and the Presence of PTSD in Children and Adolescents. Int. J. Environ. Res.
Public Health 2017, 14, 1077. [CrossRef]

25. Fang, X.; Brown, D.S.; Florence, C.S.; Mercy, J.A. The economic burden of child maltreatment in the United
States and implications for prevention. Child Abuse Negl. 2012, 36, 156–165. [CrossRef] [PubMed]

26. Felitti, V.J.; Anda, R.F. The relationship of adverse childhood experiences to adult health, well-being, social
function, and healthcare. In The Impact of Early Life Trauma on Health and Disease: The Hidden Epidemic;
Lanius, R.A., Vermetten, E., Pain, C., Eds.; Cambridge University Press: Cambridge, UK, 2010; pp. 77–88.

27. Gilbert, R.; Widom, C.S.; Browne, K.; Fergusson, D.; Webb, E.; Janson, S. Burden and consequences of child
maltreatment in high-income countries. Lancet 2009, 373, 68–81. [CrossRef]

647



Int. J. Environ. Res. Public Health 2019, 16, 1048

28. WHO. Investing in Children: The European Child Maltreatment Prevention Action Plan 2015–2020; World Health
Organization Regional Office for Europe: Copenhagen, Denmark, 2014; Available online: http://www.
euro.who.int/__data/assets/pdf_file/0009/253728/64wd13e_InvestChildMaltreat_140439.pdf (accessed on
29 October 2018).

29. Sousa, C.; Herrenkohl, T.I.; Moylan, C.A.; Tajima, E.A.; Klika, J.B.; Herrenkohl, R.C.; Russo, M.J. Longitudinal
study on the effects of child abuse and children’s exposure to domestic violence, parent-child attachments,
and antisocial behavior in adolescence. J. Interpers. Violence 2011, 26, 111–136. [CrossRef] [PubMed]

30. Fergusson, D.M.; Boden, J.M.; Horwood, L.J. From evidence to policy: Findings from the Christchurch
Health and Development Study. Aust. N. Z. J. Criminol. 2015, 48, 386–408. [CrossRef]

31. Dube, S.R.; Williamson, D.F.; Thompson, T.; Felitti, V.J.; Anda, R.F. Assessing the reliability of retrospective
reports of adverse childhood experiences among adult HMO members attending a primary care clinic. Child
Abuse Negl. 2004, 28, 729–737. [CrossRef] [PubMed]

32. Hardt, J.; Rutter, M. Validity of adult retrospective reports of adverse childhood experiences: Review of the
evidence. J. Child Psychol. Psychiatry 2004, 45, 260–273. [CrossRef] [PubMed]

33. Hardt, J.; Sidor, A.; Bracko, M.; Egle, U.T. Reliability of retrospective assessments of childhood experiences
in Germany. J. Nerv. Ment. Dis. 2006, 194, 676–683. [CrossRef] [PubMed]

34. Hussey, J.M.; Chang, J.J.; Kotch, J.B. Child maltreatment in the United States: Prevalence, risk factors, and
adolescent health consequences. Pediatrics 2006, 118, 933–942. [CrossRef]

35. Taillieu, T.L.; Brownridge, D.A.; Sareen, J.; Afifi, T.O. Childhood emotional maltreatment and mental
disorders: Results from a nationally representative adult sample from the United States. Child Abuse Negl.
2016, 59, 1–12. [CrossRef] [PubMed]

36. Daro, D. Public Opinion and Behaviors Regarding Child Abuse Prevention: 1999 Survey. 1999. Available
online: https://www.ncjrs.gov/App/Publications/abstract.aspx?ID=182137 (accessed on 29 October 2018).

37. Larrabee-Warner, H.M.; Nielsen, E. Gallup Poll: Child Abuse Study, 1995. 2005. Available online: https:
//www.ndacan.acf.hhs.gov/datasets/pdfs_user_guides/Dataset106UsersGuideCodebook.pdf (accessed on
29 October 2018).

38. WHO. Measuring and Monitoring National Prevalence of Child Maltreatment: A Practical Handbook; World
Health Organization Regional Office for Europe: Copenhagen, Denmark, 2016. Available online:
http://www.euro.who.int/__data/assets/pdf_file/0003/317505/Measuring-monitoring-national-
prevalence-child-maltreatment-practical-handbook.pdf?ua=1 (accessed on 29 October 2018).

39. Baker, A.J.L. Adult recall of childhood psychological maltreatment: Definitional strategies and challenges.
Child Youth Serv. Rev. 2009, 31, 703–714. [CrossRef]

40. CDC. About the CDC-Kaiser ACE Study. Available online: https://www.cdc.gov/violenceprevention/
acestudy/about.html (accessed on 29 October 2018).

41. CDC. About Behavioral Risk Factor Surveillance System ACE Data. 2015. Available online: https://www.
cdc.gov/violenceprevention/acestudy/ace_brfss.html (accessed on 29 October 2018).

42. Hauser, W.; Schmutzer, G.; Brahler, E.; Glaesmer, H. Maltreatment in Childhood and Adolescence Results
From a Survey of a Representative Sample of the German Population. Dtsch. Arztebl. Int. 2011, 108, 287–294.
[CrossRef] [PubMed]

43. Hughes, K.; Lowey, H.; Quigg, Z.; Bellis, M.A. Relationships between adverse childhood experiences and
adult mental well-being: Results from an English national household survey. BMC Public Health 2016, 16,
222. [CrossRef] [PubMed]

44. Kish, L. Survey Sampling; John Wiley & Sons: New York, NY, USA, 1965.
45. ICC/ESOMAR International Code on Market, Opinion and Social Research and Data Analysis

2016. Available online: https://www.esomar.org/uploads/public/knowledge-and-standards/codes-and-
guidelines/ICCESOMAR_Code_English.pdf (accessed on 1 March 2019).

46. Anda, R.F.; Butchart, A.; Felitti, V.J.; Brown, D.W. Building a framework for global surveillance of the public
health implications of adverse childhood experiences. Am. J. Prev. Med. 2010, 39, 93–98. [CrossRef] [PubMed]

47. Wingenfeld, K.; Schäfer, I.; Terfehr, K.; Grabski, H.; Driessen, M.; Grabe, H.; Löwe, B.; Spitzer, C.
The reliable, valid and economic assessment of early traumatization: First psychometric characteristics of the
German version of the Adverse Childhood Experiences Questionnaire (ACE). Psychotherapie Psychosomatik
Medizinische Psychologie 2010, 61, 10–14. [CrossRef]

648



Int. J. Environ. Res. Public Health 2019, 16, 1048

48. Vonesh, E.F.; Wang, H.; Majumdar, D. Generalized least squares, Taylor series linearization, and Fisher’s
scoring in multivariate nonlinear regression. J. Am. Stat. Assoc. 2001, 96, 282–291. [CrossRef]

49. EC. Special EUROBAROMETER 248—Mental Wellbeing. 2006. Available online: http://ec.europa.eu/
public_opinion/archives/ebs/ebs_248_en.pdf (accessed on 29 October 2018).

50. EC. Special EUROBAROMETER 345—Mental Health. 2010. Available online: http://ec.europa.eu/health/
sites/health/files/mental_health/docs/ebs_345_en.pdf (accessed on 29 October 2018).

51. Schilling, C.; Weidner, K.; Brahler, E.; Glaesmer, H.; Hauser, W.; Pohlmann, K. Patterns of Childhood Abuse
and Neglect in a Representative German Population Sample. PLoS ONE 2016, 11, e0159510. [CrossRef]

52. Stoltenborgh, M.; Bakermans-Kranenburg, M.J.; Alink, L.R.A.; van IJzendoorn, M.H. The Prevalence of
Child Maltreatment across the Globe: Review of a Series of Meta-Analyses. Child Abuse Rev. 2015, 24, 37–50.
[CrossRef]

53. WHO. European Report on Preventing Child Maltreatment. 2013. Available online: http://www.euro.
who.int/__data/assets/pdf_file/0019/217018/European-Report-on-Preventing-Child-Maltreatment.pdf
(accessed on 29 October 2018).

54. Turney, K.; Wildeman, C. Adverse childhood experiences among children placed in and adopted from foster
care: Evidence from a nationally representative survey. Child Abuse Negl. 2017, 64, 117–129. [CrossRef]

55. Halperin, D.S.; Bouvier, P.; Jaffe, P.D.; Mounoud, R.L.; Pawlak, C.H.; Laederach, J.; Wicky, H.R.; Astie, F.
Prevalence of child sexual abuse among adolescents in Geneva: Results of a cross sectional survey. Br. Med. J.
1996, 312, 1326–1329. [CrossRef]

56. Browne, K.D. National Prevalence Study of Child Abuse and Neglect in Romanian Families; WHO Regional Office
for Europe: Copenhagen, Denmark, 2002.

57. Sebre, S.; Sprugevica, I.; Novotni, A.; Bonevski, D.; Pakalniskiene, V.; Popescu, D.; Turchina, T.; Friedrich, W.;
Lewis, O. Cross-cultural comparisons of child-reported emotional and physical abuse: Rates, risk factors
and psychosocial symptoms. Child Abuse Negl. 2004, 28, 113–127. [CrossRef] [PubMed]

58. UNICEF. Child Disciplinary Practices at Home: Evidence from a Range of Low- and Middle-Income
Countries. 2010. Available online: https://www.unicef.org/protection/Child_Disciplinary_Practices_at_
Home.pdf (accessed on 29 October 2018).

59. Herczog, M. Gyermekbántalmazás; Complex Kiadó Kft.: Budapest, Hungary, 2007.
60. UNICEF. A League Table of Child Maltreatment Deaths in Rich Nations; UNICEF Innocenti Research Centre:

Florence, Italy, 2003; Innocenti Report Card No. 5. Available online: https://www.unicef-irc.org/
publications/pdf/repcard5e.pdf (accessed on 29 October 2018).

61. UNICEF. Child Well-Being in Rich Countries: A Comparative Overview; Innocenti Report Card 11; UNICEF
Office of Research: Florence, Italy, 2013. Available online: https://www.unicef-irc.org/publications/pdf/
rc11_eng.pdf (accessed on 29 October 2018).

62. Raman, S.; Hodes, D. Cultural issues in child maltreatment. J. Paediatr. Child Health 2012, 48, 30–37. [CrossRef]
[PubMed]

63. CDC. Adverse Childhood Experiences (ACEs). 2016. Available online: https://www.cdc.gov/
violenceprevention/acestudy/ (accessed on 29 October 2018).

64. Cronholm, P.F.; Forke, C.M.; Wade, R.; Bair-Merritt, M.H.; Davis, M.; Harkins-Schwarz, M.; Pachter, L.M.;
Fein, J.A. Adverse Childhood Experiences: Expanding the Concept of Adversity. Am. J. Prev. Med. 2015, 49,
354–361. [CrossRef] [PubMed]

65. Finkelhor, D.; Shattuck, A.; Turner, H.; Hamby, S. A revised inventory of Adverse Childhood Experiences.
Child Abuse Negl. 2015, 48, 13–21. [CrossRef]

66. Mersky, J.P.; Janczewski, C.E.; Topitzes, J. Rethinking the Measurement of Adversity: Moving Toward
Second-Generation Research on Adverse Childhood Experiences. Child Maltreat. 2017, 22, 58–68. [CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

649





International  Journal  of

Environmental Research

and Public Health

Article

Association of Consecutive Influenza Vaccinations
and Pneumonia: A Population-Based
Case-Control Study

Liang-Tsai Yeh 1,2,†, Chi-Ho Chan 3,†, Shun-Fa Yang 1,4, Han-Wei Yeh 5, Ying-Tung Yeh 6,7,8,

Yu-Hsun Wang 4, Ming-Chih Chou 1, Chao-Bin Yeh 1,9,10 and Ying-Hock Teng 9,10,11,*

1 Institute of Medicine, Chung Shan Medical University, Taichung 40201, Taiwan; 68990@cch.org.tw (L.-T.Y.);
ysf@csmu.edu.tw (S.-F.Y.); cshy236@csh.org.tw (M.-C.C.); sky5ff@gmail.com (C.-B.Y.)

2 Department of Anesthesiology, Changhua Christian Hospital, Changhua 50006, Taiwan
3 Department of Microbiology and Immunology, Chung Shan Medical University, Taichung 40201, Taiwan;

chiho@csmu.edu.tw
4 Department of Medical Research, Chung Shan Medical University Hospital, Taichung 40201, Taiwan;

cshe731@csh.org.tw
5 School of Medicine, Chang Gung University, Taoyuan City 33302, Taiwan; george66889@gmail.com
6 Graduate Institute of Oral Sciences, Chung Shan Medical University, Taichung 40201, Taiwan;

yehtungtung@hotmail.com
7 School of Dentistry, Chung Shan Medical University, Taichung 40201, Taiwan
8 Department of Dentistry, Chung Shan Medical University Hospital, Taichung 40201, Taiwan
9 Department of Emergency Medicine, School of Medicine, Chung Shan Medical University, Taichung 40201,

Taiwan
10 Department of Emergency Medicine, Chung Shan Medical University Hospital, Taichung 40201, Taiwan
11 Department of Health Policy and Management, Chung Shan Medical University, Taichung 40201, Taiwan
* Correspondence: cshy392@csh.org.tw
† These authors contributed equally to the work.

Received: 14 February 2019; Accepted: 23 March 2019; Published: 26 March 2019

Abstract: The purpose of this study was to investigate whether individuals receiving influenza
vaccines have a lower risk of pneumonia. A nationwide population-based case-control study was
conducted using data from the National Health Insurance Research Database in Taiwan. We enrolled
7565 patients each in pneumonia and non-pneumonia groups after diagnosis of patients with chronic
pulmonary disease, and these patients were individually age and sex matched in a 1:1 ratio. Using
conditional logistic regression analysis, adjusted odds ratios (aORs) were estimated in patients who
received influenza vaccination and those who had not previously had pneumonia. Moreover, we
also analyzed the interval between vaccination and the onset of pneumonia and the number of
vaccinations received by patients. This was compared with patients who never received influenza
vaccination. Patients who had received influenza vaccination and had been vaccinated for two
consecutive years (aOR = 0.85, confidence interval (CI) = 0.79–0.93 and aOR = 0.75, CI = 0.67–0.85,
respectively) showed lower rates of pneumonia occurrence by 15–25%. In conclusion, influenza
vaccination significantly reduces the occurrence of pneumonia, especially in individuals who receive
vaccination in consecutive years.

Keywords: influenza vaccination; pneumonia; population-based case-control study

1. Introduction

Pneumonia is a common clinical presentation after a respiratory infection. Since 2016, pneumonia
has been the third most common cause of death in Taiwan. The majority of pneumonia cases can
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be classified as either community-acquired, hospital-acquired, or acquired after traveling to foreign
countries. Bacterial pneumonia is usually a complication of influenza virus infection [1]. The American
Thoracic Society and Infectious Diseases Society of America have classified pneumonia into three
types, namely community-acquired pneumonia (CAP), hospital-acquired (or nosocomial) pneumonia,
and ventilator-associated pneumonia, according to the epidemiology, pathogenesis, and risk factors for
infection in patients with pneumonia [2,3]. The etiology of pneumonia includes bacteria, viruses, fungi,
and protozoa. Generally, pathogens that potentially cause pneumonia subsist of “typical” bacteria and
“atypical” organisms, including Mycoplasma pneumoniae, and respiratory viruses, such as influenza
viruses. However, 11–20% of pneumonia cases are polymicrobial, and the etiology usually consists of
a combination of typical and atypical pathogens [4]. Streptococcus pneumoniae has been reported as
the major pathogen in secondary infection after individuals were infected by influenza viruses, and
it increases the mortality risk of patients [5–8]. Previous studies such as Tessmer et al. [9] show that
prior influenza vaccination is associated with a less severe clinical course and improved long-term
survival in patients with CAP, especially during the influenza epidemic season. However, Shinjoh et
al. [10] reported that children who were immunized for two consecutive seasons experienced decreased
vaccine effectiveness and were more likely to acquire influenza and that this might be associated with
immunity against influenza infection in the previous season. Therefore, the aims of this study are also
to clarify this.

Among the pathogens, influenza is one of the primary causes of pneumonia and influential
respiratory diseases [11,12]. In general, human influenza viruses include A/H1N1, A/H3N2, and B
viruses. Because of the antigenic drift of viruses, epidemics of influenza are reported every year in
Taiwan. To effectively prevent the disease, large influenza vaccination programs have been held by the
health authority of the Taiwanese government, and the trivalent influenza vaccine containing influenza
A/H1N1, A/H3N2, and B viruses is employed annually. To increase the influenza vaccination coverage,
free-of-charge vaccination programs have been held since 1988 for several groups, including young
children under 6 months old, students from primary school to senior high school, and adults with
high influenza risk (i.e., people aged over 50 years and patients of any age with a chronic illness
like diabetes, chronic hepatitis, cardiovascular disease, chronic pulmonary disease, chronic renal
disease, etc.) [13]. In fact, a characteristic of influenza infection in the elderly is a high frequency
of pneumonia complications. Therefore, inoculation with the influenza vaccine is critical for both
preventing influenza infection and lowering the risk of post-influenza pneumonia development in
the elderly [14]. Influenza vaccination has been reported to be associated not only with prevention of
influenza epidemics but also reduced risk of several diseases, such as acute kidney injury, diabetes,
cardiovascular disease, and respiratory failure in chronic obstructive pulmonary disease, especially
in elderly people [15–20]. However, the relationship between pneumonia and influenza vaccination
remains unclear. This study investigated whether individuals receiving influenza vaccines have
decreased risk of developing pneumonia.

2. Materials and Methods

2.1. Data Source

We used the National Health Insurance Research Database (NHIRD) of Taiwan from 1 January
2009 to 31 December 2013. The NHIRD contains all medical data, including information on
disease diagnosis, drug prescriptions, medical operations, and medical expenses of insurance claims
data. The National Health Insurance covered more than 99% of Taiwan’s population by 2010.
The Longitudinal Health Insurance Database 2010 included data from 1 million people randomly
sampled from the NHIRD and who were registered by the end of 2010. Diagnostic codes were
recorded according to the International Classification of Diseases, Ninth Edition, Clinical Modification
(ICD-9-CM). This study was approved by the ethical review board of Chung Shan Medical University
Hospital (CSMU No. CS 18096).
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2.2. Study Groups

This study used a case-control study design. All subjects had been diagnosed with chronic
pulmonary diseases (ICD-9-CM 490–496) from 2010 to 2012. To confirm the accuracy of diagnosis,
we enrolled patients with a minimum of two outpatient visits or one admission. The case group was
defined as newly diagnosed pneumonia (ICD-9-CM 481, 482, 483, 485, and 486) from emergency or
hospitalization after chronic pulmonary disease diagnosis. The first date of pneumonia was the index
date. Patients with no pneumonia diagnosis from 2009 to 2013 were selected as the control group. We
performed a 1:1 age and sex match to obtain index dates corresponding to the control group.

2.3. Exposure Measurement

Influenza vaccination was defined using an ICD-9-CM (V04.7 or V04.8) diagnosis or a drug code
within two years before the index date. Comorbidities considered were hypertension (ICD-9-CM
401–405), diabetes mellitus (ICD-9-CM 250), cerebrovascular disease (ICD-9-CM 430–438), renal disease
(ICD-9-CM 582–582.9, 583–583.7, 585, 586, and 588–588.9), liver disease (ICD-9-CM 456.0–456.21, 571.2,
571.4–571.49, 571.5, 571.6, and 572.2–572.8), ischemic heart disease (ICD-9-CM 410–414), dementia
(ICD-9-CM 290.0–290.4, 294.1, 331.0–331.2, and 331.82), alcohol-related disorder (ICD-9-CM 291, 303,
305.0, 571.0, 571.1, 571.3, 790.3, and V11.3), and malignancy (ICD-9-CM 140–208). All patients were
diagnosed with the disease before the index date.

2.4. Statistical Analysis

A comparison of pneumonia and non-pneumonia groups was performed using a Chi-squared
test or independent t-test, as was appropriate. The association between influenza vaccination and
pneumonia was analyzed using conditional logistical regression analysis. The statistical software used
was SPSS V.18.0 (SPSS, Chicago, IL, USA), and the significance was defined as p < 0.05. On the use of
post hoc power analysis of the logistic regression, the alpha error was 0.05 and the beta error was 0.2.
The achieved power of the study was 0.83.

3. Results

In total, 90,491 patients diagnosed with chronic pulmonary disease were initially recruited from
2010 to 2012. Next, 8010 of the 90,491 patients were selected according to a new diagnosis of pneumonia
after chronic pulmonary disease diagnosis. Another 56,233 patients who were never diagnosed with
pneumonia were also selected. After this, we performed a 1:1 age and sex match, and 7565 patients
were enrolled in each of the two groups: pneumonia and non-pneumonia (Figure 1). The distributions
of age and sex in the groups were not significant (Table 1).

Table 1. Demographic characteristics of pneumonia and non-pneumonia.

Variable
Pneumonia (N = 7565) Non-Pneumonia (N = 7565) p-Value

n % n %

Vaccination 0.026 *
No 5006 66.2 4876 64.5
Yes 2559 33.8 2689 35.5
Age 1
<40 1739 23.0 1739 23.0

40–65 1383 18.3 1383 18.3
≥65 4443 58.7 4443 58.7

Mean ± SD 59.1 ± 29.1 59.1 ± 29.1 1
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Table 1. Cont.

Variable
Pneumonia (N = 7565) Non-Pneumonia (N = 7565) p-Value

n % n %

Gender 1
Female 2991 39.5 2991 39.5
Male 4574 60.5 4574 60.5

Hypertension 3694 48.8 3173 41.9 <0.001 **
Diabetes 1673 22.1 1116 14.8 <0.001 **

Cerebrovascular disease 1425 18.8 693 9.2 <0.001 **
Renal disease 591 7.8 301 4.0 <0.001 **
Liver disease 385 5.1 298 3.9 0.001 **

Ischemic heart disease 1435 19.0 1111 14.7 <0.001 **
Dementia 665 8.8 262 3.5 <0.001 **

Alcohol-related disorder 58 0.8 15 0.2 <0.001 **
Malignancy 1009 13.3 406 5.4 <0.001 **

* p < 0.05, ** p < 0.01.

Figure 1. Flow chart for patient selection.

Next, we analyzed the risk of pneumonia and the selected comorbidities. Patients who had
received an influenza vaccination showed a 15% decreased risk of pneumonia (adjusted odds ratio
(aOR) = 0.85, confidence interval (CI) = 0.79–0.93). Furthermore, patients had an increased risk of
pneumonia with following comorbidities: hypertension, diabetes, cerebrovascular disease, renal
disease, and liver disease (Table 2).
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Table 2. Conditional logistic regression between influenza vaccination and comorbidities and the risk
of pneumonia.

Variable Crude OR 95% CI Adjusted OR † 95% CI

Vaccination
No 1 1
Yes 0.91 ** 0.84–0.98 0.85 ** 0.79–0.93

Hypertension 1.48 ** 1.37–1.60 1.26 ** 1.16–1.37
Diabetes 1.73 ** 1.58–1.89 1.46 ** 1.33–1.62

Cerebrovascular disease 2.48 ** 2.24–2.76 2.15 ** 1.92–2.41
Renal disease 2.06 ** 1.78–2.38 1.64 ** 1.41–1.92
Liver disease 1.31 ** 1.12–1.54 1.11 0.94–1.32

Ischemic heart disease 1.40 ** 1.28–1.53 1.35 ** 1.22–1.49
Dementia 2.95 ** 2.52–3.45 2.72 ** 2.3–3.23

Alcohol-related disorder 4.07 ** 2.27–7.31 3.68 ** 1.99–6.82
Malignancy 2.88 ** 2.54–3.27 3.10 ** 2.71–3.55

† Adjusted for hypertension, diabetes, cerebrovascular disease, renal disease, liver disease, ischemic heart disease,
dementia, alcohol-related disorder, and malignancy. OR: odds ratio; CI: confidence interval; ** p < 0.01.

We also analyzed the interval between the onset of pneumonia and receiving the influenza
vaccination, as well as the number of vaccinations. We compared these results with patients who had
never received an influenza vaccination. Patients that received the vaccine one year prior to the study
showed a 13% reduction in the risk of developing pneumonia (aOR = 0.87, CI = 0.78–0.98). Patients
vaccinated for two consecutive years prior to the study showed a 25% decreased risk of developing
pneumonia (aOR = 0.75, CI = 0.67–0.85). Furthermore, patients vaccinated for three consecutive years
compared with those who had never received influenza vaccination showed a 44% decreased risk of
developing pneumonia (aOR = 0.56, CI = 0.45–0.69) (Table 3).

Table 3. Conditional logistic regression of the frequency of receiving an influenza vaccination.

Variable N No. of Pneumonia Crude OR 95% C.I. Adjusted OR † 95% C.I.

Vaccination
1 yr 2 yr
No No 9882 5006 1 1
No Yes 1282 665 1.03 0.91–1.17 0.98 0.86–1.12
Yes No 1817 908 0.96 0.86–1.07 0.87 * 0.78–0.98
Yes Yes 2149 986 0.79 ** 0.71–0.88 0.75 ** 0.67–0.85

Vaccination
Never 9243 4685 1 1

Three consecutive years 1096 475 0.64 ** 0.53–0.77 0.56 ** 0.45–0.69
† Adjusted for hypertension, diabetes, cerebrovascular disease, renal disease, liver disease, ischemic heart disease,
dementia, alcohol-related disorder, and malignancy. 1 yr: receive influenza vaccine in the first year before the
pneumonia diagnosis. 2 yr: receive influenza vaccine in 1 to 2 years before the pneumonia diagnosis. * p < 0.05,
** p < 0.01.

Finally, we performed a subgroup analysis by age and sex for the vaccination and non-vaccination
groups. After we subdivided the patients by age into three subgroups (<40, 40–65, and ≥65), we
observed that only those patients aged ≥ 65 had an obvious reduced risk of developing pneumonia
(aOR = 0.78, CI = 0.71–0.86). Male patients also showed a lower risk of pneumonia than the female
patients. However, vaccination did not reduce the risk of pneumonia in patients aged 40–65 years
(Table 4).
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Table 4. Subgroup analysis of the conditional logistic regression between vaccination and non-
vaccination groups.

Variable
Vaccination Non-Vaccination

OR 95% CI

N No. of Pneumonia
Event

N No. of Pneumonia
Event

Age a

<40 513 271 2965 1468 1.17 0.94–1.46
40–65 219 143 2547 1240 1.69 ** 1.23–2.33
≥65 4516 2145 4370 2298 0.78 ** 0.71–0.86

Gender b

Female 1869 943 4113 2048 0.99 0.87–1.13
Male 3379 1616 5769 2958 0.78 ** 0.7–0.87

a Adjusted for hypertension, diabetes, cerebrovascular disease, renal disease, liver disease, ischemic heart disease,
and malignancy. b Adjusted for hypertension, diabetes, cerebrovascular disease, renal disease, liver disease, ischemic
heart disease, dementia, alcohol-related disorder, and malignancy. ** p < 0.01.

4. Discussion

Patients diagnosed with chronic pulmonary disease were enrolled to analyze the association
between influenza vaccination and the prevention of pneumonia. Our study indicated that patients
who received vaccination one year prior to the study had a significantly decreased risk of developing
pneumonia. Additionally, patients who received vaccination consecutively for two and three years
showed a continuous reduction of their risk of pneumonia. Although the patients who received
influenza vaccinations only in the second year did not show any decrease in their risk of developing
pneumonia, the data was not statistically significant. Repeated influenza vaccination was demonstrated
to be effective for preventing severe and fatal influenza infection in elderly individuals [17]. Our study
showed that influenza vaccination can lower the risk of pneumonia in individuals aged ≥ 65.
A previous study used health administrative databases to investigate the association between influenza
vaccination and the all-cause death of elderly people >65 years. They also concluded that influenza
vaccination was associated with reductions in the total hospitalizations for pneumonia and influenza
and all-cause mortality during the influenza season [21]. Moreover, some studies, such as Li et al.,
confirmed that previous pneumococcal and influenza vaccination in elderly patients reduced the length
of hospital stay and reduced the risk of bacteremia [22], which was similar to our study. However,
Demirdogen Cetinoglu et al. showed that influenza vaccination did not affect the clinical outcome of
hospitalized adult CAP patients. This result may be related to the low influenza vaccination rate in the
elderly [23]. Therefore, further research is needed to analyze this in the future.

Several studies have shown that influenza vaccination not only prevents influenza infection but
also reduces the risk of several diseases in certain groups of patients. According to a retrospective
cohort study, the administration of the influenza vaccination in elderly patients with diabetes reduced
risks of hospitalization, lung failure, and 12-month mortality [15]. Influenza vaccination in elderly
individuals reduced the risk of acute kidney injury in a nested-control study. Although the actual
mechanism is unclear, influenza vaccination is proposed to be associated with the reduction of the
inflammation cascade [19]. A study showed that influenza vaccination reduced dementia risk in
patients with chronic kidney disease [24]. Another study also showed that influenza vaccines might
prevent cardiovascular disease [16]. A high-dose influenza vaccine (60 μg of hemagglutinin from each
of the three viral strains against 15 μg of hemagglutinin from each of the four viral strains) might be
more effective in reducing poor clinical outcomes in patients who have a heart failure or myocardial
infarction history [20]. In another study, it was found that influenza infection increased the risk of atrial
fibrillation, and people who received influenza vaccination showed a lower atrial fibrillation risk [18].
Influenza vaccination could decrease respiratory failure risk in patients with chronic obstructive
pulmonary disease [13]. Our study found that influenza vaccination could significantly decrease the
risk of pneumonia.
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One of the most serious complications of influenza infection is bacterial pneumonia, which
increases morbidity and mortality [25]. Evidence shows that older patients, or those with severe
illness with pneumonia, had higher 30-day mortality rates [5]. In general, influenza viruses cause only
the desquamation of the epithelial cells in the respiratory tract, but this disrupts the outermost
part of the mucosal defense and promotes secondary bacterial pneumonia. The most common
pathogens associated with secondary infection are S. pneumoniae, Staphylococcus aureus, and Haemophilus
influenzae [26]. In Taiwan, to prevent S. pneumoniae infection in elderly individuals, the government
has provided free vaccination of the 23-valent pneumococcal polysaccharide vaccine for people aged
> 75 since 2008 [27]. We also considered that one of the factors for lowering pneumonia risk in our
enrolled patients might be S. pneumoniae vaccination. However, only 257 (1.7%) patients in our study
population had received S. pneumoniae vaccine. Therefore, the observation that influenza vaccination
could reduce the risk of pneumonia in elderly individuals may not be overestimated.

The prevalent strains of influenza viruses in Taiwan are A/H1N1, A/H3N2, and B viruses. For the
prevention of an influenza outbreak, the health authority of the Taiwanese government recommends
trivalent influenza vaccine use. However, because of genetic divergence, influenza B viruses are
divided into two lineages: Victoria and Yamagata lineages. Simultaneous cocirculation of these
lineages has been observed, and a mismatch of the vaccine lineage and circulating strains has been
reported [28–30]. This might decrease the effectiveness of influenza vaccines. However, there was no
mismatch of the vaccine strains and the circulating strains in our study during the observation period
(2010–2013).

Our study has several limitations. First, in Taiwan, influenza vaccines are purchased from
different pharmaceutical companies. The manufacturing process of influenza vaccines varies between
pharmaceutical companies. For instance, the inactivated influenza vaccine (i.e., Optaflu©) produced
by Novartis contains whole virus, whereas the vaccine produced by Sanofi Pasteur (i.e., Fluzone©)
contains split virus. We did not examine whether the protective effect of both these influenza vaccines
is the same. In addition, the protective effect may be different for different age groups. Second, we were
unable to obtain potentially relevant personal behavioral information, such as alcohol consumption,
smoking habits, and body mass index. These confounding factors may have affected the outcome.
Third, Taiwan’s National Health Insurance system involves the Taiwanese population. Our data
accurately reflects the situation in Taiwan; however, our results may not be applicable to other regions.
Fourth, the National Health Insurance Research Database (NHIRD) consists of claim data. The database
used does not contain information about clinical parameters, such as pneumonia infection severity.
Therefore, we could not further distinguish the severities of respiratory diseases. Fifth, the laboratory
data and microbial culture data that may affect the occurrence of pneumonia infection are not included
in the database. Moreover, information about from sputum cultures or viral swabs and the causative
agents of pneumonia was not available. Thus, the cause of pneumonia identified could not be divided
into viral or bacterial.

5. Conclusions

In conclusion, patients who receive influenza vaccination have a significantly lower risk of
developing pneumonia, especially for the elderly (aged ≥ 65). The preventative effects against
pneumonia depend on consecutive years of vaccination.
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Abstract: The aim of this study was to examine various psychosocial, behavioral, and
socio-environmental factors in a multiethnic sample of healthy-weight, overweight, and obese
youths in the United States (US) and Mexico and determine differences by sex. We conducted a
cross-sectional analysis of 633 youths aged 11–18 years who completed a self-reported questionnaire.
Height and weight were measured to determine body mass index (BMI). Overweight and obese
youth in both countries were significantly more likely to report a higher body image dissatisfaction
(Odds Ratio (OR) = 1.67 and OR= 2.95, respectively), depressive symptoms (OR = 1.08 and OR = 1.12,
respectively), perceive themselves as overweight (OR = 2.57) or obese (OR = 5.30), and a lower
weight-specific quality of life (OR = 0.97 and OR = 0.95, respectively) than healthy-weight youth.
Obese youth have lower healthy lifestyle priorities (OR = 0.75) and are less likely to be physically
active (OR = 0.79) and eat breakfast (OR = 0.47) than healthy-weight youth. Additionally, overweight
and obese youth are more likely to engage in weight control behaviors (OR = 5.19 and OR = 8.88,
respectively) and restrained eating than healthy-weight youth. All the aforementioned results had
a p-value of <0.05, which was considered statistically significant. The association between these
factors and overweight or obesity remained significant after controlling for age, sex, race/ethnicity,
and country. In conclusion, obesity was associated with a range of psychosocial, behavioral, and
socio-environmental risk factors in both countries. Our findings support the need for multifactorial
approaches when developing interventions to address the growing problem of obesity among youth
in the US and Mexico.

Keywords: obesity; quality of life; adolescent; risk factors; psychosocial; socio-environmental;
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1. Introduction

The high prevalence of obesity among youth is one of the most concerning public health issues in
both developed and developing countries [1]. Most overweight or obese children live in developing
countries, where the rate of increase is over 30% higher than in more developed countries [1]. In the
past 40 years, the number of obese children and adolescents (aged five to 19 years) has increased from
11 million in 1975 to 124 million in 2016 [2]. If current trends continue, by 2022, there will be more obese
children and adolescents worldwide than moderately or severely underweight children [2]. Childhood
and adolescent overweight and obesity are associated with increased risk of subsequent diabetes,
stroke, coronary heart disease, hypertension, functional disability, as well as premature adult mortality
and morbidity [3,4]. In the United States (US), an estimated 34.5% of adolescents aged 12–19 years
were overweight or obese from 2011–2012, and of these, 16.9% were obese [5]. This number rose to
20.6% in 2015–2016 [6]. Disparities in obesity and overweight exist across racial and ethnic groups in
the US, with African American and Mexican-American adolescents ranking highest in prevalence [7,8].
During 2011–2012, the prevalence of overweight and obesity was 39.8% and 38.1% among African
American and Latino adolescents, respectively, followed by non-Latino white (31.2%) and Asian
(24.6%) adolescents [5]. From 2013–2016, the prevalence of obesity among youth of Mexican origin
aged 12–19 years was 26.6%, as compared to 17.2% among non-Latino whites [9]. Studies have also
shown that US-born Mexicans are significantly more likely to be overweight or obese than Mexican
immigrants [10,11]. In Mexico, the prevalence of obesity and overweight among adolescents aged
12–19 years was 36.3% in 2016 [12].

Addressing obesity is complex, due to its multi-causal nature that includes various psychosocial,
behavioral, and socio-environmental factors. Previous studies have found an association between
a range of psychosocial factors and increased obesity risk, such as body size dissatisfaction and
self-perception of overweight, because they may promote unhealthy weight control behaviors [13–15].
Other psychosocial factors that have been examined include exposure to adverse life events and the
influence of the family and peer environment, which may be associated with a greater risk of childhood
overweight/obesity [16]. Studies have also found that depressive symptoms are a risk factor for obesity
because binge eating may be used as a coping mechanism [14,17]. Obese youth report having a lower
quality of life (QOL) [18–20], which improves when they lose weight [21].

Unhealthy weight control and dietary restraint behaviors have been found to predict the onset
of obesity [14,15,17,22]. Studies also show that prioritizing healthy eating may protect youth
from becoming overweight or obese [23,24], whereas prioritizing physical activity appears to be
less protective [23]. Various studies have demonstrated a negative association between breakfast
consumption and an increase in body mass index (BMI) [14,22,25–27], which could be due to its
association with favorable nutrient intake, improved food choices, and higher physical activity
levels [26,28]. The protective effect of physical activity has also been observed in both cross-sectional
and longitudinal studies [14,22]. However, the relationship between fast food consumption and obesity
has not been established conclusively in the literature. Some studies have shown an inverse association
between fast food consumption and obesity [14,27], while others report that fast food consumption is a
predictor of weight gain [28,29].

Several socio-environmental factors have also been associated with risk of obesity in adolescents.
Parents who have unhealthy lifestyles are more likely to have children who become overweight or
obese [30–32]. Conversely, positive parental influence regarding healthy diet and frequent physical
activity have been associated with reductions in BMI among overweight and obese adolescents [33].
Studies also report that increased availability of healthy food at home encourages healthy eating
in adolescents and is protective against overweight and obesity [34,35], while parental obesity is
associated with an increased risk of adolescent and ensuing adult obesity [17]. However, Haines et al.
found that the availability of healthy food at home and perceived parental obesity did not predict onset
of obesity [14]. Parental concern regarding their child’s weight has been positively associated with their
child being overweight or obese [14,36]. Parental concern may lead to parental pressure to lose weight
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and encouragement of restrictive feeding practices, which could lead to weight gain [14,36]. However,
parents who reported being concerned about their child’s weight were more likely to improve the
family’s diet, limit child screen time, and attempt to increase their child’s physical activity levels [36].

Although there is no individual factor that causes obesity, most research to date has lacked an
integrated approach to examine the factors that may be contributing to the high rates of overweight and
obesity among youth [17]. An exception would be a study by Haines et al., which looked at the effects
of personal, behavioral, and socio-environmental factors on risk of overweight in an ethnically diverse
population in Minnesota [14]. To the best of our knowledge, the present study is the first to compare
the effects of multiple domains on overweight or obesity risk among a bi-national, ethnically diverse
sample of youth. The objective of this study was to identify risk and protective factors for overweight
or obesity within the following three domains: Psychosocial, behavioral, and socio-environmental, in a
sample of African American, Caucasian, and Latino youths in the US, and Mexican youths in Mexico,
and determine differences by sex.

2. Research Methods and Procedures

2.1. Study Population and Data Collection Procedures

US participants were recruited from community centers, schools, clinics, and youth programs in
Seattle, Washington and Los Angeles, California (n = 452). A convenience sample of youth was also
recruited from the main Mexican Institute of Social Security (IMSS, as per its Spanish abbreviation)
hospital in Cuernavaca, Morelos (n = 181). Study flyers were posted in various areas of the IMSS clinic,
and potential participants were also informed of the study by staff during their visit to the primary care
clinics. All individuals who expressed an interest in the study were contacted by a study recruiter who
conducted a telephone interview with the primary caregivers of the potential participants to determine
eligibility. Participants had to be African American, Caucasian, or Latino, and between the age of
11–18 years. Youths who met study inclusion criteria of age, 5th grade reading ability, and no serious
physical or mental illness diagnosis were informed that participation in the study would involve
completing a 40-min questionnaire and having their weight, height, and waist circumference measured.
All study participants were enrolled between 2006 and 2008, and informed consent was obtained from
each participant and a parent or guardian prior to their inclusion in the study. Further details regarding
study design, methodology, and baseline participant characteristics are specified elsewhere [19,37,38].
The Institutional Review Boards of the University of Washington, the University of California, Los
Angeles, and the Mexican Institute of Social Security approved all study materials including the study
questionnaire, protocol, and consent forms (Seattle Children’s Hospital IRB approval number: 11916;
IMSS IRB approval number: R-2007-1701-13; UCLA IRB approval number: G06-09-094-01).

Study participants completed a self-administered questionnaire that included the 21-item youth
quality of life weight-specific measure (YQOL-W), a generic youth quality of life Instrument (YQOL-R),
as well as measures of perceived general health, physical function, body shape satisfaction, and
symptoms of depression. The Spanish versions of these measures have been used extensively and
validated in other research studies [21,38–44]. All study materials were designed to be readable and
understandable at a 5th grade level.

2.2. Study Measures

The following study variables are all reported as indices except for physical activity, which was
measured with a single item. Each index score was derived by summing the individual item scores and
dividing by the number of items, with the exception of specific scales that have been established and
validated (e.g., the YQOL-W, CDI-S, and DEBQ) [19,21,39,45]. The Cronbach’s alpha value indicates
the internal consistency of each index that was created.
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2.2.1. Psychosocial Factors

Body image dissatisfaction. The body image satisfaction scale consists of the following three
questions that ask youth to rate their satisfaction with their weight, body shape, and muscle size [46]:
How satisfied are you with your weight?; How satisfied are you with your body shape?; How satisfied
are you with your muscle size? A body image dissatisfaction index was created using these questions,
which ranges from 1 to 5, with higher values indicating greater dissatisfaction (Cronbach’s α = 0.84).

Depression symptoms. The children’s depression inventory: short version (CDI-S) was used to
assess depressive symptoms [39]. The CDI-S consists of 10 items with a total score that ranges from 0
to 20. Higher scores indicate a greater presence of depressive symptoms [39].

Self-perception regarding weight. This index comprises three items with a total score ranging
from 1 to 5 (Cronbach’s α = 0.77). A higher score indicates a greater likelihood to regard oneself as
overweight or obese. One of the three items is the pictorial body image assessment (PBIA), which
asks youth: Which figure in A (female figures) or B (male figures) above is closest to your usual
weight? [38] The PBIA silhouettes were modified from Stunkard et al. [47] to include larger body
shapes. The silhouettes range from underweight (BMI < 19) to highly severe obesity (BMI > 50) [48].
The two other items ask youth to describe their weight (How do you describe your weight?) [49] and if
they ever feel fat (Do you ever feel fat?) [50].

Youth weight-specific quality of life. Weight-specific QOL was evaluated using the YQOL-W,
a 21-item instrument with three domain scores: Self, social, and environmental (Cronbach’s α for
selfitems = 0.90; Cronbach’s α for social items = 0.90; Cronbach’s α for environmental items = 0.90).
The validity and reliability of this instrument has been tested in a multicultural sample of overweight
and obese youth in the US and Mexico [19,21]. The YQOL-W has good reliability and validity for
assessing weight-specific QOL in children and adolescents, including one-week test–retest intra-class
correlation coefficients that were 0.73 for social, 0.71 for self, and 0.73 for environment [19]. The total
score for this survey ranges from 0–100, and 100 indicates the best QOL.

2.2.2. Behavioral Factors

Healthy lifestyle priorities. Youth were asked to indicate how much they care about (1) eating
healthy food and (2) staying fit and exercising [34]. The following two items: How much do you care
about eating healthy food? and How much do you care about staying fit and exercising? were used to
construct an index that ranges from 1 to 4, with 4 being the highest level of interest in maintaining a
healthy lifestyle (Cronbach’s α = 0.59).

Physically active. Physical activity was assessed with a single item that asks youth to rate their
physical activity level compared to others their age. Compared with most boys/girls your age, would
you say that you are: (3) More active, (2) less active, (1) about the same, (0) not sure? The response for
this item is on a 0–3 point scale, with a higher score indicating that youth consider themselves to be
more physically active than their peers [51].

Fast food consumption. An index was constructed using three items: During the past 7 days, how
many times did you eat French fries, sweets, chips, or other foods sometimes called “junk food”? How
many times in the past 7 days did you eat breakfast, lunch, or dinner from a “fast food” restaurant?
and We have “junk food” in my home. A 1 to 5 scale was used, with higher scores suggesting a higher
consumption of fast foods (Cronbach’s α = 0.73) [34].

Eats breakfast. A breakfast index was created using two items to classify respondents as having
eaten breakfast or not based on a yes–no response (1 = no, 2 = yes): Did you eat breakfast today? and I
ate breakfast at home. (Cronbach’s α = 0.58) [34,52].

Weight control behaviors. Participants were asked if they engaged in any of the following weight
control behaviors in the past 30 days to lose or keep from gaining weight: (1) Exercise, (2) eating
less food, fewer calories, or low-fat foods, (3) fasting, (4) taking diet pills, powders, or liquids [49,52].
A weight control index was created using the following four items based on yes–no responses (1 = no,
2 = yes): During the past 30 days, did you exercise to lose weight or keep from gaining weight?; During
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the past 30 days, did you eat less food, fewer calories, or foods low in fat to lose weight or keep from
gaining weight?; During the past 30 days, did you go without eating for 24 h or more (also called
fasting) to lose weight or to keep from gaining weight?; and During the past 30 days, did you take any
diet pills, powders, or liquids without a doctor’s advice to lose weight or to keep from gaining weight?
(Cronbach’s α = 0.37).

Restrained eating behaviors. Ten items from the Dutch eating behavior questionnaire (DEBQ)
were used to assess restrained eating behaviors [45]. The index score ranges from 1 to 5, with 5
indicating a higher frequency of restrained eating practices.

2.2.3. Socio-Environmental Factors

Perceived parental concern regarding adolescent weight. Youths’ perception of their parents’
concern regarding their weight and if they are getting sufficient physical activity was assessed with
a two-item index on a 5-point scale, where 5 is the highest level of perceived parental concern.
The following two items were used: How concerned are your parents about you becoming overweight?
and How concerned are your parents about you not getting enough physical activity? (Cronbach’s
α = 0.75) [34].

Perceived parent body size. Two indices that represent how youth perceive their parents’ body
size were constructed using images of the PBIA, one for males and the other for females. Participants
were asked to select the figure that is closest to the usual adult weight of their mother and father:
Which number under the figures in the figure Box A is closest to the usual adult weight of your mother?
and Which number under the figures in the figure Box B is closest to the usual adult weight of your
father? The PBIA silhouettes were modified from Stunkard et al. [47] to include larger body shapes.
The silhouettes range from underweight (BMI<19) to highly severe obesity (BMI>50) [48]. The 13-point
response scale for each item depicts a spectrum of silhouettes with 1 representing underweight, and
13 representing extremely obese (Cronbach’s α = 0.47) [38].

Mother/father healthy values. Perception of parent healthy values was evaluated using two items
that ask how concerned your parents are about (1) staying fit and exercising and (2) losing weight or
preventing weight gain: How much does your mother/father feel about staying fit and exercising (for
herself/himself)? and How much does your mother feel about losing weight or keeping from gaining
weight (for herself/himself)? Separate indices were constructed for mother and father health values,
with each consisting of these two items (Cronbach’s α = 0.73, 0.83, respectively). The response scale for
these indices ranges from 1 to 4, with 4 as the highest level of concern [34].

Home availability of healthy foods. An index of fruit and vegetable availability in the home was
created using two items that range from 1 to 4, with 4 indicating the highest frequency of healthy food
availability in the home: Fruits and vegetables are available in my home . . . (1) Never, (2) Sometimes,
(3) Usually, (4) Always, and Vegetables are served at dinner in my home . . . (1) Never, (2) Sometimes,
(3) Usually, (4) Always. (Cronbach’s α =0.69) [34].

2.2.4. Body Mass Index (BMI)

Height, weight, and waist circumference were measured by trained study staff. Participants were
weighed to the nearest 0.1 kg while wearing minimal clothing using a calibrated electronic TANITA
scale (model BC533; Tokyo, Japan). Height was determined to the nearest 0.1 cm using a conventional
stadiometer, with the youth standing barefoot, with their shoulders in a normal position. BMI was
determined to categorize participants as healthy-weight, overweight, or obese, based on the World
Health Organization (WHO) age- and sex-specific classifications for youth aged 5 to 19 years [53].

2.3. Statistical Analysis

A descriptive analysis of various sociodemographic variables was conducted for the total study
population by country of residence and BMI status. Psychosocial, behavioral, and socio-environmental
factors were also examined by country of residence and BMI status. Differences between proportions
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were assessed using chi-square tests of homogeneity, and t-tests were used to calculate differences
between means. Test for trend p-values were calculated to determine whether there was a linear
association between the study variables and BMI status. Odds ratios and 95% confidence intervals
for the association between psychosocial, behavioral, and socio-environmental factors and being
overweight or obese were calculated using multinomial logistic regression. These results were adjusted
for sex, age, race/ethnicity, and country of residence. Standardized odds ratios were determined to
facilitate comparisons of the study variables since their score range varied considerably. Standardized
odds ratios improve comparison and interpretability of the logistic regression results. Multinomial
logistic regression models for males and females were also used to examine any differences by sex,
after adjusting for age, race/ethnicity, and country. All p-values presented are 2-tailed and a p-value of
<0.05 was considered statistically significant. All statistical analyses were performed using STATA
software, version 12.0 (StataCorp LP, College Station, TX, USA).

3. Results

The sociodemographic characteristics of the study sample are compared by BMI status in Table 1.
Of the 633 participants, 54% are 11–14 years of age, 46% are between 15 and 18 years old, 52% are
female, 22% are African American, 25% are Caucasian, 24% are US Latinos, and 29% are youth who
live in Mexico. Thirty percent of youth have a healthy BMI, 30% are overweight, and 40% are obese.
Thirty-seven percent of participants are from Seattle, WA, 35% are from Los Angeles, CA, and 29% are
from Cuernavaca, Mexico. Chi-square tests were used to assess differences by weight status for each of
the study variables, separately by country. There are no significant differences by country of residence
in terms of sociodemographic characteristics for each of the three BMI categories, except for education
level among the US participants. (Table 1)

Table 1. Sample characteristics by body mass index (BMI) categories and country (n = 633).

Sociodemographic
Variables

Mexico (n = 181)

p-Value 1

United States (n = 452)

p-Value 1Healthy Overweight Obese Healthy Overweight Obese

n = 43 n = 68 n = 70 n = 143 n = 124 n = 185

n (%) n (%) n (%) n (%) n (%) n (%)

Age (years)
11–14 20 (46.5) 43 (63.2) 40 (57.1)

0.222
73 (51.1) 67 (54.0) 98 (53.0)

0.88315–18 23 (53.5) 25 (36.8) 30 (42.9) 70 (49.0) 57 (46.0) 87 (47.0)

Gender
Female 19 (44.2) 35 (51.5) 34 (48.6)

0.756
77 (53.9) 66 (53.2) 96 (51.9)

0.936Male 24 (55.8) 33 (48.5) 36 (51.4) 66 (46.1) 58 (46.8) 89 (48.1)

Race/ethnicity
African American - - -

0.451
46 (32.2) 35 (28.2) 59 (31.9)

0.798Caucasian - - - 53 (37.1) 42 (33.9) 65 (35.1)
Latino 43 (100.0) 68 (100.0) 70 (100.0) 44 (30.1) 47 (37.9) 61 (33.0)

Education Level
Elementary School (≤6th grade) 5 (11.6) 15 (22.1) 14 (20.0)

0.336

24 (16.8) 16 (12.9) 19 (10.3)

<0.001
Middle School (7th–9th grade) 18 (41.9) 32 (47.1) 36 (51.4) 28 (19.6) 43 (34.7) 81 (43.58)
High School (≥10th grade) 20 (46.5) 20 (29.4) 20 (28.6) 41 (28.7) 35 (28.2) 57 (30.8)
Missing - 1 (1.5) - 50 (35.0) 30 (24.2) 28 (15.1)

Mother’s Education
Less than High School 26 (60.5) 36 (52.9) 44 (62.9)

0.818

28 (19.6) 17 (13.7) 31 (16.7)

0.886

High School/GED 14 (32.6) 22 (32.4) 17 (24.3) 22 (15.4) 20 (16.1) 37 (20.0)
Some college 1 (2.3) 2 (2.9) 2 (2.9) 38 (26.6) 42 (33.9) 52 (28.1)
University or higher 2 (4.7) 7 (10.3) 7 (10.0) 46 (32.2) 39 (31.5) 54 (29.2)
Don’t know - 1 (1.5) - 4 (2.8) 2 (1.6) 3 (1.6)
Missing - - - 5 (3.5) 4 (3.2) 8 (4.3)

Father’s Education
Less than High School 23 (53.5) 34 (50.0) 38 (54.3)

1.124

26 (18.2) 24 (19.4) 34 (18.4)

0.069

High School/GED 13 (30.2) 13 (30.2) 11 (15.7) 28 (19.6) 15 (12.1) 50 (27.0)
Some college 2 (4.7) 2 (4.7) 8 (11.4) 26 (18.2) 36 (29.0) 30 (16.2)
University or higher 3 (7.0) 16 (23.5) 9 (12.9) 40 (28.0) 26 (21.0) 43 (23.2)
Don’t know - - - 14 (9.8) 16 (12.9) 17 (9.2)
Missing 2 (4.7) 2 (2.9) 4 (5.7) 9 (6.3) 7 (5.7) 11 (6.0)

Sample sizes may not add up to marginal totals due to missing values. 1 Differences between proportions were
performed using chi-square tests of homogeneity by weight status for each of the study variables, separately by
country. Statistically significant results are in bold.
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Tables 2 and 3 compare the mean scores for various psychosocial, behavioral, and
socio-environmental variables, by country of residence and BMI status. Within the domain of
psychosocial factors, overweight or obese youth in Mexico and the US are more likely to report being
dissatisfied with their body image, to perceive themselves as overweight or obese, and to have lower
weight-specific QOL scores than healthy-weight youth. However, overweight or obese youths in
Mexico are not more likely to report more depressive symptoms than healthy-weight youths, unlike
obese youths in the US, who are more likely to report depressive symptoms than healthy-weight youths
(3.2 vs. 2.3, respectively). The presence of depressive symptoms is greater among healthy-weight,
overweight, and obese youth in Mexico (3.1, 3.7, 3.9, respectively) than those in the US (2.1, 2.8, 3.2,
respectively); and the weight-related QOL reported by overweight or obese youths in Mexico is lower
than those in the US (65.1 and 52.9 vs. 78.1 and 67.0, respectively).

In terms of behavioral factors, obese youth in the US have lower healthy lifestyle priorities
(3.0 vs. 3.1, respectively), are less physically active (1.6 vs. 1.8, respectively), and are less likely
to eat breakfast (1.5, 1.6, respectively) than healthy-weight youth in the US. Overweight and obese
participants in both countries are also significantly more likely to engage in weight control behaviors,
such as exercise and restrained eating, as compared to healthy-weight youth. The only statistically
significant socio-environmental factors reported by obese youths in both countries include being
more likely to think that their parents are concerned about their weight and that their parents have
a larger body size than healthy-weight youth. However, overweight youths in the US are not more
likely to report that their parents are concerned about their weight, as compared to healthy weight
youths (Tables 2 and 3). All the aforementioned results had a p-value of <0.05, which was considered
statistically significant.

Table 2. Comparison of various psychosocial, behavioral, and socio-environmental factors by BMI
category among youths in Mexico (n = 181).

Range *
Healthy Overweight Obese

Poverweight Pobese PtrendMean ± SD Mean ± SD Mean ± SD

Psychosocial Factors
Dissatisfied with Body Image 1 to 5 2.7 ± 1.3 3.1 ± 1.1 3.8 ± 0.9 0.034 <0.001 <0.001

Depression symptoms (CDI-S) 0 to 20 3.1 ± 3.3 3.7 ± 3.2 3.9 ± 3.1 0.364 0.223 0.100
Self-perception regarding weight 1 to 5 2.2 ± 0.8 2.8 ± 0.7 3.5 ± 0.6 <0.001 <0.001 <0.001

Perceived Body Shape (PBIA) 1 to 13 3.0 ± 1.5 4.4 ± 1.3 6.3 ± 1.6 <0.001 <0.001 <0.001

Body Weight Description 1 to 5 3.1 ± 0.9 3.9 ± 0.6 4.3 ± 0.6 <0.001 <0.001 <0.001

Feeling Fat 1 to 5 2.4 ± 1.2 3.1 ± 1.1 3.7 ± 1.0 0.006 <0.001 <0.001

Youth weight-related quality of life
(YQOL-W) 0 to 100 75.8 ± 28.1 65.1 ± 26.0 52.9 ± 26.4 0.045 <0.001 <0.001

Behavioral Factors
Healthy lifestyle priorities 1 to 4 2.8 ± 0.6 2.9 ± 0.7 2.8 ± 0.7 0.797 0.723 0.569
Physically active 0 to 3 1.5 ± 1.0 1.6 ± 1.0 1.3 ± 1.0 0.785 0.255 0.176
Fast food consumption 1 to 5 1.1 ± 0.4 1.1 ± 0.5 1.0 ± 0.4 0.765 0.073 0.023
Eats breakfast 1 to 2 1.7 ± 0.4 1.6 ± 0.4 1.6 ± 0.4 0.416 0.205 0.239
Weight control behaviors 1 to 2 1.2 ± 0.2 1.4 ± 0.2 1.4 ± 0.2 0.002 <0.001 0.001

Exercises 1 to 2 1.5 ± 0.5 1.8 ± 0.4 1.8 ± 0.4 0.005 0.003 0.006

Eat less, few calories, low-fat foods 1 to 2 1.3 ± 0.5 1.5 ± 0.5 1.6 ± 0.5 0.045 0.032 0.046

Fasting 1 to 2 1.1 ± 0.3 1.1 ± 0.3 1.2 ± 0.4 0.415 0.174 0.168
Diet pills, powders, or liquids 1 to 2 1.0 ± 0.0 1.0 ± 0.1 1.1 ± 0.2 0.429 0.112 0.058

Restrained eating behaviors
(DEBQ-R) 1 to 5 2.1 ± 0.8 2.6 ± 0.8 2.7 ± 0.7 0.001 <0.001 <0.001

Socio-environmental factors
Perceived parental concern
regarding weight 1 to 5 2.7 ± 1.2 3.2 ± 1.1 3.6 ± 1.0 0.0316 <0.001 <0.001

Perceived parent body size (PBIA) 1 to 13 4.3 ± 1.2 4.9 ± 1.5 5.6 ± 1.4 0.0292 <0.001 <0.001

Mother healthy values 1 to 4 2.8 ± 0.7 2.6 ± 0.8 2.6 ± 0.7 0.1260 0.1383 0.178
Father healthy values 1 to 4 2.1 ± 0.6 2.3 ± 0.8 2.3 ± 0.8 0.1656 0.1333 0.191
Home availability of healthy foods 1 to 4 3.1 ± 0.7 3.0 ± 0.7 2.9 ± 0.7 0.5642 0.1474 0.103

* A higher score indicates a greater frequency or agreement;
¶ 

Reference category for comparisons between BMI

groups; Differences between means were performed using t-tests; Cuzick’s trend test; statistically significant
results are in bold.
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Table 3. Comparison of various psychosocial, behavioral, and socio-environmental factors by BMI
category among youths in the Unites States (n = 452).

Range *
Healthy Overweight Obese

Poverweight Pobese PtrendMean ± SD Mean ± SD Mean ± SD

Psychosocial Factors
Dissatisfied with Body Image 1 to 5 2.3 ± 0.9 2.8 ± 1.0 3.2 ± 0.9 <0.001 <0.001 <0.001

Depression symptoms (CDI-S) 0 to 20 2.1 ± 2.6 2.8 ± 3.5 3.2 ± 3.6 0.059 0.001 0.003

Self-perception regarding weight 1 to 5 1.9 ± 0.5 2.6 ± 0.7 3.1 ± 0.7 <0.001 <0.001 <0.001

Perceived Body Shape (PBIA) 1 to 13 2.4 ± 1.3 3.9 ± 1.4 5.2 ± 1.6 <0.001 <0.001 <0.001

Body Weight Description 1 to 5 2.8 ± 0.7 3.5 ± 0.7 4.1 ± 0.8 <0.001 <0.001 <0.001

Feeling Fat 1 to 5 2.0 ± 1.1 2.8 ± 1.3 3.3 ± 1.2 <0.001 <0.001 <0.001

Youth weight-related quality of life
(YQOL-W) 0 to 100 90.4 ± 14.1 78.1 ± 23.0 67.0 ± 27.5 <0.001 <0.001 <0.001

Behavioral Factors
Healthy lifestyle priorities 1 to 4 3.1± 0.7 3.0± 0.6 3.0 ± 0.7 0.099 0.042 0.028

Physically active 0 to 3 1.8 ± 1.1 1.6 ± 1.0 1.6 ± 1.0 0.105 0.038 0.058
Fast food consumption 1 to 5 1.8 ± 0.9 1.8 ± 1.0 1.6 ± 0.7 0.639 0.011 0.041

Eats breakfast 1 to 2 1.6 ± 0.4 1.6 ± 0.4 1.5 ± 0.4 0.395 0.010 0.008

Weight control behaviors 1 to 2 1.3 ± 0.2 1.3 ± 0.2 1.4 ± 0.2 0.021 0.001 <0.001

Exercises 1 to 2 1.6 ± 0.5 1.7 ± 0.4 1.7 ± 0.4 0.053 0.018 0.020

Eat less, few calories, low-fat foods 1 to 2 1.4 ± 0.5 1.5 ± 0.5 1.6 ± 0.5 0.003 <0.001 0.001

Fasting 1 to 2 1.1 ± 0.3 1.1 ± 0.3 1.1 ± 0.3 0.577 0.281 0.224
Diet pills, powders, or liquids 1 to 2 1.0 ± 0.2 1.0 ± 0.2 1.1 ± 0.2 0.726 0.691 0.648

Restrained eating behaviors
(DEBQ-R) 1 to 5 2.1 ± 0.8 2.5 ± 0.9 2.7 ± 0.8 0.001 <0.001 <0.001

Socio-environmental factors
Perceived parental concern
regarding weight 1 to 5 2.6 ± 1.3 2.7 ± 1.2 3.2 ± 1.2 0.766 <0.001 <0.001

Perceived parent body size (PBIA) 1 to 13 3.9 ± 1.5 4.9 ± 1.6 5.1 ± 1.5 <0.001 <0.001 <0.001

Mother healthy values 1 to 4 3.1 ± 0.9 3.1 ± 0.8 3.1 ± 0.8 0.854 0.694 0.992
Father healthy values 1 to 4 2.8 ± 0.9 2.6 ± 1.0 2.9 ± 1.0 0.154 0.255 0.173
Home availability of healthy foods 1 to 4 3.2 ± 0.7 3.2 ± 0.7 3.2 ± 0.8 0.888 0.533 0.391

* A higher score indicates a greater frequency or agreement;
¶ 

Reference category for comparisons between BMI

groups; Differences between means were performed using t-tests; Cuzick’s trend test; statistically significant
results are in bold.

The standardized and adjusted odds ratios for various psychosocial, behavioral, and
socio-environmental factors, by BMI status, among youths in Mexico and the US (controlling for
age, sex, race/ethnicity, and country of residence) are reported in Table 4. Overweight and obese
youth have significantly greater odds of reporting body image dissatisfaction (OR = 1.67, OR = 2.95),
having depressive symptoms (OR = 1.08, OR = 1.12), perceiving themselves as overweight or obese,
and having a lower weight-specific QOL (OR = 0.97, OR = 0.95), than healthy-weight youth. Obese
youth in both countries also have significantly lower odds of having healthy lifestyle priorities (OR
= 0.75), being physically active (OR = 0.79), consuming fast food (OR = 0.68), and eating breakfast
(OR = 0.47), than healthy-weight youth. Overweight and obese youth are significantly more likely to
engage in weight control behaviors (OR = 5.19, OR = 8.88), such as exercise (OR = 1.99, OR = 2.12),
as well as eating less, fewer calories, and lower-fat food (OR = 2.15, OR = 2.32) than healthy-weight
youth. In addition, overweight and obese youth have significantly greater odds of restrained eating
behaviors (OR = 1.86, OR = 2.35) than healthy-weight youth. Both groups are also significantly more
likely to perceive their parent as overweight or obese (OR = 1.49, OR = 1.71), and obese youth have
significantly greater odds of reporting that their parents are very concerned about their weight (OR
= 1.56), compared to healthy-weight youth. The standardized odds ratio results indicate that the
following psychosocial, behavioral, and socio-environmental factors are most significantly associated
with overweight and obesity: Perceived body shape (OR = 6.31, OR = 25.89), restrained eating
behaviors (OR = 1.7, OR = 2.08), and perceived parent body shape (OR = 1.88, OR = 2.34), respectively.
The standardized odds ratios of measures with scales that have a wider range, such as the CDI-S
(0–20) and the YQOL-W (0–100), show a stronger association with overweight and obesity, than the
non-standardized odds ratios. (Table 4) All the aforementioned results had a p-value of <0.05, which
was considered statistically significant.
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Table 4. Standardized and adjusted odds ratios for psychosocial, behavioral, and socio-environmental
factors by BMI status, among youth in Mexico and the US (n = 633).

S_OR
Overweight

S_OR
¶ Obese

OR (95% CI) ∞ OR (95% CI) ∞

Psychosocial Factors
Dissatisfied with Body Image 1.74 1.67 (1.3, 2.1) * 3.22 2.95 (2.3, 3.7) *

Depression symptoms (CDI-S) 1.29 1.08 (1.0, 1.2) ** 1.44 1.12 (1.1, 1.2) *

Self-perception regarding weight 4.75 6.63 (4.3, 10.3) * 15.13 27.03 (16.3, 44.8) *

Perceived body shape 6.31 2.57 (2.1, 3.2) * 25.89 5.30 (4.1, 6.8) *

Body weight description 3.47 4.02 (2.8, 5.7) * 10.77 14.30 (9.4, 21.7) *

Feeling fat 2.41 1.99 (1.6, 2.5) * 4.29 3.12 (2.5, 3.9) *

Youth weight-related quality of life
(YQOL-W) 0.46 0.97 (0.96, 0.98) * 0.28 0.95 (0.94, 0.96) *

Behavioral Factors
Healthy lifestyle priorities 0.87 0.82 (0.6, 1.1) 0.82 0.75 (0.6, 1.0) **

Physically active 0.88 0.88 (0.7, 1.1) 0.79 0.79 (0.6, 1.0) **

Fast food consumption 0.97 0.97 (0.7, 1.3) 0.73 0.68 (0.5, 0.9) **

Eats breakfast 0.87 0.70 (0.4, 1.2) 0.73 0.47 (0.3, 0.8) **

Weight control behaviors 1.46 5.19 (2.0, 13.2) * 1.64 8.88 (3.7, 21.5) *

Exercises 1.37 1.99 (1.3, 3.1) ** 1.41 2.12 (1.4, 3.2) *

Eat less, few calories, low-fat
foods 1.47 2.15 (1.4, 3.3) * 1.52 2.32 (1.6, 3.4) *

Fasting 1.00 0.99 (0.5, 2.0) 1.18 1.68 (0.9, 3.1)
Diet pills, powders, or liquids 0.97 0.86 (0.3, 2.6) 1.11 1.64 (0.7, 4.1)

Restrained eating behaviors
(DEBQ-R) 1.70 1.86 (1.4, 2.4) * 2.08 2.35 (1.8, 3.0)*

Socio-environmental factors
Perceived parental concern
regarding weight 1.15 1.12 (0.9, 1.3) 1.76 1.56 (1.3, 1.8) *

Perceived parent body shape 1.88 1.49 (1.3, 1.7) * 2.34 1.71 (1.5, 2.0) *

Mother healthy values 0.94 0.92 (0.7, 1.2) 0.97 0.96 (0.7, 1.2)
Father healthy values 0.93 0.92 (0.7, 1.2) 1.21 1.22 (1.0, 1.6)
Home availability of healthy foods 0.94 0.96 (0.7, 1.3) 0.97 0.98 (0.7, 1.3)

¶ 
Standardized odds ratios; Healthy is reference category for comparison between BMI groups; ∞ Adjusted for

age, gender, race/ethnicity, and country; * p-value ≤ 0.001; ** p-value < 0.05; significant results are in bold.

Table 5 presents the logistic regression results for the psychosocial, behavioral, and
socio-environmental factors, stratified by sex. Some important differences are observed by sex.
For example, overweight or obese boys are more likely to report dissatisfaction with their body image
(OR = 1.81 and OR = 3.21, respectively) than girls (OR = 1.59 and OR = 2.78, respectively). However,
the presence of depressive symptoms is significantly greater among overweight and obese females
(OR = 1.14 and OR = 1.16, respectively) but not among males. Girls are also more likely to perceive
themselves as overweight or obese and “feel fat” (OR = 8.91 and OR = 34.28, respectively) than boys
(OR = 7.14 and OR = 32.28, respectively). Obese females are significantly less likely to be physically
active (OR = 0.72) and eat breakfast than healthy-weight females (OR = 0.40), but this association was
not found to be significant among males. Overweight or obese males are more likely to engage in
weight control behaviors (OR = 13.77 and OR = 12.69, respectively) than obese females (OR = 8.02),
especially exercise (OR = 2.67 and OR = 2.59, respectively) and eating less/few calories/low-fat foods
(OR = 3.40 and OR = 2.93, respectively). However, obese girls are significantly more likely to consume
diet pills, powders or liquids (OR = 9.59) than boys (Table 5). All the aforementioned results had a
p-value of <0.05, which was considered statistically significant.

669



Int. J. Environ. Res. Public Health 2019, 16, 1534

Table 5. Association between psychosocial, behavioral, and socio-environmental factors and overweight
or obesity, by sex (n = 633).

Female Male

Overweight Obese Overweight Obese
OR (95% CI) ∞ OR (95% CI) ∞ OR (95% CI) ∞ OR (95% CI) ∞

Psychosocial Factors
Body image dissatisfaction 1.59 (1.2, 2.2) ** 2.78 (2.0, 3.8) * 1.81 (1.3, 2.5) * 3.21 (2.3, 4.5) *

Depression symptoms (CDI-S) 1.14 (1.0, 1.3) ** 1.16 (1.1, 1.3) * 1.00 (0.9, 1.1) 1.07 (0.97, 1.2)
Self-perception regarding weight 8.91 (4.5, 17.5) * 34.28 (16.1, 73.1) * 7.14 (3.7, 13.9) * 32.28 (15.1, 69.0) *

Perceived body shape 3.43 (2.4, 4.9) * 7.07 (4.7, 10.6) * 2.16 (1.7, 2.8) * 4.45 (3.2, 6.1) *

Body weight description 4.45 (2.7, 7.3) * 12.94 (7.3, 23.0) * 3.87 (2.3, 6.4) * 17.37 (9.2, 32.7) *

Feeling fat 2.02 (1.5, 2.7) * 3.15 (2.3, 4.3) * 2.25 (1.6, 3.1) * 3.53 (2.5, 4.9) *

Youth weight-specific quality of life
(YQOL-W) 0.96 (0.95,0.98) * 0.95 (0.93, 0.96) * 0.98 (0.96, 0.99) ** 0.96 (0.94, 0.97) *

Behavioral Factors
Healthy lifestyle priorities 0.59 (0.4, 0.9) ** 0.75 (0.5, 1.1) 1.16 (0.8, 1.8) 0.76 (0.5, 1.1)
Physically active 0.76 (0.6, 1.0) 0.72 (0.5, 0.9) ** 1.01 (0.7, 1.4) 0.87 (0.7, 1.1)
Fast food consumption 1.12 (0.8,1.7) 0.76 (0.5, 1.1) 0.85 (0.6, 1.3) 0.63 (0.4, 0.9) **

Eats breakfast 0.51 (0.2, 1.1) 0.40 (0.2, 0.8) ** 0.90 (0.4, 2.0) 0.50 (0.2, 1.0)
Weight control behaviors 3.00 (0.9, 10.5) 8.02 (2.4, 26.8) * 13.77 (3.2, 59.2) * 12.69 (3.3, 49.2) *

Exercise 1.64 (0.9, 3.0) 1.88 (1.1, 3.4) ** 2.67 (1.4, 5.2) ** 2.59 (1.4, 4.7) **

Eat less, few calories, low-fat foods 1.53 (0.9, 2.7) 2.00 (1.2, 3.4) ** 3.40 (1.8, 6.5) * 2.93 (1.6, 5.4) *

Fasting 0.93 (0.4, 2.4) 1.77 (0.8, 4.0) 1.24 (0.4, 3.9) 1.67 (0.6, 4.6)
Diet pills, powders, or liquids 4.16 (0.4, 38.6) 9.59 (1.2, 76.7) ** 0.41 (0.1, 2.2) 0.54 (0.1, 2.0)

Restrained eating behaviors
(DEBQ-R) 1.69 (1.2, 2.4) ** 2.76 (1.9, 4.0) * 2.22 (1.5, 3.3) * 2.11 (1.5, 3.0) *

Socio-environmental Factors
Perceived parental concern regarding
weight 1.03 (0.8, 1.3) 1.50 (1.2, 1.9) * 1.21 (0.9, 1.5) 1.61 (1.3, 2.0) *

Perceived parent body size 1.47 (1.2, 1.8) * 1.67 (1.4, 2.0) * 1.56 (1.3, 1.9) * 1.83 (1.5, 2.3) *

Mother healthy values 0.83 (0.6, 1.2) 0.81 (0.6, 1.2) 1.00 (0.7, 1.4) 1.12 (0.8, 1.6)
Father healthy values 0.78 (0.5, 1.1) 1.33 (0.9, 1.9) 1.05 (0.7, 1.6) 1.06 (0.7, 1.5)
Home availability of healthy foods 0.95 (0.6, 1.4) 0.96 (0.7, 1.4) 0.94 (0.6, 1.4) 0.99 (0.7, 1.5)

Healthy is reference category for comparison between BMI groups; ∞ Adjusted for age, race/ethnicity, and country;
* p-value ≤ 0.001; ** p-value < 0.05; statistically significant results are in bold.

4. Discussion

The primary objective of this study was to examine the relevance of various psychosocial,
behavioral, and socio-environmental factors among overweight and obese youth in the US and Mexico,
and to determine differences by sex. We aimed to address gaps in the current research by studying
factors in distinct domains among an ethnically diverse, bi-national sample of youth. Our results
support the findings of other studies in the US that have examined similar factors within these three
domains [13–36]. However, as far as we know, our study is the first to explore the effects of multiple
psychosocial factors, behavioral, and socio-environmental factors on overweight or obesity risk in a
diverse sample of youth. By simultaneously examining all of these factors in one sample, we were able
to contrast the relevance of different risk factors in a single large group, rather than across various
studies, which may be difficult to compare. Additionally, to the best of our knowledge, this is one of the
first studies to shed light on the association between psychosocial, behavioral, and socio-environmental
factors and the presence of overweight or obesity among youth in Mexico and Latinos living in the US.

In our study, psychosocial factors, such as a higher rate of body image dissatisfaction, depressive
symptoms, self-perception of overweight, and a lower weight-related QOL, were most strongly
associated with overweight or obesity. These results are consistent with other studies, which
found a higher prevalence of these factors among overweight or obese youth, as compared to
healthy-weight youth [13–15,17,19,20]. We found that depressive symptoms are significantly associated
with overweight or obesity among girls but not boys. Inconsistent gender differences have previously
been reported for the relationship between depressive symptoms and obesity [14,17]. These mixed
results could be attributable to variations in study design or assessment of depression [54], or due to
the characteristics of the study sample. A meta-analysis of 17 studies concluded that depression is
positively associated with BMI but only among females [54]. Interestingly, overweight or obese youths
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in Mexico did not report more depressive symptoms than healthy-weight youths, unlike obese youths
in the US, who did report more depressive symptoms than healthy-weight youths. Our findings also
indicate a higher prevalence of depressive symptoms among youths in Mexico than in the US.

In terms of self-perception regarding weight, overweight or obese girls were more likely to
perceive themselves as overweight or obese than boys. Similar differences have been observed with
adolescent girls being more likely to perceive themselves as overweight or obese than boys [13].
A recent study investigated brain activation using functional magnetic resonance imaging during a
body perception task in healthy males and females. They found that images of their own bodies were
more salient for the female participants and concluded that females may be more vulnerable than
males to conditions involving own body perception [55]. Youths in Mexico reported higher scores for
all the “self-perception regarding weight categories”, than youths in the US. Obese adolescents have
been shown to report a lower QOL [20], which was also found in this study, with overweight or obese
youth reporting significantly lower weight-related QOL than healthy-weight youth. Additionally, the
weight-related QOL reported by overweight or obese youths in Mexico was lower than in the US.
Notably, self-reported QOL is lower in Mexico than in the US., regardless of weight status.

The multivariate analyses indicate that obese youth were less likely to have healthy lifestyle
priorities, be physically active, or eat breakfast. However, when stratified by sex, only obese females
were significantly less likely to engage in physical activity. Obese and overweight youth were twice as
likely to report that they exercise for weight control, compared to healthy weight youths. There are
contradictory findings regarding the effect of physical activity by gender, with one study showing a
protective effect only among boys [14] and another only among girls [22]. By contrast, eating breakfast
has shown a consistent protective effect for boys and girls in various studies, across different ethnic
groups [14,26,27]. Our results also indicate that obese youth are less likely to consume breakfast, but
when stratified by sex, this association only remained significant among obese females.

We found that obese males are less likely to report that they eat fast food, as compared to
healthy-weight males. Additionally, overweight or obese youths in Mexico are less likely to eat fast
food than their counterparts in the US. Previous studies have reported a negative association between
eating fast food and obesity among males [27] and females [14,27]. However, other researchers have
found that fast food consumption is associated with increased risk of obesity [28,29]. When relying
on self-reported behaviors, there may be a higher likelihood of over reporting of socially desirable
behaviors, which could explain the inverse association between fast food consumption and obesity
observed in this study. Several weight control behaviors were also significantly associated with
overweight and obesity in this study. There was a stronger association between weight control
behaviors and BMI among males compared to females. Unhealthy weight control behaviors have been
shown to predict weight gain in boys and girls [14,15,17,22]. Restrained eating was also found to be a
risk factor for obesity in our study, which has previously been reported in other studies [17].

Socio-environmental factors were found to have the least significant associations with overweight
or obesity. In this study, obese youth were more likely to believe that their parents are concerned about
their weight, which has been previously reported in the literature [14,36]. Parental obesity has also
been examined in various studies because children of obese parents may be at greater risk for obesity
due to shared genetic and environmental factors [17,56]. In this study, youth who perceived their
parents as heavier were more likely to be overweight or obese. Although parental health values and the
availability of healthy foods at home have been reported to be significant in other studies [30,31,34,35],
no significant associations were found in this study.

This study has some limitations, including that it is cross-sectional, and thus, no conclusions
about the direction of causality can be made and there is a possibility of reporting bias. Participants
were recruited by means of convenience sampling and might not be representative of their respective
weight groups. Additionally, this is an exploratory study with a limited sample size for the participants
in Mexico. Future studies should be conducted with a larger sample size that will allow for a
higher significance threshold to be set for individual comparisons to compensate for the number of
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inferences being made. Other limitations include the specific measures that were collected using a
self-reported questionnaire, a lack of validated measures, and the fact that some of the behavioral and
socio-environmental indices, e.g., “healthy lifestyle priorities,” “physically active,” “mother/father
healthy values,” or “home availability of healthy foods”, were created based on a limited number of
variables and should be interpreted as preliminary findings. The information provided by the study
participants was of a quantitative nature, so we were unable to determine the reason for some of the
differences observed by sex or country of origin. Future studies should collect more qualitative data to
investigate these differences. A strength of this study is that it explored the issue of overweight and
obesity among an ethnically diverse group of youth in the US and Mexico, including African Americans
and Latinos, who are disproportionately affected by obesity. Additionally, this study examined a
breadth of risk factors that have not been analyzed in a comprehensive and comparative manner.
Although some of the indices we created to measure eating behaviors do not have a high reliability
score, the associations we observed support the expected relationships, especially when obesity is the
main outcome variable. The use of indices in this study to combine various factors also allowed for a
robust analysis of complex concepts.

5. Conclusions

The results of this bi-national study highlight some of the differences and similarities in
various psychosocial, behavioral, and socio-environmental factors among a multiethnic sample
of healthy-weight, overweight, and obese youths. We hope our findings help to demonstrate the
importance of considering a wide range of risk and protective factors for obesity among adolescents,
when planning future studies and interventions. Additionally, our results support the need for
multifactorial approaches when developing interventions to address the growing problem of obesity
among youth in the US and Mexico. Intervention programs should use an integrated approach that
addresses several of these factors to help to reduce the alarmingly high rates of obesity among youth in
the US and Mexico. More research is needed on how these factors may interact with each other to cause
obesity, since many are interrelated. Our study paves the way for future studies to focus on adopting a
transdisciplinary approach to identify and address important risk factors for obesity among youth.
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Abstract: This study aimed to evaluate the impact of a physical-sport education pilot programme
on adolescents’ subjective well-being (health-related quality of life, positive affect and negative
affect), trait emotional intelligence and social anxiety. The programme was based on the pedagogical
sport education model within a quality physical education framework, and approached from the
perspective of social and emotional learning. Participants were 113 compulsory secondary education
students aged 12–15 years that were assigned to a control group (n = 44) and an experimental group
(n = 69). A quasi-experimental design with repeated pre-test and post-test measures was used.
Bonferroni correction was applied for multiple comparisons. The preliminary results obtained in
this investigation revealed that the physical-sport education pilot programme promoted significant
improvements in a specific indicator of subjective well-being and trait emotional intelligence in the
experimental group. These encouraging findings support the pedagogical efficiency of the programme
with regard to the programme aim. The findings also highlight the feasibility and appropriateness of
the programme in terms of an innovative teaching proposal.

Keywords: physical education; social and emotional learning; sport education model; subjective
well-being; trait emotional intelligence; social anxiety

1. Introduction

In the education field, physical education is a subject that can contribute to improving the
well-being and health of children and adolescents. The concept of quality physical education, which is
understood as an interrelated system of inclusive and active teaching and learning, must be considered
a key framework for integral approaches (i.e., education and health) [1]. It can also be seen as a
physically active teaching and learning experience that can positively impact students’ psychomotor
abilities, cognitive comprehension and social and affective aptitudes [2]. Moreover, in our view, quality
physical education could be grouped in the social and emotional learning category.

Quality physical education aims to achieve an integral education commitment [3,4] that allows
students to be physically literate [5,6]. Physical literacy is the pillar of quality physical education,
and can be defined as the motivation and cognitive, physical and affective competence necessary to
encourage and preserve an active attitude in life, enabling a positive development of the aptitude to
achieve, understand and use decisions about one’s health efficiently [7]. Students who are physically
literate intrinsically value their own psychomotor capabilities, as well as the contribution of these
abilities to well-being and health [6].

The connection between health and physical activity is widely accepted [8,9]. However, the effects
of physical activity on health in the educational context should be deepened through experimental
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studies. Designing teaching and learning processes in this area will support physical, psychological,
emotional and social development [10].

The synergy between the practice of physical-sport activity together with physical and
psychological health is a gradually growing interest area for education researchers [11–14]. Moreover,
different investigations in the education framework of the evolution of quality physical education have
emphasised the need for methodological change [4,15]. Several pedagogical models share the same
features [16].

This study is based on quality physical education, manifested through a specific sport education
model [17]. Sport education is a pedagogical model that uses essential features of sports (seasons,
competitions, membership, data register, culminating event and festivity), and aims to achieve the
inclusive goal of all students living real and meaningful sport experiences in physical education.
In addition, this model aspires to develop competence, enthusiasm and a physical-sport culture in
students [18].

The pedagogical potential of the sport education model, if correctly implemented [19], results
in benefits at a physical level [20–22]. Similarly, it has been shown to have a positive impact on
psychological variables in adolescents. These positive benefits include: basic psychological needs [23];
improvement in competence [24] and the feeling of belonging to a group [25]; decrease in attitudes
towards violence and improvements in social responsibility and participants’ relationships [25,26];
more self-determined behaviour [27]; improvements in friendship and sport goals [24]; decrease
in aggressive behaviour and improvements in friendship relationships [25,28]; positive changes in
the perception of the social climate [29]; improvement in social relationships [30]; improvement in
trait emotional intelligence and motivational mediators [31]; and improvement in sport culture and
enthusiasm. However, no benefits in terms of life satisfaction have been found [32]. By making use of
sport, these studies provide evidence of a meaningful and positive impact on the psychological and
physical development of the school-age population [11,33].

Health is generally determined by several physical–biological, psychological and social
indicators [34]. Therefore, good health is a fundamental dimension in personal and social progress,
and an important sphere in quality of life [35]. Approached from the perspective of positive health,
a state of wellness encourages individuals to reach complete social and psychological development [36].

The World Health Organization (WHO) aims to promote physical and psychological health [34]
that supports a good quality of life [37]. The construct of subjective well-being is among the factors
that affect health. Consequently, research on the influence of subjective well-being in different social
and educational contexts has received increasing attention in recent decades [38]. Subjective well-being
comprises two main factors: a cognitive aspect (satisfaction with one’s own life) and an affective aspect
(positive and negative affect) [39,40]. The cognitive side of well-being reflects the assessment of how
individuals process information in their lives [41]. The affective side of well-being implies a hedonistic
individual balance; that is, how often individuals experience positive and negative emotions [39,40].

Recent research has focused on studying the effects of positive psychological variables on personal
and social development [42]. These studies have been categorised as positive psychology [43].
Emotional intelligence is a positive variable that currently has broad support because of its close
connections to subjective well-being and physical and mental health [38,44,45].

Variables such as social anxiety have a negative effect on subjective well-being [46]. In this sense,
social anxiety can be defined as a person’s constant fear of one or more social or performance situations,
in which they are exposed to unknown persons or the possible scrutiny of other people [47]. Social
anxiety has a negative impact on subjective well-being in adolescents because of the anguish individuals
may feel [48], which in turn may negatively affect the quality of their interpersonal relationships [49,50].

We consider that education should promote social and emotional learning, which the WHO
defines as a heterogeneous set of life skills, as this is a potential factor that supports and encourages
mental health [51]. Scholars in favour of this teaching proposal argue that emotional education may
also promote public health [52,53], because it’s ultimate goal is improvement of the general quality of
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health and well-being in citizens. In the school context, many researchers claim that a key purpose of
education is to improve peoples’ lives so that they can reach an optimal degree of personal happiness
and well-being in adulthood [54]. This suggests that a healthy pedagogical and psychological school
environment may facilitate students’ positive adjustment; therefore, such an environment is essential
for the development of well-being in children and adolescents [55].

The theoretical and practical justification for this study was rooted in the work of various authors
who developed educational interventions based on the sport education model and recommended that
further research should evaluate the impact of this model on the promotion of optimal personal and
social development [25,26,56,57]. In this sense, Metzler’s [16] contributions are very relevant, stating
that a sports model teaching program is mainly focused on different domains [16]: affective, cognitive
and motor. In line with this statement, our study focuses on the affective domain. We agree with
several previous authors [39,40] that subjective well-being is a key variable that influences balanced
personal and social development. In addition, the existing relationship between subjective well-being
and trait emotional intelligence suggests that it is necessary to further explore this topic. Social anxiety
generates inappropriate social relationships in adolescents [46,48]. Given the positive effects of the
sport education model on social relationships [30], it is possible that such interventions may reduce
social anxiety.

This study aimed to evaluate the impact of a pilot programme based on the sport education
model on the three variables: subjective well-being, trait emotional intelligence and social anxiety.
The hypotheses focused on the assumptions that the programme will result in improvements in our
participants’ subjective well-being (Hypothesis 1), trait emotional intelligence (Hypothesis 2) and
social anxiety (Hypothesis 3).

2. Methods

2.1. Participants

This study used non-probability incidental or accessibility sampling. The sample comprised
113 students in compulsory secondary education aged 12–15 years (mean age (M) = 13.82 years,
standard deviation (SD) = 0.79 years). The research was conducted in a state school with students from
five class groups. The control group comprised 44 students (two class groups) and the experimental
group included 69 students (three class groups). The experimental and control group assignment was
based on a cluster-randomised controlled trial. The gender distribution was 64 (57%) boys and 49
(43%) girls (Table 1).

The main inclusion criterion was parental consent. The exclusion criteria were: (a) attending
less than 80% of the sessions of the intervention programme (less than 13 sessions); (b) students with
special educational needs associated with intellectual disability; and (c) students that were removed
from school for disciplinary reasons.

Table 1. Sex and age of the sample.

n %

Sex
Male 64 57

Female 49 43

Age

12 42 37
13 45 40
14 23 20
15 3 3
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2.2. Procedure

We requested the collaboration of the educational centre (Spain) in this study. The management
board of the participating school was contacted to obtain their approval and authorisation for the
study. Permission was also obtained from the families of the participating students, and from the
teaching staff and school council. This study respected the relevant ethical values and guaranteed
participants’ confidentiality and anonymity. In addition, this study was developed in accordance with
the Declaration of Helsinki regarding human experimentation. The study procedures were conducted
in accordance with the Universidad de Castilla-La Mancha code of ethics.

This study used a quasi-experimental design with repeated pre-test and post-test measures and a
control group. The study was conducted over three stages. First, before the intervention began, the
assessment instruments (pre-test evaluation) were handed out for completion in the first 20 minutes of
two sessions, to avoid burdening the students. Next, the programme based on the sport education
model was implemented. The programme sessions took place during the second term of the school
year. Finally, the assessment instruments were completed a second time (post-test evaluation). The
independent variable was the intervention programme, and the dependent variables were subjective
well-being, trait emotional intelligence and social anxiety.

2.3. Measures

Four evaluation instruments were used to assess the variables in this study, under the psychometric
parameters of reliability and validity.

The Kidscreen-10 Index [58] was used to assess subjective health-related quality of life and
well-being. This 10-item scale was designed for children and adolescents aged 8–18 years. Each item
has five response options, ranging from ‘Never’ to ‘Always’ or ‘Not at all’ to ‘Extremely’. The 10 items
cover: affective symptoms of depressed mood; cognitive symptoms of disturbed concentration;
psychovegetative aspects of vitality, energy and feeling well; and psychosocial aspects correlated with
mental health, such as the ability to experience fun with friends or getting along well with others at
school. The adapted version of the questionnaire used in this study has adequate internal consistency
reliability (Cronbach’s alpha = 0.82) and test-retest stability (r = 0.73; ICC = 0.72) [59].

The Positive and Negative Affect Schedule [60] was used to assess participants’ positive and
negative affect. The Spanish version of this scale for children and adolescents was validated by
Sandín [61]. This scale comprises 20 items on two dimensions: positive affect and negative affect. Each
subscale contains 10 items. The questionnaire is completed by participants based on the way they
normally feel and behave. The scale has three response options: ‘Never’ = 1, ‘Sometimes’ = 2, and
‘Many times’ = 3.

We used the Trait Emotional Intelligence Questionnaire Adolescents Short Form (TEIQue-ASF) [62]
(adapted into Spanish in its abridged version for teenagers by Ferrando and Serra [63]) to evaluate
trait emotional intelligence based on the theoretical model of Petrides and Furnham [64]. The 30 items
that make up the TEIQue-ASF are scored on a 7-point Likert scale (1 = ‘Completely disagree’ to
7 = ‘Completely agree’). The general emotional intelligence score of the total scale is obtained by
summing the 30 items.

Finally, participants completed the Social Anxiety Scale for Adolescents (SAS-A) [65]. The SAS-A
comprises 22 items; 18 items are self-descriptive and four are distracting elements that are not taken
into account for the score. The SAS-A contains three subscales: (a) fear of negative evaluation (eight
items), (b) anxiety and social avoidance before strangers or new social situations (six items) and (c)
anxiety and social avoidance in social situations in general (four items). Responses are on a 5-point
Likert-type scale from 1 (‘Never’) to 5 (‘Always’). In addition, a global index of social anxiety (SAS-T) is
obtained by summing the scores for the items (excluding neutral items). High scores reflect high levels
of social anxiety [65]. The scale was adapted to the Spanish population by Olivares, Ruiz, Hidalgo,
García-López, Rosa and Piqueras [66]. Only the SAS-T score was used in this study.
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2.4. Intervention Programme

The physical-sport programme was completed following the sport education model structure [17]:
(1) season: lengthy didactic units; (2) membership: development of a team spirit and cooperation;
(3) regular competition: showing technical–tactical abilities; (4) data register: giving evidence of and
analysing the process that has been followed; and (5) festivity: a festive atmosphere. This highlighted
other important education aspects such as: cooperative learning; autonomy and personal initiative;
positive interdependence; and self-management of responsibility roles in conflict resolution (i.e., referee
and coach). This helped to make the sport experience more real and positive, including how students
transferred responsibilities by means of organisation roles (i.e., referee and scorer), team roles (i.e., coach
and physical trainer) and how sport content was modified when adapted to the students [17].

Hastie and Casey’s guidelines were followed for the design and validation of the programme [19]
(p. 423): (a) thoroughly detailed curricular elements; (b) precise certification of the applied model;
and (c) an in-depth explanation of the context of the programme. The intervention programme was
implemented in the experimental group following sequencing of content and activities in three stages
(initial, intermediate and final) over 16 sessions (Table 2).

Table 2. Sequencing of stages and activity sessions in the intervention programme.

Stage Session Sport Education Model

Initial
(Theoretical

Sessions)

1–2

Introduction and presentation of the Sport Education Model with digital and
audio-visual support (ICT). Presentation and distribution of learning resources.
Division and organisation of classroom groups in teams (assignment of team
names with a didactic and cross curricular theme). Distribution and selection
of responsibility roles.

3
Explanation for the self-design of learning resources on digital format (ICT).
Selection and assignment of anthems, badges, mascots and t-shirts representing
a team.

Intermediate
(Practical
Sessions)

4–7
Practical implementation of the roles of each member of the teams. Learning of
technical-tactical elements and abilities: kicking-off, catching, moving,
throwing, defence and attack. Learning game rules.

8–9 Warming-up, training and friendly matches. Meetings for comprehension and
reflection with intervention of the responsibility roles.

10–14 Regular stage competition (Round Robin).

Final
(Practical
Sessions)

15–16 Inter-class groups final competitions (final matches with class groups), final
event, giving awards and diplomas.

This pilot programme was developed to reflect the teaching hours of the physical education
subject, which covers 16 55 minute sessions (2–3 sessions per week for 6 weeks). The total duration
was considered sufficient to analyse the possible effects of the programme on the dependent variables,
as indicated by previous research [67].

The educational intervention applied to the experimental group consisted of a didactic unit that
used an alternative sport, called ringo [68,69]. Ringo is an alternative, modified and reduced sport of
divided court and net. It is played with a hoop (ringo) and a volleyball net. The objective is to score
when the ringo falls on the opposite court (Figure 1). In this pilot programme, the application of an
alternative sport that was novel and unknown to students meant that everyone started with the same
theoretical and practical sports knowledge, and there were few initial differences in their levels of
technical–tactical sports skill. Alternative sports are characterised by being motivating, cooperative,
socialising and adapted to participants’ characteristics. The selection and organisation of teams (five
teams per classroom) was developed by drawing lots. In addition, different responsibility roles were
assigned to participating students: player; referee; coach–captain; physical trainer; person responsible
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for statistics and reports; and member of the discipline and organisation committee. An essential rule
in the development of the pilot programme was that all students would actively participate in the
programme with the assignment of two roles (player role and another responsibility role). The pilot
programme also used various learning and curricular resources (self-designed portfolio, worksheets
and reports) that had been used by other authors [70].

 
Figure 1. Practical session of the intervention programme.

For the control group, a didactic unit of traditional collective sport with a conventional teaching
style was developed [71]. This traditional teaching model aimed to improve students’ technical motor
skills only. In the teaching–learning process, the teacher assumed a managerial role and the students
adopted passive individual roles limited to following the directive instructions of the teacher. This
intervention consisted of 12 55 minute sessions (two sessions per week for 6 weeks). The first nine
sessions were aimed at learning the technical fundamentals of basketball (pot, dribbling, passing,
throwing and receiving) through a task assignment teaching style [71]. These traditional sports sessions
were based on a 10 minute warm-up, 40 minute main session that included explanations and basketball
practice and a 5-minute warm down in which stretching was performed. During these sessions,
all tasks were directed by the teacher without students’ participation. The last three sessions were
dedicated to team competition.

Two compulsory secondary education teachers, both with advanced degrees in Sports Science
participated in this research. The first teacher (with a Master’s of Science in Psychology) participated in
the design and implementation of the pilot programme. The second teacher developed an intervention
based on the traditional model. Both teachers received a 10 hour training course on the specific
theoretical and practical aspects of each teaching model. In addition, supervision and tutoring was
provided by a researcher expert in the sports education model and a researcher expert in the traditional
education model. This tutoring consisted of: (a) session-by-session analysis during the intervention
programmes; (b) telephone conversations and emails to resolve doubts, concerns and problems; and (c)
weekly visits to the teaching centre. In these visits, the experts visited the centre randomly, without prior
notice, with the objectives of: verifying that there were no gaps between what was planned and what
was implemented, and checking that the teaching models were applied with all of their characteristics.

2.5. Data Analysis

After fulfilment of the requirements of normality and homoscedasticity was verified, we examined
the distribution of the data for a univariate normality analysis. The results showed asymmetry and
kurtosis values lower than 1.2. Next, we calculated the reliability coefficients (Cronbach’s alpha,
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composite reliability, average variance extracted and McDonald’s omega coefficient) to obtain reliability
evidence. Then, to determine the impact of the programme, descriptive analyses (mean and SD)
and analyses of variance (ANOVA) were performed with the scores collected in the pre-test stage.
Subsequently, descriptive analyses and analyses of covariance (ANCOVA) were used with post-test
scores to determine the impact of the programme on each of the variables. Bonferroni correction was
applied for multiple comparisons. For all analyses, a p-value <0.05 was considered to indicate statistical
significance. After application of Bonferroni correction, a p-value <0.012 was considered significant.

The effect size (μ2) of the differences was calculated using partial eta-squared [72]. The effect
size was analysed based on four ranges: 0–0.009, negligible; 0.010–0.089, low-effect size; 0.090–0.249,
medium-effect size; and >0.250, big-effect size [72]. The data were analysed with SPSS version 24.0
(IBM Corp., Armonk, NY, USA).

3. Results

3.1. Reliability

In this study, we used well-established measures with appropriate psychometric properties
(Table 3).

Table 3. Reliability evidence of the instruments used (n = 113).

Measures α CR AVE Ω

KIDSCREEN 0.91 0.89 0.674 0.92
PANASN-PA 0.70 0.77 0.502 0.72
PANASN-NA 0.74 0.76 0.519 0.77
TEIQue-ASF 0.71 0.70 0.503 0.79

SAS-T 0.85 0.80 0.687 0.87

Notes: α = Cronbach’s alpha; CR = composite reliability, AVE = average variance extracted; Ω = McDonald’s
omega index.

3.2. Effects of the Programme

The pre-test MANOVA results did not reveal statistically significant differences between the
groups prior to the intervention, Wilks’ Lambda, Λ = 0.571, F (5, 108) = 0.739, p = 0.333, with a small
effect size (η2 = 0.062, r = 0.11).

The ANOVA using the pre-test scores (Table 4) revealed no statistically significant differences in
any of the dependent variables before the programme began, except for a significantly higher score for
trait emotional intelligence in the experimental group compared with the control group. The size of
the effect was low for trait emotional intelligence (μ2 = 0.009). Applying Bonferroni correction showed
no significant differences in any of the variables.

Results from the pre-test–post-test MANCOVA revealed significant differences between the two
conditions, Wilks’ Lambda, Λ = 0.899, F (5, 108) = 5.295, p = 0.003, with an average effect size (η2 = 0.267,
r = 0.32).

Next, we performed ANCOVA for the dependent variables using the post-test scores. To assess the
magnitude of these differences, the effect size for each variable was calculated by partial eta-squared
(Table 4).

3.2.1. Effects on Subjective Well-Being

There was no significant improvement in post-test health-related quality of life in the experimental
group (Table 4). The experimental group did not show a significant increase in positive affect scores
after testing. We confirmed a significant decrease in post-test negative affect scores in the experimental
group (Table 4), with a medium effect size (μ2 = 0.123; partial eta-squared).
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3.2.2. Effects on Trait Emotional Intelligence

The analysis revealed significant improvements in trait emotional intelligence in the experimental
group after the programme, with a medium effect size (μ2 = 0.241) (Table 4).

3.2.3. Effects on Social Anxiety

There were no significant differences between the experimental and the control groups in SAS-T
scores (Table 4).

Table 4. Mean, standard deviation, analysis of variance, analysis of covariance and effect size for
differences in means (partial eta-squared) as a function of the experimental and control groups at
pre-test and post-test.

Measures

PRE-TEST POST-TEST

EXPERIMENTAL CONTROL EXPERIMENTAL CONTROL

Mean (SD) Mean (SD) F p μ2 Mean (SD) Mean (SD) F p μ2

KIDSCREEN

HRQL 35.18 (5.84) 35.09 (6.01) 1.414 0.697 0.001 36.94 (6.14) 35.04 (5.99) 1.975 0.018 0.072

PANASN

PA 21.43 (3.90) 20.02 (4.21) 3.293 0.07 0.008 21.95 (2.78) 20.33 (2.88) 5.438 0.017 0.144
NA 11.23 (3.54) 11.58 (3.58) 0.251 0.62 0.004 9.96 (2.95) 11.62 (3.86) 7.044 0.010 0.123

TEIQUE-ASF

TEI 4.82 (0.60) 4.58 (0.64) 4.368 0.04 0.009 5.02 (0.63) 4.52 (0.53) 16.394 0.000 0.241

SAS

SAS-T 2.61 (0.67) 2.64 (0.68) 0.040 0.84 −0.001 2.38 (0.63) 2.58 (0.62) 3.419 0.062 0.014

Note: HRQL = health-related quality of life; PA = positive affect; NA = negative affect; TEI = trait emotional
intelligence; SAS-T = Total Social Anxiety Scale; SD = standard deviation.

4. Discussion

This study evaluated the impact of a pilot programme based on the sports education model on
compulsory secondary education students’ subjective well-being, trait emotional intelligence and
social anxiety.

The preliminary results obtained in this study revealed significant improvement of a specific
indicator of subjective well-being (NA) in the experimental group after the pilot programme. The
experimental group did not show a significant improvement in health-related quality of life when
compared with the control group. Our results are consistent with the findings reported in other
studies [32], which did not confirm significant benefits for life satisfaction among adolescents following
a sport education-based experience. Our findings also indicated that the programme showed a
significant decrease in negative affect, improving an indicator of the affective component of subjective
well-being (i.e., a decrease in negative emotions) [39,40]. These results partially verify Hypothesis 1,
and highlight the importance of further research in this context.

This is consistent with the findings reported in other studies [32], as previous studies established a
connection between physical activity and subjective well-being [73]. These findings are also consistent
with research that argues that active, inclusive and effective teaching and learning processes applied
within a quality physical education framework fosters a motivating school climate in affective and
psychological terms [1,74]. Pedagogical and methodological aspects highlighted by this intervention
pilot programme (e.g., cooperative learning, a feeling of membership to a team, positive interdependence
and self-management or autonomy/use of responsibility roles) could have influenced these results.
Furthermore, a motivating school context, enabled by the implementation of the sport education
model [31], may also strengthen affective bonding in adolescents [12].

Significant improvement in trait emotional intelligence was observed in the experimental group
after the programme, which confirmed Hypothesis 2. These results are also consistent with those
reported by other authors [31]. The relationship between trait emotional intelligence and subjective
well-being [38,45], as well as that between trait emotional intelligence and physical and psychological

684



Int. J. Environ. Res. Public Health 2019, 16, 1821

health [44], may trigger these improvements in adolescents. This indicates that good trait emotional
intelligence promotes positive emotional states and a reduction of negative moods, thereby positively
impacting well-being and health [45].

We found no significant improvement in students’ social anxiety, meaning that we could not
confirm Hypothesis 3. Although this is similar to the results obtained by different authors for social
relationships variables [23,24], our results contradicted the findings of other studies [25,26,28,30].
Further research on the effects of the sport education model is therefore necessary, especially given
the theoretical specificity of social anxiety and its incidence in social relationships among adolescents.
In addition, social anxiety can present opposing consequences. It can have positive effects on social
relationships for some individuals, whereas it can have negative effects on others, characterised by
anguish and social avoidance [65].

However, in our opinion this study has been very exhaustive in the evaluation methodology of
the intervention program (including the Bonferroni corrections). In this sense, we have not found any
study on the effectiveness of the sport education model that uses these statistical corrections. This fact
could be influencing the comparison of our results with those obtained in other similar researches on
the sport education model as a teaching model.

Despite these promising results, this study had some limitations. First, the sampling procedure
was chosen for reasons of convenience and not by random procedures. However, allocating students to
either the experimental or control group was performed randomly based on the class group to which
they belonged. Second, it would be necessary to increase the sample size to minimise potential biases
in the results and increase the generalisability. Third, the instruments used were self-reported, and
the results might have been influenced by bias related to social desirability in adolescents. It would
be necessary to use high-performance tests or hetero-evaluation to minimise such bias. Similarly,
differences in the trait emotional intelligence pre-test scores between the experimental and control
groups might have had an impact on our results. Finally, it is necessary to highlight the difficulties
encountered when following all of the recommendations for the implementation of the sport education
model [19]. Similarly, it would be necessary to include session analysis procedure in order to evaluate
if the main principles of the model were followed by the teachers [75].

Several aspects can be suggested regarding future lines of investigation, such as increasing the
number of participants and diversifying their sociocultural background. It may also be worthwhile
analysing the impact of the programme on other variables, such as academic performance and social
and school adjustment. Similarly, to study the effects on depression with the use of biological correlates
(HPA markers, cortisol immunitarian parameters, etc.). In addition, it would be interesting to conduct
a follow-up evaluation to assess the sustainability of the effects of the programme.

This study presents innovative contributions at both theoretical and practical levels. The theoretical
contribution is related to fact that the lack of physical activity can have a harmful effect on individual’s
health and is currently an important public health concern [76]. In this respect, United Nations
Educational, Scientific and Cultural Organization (UNESCO) [1] emphasised the importance of
fostering and promoting active behaviours [6] in all contexts, especially at schools. Consequently, it
should be noted that there is a positive connection between health and physical activity: sedentarism
is a major risk factor for mortality, which gives rise to concern about the prevalence of sedentarism and
socio-educative patterns of inactivity, especially in school contexts. At a practical level, our findings
may help teaching staff in their tasks at school, as they provide a tool that may be used in teaching
practice. In addition, the findings open up interesting fields of research in terms of the application of
sport education, especially in terms of its impact on psychological variables.

5. Conclusions

In conclusion, our findings suggest that the pilot programme stimulated some improvement in
adolescents’ subjective well-being and trait emotional intelligence, but did not impact social anxiety.
Therefore, on the basis of quality physical education and the social and emotional learning approach,
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the implementation of such programmes is recommended given the possible psychological benefits
for adolescents in the educational context. A commitment to sports and other physical-sport activity
options within a quality physical education framework, efficiently applied by means of relevant
pedagogical models (such as sport education), may play an important role in students’ integral
development [77,78].
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