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Preface

A complex system is a system composed of many components (elements) which interrelate with

each other, and the collective behaviour of these elements results in the emergence of properties that

can hardly, if not at all, be inferred from properties of the elements alone.

Complex systems are intrinsically complicated, and difficult to model or control, due to inherent

nonlinearity, coupling, chaotic behaviour, uncertainty, embedded stochastic patterns and parameter

sensitivities, under multi-scale responses. Complex systems are pervasive in today’s world, yet

visions into their unanticipated behaviour remains limited, severely reducing the ability to design

and control them for particular desired responses.

The general approaches that can be used to simplify complex systems are: (i) divide and conquer,

(ii) shift complexity, (iii) simplified commands, and (iv) structural methodologies.

From an application and technological development perspective, the engineering world is in

great need of methods and tools for identifying complex systems’ behaviour, as well as tractable

methods for their design and analysis. Therefore, any new methods of computation and/or

processing (e.g. using novel machine learning-based operations) that leads to successfully applying

automation, automated control and optimized energy efficiency will be appreciated by academia and

engineering communities.

This book covers some significant impacts from recent research contributions, in both the

private and public sectors of engineering complex systems, in which automation, control, energy

analysis, energy modelling, energy management, and energy efficiency are outcomes. This

book is also a collection of eleven different crucial complex systems arranged in three groups:

Transportation Systems, Building Systems, and Manufacturing Systems, which are focused on

applied engineering problems.

The first group; Transportation Systems complex challenges, which are: capacity, transfer,

reliability and integration to reduce time and energy consumption. Chapter 1, 2, and 3 cover the

automated controls for operating electric vehicles, including hybrid electric vehicle and plug-in

hybrid electric vehicles and charging infrastructure, as part of transportation systems. Chapter 4

provides a study of an active controller for four-wheeled steering vehicles. Chapter 5 investigates an

energy consumption model for multi-train urban rail transit systems. Chapter 6 explores a switching

coordination of multi-agent systems for transportation networks, which permits rapid and safe.

The second group; Building Systems complex challenges, which are: mechanical systems

(involving topics of energy consumption, heating, air conditioning, boiler systems automatic

temperature controls) and electrical systems (such as: electrical power service). Chapter 7 and 8

extensively studies energy reductions of buildings through the modelling and control of lighting

and air-conditioning systems. Chapter 9 introduces a new designing method of an intelligent Fuzzy

Cognitive Map (FCM) controller for the energy reduction of the building systems.

The third group; Manufacturing Systems complex challenges, which are: improving production

processes, control and optimized energy efficiency. Chapter 10 begins with an extensive article

on how to reduce energy consumption in the carbon fiber production industry. Chapter 11 is a

comprehensive review of some robust speed control methods of Permanent Magnet Synchronous

Motors (PMSM) for industrial automation applications.

Due to the nonlinearity and robustness of complex systems, the ability to apply automation

and automated control with minimal human assistance would provide us with a great ability and

viii



motivation to control dynamic energy systems. Artificial intelligence may be defined as the branch

of computer science that is concerned with the automation of intelligent behaviour. Artificial

intelligence techniques learn about the data they are trained on, and learning algorithms are designed

to generalize from that data.

Artificial intelligence in automation, uses intelligent control techniques such as fuzzy logic

systems, neural networks, machine learning, and optimization algorithms, which are deployed to

achieve energy efficiency in many spheres of engineering complex systems. The positive aspects

of intelligent controllers are their simplicity, having the benefit of independence from models, not

requiring extensive knowledge of the problem field, reduced cost and environmental impact, and

solvability for several energy reduction strategies of engineering systems.

Hamid Khayyam

Editor
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Level of the Book

This book is amid to serve researchers, engineers, scientists, and engineering graduate and

PhD students of engineering and physical science, together with the individuals generally interested

in engineering, and science. In particular, the book can be used for training graduate students,

PhD students as well as senior undergraduate students to enhance their knowledge by taking a

graduate or advanced undergraduate course in the areas of complex systems, control systems,

energy systems, and engineering applications. The covered research topics are also of interest to

engineers and academia who are seeking to expand their expertise in these areas. This book focuses

on the application of engineering methods to complex systems including transportation, building,

and manufacturing, with approaches representing a wide variety of disciplines of engineering and

science. Throughout the book, great emphases are placed on engineering applications of complex

systems, as well as the methodologies of automation including artificial intelligence, automated

and intelligent control, energy analysis, energy modelling, energy management, and optimized

energy efficiency. The significant impact of the recent researches that have been selected are of

high interest in engineering complex systems. An attempt has been made to expose the reading

audience of engineers and researchers to a broad range of theoretical and practical topics. The

topics contained in the following book are of specific interest to engineers who are seeking expertise

in transportation, building and manufacturing technologies as well as mathematical modelling of

complex systems, engineering approaches to engineering complex problems, automation via artificial

intelligence methods, automated and intelligent control, and energy systems.

Organization of the Book

The main structure of the book consists of three parts: Transportation Systems, Building Systems,

and Manufacturing Systems including eleven chapters. Each of the chapters covers an independent

topic along the automation, automated control approaches for engineering of complex systems. All

the necessary concepts, proofs, mathematical background, solutions, methodologies, and references

are supplied except for some fundamental knowledge that is well-known in the general fields of

engineering. The readers may therefore gain the main concepts of each chapter, with as little of a

need as possible, to refer to the concepts of the other chapters and references. The readers may hence

start to read one or more chapters of the book for their own interests.

Melbourne, VIC, Australia Hamid Khayyam
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Abstract: This paper investigates the skid steering of four-wheel independent-drive (4WID) electric
vehicles (EV) and a differential steering of a 4WID EV with a steer-by-wire (SBW) system in case
of steering failure. The dynamic models of skid steering vehicle (SSV) and differential steering
vehicle (DSV) are established and the traditional front-wheel steering vehicle with neutral steering
characteristics is selected as the reference model. On this basis, sideslip angle observer and two
different sliding mode variable structure controllers for SSV and DSV are designed respectively.
Co-simulation results of CarSim and Simulink show that the designed controller for DSV not only
controls the yaw rate and sideslip angle of DSV to track those of the reference model exactly, but also
ensures the robustness of the controlled system compared with the designed controller for SSV.
And the differential driving torque needed to realize the differential steering is much smaller than that
for skid steering, which indicates the possibility of the differential steering in case of steering failure.

Keywords: four-wheel independent-drive; electric vehicle; skid steering; differential steering; sliding
mode variable structure control; robustness

1. Introduction

The vehicle steering system has experienced several stages, such as manual steering, hydraulic
steering, electro-hydraulic steering, electric power steering and by-wire steering. However, in order to
achieve the latter two, the structure becomes more complicated because one or two extra motors are
required [1]. The appearance of four-wheel independent-drive (4WID) electric vehicles (EVs) opens up
the possibility of differential steering system (DSS) by coupled control of left and right in-wheel motors
(IWM), which eliminates the restrictions of a traditional steering system completely [2]. With the
emergence of intelligent vehicle systems (IVS), the 4WID system can also be used to solve the path
tracking problem [3,4]. However, there are three functions of the DSS: (1) Steering the vehicle without
the lateral turning of the wheel, i.e., skid steering [5,6]; (2) Assisting the driver to steer the vehicle,
that is, differential drive assisted steering (DDAS) [1,2,7,8]; (3) Steering the vehicle instead of the regular
steering system [9–13]. Skid steering was realized by giving a tire speed differential between the left
and right tires [5,6]. And the wheel torque difference between the left and right tires, which controlled
the tire velocity difference, was defined as a function of the steering wheel angle. In addition, a stability
compensator for the adhesion limit of tire/load and the yaw rate and yaw acceleration are used as
control variables. However, the needed differential driving torque is not given in the paper [5].

A closed loop control method of differential drive assisted steering (DDAS) was proposed,
which includes a reference steering wheel torque (RSWT) design module and an integral anti-windup
variable PI control module. The former was to design a three-dimensional characteristic curve of torque

Energies 2018, 11, 2892; doi:10.3390/en11112892 www.mdpi.com/journal/energies1
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and steering wheel angle at different vehicle speeds, and the latter was aiming to address the saturation
of motor’s output torque. The simulation results showed that the RSWT can be tracked perfectly by the
DDAS, drivers’ handling efforts were reduced and the vehicle steering performance was improved [1].
A multidiscipline collaborative optimization model of the differential steering system was built with
the steering economy as the main system, and the steering flexibility, the steering road feel and the
mechanic character of the steering sensors as the subsystems. And the main system and the subsystems
were optimized by the multi-island algorithm and the sequential quadratic programming algorithm.
The simulation results show that the differential steering system can have good economy, good steering
road feel, good steering flexibility and good mechanic character of the steering sensors [2]. The DDAS
control system, the drive torque distribution and the compensation control system were designed.
The proportional–integral (PI) feedback control loop was employed to track the reference steering
effort. In addition, the traction control subsystem and the direct yaw moment control subsystem
were both employed to make the DDAS work as well as wished [7]. The structure and basic theory
of the DSS were discussed and its dynamic model was built. A H∞ mixed sensitivity controller is
designed to suppress the model uncertainties and road disturbance. The simulation results verified
the efficacy of the DSS with the designed controller [8]. However, they are aimed at mitigating the
driver’s steering efforts.

By regulating the four wheels to the desired differential speed base on the reference vehicle
velocity, kinematic model of the distributed wheels, combined with Ackermann–Jeant and steering
model, was introduced to achieve electrical differential steering for 4WID EVs. The effectiveness
of the proposed control strategy was demonstrated by the simulation and experimental study [9].
A continuous steering stability controller based on energy-saving torque distribution algorithm was
proposed for four-wheeled built-in motor independent driving electric vehicle. The simulation results
showed that, compared with the traditional servo controller and the ordinary continuous controller, the
proposed controller can significantly reduce the energy consumption and improve the steering stability
of the vehicle [10]. The literature [11–13] investigates the DSS in the case of the complete failure of the
regular steering system. To achieve the yaw stabilization, a robust H∞ output-feedback controller of the
DSS was designed and parametric uncertainties for the cornering stiffness and the external disturbances
were considered to guarantee the vehicle robustness [11]. A multiple-disturbances observer-based
composite nonlinear feedback (CNF) approach was proposed to improve the transient performance
of the fault-tolerant control with the DDAS, and the disturbance observer was designed to estimate
the external disturbances with unknown bounds. CarSim-Simulink joint simulation results verified
the efficacy of the proposed controller [12]. To realize the yaw control when the active front steering
entirely breaks down and guarantee the transient control performance, a disturbance observer based
integral sliding mode control (ISMC) strategy was designed to deal with the unknown mismatched
disturbances, which was addressed by an adaptive super-twisting control approach. And the composite
nonlinear feedback technique was applied to design the controller’s nominal part to depress overshoots
and avoid steady-state errors considering the tire force saturations. The simulation results verified the
effectiveness of the proposed control approach in the case of the steering failure [13].

The innovation points are as follows: (1) Based on the reference model, the steering function of
SSV and DSV are realized by the differential driving torque between the two sides of the front wheels
instead of the normal desired differential speed; (2) An simple and practicable observer is constructed
to estimate the actual sideslip angle; (3) The vehicle has parametric uncertainties, such as tire stiffness
perturbation and external disturbances, and there is no direct relationship between handling wheel
angle and differential driving torque of the left and right side wheels, thus two kinds of SMC controller
are designed; (4) Contrast and analysis of the SSV and the DSV with controllers is carried out, such as
the response curves, the needed differential torque and robustness.

The article structure is as follows: The SSV and DSV models, and reference model are described
in Section 2. Sideslip angle observer and two kinds of SMC controller based on the reference model are
designed in Section 3. Section 4 is the joint simulation based on CarSim (MATLAB, R2012a, mathworks,
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Natick, MA, USA) and Simulink. (CarSim, 8.02, MSC software, Los Angeles, CA, USA) Section 5 is
the conclusion.

2. Vehicle Models and Problem Formulation

In this section, we will first present three kinds of vehicle models, including an SSV model,
a DSV model and a reference model. Here vehicle models are based on the following assumptions:
(1) The lateral acceleration is small and the roll motion can be ignored; (2) The left and right tire
slip angles are equal; (3) The front and rear tire lateral forces are proportional to the tire slip angles.
Then the problem formulation will be proposed.

The difference between SSV and DSV is that the former has no mechanical steering mechanism.
However, both of them depend on the differential driving torque between the two sides of front wheels,
but for the latter, the torque will also contribute to the generation of the front wheel angles. The SSV
obtains steering yaw moment by increasing the speed of outer wheels and decreasing the speed of
inner wheels, other than swinging the steered wheels.

2.1. Skid Steering Vehicle Model

The forces acting on the vehicle body are shown in Figure 1, where Fxij (i = f,r, j = l,r) is the tire
longitudinal force of the left/right front/rear wheel, Fyij (i = f,r, j = l,r) is the tire lateral force of the
left/right front/rear wheel.

xrlF

xrrF

xflF
yflF

yfrF

x

y

yrlF

yrrF

β
xv

yv

xfrF

Figure 1. Skid Steering Vehicle Model.

The lateral and yaw motion of the EV are modeled as:⎧⎨⎩ mux(
.
β + γ) = Fy f l + Fy f r + Fyrl + Fyrr

IZ
.
γ = ls

ΔM
R

+ l f (Fy f l + Fy f r)− lr(Fyrl + Fyrr)
(1)

where

Fy f l = Fy f r = k f

(
β + l f γ/ux

)
, Fyrl = Fyrr = kr(β − lrγ/ux), ΔM = Tf r − Tf l = (Fx f r − Fx f l)R, (2)

m is the total vehicle mass, ux is the longitudinal velocity at the CG point, β is the sideslip angle, γ is
the yaw rate, Iz is the yaw moment of inertia, ls is the half of wheel track, R is the radius of front
wheel, lf and lr are the distances from the center of gravity (CG) to the front and rear axles, ΔM is the
differential driving torque between the two sides of the front wheels, Tfr and Tfl are the right and left
driving torques of the front wheel.

Here a static wheel model is adopted and wheel rotational dynamics are not considered.
Define the state variable and system input as x(t) = [β, γ]T, u(t) = ΔM, the state equation of the
two degree-of-freedom (2-DOF) model can be given as:

3
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{ .
x = Ax + Bu
y = Cx

{ .
x = Ax + Bu
y = Cx

, (3)

where

A =

⎡⎢⎢⎢⎣
2(k f + kr)

mux
−1 +

2l f k f − 2lrkr

mu2
x

2l f k f − 2lrkr

IZ

2l f
2k f + 2lr2kr

Izux

⎤⎥⎥⎥⎦, B =

⎡⎣ 0
ls

IZR

⎤⎦, C =

[
1 0
0 1

]
. (4)

Considering that the tire cornering stiffness always fluctuates due to the change of the road
conditions, they can be expressed as:

k f = k f 0 + Δk f , kr = kr0 + Δkr. (5)

where kf0 and kr0 are the nominal values of the front and rear tire cornering stiffness, Δkf and Δkr are
the corresponding perturbation values.

Then Equation (3) can be written as:{ .
x = (A0 + ΔA)x + Bu
y = Cx

, (6)

where

A0 =

⎡⎢⎢⎢⎢⎣
2(k f 0 + kr0)

mux
−1 +

2
(

l f k f 0 − lrkr0

)
mu2

x

2
(

l f k f 0 − lrkr0

)
IZ

2
(

l f
2k f 0 + lr2kr0

)
Izux

⎤⎥⎥⎥⎥⎦, ΔA =

⎡⎢⎢⎢⎢⎣
2(Δk f + Δkr)

mux

2
(

l f Δk f − lrΔkr

)
mu2

x

2
(

l f Δk f − lrΔkr

)
IZ

2
(

l f
2Δk f + lr2Δkr

)
Izux

⎤⎥⎥⎥⎥⎦ (7)

2.2. Differential Steering Vehicle Model

As we all know, when the braking force between the left and right sides is different, the vehicle
will turn to the side with larger braking force. Similarly, the different driving force between the left
and right sides will drive the steering wheel to generate the steering motion and the vehicle will turn
to the side with smaller driving force. Differential steering system of the 4WID EV equipped with
an SBW system and the force acting on the vehicle body are shown in Figures 2 and 3, respectively.

The driver’s intention is provided to the electronic control unit (ECU), which gives instructions
to the steering mechanism and achieves the steering according to the collected signals and internal
control procedures. However, when the SBW system fails suddenly, the steering can only be realized
by the differential driving torque, which can also generate the front wheel angles simultaneously.

flTfrT

rσ

xfrF xflF

aτaτ

rσ

Figure 2. Differential steering system of DSV.
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xrlF

xrrF

xflF

yflF

xfrF

yfrF

x

y

yrlF

yrrF

fδ

fδ

β
xv

yv

Figure 3. Dynamic model of DSV.

The dynamic equation of the steering system (shown in Figure 2) can be written as [11]:

Je
..
δ f + be

.
δ f = τa +

ΔM
R

rσ − τf , (8)

τa = k f α f l2/3, (9)

α f = β + l f γ/ux − δ f , (10)

where Je and be are the effective moment of inertia and damping of the SBW system, δ f is the front
wheel steering angle, τa is the tire self-aligning moment, rσ is the scrub radius, τf is the friction torque,

α f is the tire slip angle of the front wheel, l is the half of the tire contact length. In addition,
..
δ f and τf

can be assumed as bounded disturbances.
The lateral and yaw motion (shown in Figure 3) of the EV can be expressed as:⎧⎨⎩ mux(

.
β + γ) =

(
Fy f l + Fy f r

)
cos δ f +

(
Fx f l + Fx f r

)
sin δ f + Fyrl + Fyrr

IZ
.
γ =

(
l f sin δ f + ls cos δ f

)
ΔM

R +
(

l f cos δ f − ls sin δ f

)
(Fy f l + Fy f r)− lr(Fyrl + Fyrr)

, (11)

where
Fy f l = Fy f r = k f

(
β + l f γ/ux − δ f

)
, Fyrl = Fyrr = kr(β − lrγ/ux). (12)

Define X(t) =
[

β γ δ f

]T
, U(t) = ΔM, the state equation can be obtained as

.
X = AsX + BsU, (13)

where

As =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

2k f + 2kr

mux

2k f l f − 2krlr
mu2

x
− 1

2k f

mux

2k f l f − 2krlr
IZ

2k f l2
f − 2krl2

r

IZux
−2k f l f

IZ
k f l2

3be

k f l2l f

3beux
− k f l2

3be

⎤⎥⎥⎥⎥⎥⎥⎥⎦
, Bs =

⎡⎢⎢⎢⎢⎣
0
ls

IZR
rσ

Rbe

⎤⎥⎥⎥⎥⎦. (14)

Note: From Equations (1) and (11), it is not difficult to see that they are similar to each other
and there are so many δ f emerged in Equation (11). However, here δ f is not the external input of the
system, but the steering angle of front wheels produced by the differential driving torque between the
two sides of the front wheels.
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2.3. Reference Model

Here the 2DOF vehicle model with neutral steering characteristics, which can be easily obtained
by adjusting the position of the CG, is employed to calculate the reference side-slip angle and yaw rate,
and to estimate the actual side-slip angle.

Define xd(t) = [βd, γd]T and ud = δ, the corresponding state equation is expressed as:{ .
xd = Adxd + Bdud
yd = Cdxd

(15)

Ad =

⎛⎜⎜⎜⎝
2(k f 0 + kr0)

mux
−1 +

2l f dk f 0 − 2lrdkr0

mu2
x

2l f dk f 0 − 2lrdkr0

IZ

2l f d
2k f 0 + 2lrd

2kr0

Izux

⎞⎟⎟⎟⎠, Bd =

⎛⎜⎜⎝ −2k f 0

mux

−2l f dk f 0

IZ

⎞⎟⎟⎠, Cd =

(
1 0
0 1

)
. (16)

where βd and γd are the sideslip angle and the yaw rate of the reference model, lfd and lrd are the
distances from the CG to the front and rear axles, respectively.

2.4. Problem Formulation

For the reference model, the normal input is the front wheel steering angle, which is proportional
to the steering angle commanded by the driver. But for the SSV and DSV in the case of the steering
failure, both of their inputs are the differential drive torque between the left and right front wheels,
which should be controlled to drive the sideslip angle and yaw rate of the vehicles to their desired
ones calculated by Equation (15). The sensors to measure the sideslip angle are usually very expensive.
Consequently, the state observer should be firstly designed to estimate the actual sideslip angle.
In addition, there is no direct relationship between the steering wheel angle and differential drive
torque. To obtain the desired vehicle performance, sliding mode variable structure control strategy is
applied. The diagram of control design is depicted in Figure 4.

δ d dγ β

γ

MΔ β

Figure 4. Structure of control system.

3. Controllers Design

3.1. Sideslip Angle Observer

The designs of the reduced-order observers for the SSV and the DSV are similar. This subsection
takes the DSV as an example to illustrate the method. According to the Equation (13), the following
equation can be obtained:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

⎡⎣ .
X1.
X2

⎤⎦ =

[
A11 A12

A21 A22

][
X1

X2

]
+

[
B1

B2

]
U

Y =
[

0 I
][ X1

X2

]
= X2

, (17)

6
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where

X1 = [β], X2 =
[

γ δ f

]
, A11 =

[2k f + 2kr

mux

]
, A12 =

[
2k f l f − 2krlr

mu2
x

− 1
2k f

mux

]
,

A21 =

⎡⎢⎢⎢⎣
2k f l f − 2krlr

IZ

2k f l2
f − 2krl2

r

IZux
k f l2

3be

k f l2l f

3beux

⎤⎥⎥⎥⎦, A22 =

⎡⎢⎢⎣ −2k f l f

IZ

− k f l2

3be

⎤⎥⎥⎦, B1 = [0].
(18)

Equation (15) can be rewritten as: { .
X1 = A11X1 + v
Z = A21X1

, (19)

where
v = A12Y + B1U, Z =

.
Y − A22Y − B2U. (20)

The dynamic equation of the observer is as follows,{ .
X̂1 = A11X1 + v − H

(
Ẑ − Z

)
Z = A21X̂1

. (21)

Substituting the Equation (20) and the second expression of Equation (21) into the first one of
Equation (21), the following can be obtained:

.
X̂1 =

(
A11 − HA21

)
X̂1 +

(
A12Y + B1U

)
+ H

( .
Y − A22Y − B2U

)
. (22)

where,
(

A11 − HA21
)

is the coefficient matrix of the observer. And the pole of the reduced-order
observer is determined by the following characteristic equation.∣∣λI − (A11 − HA21

)∣∣ = 0. (23)

Since Equation (22) contains a derivative term
.

Y, it is necessary to obtain the derivative signal of
the output, which will affect the uniqueness of the estimated state X̂1. Alternative state variables are
allowed to be selected so that the state equation does not contain the derivative signal.

Define
W = X̂1 − HY, (24)

then,

.
X̂1 =

.
W + H

.
Y =

(
A11 − HA21

)(
W + HY

)
+
(

A12Y − B1U
)
+ H

.
Y − HA22Y − HB2U. (25)

And the following expression can be obtained from{
X̂1 = W + HY
.

W =
(

A11 − HA21
)
W +

(
B1 − HB2

)
U +

[(
A11 − HA21

)
H + A12 − HA22

]
Y

. (26)

Subtracting Equation (22) from the first expression of Equation (19), and

.
X1 −

.
X̂1 =

(
A11X1 + A12Y + B1U

)− (A11 − HA21
)
X̂1 −

(
A12Y + B1U

)− H
( .

Y − A22Y − B2U
)

, (27)

7
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then it can be simplified as follows

.
X1 −

.
X̂1 = A11X1 −

(
A11 − HA21

)
X̂1 − HA21X1 = (A11 − HA21)

(
X1 − X̂1

)
. (28)

This equation is homogeneous. So long as H is properly selected, the poles of the reduced-order
observer can be disposed arbitrarily [14], so that the satisfactory attenuation speed of

(
X1 − X̂1

)
can

be obtained and the state estimation X̂1 can approach X1 as soon as possible.

3.2. Sliding Mode Controller of Skid Steering Vehicle

For the SSV there is no direct relationship between the steering wheel angle and differential
drive torque, the traditional vehicle with neutral steering characteristic is used as the reference model.
And the SMC controller based on uncertain parameters is designed to make sure that the state variables
of skid steering vehicle to track those of the reference model.

Define the state variables of error system as e = xd − x, and the error model is as follows:

.
e = Ade + (Ad − A0)x + Bdud − Bu − ΔAx. (29)

The nominal model of the error system can be expressed as:

.
e = Ade + (Ad − A0)x + Bdud − Bu. (30)

In order to control the output of SSV completely tracking that of the reference model, u should
satisfy the following equation for arbitrary state x, external reference input ud and various uncertainties.

(Ad − A0)x + Bdud − Bu − ΔAx = 0. (31)

According to the linear system theory, it can be drawn that the necessary and sufficient conditions
which the controlled object completely tracks the reference model are as follows [15]:

rank[B] = rank[ B ΔA ] = rank[ B C ], (32)

rank[B] = rank[ B Ad − A ] = rank[ B Bd ]. (33)

where Equation (32) is the matching condition as well as Equation (33) is the uncertainty matching condition.
At this point, the controlled system can be rewritten as:⎧⎪⎨⎪⎩

.
x = A0x + B

(
u + ΔÃx + ΔB̃u

)
y = Cx
ΔA = BΔÃ, ΔB = BΔB̃

(34)

The complete compensation for uncertainties can be achieved by designing the control law.
The full-scale sliding mode switching surface for the error model is selected as:

s = Ge, (35)

where, G is the sliding mode parameter matrix to be designed and G =
[

G1 G2

]
.

The structure of the variable structure control law can be expressed as:

u = um + uv, (36)

where, um is the matching control law for the model reference closed-loop control system, uv is the
variable structure control law.

8
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As long as the matrix B is full rank, i.e., rank(B) = m, there must be a non-singular linear
transformation matrix T to make B̃1 = T1B = 0, then the Equation (29) can be transformed into

.
z = Ãdz + Adpx + B̃dδ − B̃u − ΔÃx, (37)

where
Ãd = TAdT−1, Adp = T(Ad − A), B̃d = TBd, B̃ = TB, ΔÃ = TΔA. (38)

In order to get the appropriate B̃, select

T =

[
In−m −B1B−1

2
0 Im

]
=

[
T1

T2

]
. (39)

then

z =

[
z1

z2

]
, Ãd = TAdT−1 =

[
Ã11

d Ã12
d

Ã21
d Ã22

d

]
, B̃ = TB =

[
B̃1

B̃2

]
=

[
0
B̃2

]
, (40)

where z1 ∈ Rn−m, z2 ∈ Rm, Ã11
d ∈ R(n−m)×(n−m), Ã22

d ∈ Rm×m, B̃2 ∈ Rm×m.
And the switching surface becomes

s = Ge = G̃Te = G̃z =
(

G̃1, G̃2

)
z. (41)

The pole assignment method is used to compute G, which makes the final sliding mode have the
pre-given pole set Λ = {λi, i = 1, 2, . . . , n − m} (where all of the poles have negative real parts and
imaginary parts appear in pairs). Since

(
Ã11

d , Ã12
d

)
is a controllable matrix, there is matrix K to ensure

that pole set of Ã11
d − Ã12

d K is Λ.
In addition, since

G̃ =
[

G̃1, G̃2

]
=
[

G̃2K, G̃2

]
= G̃2[K, I], (42)

where G̃2 is a non-singular matrix of m ×m, and usually G̃2 = Im. And G̃ = [K, I] can be confirmed
uniquely, and the switching function s = Ge is obtained.

According to the matching condition of fully matched model, the matching control law is as follows.

um = B̃−1
2

[
0 Im

]
T(Ad − A)x + B̃−1

2

[
0 Im

]
Bdδ. (43)

Substituting Equations (36) and (43) into the Equation (37), the error equation becomes:

.
z = Ãdz − B̃uv − ΔÃx, (44)

where the variable structure control law uv can be chosen to ensure that the system is stable and
reliably maintained in the sliding mode, which means that uv can make the sliding mode reach the
condition, d

dt
(
sTQs

)
< 0, where Q is the symmetric positive definite matrix and Q > 0. So uv should

make the following equation hold.
.

w = sT .
s < 0. (45)

Let
uv = g(t)

(
GB̃
)−1

sgn(s), (46)

where g(t) is the scalar control coefficient to be determined and g(t) > 0, then

.
w = sT [C(A0 + ΔA)x + CBu]. (47)

9
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Substituting Equation (46) into Equation (47), then

.
w = −g(t)sTsgn(s) + sT

[
GÃmz − GΔÃx

]
≤ −g(t)‖sT‖+ ‖sT‖

[
‖GÃm‖‖z‖+ φa‖G‖‖x‖

]
. (48)

And the control law is

g(t) = a1‖z‖+ a2‖x‖+ a3 + ε, a1 = ‖GÃm‖, a2 = φa‖G‖. (49)

where ε is a small positive number. After obtaining the above control law, the variable structure control
law of the full-scale sliding mode model can be got by transforming z into e.

3.3. Sliding Mode Controller of Differential Steering Vehicle

Here the sliding surface of SMC can be defined as the following to make sure that the real sideslip
angle and yaw rate approach the ideal ones.

s = γ − γd + ξ
(

β̂ − βd
)
, (50)

where, ξ is the weight coefficient, which is used to enhance or reduce the influence of sideslip
angle. Take the derivative of Equation (50) and substitute Equations (11) and (26) into Equation (50),
the following equation can be obtained:

.
s = d1 + d2 +

ls
IZR

ΔM + D1(t), (51)

where

d1 = −2k f l f

IZ
δ f +

2k f l f − 2krlr
IZ

β +
2k f l2

f − 2krl2
r

IZux
γ,

d2 = ξ

[ 2k f

mux
δ f +

2k f + 2kr

mux
β +

(2k f l f − 2krlr
mu2

x
− 1

)
γ

]
,

D1(t) = −
[ .
γd + ξ

.
βd − ξ(A11 − HA21)

(
β − β̂

)]
.

(52)

Note that the sideslip angle observer is convergent, that is, the observer error β − β̂ converges to
zero in a finite time. And from the Equation (11), it can be drawn that

.
γd,

.
βd is bounded. Then the

following inequality holds.
|D1(t)| ≤ D1, (53)

where D1 is a constant.
In order to weaken the chattering phenomenon of sliding mode control, the exponential reaching

law with saturation function is applied, and the controller can be designed as

ΔM =
IZR
ls

[−k1sat(s)− k2s − d1 − d2], (54)

with k1 > D1, k2 > 0, and the sliding variable s will converge to the origin in a finite time.
Substitute Equation (54) into Equation (51), and

.
s =

1
IZ

[−k1sat(s)− k2s + D1(t)]. (55)

Select the Lyapunov function as V(s) =
1
2

s2, take the derivative of V(s) and we get

.
V =

1
IZ

[−k1sat(s)− k2s + D1(t)]s ≤ 1
IZ

(−k1 + D1
)|s|. (56)

10
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Note k1 > D1, and we can get
.

V <
√

2
k1 − D1

IZ
V

1
2 . (57)

According to the finite-time Lyapunov stability theory, the sliding mode variable s will converge
to the origin in a finite time.

4. Simulation and Analysis

In this section, Simulink and CarSim are used to confirm the effectiveness of the control
systems designed in this paper. The parameters used in the simulation are as follows: m = 1111 kg,
Iz = 2031.4 kg m2, lf = 1.04 m, lr = 1.56 m, lfd = 1.04 m, lrd = 1.56 m, ls = 0.7405 m, R = 0.304 m,
kf0 = −98,202.8 N/rad, kr0 = −63,947.18 N/rad. The simulation results are explained in the
following subsections.

4.1. Simulation in J-Turn Manoeuvre

In this simulation, ux = 10 m/s and the steering wheel steering angle with a maximum steering
angle of 3.5 rad as shown in Figure 5a is used as the input of the reference model. Figure 5b–l illustrate
the simulation results of reference model, SSV and DSV with different SMC controllers.

Figure 5b,c are the calculated and the estimated sideslip angles of the SSV and the DSV with
SMC controller. It can be drawn that the designed sideslip angle observer is effective to track the
calculated sideslip angle. Figure 5d,e are the yaw rate and sideslip angle curves of the three models.
It can be seen that both of the yaw rate and sideslip angle of DSV with SMC controller can follow
the desired ones, while only the yaw rate of SSV with SMC controller can follow the desired one.
Generally speaking, the side slip angle and the yaw rate are coupled. It is often difficult to track two
state variables simultaneously by a single control variable—differential torque. Here the desired yaw
rate is tracked very well.
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Figure 5. J-turn simulation at 10 m/s (a) Steering wheel steering angle curve; (b) Sideslip angle curves
of skid steering vehicle (SSV); (c) Sideslip angle curves of DSV; (d) Yaw rate curves; (e) Sideslip angle
curves; (f) Differential driving torque for skid steering; (g) Differential driving torque for differential
steering; (h) Front wheel steering angle; (i,j) Response curves of SSV without sliding mode control
(SMC) controller; (k,l) Response curves of DSV without SMC controller.

Figure 5f,g show that the differential driving torques for the controllers of SSV and DSV
respectively, and their absolute maximum are 142,210 Nm and 75.86 Nm. Obviously, there is too
large a difference between the two needed differential driving torques. The reason is for the DSV the
differential torque also produces a front wheel steering angle at the same time, which decreases the
needed differential torque in turn. And the maximum front wheel angle produced by the differential
driving torque for the controller of DSV are 0.1745 rad as shown in Figure 5h. Figure 5i–l are the
response curves of SSV and DSV without SMC controller. It can be seen that they are so different from
the desired ones.

In conclusion, the simulation results show that the designed observer is effective and the responses
of DSV with SMC controller can exactly track the ideal ones. Although the yaw rate of SSV with SMC
controller can also exactly track that of the reference model, the differential driving torque needed
for SSV is too much larger than that needed for DSV, which obviously exceeds the maximum torque
provided by the in-wheel motor.
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4.2. Simulation in Double Lane Change Maneuver

Double lane change maneuver is another important method to examine the maneuvering stability
of the vehicle. In this simulation, ux = 20 m/s and Figure 6a shows the input of the reference model,
which can guarantee the vehicle to achieve the double lane change maneuver. Figure 6b–l illustrate the
simulation results of reference model, SSV and DSV with different SMC controllers.

Figure 6b,c are the calculated and the estimated sideslip angles of the SSV and the DSV with
SMC controller, which show that the designed observer can track the calculated sideslip angle very
well. Figure 6d is the yaw rate curves of the three models and their responses are almost the same.
Figure 6e is the sideslip angles of the three models, which illustrates that only the sideslip angle of the
SSV with controller can follow the desired one. The differential drive torques between the left and
right front wheels required for the SSV and the DSV with SMC controller are shown in Figure 6f,g
and their absolute maximums are 3150 Nm and 46.4 Nm. In addition, the external steering angle of
the front wheel is as shown in Figure 6h. Figure 6i–l are the response curves of the SSV and the DSV
without SMC controller. It can be seen that they are so different from the desired ones.

In conclusion, both of the differential driving torque and the external steering angle of the front
wheel produced by the torque contribute to the steering of DSV with SMC controllers, which leads to
a substantial reduction in the required differential driving torque. Therefore, the differential driving
torque needed for the DSV is much smaller than that needed for the SSV.
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Figure 6. Double lane change simulation at 20 m/s (a) Steering wheel steering angle curve; (b) Sideslip
angle curves of SSV; (c) Sideslip angle curves of DSV; (d) Yaw rate curves; (e) Sideslip angle curves;
(f) Differential driving torque for skid steering; (g) Differential driving torque for differential steering;
(h) Front wheel steering angle; (i,j) Response curves of SSV without SMC controller; (k,l) Response
curves of DSV without SMC controller.

4.3. Robustness Analysis

When the cornering stiffness of the front and rear tires are decreased and increased by 5% respectively
as other parameters remain unchanged, yaw rate curves of reference model, SSV and DSV with different
SMC controllers are shown in Figures 7 and 8, respectively.

From Figures 7 and 8, it can be seen that the yaw rate curve of DSV with SMC controller can
completely track that of the reference model when front or rear tire cornering stiffness is changed.
However, there are always a little difference between the yaw rates of SSV with SMC controller and
the reference model. It can be drawn that the robustness of DSV with SMC controller is better than
that of SSV with SMC controller.
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Figure 7. Yaw rate curves with kf0 reduced by 5%.
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Figure 8. Yaw rate curves with kr0 increased by 5%.

5. Conclusions

The realizations of skid steering and differential steering of IWM EVs with the failure of SBW
system are studied:

(1) Simulation results show that the skid steering of SSV can be realized by the differential drive
torque between the two sides of the front wheels. However, the needed differential drive torque
is so large and far beyond the maximum torque generated by the in-wheel motor. Therefore,
the skid steering cannot be used in practice.

(2) The differential steering of DSV in case of steering failure also can be achieved by the differential
drive torque between the two sides of the front wheels. Because this torque generates an external
vehicle yaw moment and at the same time an additional steering angle of the front wheel is also
produced, so its value can be greatly reduced.

(3) The structure of differential steering is relatively simple. It not only can be used as the backup
steering system, but also can be used for the active steering of front and rear wheels and the
improvement of vehicle handling stability, and even can be applied as a sole steering system for
future pilotless vehicles.
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Abstract: Energy management strategies based on instantaneous optimization have been widely
used in hybrid/plug-in hybrid electric vehicles (HEV/PHEV) in order to improve fuel economy
while guaranteeing vehicle performance. In this study, an adaptive-equivalent consumption
minimum strategy (A-ECMS) based on target driving cycle (TDC) generation was proposed for
an extended-range electric bus (E-REB) operating on fixed routes. Firstly, a Hamilton function and
a co-state equation for E-REB were determined according to the Pontryagin Minimum Principle
(PMP). Then a series of TDCs were generated using Markov chain, and the optimal solutions under
different initial state of charges (SOCs) were obtained using the PMP algorithm, forming the optimal
initial co-state map. Thirdly, an adaptive co-state function consisting of fixed and dynamic terms
was designed. The co-state map was interpolated using the initial SOC data and the vehicle driving
data obtained by an Intelligent Transport System, and thereby the initial co-state values were solved
and used as the fixed term. A segmented SOC reference curve was put forward according to the
optimal SOC changing curves under different initial SOCs solved by using PMP. The dynamic term
was determined using a PI controlling method and by real-time adjusting the co-states to follow the
reference curve. Finally with the generated TDCs, the control effect of A-ECMS was compared with
PMP and Constant-ECMS, which was showed A-ECMS provided the final SOC closer to the pre-set
value and fully used the power of the batteries. The oil consumption solutions were close to the PMP
optimized results and thereby the oil depletion was reduced.

Keywords: extended-range electric bus; adaptive-equivalent consumption minimum strategy;
Markov chain; target driving cycles; SOC reference curve; energy management system

1. Introduction

1.1. Literature Review

Environmental deterioration and the increasing shortage of petroleum resources have greatly
increased the demand for energy-saving and environmental protective vehicles. The new energy
vehicle technology is regarded as an excellent way to simultaneously address the energy crisis and
insecurity and reduce environmental impacts [1]. As a type of plug-in hybrid electric vehicle (PHEV),
extended-range electric buses (E-REBs) can coordinate the energy allocation between batteries and
the auxiliary power unit, and prolong the mileage of pure electric vehicles while improving the
fuel economy. Thus, extended-range electric buses have gained growing attention from vehicle
manufacturers and customers [2,3].

Energy management is still a technical puzzle faced by hybrid electric vehicles because it not
only aims at the minimum energy consumption, but also needs to take into consideration the vehicle
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dynamic performance, emission performance and the characteristic of each component. Due to the
presence of multiple power sources, the reasonability of energy allocation directly affects the dynamic
performance and fuel economy of vehicles [4]. However, the conventional energy management
strategy only considers a single performance index and cannot achieve an overall optimization.
Thus deeper research shows the energy management has gradually transited from the initially single
goals of fuel depletion or emission to the currently multi-goal real-time intelligent integrated control.
So far, the control strategies can be divided into rule-based and optimization-based energy allocation
strategies [5].

In the first category, the vehicle working states are firstly divided according to pre-set control
rules and then controlled separately. The rules are set to make the engine, generator and batteries work
within the pre-set high-efficiency zones, but are only slightly dependent on specific working conditions
and thereby operate in real-time. The two main directions of this category are the control strategies
based on logic thresholds or fuzzy rules [6]. Firstly, the logic thresholds are usually the state of charge
(SOC) of battery power or the speed signals of vehicles, which allow for switching between different
operation modes [7]. Its disadvantage is that the dynamic performance of the vehicle will be greatly
reduced when the work mode enters the charging-sustaining phase. The control strategies based on
fuzzy rules control energy allocation via the use of fuzzy algorithms. Firstly, the control parameters are
fuzzified into a power allocation factor, and thereby the driving system is controlled [8,9]. The common
problem of rule-based strategies is that energy can only be allocated according to fixed rules without
considering optimization, so the fuel consumption is relatively high.

The energy management of extended-range electric vehicles is essentially aimed to solve a
multi-objective nonlinear optimization problem. Since the major objective is the minimization of
systematic energy consumption, the energy control strategies based on global optimization and
instantaneous optimization algorithms have been widely studied. As one global optimization
algorithm, PMP constructs a Hamilton function, and when the Hamilton function reaches the minimum
value under constraints, the target function is also minimized [10]. Dynamic programming (DP),
another global algorithm, divides the whole working condition into several segments, and starting
from the final state, reversely calculates the initial state and finally selects the controlling rule that
makes the target function reach the minimum value as the optimal strategy [11,12]. However, both
PMP and DP can get the optimal solution only when the whole driving cycles are known. Since the
road conditions and driving behaviors are all unknown in real driving, global optimization algorithms
are unfeasible in reality, but can be used as the benchmark for real-time energy management strategies.
With the same hybrid electric vehicle model, Yuan compared DP and PMP and found their control
effects were similar, but PMP was faster [13].

The energy management based on instantaneous optimization does not need any information
about driving cycles and can be controlled in real-time according to the real driving conditions.
The DP-developed stochastic dynamic programming (SDP) control strategies utilize DP algorithms
to solve a number of working conditions, and apply the datasets as-obtained into neural network
training [14]. In real applications, the real-time working conditions are substituted into the classifier
to form energy distribution relations. Similarly, the artificial intelligent algorithms for energy
management also include neural network control [15], particle swarm optimization [16], and genetic
algorithm [17,18]. These Artificial Intelligence-strategies are faced with the problem of large amount of
data training and too much computation in real-time operation. Model prediction control is aimed to
model the controlled object, predict the output according to the vehicle state as-collected, optimize
the predicted value, and input the resulting optimal energy allocation into the control system [19,20].
Borhan built an energy optimization control strategy based on model prediction and the simulations
showed in the recycled working conditions of UDDS, the MPC control strategy reduced the oil
consumption by 4.7% than the rule-based control strategy [21]. ECMS originating from PMP finds the
minimum value through real-time solving the target function, and obtains the instantaneous energy
distribution relation between batteries and APU [22]. However, the co-state of ECMS is constant
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and cannot well adapt to different working conditions in real tests. Thus, researchers have proposed
adaptive-ECMS (A-ECMS) which is developed on the basis of ECMS. It can adjust the co-state value
of Hamilton function in real time according to the operation state of the vehicle. The strategy can
well adapt to the actual operation state and make the important vehicle performances reach the ideal
value. Gu put forward an adaptive ECMS based on driving pattern recognition, and by identifying
the information of working conditions, it adjusted the value of co-state to adapt to different working
conditions [23]. Mahyar proposed to use GPS and ITS to predict the working conditions and built an
A-ECMS control strategy based on reference SOC, so that the real SOC could decline along with the
reference SOC curve [24]. According to the optimal co-state values under different driving conditions,
Onori et al. plotted a co-state map and used SOC feedback to build a linear co-state function, which
performed well in simulations [25,26]. Because A-ECMS has the characteristics of strong adaptability,
good real-time performance and excellent control effect, it is selected as the energy management
strategy of this paper.

1.2. Motivation

The objective of energy management strategy for an E-REB is to guarantee the dynamic
performance of the E-REB during operation. Meanwhile the strategy ensures the SOC is always
greater than the pre-set value and makes the final SOC close to the pre-set value, which not only
protects the battery pack, but also fully uses the battery pack power.

In order to meet the above performance requirements, the co-state value needs to be adjusted in
real time according to the vehicle status. The motivation for this is explained as follows: (1) to solve the
optimal co-state value, the Hamilton function and co-state equation for E-REB should be developed
based on PMP; (2) the co-state is affected by driving distance and working conditions, so in order to
establish the relationship between the co-state and its influencing factors, the target driving cycles are
needed, however, there is often a lack of TDCs in practice. In order to solve this problem, the Markov
chain based generation technology is proposed; (3) by the way of making the fuel consumption close
to the optimal control result, and the final SOC value is similar to the pre-set value, SOC reference
curve should be reasonably designed; (4) taking the SOC deviation value as the independent variable,
the co-state adaptive function is established by PI control technology; (5) also, the initial value of SOC
also has a significant impact on the co-state, thus the change of co-state function should be considered
under different initial values.

1.3. Major Contribution

During formulation of A-ECMS, the key is to build a co-state adaptive function, which fully
considers the effects of initial SOC, driving distance, and working conditions on the co-state. Since this
study was targeted at extended-range electric buses operating on fixed routes, the driving distance
could be ignored. The co-state function consisting of fixed term and dynamic term was designed.
To determine the fixed term, we first had to get the optimal initial co-state map, which could be
determined by solving multiple target driving cycles by using PMP. However, during control strategy
research, there are always few working conditions suitable for the exploitation goal, which largely
hinders the determination of concrete control strategy parameters and the simulation of control
effect. For this problem, a goal condition generation method based on Markov chain was proposed.
The working condition was gradually generated through the formation of a highway and city transition
probability matrix. Furthermore, with the ITS-acquired vehicle information, the average vehicle speed
was determined by weighted averaging. Together with the initial SOCs of vehicles, the fixed terms
could be determined by interpolating the co-state map. The role of the dynamic term was to make the
SOC at termination be equal to the set value, so as to make full use of the electrical energy. It usually
can be realized by following the reference SOC. However, the common SOC reference curve is a
linear function of SOC and distance, which totally disobeys the ideal solution. A segmented SOC
reference curve was put forward according to the optimal SOC changing curves under different initial
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SOC conditions solved using PMP. When the initial SOC was large or small, an exponential reference
curve and a linear reference curve were selected, respectively, which better fitted the variation of the
optimal SOC. With the introduction of PI, the deviation of the real SOC from the reference curve was
regarded as the input to real-time adjust the co-state dynamic term, so as to follow the reference curve.
During the research, A-ECMS was simulated under different working conditions and different initial
SOCs. Results showed A-ECMS could meet the design requirements and was well adaptive.

1.4. Outline

This study is organized as below: Section 2 introduced the mathematical model and concrete
parameters of E-REB; In Section 3, the PMP algorithm targeting at E-REB is developed and thus the
co-state differential equation is achieved. In Section 4, Markov chain was used to generate the target
driving cycles; In Section 5, the co-state map and SOC reference curve were acquired, and A-ECMS
was designed through PI control. In Section 6, the A-ECMS, ECMS and PMP were simulated and
comparatively analyzed under different target driving cycles and different initial SOCs. Finally, the
conclusions are summarized in Section 7.

2. E-REB Model Description

2.1. Powertrain and Parameters

The extended-range electric bus studied here is the inter-city passenger car travelling between
Changchun and Shenyang, and its powertrain structure is showed in Figure 1. The E-REB is powered
by an auxiliary power unit (APU) and a battery pack. The APU consists of the engine and the generator,
while the engine drives the generator to generate power. The output power of the APU is coupled with
that of batteries, and the electric power is converted by a driving generator to machinery power, and
then the main reducer and the differential further transfer the energy to the wheels. The parameters of
main vehicle components are listed in Table 1.

Figure 1. Extended-range electric bus powertrain.

Table 1. Main component parameters of E-REB.

Component Parameter Value

Engine
Max speed 4000 rpm
Max power 95 kW
Max torque 311 Nm @ 2200 rpm

Generator
Max speed 5000 rpm

Rated power 95 kW
Rated torque 420 Nm @ 0~2160 rpm

Battery pack
Type Lithium-ion

Capacity 300 Ah
Rated voltage 576 V

Driving motor
Max speed 2000 rpm

Peak /Rated power 180/120 kW
Peak/Rated torque 1800/1200 Nm @ 0~955 rpm
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2.2. Key Component Model

2.2.1. Battery Model

The battery pack consists of 156 battery cells in series, the total capacity of which is 300 Ah and the
rated voltage is 576 V. Then ten battery cells in series are selected and tested at ambient temperature
25 ◦C. The data of charge/discharge resistance, open circuit voltage (OCV) and SOC from the ten cells
are fitted in Figure 2.

 

Figure 2. The internal resistance and OCV relative to SOC (10 cells).

The batteries are constructed using the internal resistance equivalent model (Rint model). At the
discharge stage, the total power of the batteries Pbat is equal to the external power Pb and internal
resistance Rint depletion. At this moment, the internal resistance is discharge resistance Rdc. At the
charge stage, the external power Pb charges the batteries, where the internal resistance is charging
resistance Rc. The open circuit voltage Uocv and the internal resistance Rint are both correlated with
SOC. It is supposed the batteries are maintained at 25 ◦C, or namely the effect of temperature on
internal resistance is ignored:

Pbat = Uocv(SOC) · I = I2 · Rint(SOC) + Pb (1)

The current can be solved by Equation (1) as follows:

I =
Uoc(SOC)−

√
Uoc(SOC)2 − 4Pb · Rint(SOC)

2Rint(SOC)
(2)

The changing rate of SOC can be expressed as follows:

S
.

OC = d(
Qb −

∫ t
0 Idt

Qb
)/dt = − I

Qb
(3)

where Qb is the capacity of the battery pack.

2.2.2. Driving Motor Model

This extended-range electric bus is driven by a permanent magnet synchronous motor, and
its efficiency map at the rated power is showed in Figure 3. The driving motor efficiency at given
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rotating speed and torque could be determined by the lookup-table interpolation method. When the
driving motor works as a generator (braking energy recovery stage), the efficiency map is symmetrical.
The efficiency of the driving motor is:

ηm = ηm(nm, Tm) (4)

 

Figure 3. The efficiency map of driving motor.

The coupling total power Pm supplies to the driving motor, the motor output power is delivered
by the transmission to the wheels, so as to meet the driving demanded power Preq, and its power
transfer is expressed as:

Preq = Pm · ηm · ηT (5)

where ηT is the transmission efficiency.

2.2.3. APU Model

As for an instantaneous energy management strategy, the optimal working point of each
demanded power is computed offline in advance, which largely reduced the computational amount
and favored the timeliness of the strategy. The optimal working point of APU is defined as to meet
the demanded output power of APU and to minimize the fuel consumption. The optimal working
points at different APU power values is connected, forming the optimal operation curve of APU.
Since the output power and fuel consumption rate of APU are affected jointly by the engine and the
generator, the characteristics of these two parts should be integrated to solve the optimal working
curve. The output power of APU was expressed as:

PAPU = Pe · ηg(ng, Tg) = Pe · ηg(ne, Te) (6)

where ηg is the generator efficiency, ne is the rotation speed and Te is the torque. The fuel consumption
rate of APU was calculated as:

be = be(ne, Te) (7)

The universal characteristics and APU optimal operation curve of the engine are shown in Figure 4.
Unlike the optimal working curve of the engine, that of the APU is integrated the generator efficiency.
The minimum fuel consumption of each disperse power was plotted in Figure 5. Since the maximum
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output power of APU is 85 kW, the fuel consumption rate is very low when the output power of APU
is 40–50 kW. Since the optimal working point of each discrete power is only and known, the rotating
speed and torque of a working point can be determined if the allocation power of APU in the energy
management algorithm is known.

 

Figure 4. The APU best operation curve (red) and engine efficiency map.
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Figure 5. Relationship between APU power and fuel consumption rate in best operation curve.

2.3. Dynamic Model

According to the driving dynamic equation of a vehicle, the driving force can be expressed as:

Ft = mg · f +
CD Av2

21.15
+ σm

dv
dt

(8)

Preq =
v

3600
· Ft (9)
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The symbols and their values are shown in Table 2.

Table 2. E-REB model parameters.

Symbol Parameter Value

m Vehicle mass 11,718 kg
f Rolling resistance coefficient 0.01

CD Air resistance coefficient 0.7
A Windward area 8.6 m2

σ Rotational inertia coefficient 1.1
io Main ratio 4.875
r Rolling Radius 0.511 m

ηT Transmission efficiency 0.9

3. PMP Algorithm Formulation

Since PMP is the basis of ECMS, complete driving cycles are needed to solve the optimal control
rate under the constraint conditions. The goal of the optimal energy management of a hybrid electric
vehicle is that: the power of APU and the battery pack is allocated to minimize the fuel consumption
while meeting the driver's required power Preq [27]. For extended-range vehicles, since the APU and
transmission system are decoupled, the working points of APU can be randomly selected under the
premise of meeting the constraint conditions. At the end of driving, SOC reached the set minimum
value SOCf so as to fully utilize electric energy and reduce oil consumption. During the whole driving
process, SOC is maintained at the reasonable range [SOCf,SOCinitial] so as to prolong the service life
of batteries. Meanwhile, the output power of APU should never surpass the demanded power and
thereby enter the mode of APU charging batteries, which avoided the secondary energy transfer and
increased the energy use rate. Taken together, the target function and constraint conditions of energy
management of E-REB can be expressed as:

Minimize J(t) =
∫ t f

0

.
m f (u(t)) · dt =

∫ t f

0

be(u(t)) · u(t)
3600

· dt (10)

subject to S
.

OC(t) = − I(t)
Qb

(11)

SOC(t0) = SOCinitial , SOC(t f ) = SOCf (12)

SOC(t) ∈ [SOCf , SOCinitial ] (13)

u(t) = PAPU(t) ∈ [Pmin, Pmax] and u(t) ≤ Preq(t) (14)

Here mf is fuel consumption rate (g/s); u(t) is the APU allocation power, as the control variable,
which varies within [0,85] kW according to Section 2.2.3. SOC is a state variable and its termination
value is usually SOCf = 30%. The energy management Hamilton function is:

H =
be(u) · u

3600
+ λ · S

.
OC (15)

where λ is the co-state, which is time-variant during the solving process of PMP and can be expressed as:

.
λ = − ∂H

∂SOC
= −λ · ∂S

.
OC

∂SOC
(16)
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Since the partial derivatives in this equation cannot be directly solved, it can be further transformed
according to Equation (3):

− ∂S
.

OC
∂SOC

=
1

Qb
· ∂I

∂Uoc(SOC)
· ∂Uoc(SOC)

∂SOC
(17)

According to the characteristics of battery pack in Figure 2, when SOCf = 30%, the charge/discharge
resistance nearly does not change with voltage. Namely under the restrictions of SOC, the battery
internal resistance can be regarded as constant:

∂Rint
∂SOC

=
∂Uoc

∂SOC
· ∂Rint

∂Uoc
≈ 0 (18)

On this basis, the partial derivative of Equation (2) over Uoc can be determined:

∂I
∂Uoc(SOC)

= − I√
Uoc(SOC)2 − 4 · PbRint

(19)

The partial derivative of voltage over SOC can be determined from the battery characteristics in
Figure 2, marked as k(SOC). Taken together, the state equation of the co-state can be expressed as:

.
λ =

λ

Qb
·
√

Uoc(SOC)2 − 4 · PbRint − Uoc(SOC)

2Rint

√
Uoc(SOC)2 − 4 · PbRint

· k(SOC) (20)

After the state equations of SOC and λ are determined, the PMP algorithm can be solved using
the Shooting method [28]. However, for PMP as a global optimization algorithm, all information
about driving cycles should be acquired in advance, and thus, PMP cannot be directly applied in a
real environment. The instantaneous optimization algorithms ECMS and A-ECMS based on PMP
will be introduced in Section 5. The driving cycle generation method based on Markov chain will be
introduced in Section 4. With the PMP algorithm, the optimal initial value of λ was solved, forming
the optimal initial λ maps at different vehicle speeds and different initial SOCs.

4. Markov Chain Based Target Driving Cycles Generation

During research on control strategies, usually real driving cycles suitable for the development
goal are insufficient. For instance, this study on the energy management strategies for the fixed
route from Changchun to Shenyang required similar simulation conditions of several driving cycles.
However, the shortage of driving cycles largely hindered the determination of concrete control strategy
parameters and the simulation of control effect. To achieve this goal, we put forward a target driving
cycle generation method based on Markov chain. The Markov chain method is widely used in speed
prediction. Xie adopted it to forecast velocity sequences at every current state, with post-processing
algorithms to moderate fluctuations of the prediction results like average filtering [29]. In addition to
forecasting the vehicle speed, Liu forecasted the demand power accurately through a Markov chain
approach. According to the current vehicle running state, the probability transfer matrix is used to
estimate the demand power at the next time [30,31]. In fact, the speed prediction is intrinsically linked
to the demand power prediction. According to the vehicle dynamics equation, the conversion of vehicle
speed and demand power can be performed. The above methods all use Markov chain for short-term
prediction. In contrast, this paper uses it to generate complete driving cycles. The main purpose is to
perform optimal co-state calculations, reference curve solving and verification, rather than real-time
forecasting. Based on the collected data and the data of typical driving cycles, a probability transition
matrix is formed, and thereby the simulated driving cycles close to real data are generated.
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During a Markov process, the future state and the past state of the system are mutually
independent. The current state of the system is known, and the system state at any time is related with
the current state, but not with the past state [32]. Then the vehicle speed νk+1 at step k+1 of discrete
time is decided by the vehicle speed νk at step k of discrete time. Thus, the complete driving cycle can
be generated stepwise starting from the initial status ν1 = 0 km/h. The Markov status space consists of
the discrete vehicle speed and acceleration; let the discrete vehicle speed be νi (i = 1,2,Λ,p), the discrete
acceleration be aj (i = 1,2,Λ,q), and the acceleration at step k+1 be ak+1. Then starting from the current
state νk = νi, the conversion probability reaching the next state ak+1 = aj can be expressed as:

p(ak+1 = aj|vk = vi) = pij =
Nij

q
∑

j=1
Nij

(21)

where pij is the transition probability from the current vehicle speed νi to the acceleration aj of the
next state; Nij is the number of occurrences of the event where the current vehicle speed νi reaches the

acceleration aj of the next state;
q
∑

j=1
Nij is the total number of event occurrences of the current vehicle

speed νi reaching the acceleration of the any next state.
Then the target driving cycle from Changchun to Shenyang is analyzed. Using Google Map, the

driving cycle from Changchun to Shenyang can be generally divided into three segments: (1) from city
of Changchun to the highway junction: 5.4 km; (2) highway: 277 km; (3) from the highway junction
to the city of Shenyang: 12.6 km. Of them, (1) and (3) correspond to city conditions, while (2) is a
highway condition. Thus, the probability transition matrix should be divided into a city-matrix and a
highway-matrix, to separately calculate the data statistics and matrix generation, respectively. The city
road collected data, representing driving cycles such as FTP75 and ChinaCityBus are used to generate
the city-matrix; for the highway collected data, representative driving cycles such as US_SC03 and
Highway are used to generate the highway-matrix. The transition probability maps are shown in
Figures 6 and 7.

Figure 6. Transition probability map of city conditionz.
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Figure 7. Transition probability map of highway conditions.

After the probability transition matrix is determined and under the known current vehicle speed,
the acceleration at the next state is determined according to sampling by probability, and the vehicle
speed at the next state is further determined:

vk+1 = vk + acck+1 · dt (22)

Taken together, the driving cycles are generated segment-wise by using the Markov probability
transition matrix. To simulate the variation of each driving distance during real driving, a random error
δ ∈ [0,5%] is introduced. When each segment of driving cycle is generated, the effect of random error
is considered. Based on the above conditions, in Figure 8, 10 simulated driving cycles (Cycle 01~10) are
formed and used to determine the energy management strategy parameters and validate the control
effect. The specific statistics of driving cycles and the solution results of PMP will be introduced in
Section 5, and the solving process of PMP will be illustrated in Section 6.

29



Energies 2018, 11, 1805

 

 

  

Figure 8. 10 target driving cycles generated by Markov chain.
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5. Adaptive-ECMS

5.1. Co-State Map Generated for ECMS

ECMS is an extension of PMP and an instantaneous optimization algorithm that does not need
the information of whole driving cycles. Based on Equation (15), ECMS continually finds the optimal
solution at each single step k. The target functions at stage k can be expressed as:

J(k) =
be(u(k)) · u(k)

3600
+ λ(k) · S

.
OC(k) (23)

In the basic ECMS, the value of co-state is equivalent to the optimal initial value λ0 of the co-state,
and thus, this strategy is also called Constant-ECMS (C-ECMS). λ0 is mainly affected by the driving
distance, the initial value of SOC, and the working conditions [33]. In this study, since the driving
route is fixed, the effect of driving distance can be ignored.

The 10 as-generated driving cycles are used in PMP training; let the initial value of SOC be SOCinitial,
and the average vehicle speed νaverage is used to characterize the working condition. The maps of λ0

with SOCinitial and νaverage are plotted. During the generation of driving cycles, the error δ of each driving
distance is considered, which would affect the accuracy of the map. Thus, the smallest distance dmin of the
10 driving cycles is selected for equidistance processing; the data when the driving distance is dmin under
all driving cycles are used into PMP training. The information of PMP training under the 10 driving cycles
after equidistance are summarized in Table 3. The table is converted to 3D maps (Figure 9) for ECMS
interpolation to determine λ0. Due to the limitation of training driving cycles, the average vehicle speed
coverage is very narrow, so λ0 in the parts beyond the range is solved through outward interpolation.

Table 3. λ0 solving results by using the equal distance process.

Number
νaverage
(km/h)

SOCinitial

1.00 0.95 0.90 0.85 0.80 0.75

Cycle09 51.6853 −33.399 −34.5494 −35.4932 −36.2315 −36.9346 −37.7542
Cycle08 51.9578 −33.407 −34.5503 −35.4777 −36.229 −36.9626 −37.8124
Cycle01 53.2634 −33.413 −34.5773 −35.5221 −36.2579 −36.9967 −37.8462
Cycle03 54.8937 −33.522 −34.7074 −35.6664 −36.4219 −37.2319 −38.2886
Cycle10 55.0385 −33.496 −34.6745 −35.6334 −36.3932 −37.1821 −38.2179
Cycle05 58.8617 −33.530 −34.7165 −35.689 −36.429 −37.2883 −38.4523
Cycle04 59.6607 −33.559 −34.7494 −35.7163 −36.4997 −37.339 −38.4693
Cycle02 60.1133 −33.639 −34.8513 −35.8389 −36.6909 −37.6289 −38.9175
Cycle06 61.6337 −33.654 −34.9023 −35.9111 −36.7447 −37.7832 −39.0079
Cycle07 62.5894 −33.663 −34.888 −35.867 −36.6936 −37.6759 −38.949
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Figure 9. λ0 map solving by equal distance process.
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5.2. A-ECMS and SOC Reference Curve

Under the whole driving cycle, λ is constant and invariable during the solving process of
C-ECMS, but λ is continually updated according to Equation (20) during PMP training. This means
SOCkmax 	= SOCf = 0.3 may occur at the end of the cycle. When SOCkmax > SOCf, λ is small and the
electricity is not completely used, leading to excessive fuel consumption; when SOCkmax < SOCf,
λ is large and the electricity is excessively used, which affects the service life of batteries.
Thus, Adaptive-ECMS (A-ECMS) has been widely studied, so as to make SOCkmax at the end of
working conditions close to the preset value. As for A-ECMS, the co-state λ is varying during the
operation, and the adaptive λ as-designed can be expressed as:{

λ(t) = λ0 + kp · ΔSOC(t) + ki ·
∫ t

0 ΔSOC(t) · dt
ΔSOC(t) = SOC(t)− SOCre f (t)

(24)

where kp and ki are the adjustment coefficients of the proportion step and the integral step, and SOCref
is the SOC reference curve. By following the reference curve, the SOCkmax at the end of driving cycle
is close to the preset value SOCf During the operation, the SOC is higher than the reference curve,
indicating the electricity use is little and λ should be enlarged, so that the energy management strategy
is leaning to electricity use; and vice versa.

The commonly-used SOC reference curve is SOC-distance linear curve [34]. However, in real
situations, the SOC-distance is not completely linear, and thus this reference curve is blind to some
extent. A segmented SOC reference curve is designed according to the changing curves under different
initial SOCs of 10 cycles solved using PMP:

SOCref(t) =

{
SOCinitial · e−b·dnow(t) , i f SOCinitial ≥ 0.85
SOCinitial +

dnow(t)
D · (SOCf − SOCinitial) , i f SOCinitial < 0.85

(25)

b =
1
D
(ln(SOCinitial)− ln(SOCf)) (26)

dnow(t) =
∫ t

0
v(t)dt (27)

where D is the total driving distance (km), and dnow(t) is the driven distance (km).
With different initial SOCs, the optimal changing curves of the 10 driving cycles and the SOC

reference curves are determined (Figure 10). It should be noted during each solving process, the
10 whole driving cycles are used, rather than the cycles after equalizing them. The SOC changing
curve of the optimal solution is arc-shaped (Figure 10). When SOC is large, λ is large, and the energy
management strategy is leaning to electricity use, so the declining slope of SOC is very large. As the
driving distance increased, λ was updated according to Equation (20) and thus declined, so the energy
management strategy is leaning to oil use, and thus the declining slope of SOC gradually decrease.
Moreover, as the initial value of SOC decreased, the radian of SOC changing curve declined and
when SOCinitial is <0.85, it is close to a line. This is because the whole vehicle does not have enough
electricity, leading to the relatively small initial value λ0 of optimal co-state from the solving process.
The strategy is leaning to oil use compared to the case of large initial SOC, so the declining slope of
SOC at the early stage is small. Taking the above simulated data and the analysis together, for A-ECMS
with initial SOC ≥0.85 or <0.85, an exponential reference curve or a linear reference curve are used,
respectively. Together with Figure 10, it is clear that the segmented reference curve of SOC has very
good fitting results
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(a) (b) 

  
(c) (d) 

(e) (f) 

  
(g) (h) 

Figure 10. The SOC change curve of 10 cycles under optimal solution by PMP in different initial SOC:
Among them, (b) and (h) are (a) and (g) partially enlarged image, respectively.
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5.3. Average Velocity Obtained from Traffic Information

The adaptive co-state function (24) can be divided into a dynamic term and a constant term.
Specifically, the PI-adjusted part is the dynamic term and is variable during the driving process;
while the constant term λ0 can be determined from the interpolation of the map. Thus, the SOCinitial
and average vehicle speed νaverage are needed to determine λ0. In particular, the initial SOC can be
determined from the battery management system. The average vehicle speed can be determined by
statistically analyzing the information of the driving vehicle, with the use of ITS.

The route from Changchun to Shenyang is already divided as mentioned above. The three sections
from Changchun city to the highway junction, highway, and from the highway junction to Shenyang
city are marked as 1, 2 and 3, respectively. The distances of three sections are marked as d1, d2 and d3

with the total distance of D. To calculate the average vehicle speed νi ∈ {1, 2, 3} of section i, we have
to calculate the average of ITS-acquired vehicle data of section i:

vi =
1
N

N

∑
j=1

vi,j (28)

where N is the number of vehicles in section i, and νi,j is the vehicle speed of vehicle j in section i.
It should be noted since most of the vehicles recorded by the ITS are passenger vehicles and their
speeds may surpass that of the extended-range bus, the data disobeying the driving requirements of
the bus should be excluded. Furthermore, the average vehicle speed at each section is weight-averaged
to get the total average vehicle speed:

v =
3

∑
i=1

vi · ωi (29)

{
ωi =

di
D

ω1 + ω2 + ω3 = 1
(30)

where ωi is the weight of section i, which reflects the effect of section distance on the total average
vehicle speed. Since the highway section is the longest, the total average vehicle speed is also very large.

5.4. Architecture of A-ECMS

As a summary of the above flowchart, the architecture of A-ECMS is shown in Figure 11.
Firstly, data of representative driving cycles and collected data are used to generate a city-highway
probability transition matrix, and with Markov chain, the target driving cycles are formed.
The equidistance driving cycles are solved by PMP, forming the optimal co-state initial values under
each driving cycles with different initial SOC, forming a map. In real-time operation, the ITS data are
weight-averaged, and together with the initial SOCs provided by the BMS system, λ0 is determined
from interpolation. A vehicle provides information of real-time driving distance, demanded power,
SOC and its changing rate. With the segmented SOC reference curve established from real-time
follow-up as the goal, the adaptive λ is adjusted through PI control. Within the range of constraint
conditions, the optimal working curve of APU is traversed so as to solve the minimum value of the
target function J. Finally, the optimal APU and the battery allocation power are determined, and
substituted into the whole-vehicle model for control.
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Figure 11. The architecure of A-ECMS.

6. Validation and Discussion

6.1. Optimal Initial Value of Co-State Solved by PMP

With PMP, for the 10 driving cycles as-generated, the optimal initial values of co-state are solved
under different initial SOCs. With the solutions of equidistance driving cycles (Table 3), the map of
λ0 is plotted. In this Section, the complete information of driving cycles are utilized to compare PMP,
C-ECMS and A-ECMS. The initial co-state to be substituted into PMP is gradually adjusted via the
Shooting method until the difference between the final SOC and the preset value after the PMP meets
the required precision. The initial co-state from the final searching is selected as the optimal initial
value. With Cycle 10 for instance, the optimal initial co-state is solved at the initial SOC of 1.0, 0.95, 0.9,
0.85, 0.8 and 0.75 (Figure 12).
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Figure 12. The λ0 search process of Cycle 10 under different initial SOC.

The initial value for the first searching can be selected empirically, and the value selected closer to
the real value would make the searching faster. In this study, when the initial SOC is 1.0 or 0.95, the
initial value of the first searching is −33 kg; under other conditions, it is −36 kg. Similarly, the
optimal initial co-state under different initial values of SOC for the 10 driving cycles is solved
(Table 4). During the PMP solving process, the co-state continuously varied according to the updating
Equation (20). When the different initial SOCs under the 10 driving cycles are outputted, the co-state
changing curve under the optimal initial co-state is selected (Figure 13). Clearly, the co-state gradually
declined with time. The changing range of co-state in (a) is about −3.5 kg, but is −1.5 kg in (f),
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indicating with a smaller initial SOC, the changing amplitude of co-state decreases. At the initial stage
of (a), the changing rate of co-state is very large, but at the distance of 40–50 km, an evident turning
point appeared and the changing rate of co-state decreased. This is because the electricity consumption
led to the platform stage of SOC, as shown in the 20%–80% stage of SOC in Figure 2. At this moment,
the changing degree of voltage Uoc with SOC is smaller, or namely the k(SOC) of updating equation
and thereby the changing rate decreased.

Table 4. λ0 solving results and statistical data of 10 cycles.

Number
vaverage
(km/h)

d1

(km)
d2

(km)
d3

(km)
D

(km)

SOCinitial

1.00 0.95 0.90 0.85 0.80 0.75

Cycle01 53.1239 5.540 276.721 13.210 295.471 −33.413 −34.5654−35.5105−36.2576−36.9958−37.8421
Cycle02 58.0003 5.531 287.352 13.150 306.034 −33.753 −34.973 −35.9698−36.7981−37.7928−39.0112
Cycle03 53.7017 5.563 281.166 12.795 299.532 −33.5429−34.7343−35.6942−36.4505−37.2635−38.3308
Cycle04 58.0786 5.537 281.048 12.867 299.456 −33.5874−34.7864−35.7439−36.5218−37.3703−38.4551
Cycle05 58.0706 5.450 279.188 13.127 297.769 −33.5535−34.7432−35.7084−36.4677−37.3386−38.4484
Cycle06 54.8340 5.566 277.619 13.020 296.210 −33.6573−34.9013−35.9199−36.7521−37.7667−38.9854
Cycle07 58.3364 5.412 288.078 12.670 306.162 −33.7263−34.9399−35.9043−36.7436−37.7174−38.8759
Cycle08 55.0633 5.532 280.125 13.103 298.761 −33.4223−34.5745−35.494 −36.2516−36.9761−37.7948
Cycle09 56.6853 5.633 276.396 13.125 295.153 −33.3999−34.5601−35.4928−36.2384−36.9499−37.7511
Cycle10 53.3712 5.449 278.652 13.024 297.129 −33.5077−34.6928−35.648 −36.4061−37.1943−38.2107

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 13. The change curve of λ when λ0 is taken.

As the initial SOC decreased, the turning point moved forward, which is because the insufficiency
of initial electricity led to the earlier entrance to the SOC platform stage. There is no turning point in (e)
or (f), which is because SOC at the initial stage of the operation has already entered the platform stage.

6.2. Comparison of Different Energy Management Strategies

In this study, the global optimization algorithm PMP, and its derivative instantaneous algorithms
C-ECMS and A-ECMS are introduced. In this section, the three energy management strategies under
different initial SOCs and the 10 generated driving cycles are compared. As shown in Section 6.1,
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during the solving process of PMP, when the initial SOC is 1.00, the changing range of co-state is about
−3.5 kg; when the initial SOC decreases, the changing range of co-state becomes narrower; when the
initial SOC is 0.75, the changing range is about −1.5 kg. In C-ECMS, the co-state is always the initial
value. To illustrate the effect of the initial value of co-state on the effect of C-ECMS, we select two
initial values with the bias of −2 kg. In the adaptive co-state function, the proportionality factor kp is
0.2, and the integral coefficient ki is 0.004. For Cycle 10 for instance, the simulation map is shown in
Figure 14.

Clearly, the adjustment by PI makes the variation of SOC follow the SOC reference curve well,
and at the end of driving, the final SOC is very close to the pre-set value (0.3). The SOC changing
curves of A-ECMS and PMP are overlapped well, indicating the instantaneous optimization result
is very close to the global optimized result. When the initial SOC is <0.85, the degree of overlap
decreases slightly. This is because the reference curve of SOC is switched from an exponential function,
when the initial SOC is large, to a linear function, when the initial SOC is low. The middle stage of
the linear reference curves in Figure 10f,g are leaning to oil use, leading to the deviation of the SOC
curves of A-ECMS and PMP at the middle stage in Figure 14e,f. Generally, however, when the initial
SOC is low, the linear reference curve of SOC is closer to the SOC curve of PMP, which better ensures
the lower oil consumption. Neither of the two types of C-ECMS meets the condition of making the
final SOC close to the pre-set value. The co-state of unbiased C-ECMS is excessively large, leading to
excessive discharge from the batteries; the co-state of the C-ECMS with bias of −2 kg is too small, so
the electricity of batteries is not fully used.

The comparison of SOC changing curves of four energy management strategies show though the
bias of two types of C-ECMS is constantly −2 kg, the difference between the SOC changing curves
vary under different initial SOCs. Specifically, at very large initial SOC, the SOC changing curves of
these two types of C-ECMS are largely different; at very small initial SOC, the differences decreases.
It is indicated at very low initial SOC, the co-state determined from map interpolation is very small,
which largely limits the changing rate of SOC. At this moment, with further decrease of the initial
co-state, the effect of SOC on the whole driving cycle decreases.

  
(a) (b) 
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(c) (d) 

  
(e) (f) 

Figure 14. The strategies comparison under different initial SOC (Cycle 10): (a) SOC = 1.00;
(b) SOC = 0.95; (c) SOC = 0.90; (d) SOC = 0.85; (e) SOC = 0.80; (f) SOC = 0.75.

In addition, the effectiveness of the system is verified by the standard driving cycles WLTP and
US_US06. Due to the short simulation distance of these cycles, it is necessary to extend the distance
to the same distance as the target driving cycles (290–300 km). The simulation results are shown in
Figure 15. In the standard cycles, the A-ECMS can still make the final SOC converge to the pre-set
SOC, and ensure the electric energy is fully utilized and the solution of oil consumption is close to
that of PMP. In the US_US06 cycle, the results of A-ECMS and PMP are different in the first stage of
operation (<1.5 h), but the results of the latter stage are very close. However, in the operation of the
WLTP cycle, the SOC of A-ECMS is always greater than the SOC of PMP. This is because the difference
between the standard driving cycle WLTP and the target driving cycle of the paper is too large, so that
the SOC reference curve cannot be well adapted to this cycle. This shows that the A-ECMS can make
the final SOC reach the expected value in different driving cycles. As long as the reference curve is
adjusted according to the cycles, the result of the oil consumption solution can be close to the global
optimization result.
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Figure 15. The strategies verified in standard driving cycles :(a) US_US06; (b) WLTP.

The simulation results of Cycles 01~10 are statistically analyzed (Tables 5–10). As a global
optimization algorithm, PMP requires the information of whole driving cycles; though it does not
apply to real vehicle environments, it has good optimization effect and is a suitable benchmark
for comparison with other energy management strategies. As the initial SOC decreases, the oil
consumption increases since the set value is constantly 0.3. Statistics show the largest control deviation
of A-ECMS over the final SOC is 0.0076 and the control precision is within 2.33%, indicating it could
control SOC to reach the preset value regardless the initial SOC. At different initial conditions, the
largest oil consumption deviations of A-ECMS relative to PMP are 6.97%, 5.52%, 5.10%, 4.37%, 5.01%
and 5.07%, respectively, which are very close to the global optimization results. On the contrary,
C-ECMS could not balance well the relationship between the final SOC and oil consumption. Taken
together, A-ECMS as an instantaneous optimization algorithm can be applied into real vehicles, fully
utilize the electricity of batteries, and well improve the fuel economy while protecting the batteries.
When the initial SOCs differ, the control results are very close, indicating A-ECMS could adapt well.

Table 5. Comparison statistics with initial SOC = 1.00.

Number
Final SOC Fuel Consumption (kg)

C-ECMS C-ECMS(-2) A-ECMS PMP C-ECMS C-ECMS(-2) A-ECMS PMP

Cycle 01 0.1141 0.4121 0.2999 0.3004 17.9110 28.2983 25.5074 24.3694
Cycle 02 0.0788 0.3700 0.2975 0.3009 19.2109 29.2575 27.9867 26.8491
Cycle 03 0.1004 0.3957 0.2906 0.3008 18.2269 28.4817 26.5841 25.1481
Cycle 04 0.0969 0.3907 0.3019 0.3007 18.4140 28.6073 26.8725 25.4510
Cycle 05 0.1171 0.4060 0.3069 0.3004 18.8644 28.9469 25.9820 25.2288
Cycle 06 0.1128 0.3862 0.3022 0.2996 18.9374 28.458 27.1953 25.4218
Cycle 07 0.1047 0.3854 0.2963 0.3004 19.8999 29.6612 27.8810 26.6793
Cycle 08 0.1293 0.4268 0.3042 0.3000 18.1772 28.5881 25.6125 24.1148
Cycle 09 0.1273 0.4261 0.3044 0.3002 17.6741 28.1196 25.0490 23.6817
Cycle 10 0.1065 0.4010 0.3064 0.3006 17.9894 28.2285 26.1526 24.7016
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Table 6. Comparison statistics with initial SOC = 0.95.

Number
Final SOC Fuel Consumption (kg)

C-ECMS C-ECMS(-2) A-ECMS PMP C-ECMS C-ECMS(-2) A-ECMS PMP

Cycle 01 0.1211 0.4076 0.3035 0.2997 20.0642 30.0979 27.3669 26.2766
Cycle 02 0.0843 0.3643 0.2965 0.3007 21.3064 31.0145 30.3512 28.7851
Cycle 03 0.1064 0.3911 0.2919 0.3003 20.3453 30.2729 28.0594 27.0690
Cycle 04 0.1046 0.3859 0.2994 0.3008 20.5835 30.3917 28.7220 27.3925
Cycle 05 0.1262 0.4023 0.3022 0.3003 21.0894 30.7718 27.9162 27.1597
Cycle 06 0.1208 0.3795 0.3025 0.2993 21.1224 30.1799 28.7759 27.3507
Cycle 07 0.1121 0.3795 0.2962 0.3002 22.0665 31.4124 29.4395 28.6175
Cycle 08 0.1400 0.4210 0.3050 0.3008 20.4566 30.3412 27.4689 26.0750
Cycle 09 0.1408 0.4217 0.2988 0.3008 20.0433 29.9250 26.9613 25.6372
Cycle 10 0.1150 0.3966 0.3030 0.3005 20.1883 30.0272 28.1068 26.6365

Table 7. Comparison statistics with initial SOC = 0.90.

Number
Final SOC Fuel Consumption (kg)

C-ECMS C-ECMS(-2) A-ECMS PMP C-ECMS C-ECMS(-2) A-ECMS PMP

Cycle 01 0.1750 0.4099 0.3068 0.2996 23.7514 32.1257 29.5778 28.1679
Cycle 02 0.1379 0.3663 0.2968 0.3007 24.9463 33.0341 31.8291 30.6878
Cycle 03 0.1597 0.3939 0.2985 0.3001 23.9973 32.3222 30.4358 28.9580
Cycle 04 0.1575 0.3869 0.2984 0.3000 24.2220 32.3742 30.3386 29.2607
Cycle 05 0.1876 0.3992 0.3038 0.3001 25.0373 32.6126 30.1988 29.0491
Cycle 06 0.1734 0.3763 0.3020 0.3001 24.7708 32.0144 30.7227 29.2799
Cycle 07 0.1675 0.3782 0.2854 0.2994 25.8026 33.3165 30.9027 30.4900
Cycle 08 0.2006 0.4224 0.2998 0.3002 24.3828 32.3437 29.2079 27.9447
Cycle 09 0.2008 0.4232 0.3076 0.3001 23.9537 31.9299 28.2447 27.4992
Cycle 10 0.1696 0.3970 0.3046 0.3000 23.8905 31.9899 29.4823 28.5116

Table 8. Comparison statistics with initial SOC = 0.85.

Number
Final SOC Fuel Consumption (kg)

C-ECMS C-ECMS(-2) A-ECMS PMP C-ECMS C-ECMS(-2) A-ECMS PMP

Cycle 01 0.1910 0.3837 0.3024 0.2996 26.1578 33.0950 31.179 30.0414
Cycle 02 0.1532 0.3379 0.2921 0.3003 27.3240 33.9269 33.0170 32.5639
Cycle 03 0.1754 0.3673 0.2957 0.2998 26.3919 33.2790 31.5416 30.8269
Cycle 04 0.1734 0.3589 0.3017 0.2998 26.6208 33.2789 32.3868 31.1340
Cycle 05 0.1979 0.3666 0.3048 0.3004 27.2541 33.3523 32.0638 30.9375
Cycle 06 0.1844 0.3466 0.3043 0.3000 27.0162 32.8624 32.5282 31.1648
Cycle 07 0.1792 0.3478 0.2880 0.3000 28.0668 34.1402 33.2943 32.4012
Cycle 08 0.2144 0.3931 0.2987 0.3000 26.7266 33.2017 30.5049 29.8154
Cycle 09 0.2173 0.3945 0.3049 0.3005 26.3865 32.8099 30.3681 29.3865
Cycle 10 0.1825 0.3697 0.3009 0.3004 26.1897 32.9222 31.5386 30.4019
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Table 9. Comparison statistics with initial SOC = 0.80.

Number
Final SOC Fuel Consumption (kg)

C-ECMS C-ECMS(-2) A-ECMS PMP C-ECMS C-ECMS(-2) A-ECMS PMP

Cycle 01 0.2481 0.3638 0.3029 0.3000 30.0416 34.3067 32.9472 31.9411
Cycle 02 0.2046 0.3175 0.2947 0.3001 30.9870 35.1225 35.9526 34.4765
Cycle 03 0.2320 0.3457 0.2965 0.3002 30.2468 34.4266 34.3192 32.7390
Cycle 04 0.2271 0.3389 0.3007 0.3000 30.3779 34.4914 33.5825 33.0420
Cycle 05 0.2547 0.3467 0.3028 0.3007 31.1545 34.5756 34.1150 32.8512
Cycle 06 0.2317 0.3234 0.2980 0.3001 30.5680 33.9585 34.7231 33.0893
Cycle 07 0.2320 0.3281 0.2928 0.3003 31.8128 35.3712 35.1544 34.3285
Cycle 08 0.2734 0.3719 0.3062 0.2996 30.7096 34.3694 32.5991 31.6819
Cycle 09 0.2745 0.3742 0.3014 0.3003 30.3059 34.0108 32.8297 31.2640
Cycle 10 0.2392 0.3501 0.3065 0.2996 30.0533 34.1472 33.7634 32.2688

Table 10. Comparison statistics with initial SOC = 0.75.

Number
Final SOC Fuel Consumption (kg)

C-ECMS C-ECMS(-2) A-ECMS PMP C-ECMS C-ECMS(-2) A-ECMS PMP

Cycle 01 0.2764 0.3464 0.3012 0.3001 32.9633 35.6346 35.7002 33.8629
Cycle 02 0.2308 0.3024 0.2927 0.3002 33.8258 36.5494 37.0121 36.4756
Cycle 03 0.2600 0.3281 0.2924 0.3001 33.1545 35.7507 35.7310 34.6719
Cycle 04 0.2515 0.3223 0.3058 0.2997 33.1557 35.8551 36.1694 34.9837
Cycle 05 0.2724 0.3490 0.3031 0.2995 33.7165 36.6957 36.5232 34.7612
Cycle 06 0.2487 0.3211 0.2961 0.3002 33.0974 35.9002 36.5854 35.0874
Cycle 07 0.2506 0.3265 0.2953 0.3004 34.3992 37.3358 37.4909 36.3196
Cycle 08 0.2956 0.3675 0.3071 0.2990 33.4331 36.2207 34.8088 33.5721
Cycle 09 0.2977 0.3671 0.3072 0.2997 33.0643 35.7570 34.4008 33.1546
Cycle 10 0.2632 0.3335 0.3048 0.3000 32.8231 35.5104 35.2473 34.2196

7. Conclusions

To ensure the sufficient use of electric energy and reduce fuel consumption while ensuring the
performances of an extended-range electric bus, an adaptive-equivalent consumption minimum energy
management strategy is proposed based on target driving cycles generation:

(1) With the collected data and representative driving cycles, the target driving cycles are
generated by a Markov chain approach and used to train the optimal initial co-state map and validate
the simulations.

(2) The equidistant target driving cycles are solved via the PMP algorithm, forming the optimal
changing curves of SOC under different initial SOCs. Based on the solutions, a segmented SOC
reference curve is obtained: an exponential reference curve is used at SOC ≥0.85, and a linear reference
curve is adopted at SOC <0.85.

(3) An adaptive co-state function consisting of a fixed term and a dynamic term is established.
The vehicle information is acquired via ITS, and the weight-averaged vehicle speed is determined.
Together with the initial SOC data, the co-state map is interpolated, forming the optimal initial co-state,
which is used as the fixed term. The dynamic term is obtained using PI method to control the co-state
so as to follow the SOC reference curve.

(4) With the ten target driving cycles and different initial SOCs, the simulations of A-ECMS, PMP
and biased ECMS are validated. It is found A-ECMS could make the final SOC converge to the preset
SOC, and ensures the electric energy is fully utilized and the oil consumption solution is close to that
of PMP, while improving fuel economy.
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Abstract: A considerable market share of electric vehicles (EVs) is expected in the near future,
which leads to a transformation from gas stations to EV charging infrastructure for automobiles.
EV charging stations will be integrated with the power grid to replace the fuel consumption at the
gas stations for the same mobile needs. In order to evaluate the impact on distribution networks and
the controllability of the charging load, the temporal and spatial distribution of the charging power is
calculated by establishing mapping the relation between gas stations and charging facilities. Firstly,
the arrival and parking period is quantified by applying queuing theory and defining membership
function between EVs to parking lots. Secondly, the operational model of charging stations connected
to the power distribution network is formulated, and the control variables and their boundaries are
identified. Thirdly, an optimal control algorithm is proposed, which combines the configuration of
charging stations and charging power regulation during the parking period of each individual EV.
A two-stage hybrid optimization algorithm is developed to solve the reliability constrained optimal
dispatch problem for EVs, with an EV aggregator installed at each charging station. Simulation
results validate the proposed method in evaluating the controllability of EV charging infrastructure
and the synergy effects between EV and renewable integration.

Keywords: vehicle-to-grid; EV charging infrastructure; optimal dispatch; oil-to-electricity
transformation for automobiles

1. Introduction

The high penetration of electric vehicles and renewable energy sources in the electric power
networks provides a promising solution to the energy crisis and environmental stress. If properly
controlled, EVs can act as mobile energy storage to facilitate the integration of intermittent renewable
power generation, further alleviating the dependency on fossil fuels [1]. The feasibility of an electrified
transportation system for zero or low carbon emission in the near future has been studied [2,3]. China
Energy Administration announced the goal to have 120 thousand EV charging stations and 4.8 million
charging piles in the power network by 2020. With increasing market share of electric vehicles (EVs),
the gas stations are expected to be replaced with EV charging facilities supplied by electric power
systems. However, as the EV charging introduces additional load demand, new challenges will be
placed on the power system, consisting of reliability and power quality issues [4]. The charging load
distribution transformed from the fuel consumption at the gas stations needs to be precisely quantified
to evaluate the impact on the power system. Then the possible solutions can be suggested, such as
upgrading the existing power system or applying appropriate control techniques in order to maintain
the reliable and economic operation of the power system.
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As the fuel consumption at the gas stations is transformed to electric energy consumption at
various charging facilities, the temporal and spatial distribution of energy demand in the electric power
network needs to be quantified. The economic benefits have been studied by using a lifetime cycle
model for oil-to-electricity transformation in the transportation sector across the city [5,6]. However,
the mapping relation between gas station and charging station for computing the distribution of
charging load in the power network, based on the accessible service data of the facilities, has not
been studied so for in the literature. Unlike gas stations, where the service time is usually within
several minutes, the charging period of EV takes several hours, which means that the charging usually
occurs at the parking lots. The real-time information of parking lots and gas stations are accessible
from the internet in the E-map (e.g., google map) or the online service website of the refueling and
parking facilities. Taking the advantage of real-time data from the internet, a practical computation of
energy distribution of EV charging load is developed and; therefore, the impact on the power network
and the controllability of this additional charging load can be estimated. Load computation of EV
charging stations has been reported extensively in the literature. Monte Carlo simulation is used to
model the stochastic process of EV charging considering the driving habits and trip distances, etc.,
and hence to formulate the daily charging power profile of a charging station by summing up the
energy consumption of EVs [7,8]. Queuing theory has also been adopted to model the operation of
parking lots [9,10] and EV charging demand in [11,12], where the charging processes are represented
by an M/M/∞ queuing system and the arrival rates of EVs are generated as a Poisson process. Vehicle
mobility statistics extracted from the 2009 (US) National Highway Travel Survey (NHTS) data is used
in [11,12] to define the parameters of the queuing model for the output profiles, for the number of EVs
charged and the times EVs arrive and depart from the charging station. However, the stochastic process
of EV travel patterns in various countries receives the same input from fixed statistics of a certain area,
such as the NHTS dataset. Moreover, the Poisson process in the queuing model assumes EVs have
several constant arrival rates and the charging time is typically modeled by Gaussian distribution
with given upper and lower limits, which are randomly assigned to each EV. In the proposed queuing
theory-based modeling of EV charging stations, the stochastic process of EV arrival and parking can be
expressed as a probability function and the parameters can be calculated according to the statistical
data accessible from E-map and the service website of facilities.

The modeling and management of EV charging stations are integrated in to the power system
analysis and optimal dispatch problem. In the state of art control framework for high-penetration
EVs in the power system (i.e., vehicle-to-grid (V2G) technology), the EV aggregator (EVA) is usually
introduced as the intermediate control entity between EVs and the distribution system operator
(DSO) [13,14]. Since a group of EVs are aggregated at the charging stations, an aggregator is assigned to
monitor and control the chargers. The interactive control among EV aggregators and the autonomous
control within each aggregator are performed in the typical V2G control framework to relieve the
computation load of DSO for the regional distribution network. If properly controlled, the negative
impact of the additional charging load can be mitigated and ancillary services can be provided, such
as cost minimization, peak shaving, and power quality improvement [12,15]. However, EV parking
behavior and energy demand are usually modeled by typical distribution function with the fixed
parameters or historical statistics. But the random distribution function and historical statistics of a
certain region cannot reflect the diverse characteristics of service facilities for automobiles in other
places and; therefore, the results may be very different from the actual condition of the power network
with massive EVs.

The control method is the key technique to explore the controllability of charging load for
functioning as a virtual energy storage and coordinating with renewable energy sources. There
has been a lot of existing research on the optimal dispatching of EV charging power in the power
system [16]. From the perspective of an EV aggregator, the location and size of charging aggregations
need to be found, the differential evolution and particle swarm optimization (PSO) algorithms are used
to solve the optimization problem with the objective of total cost minimization [17]. The location of the
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charging stations and the optimal number of charging spots were given in the optimal solution [18].
However, the power network has not been taken into account in the model [19]. Other objective
functions were investigated for the optimal placement and sizing of an EV aggregator, particularly
the profit maximization of an EV aggregator, but some practical issues from the side of users were
not described, such as the satisfaction of mobile needs and power quality deterioration caused by
recharging massive EVs at peak hours [20]. The optimal dispatch by using EVs as mobile energy
storage in the power grid is also studied in the recent literature [21]. In the optimal control problem of
EV charging stations modeled in this paper, both EV aggregator configuration at available parking
lots and EV charging power regulation should be solved. Therefore, a combined optimization of EV
aggregation configuration and operation should be derived based on the modeling of EV charging
stations in the optimal dispatch problem.

The main objectives of this paper are to propose a quantitative evaluation of EV charging load and
the controllability in the power network, based on the assumption that the fuel consumption at the gas
stations is transformed to EV charging facilities covering the same region. The main contributions of
the work presented in this paper are as follows:

• The mapping relation between gas stations and EV charging stations is proposed to estimate
the distribution of EV charging load in the power network, by using the online accessible data
from E-map and service website of the facilities. These features render the proposed charging
station model more realistic and accurate than the existing models, in which mobility statistics for
vehicles in a certain area is adopted in the charging load computation.

• A novel operational model of EV charging stations is formulated by using membership function
between EVs and parking places and queuing theory. The arrival and parking behavior of EVs
are captured from the online data and used for estimating the 24-hour electric power demand.
So far, there is no reported work that examines how the operation of an EV charging station can
be modeled as a function of input parameters and control variables integrated into the optimal
dispatch of the power system. In the proposed modeling of EV charging stations, the parameters
and boundaries of control variables are calculated for the reliability constrained optimal dispatch
of the distribution network.

• The optimal control of EV charging stations is devised under the typical V2G control framework,
where the EV aggregator performs as the intermediate controller for EVs at each charging station.
The optimal dispatch problem is composed of both EV charging station configuration and EV
charging power regulation. The optimal setting of the EV charging station and the optimal charging
plan of each individual EV are given by the optimal dispatch. A two-stage hybrid algorithm is
developed to reduce the complexity of the optimization that evaluates the controllability of the
charging stations in the oil-to-electricity transformation.

The operational model of EV charging stations changed from gas stations is presented in Section 2.
The optimal configuration and control of charging stations integrated into the optimal dispatch of the
power system are explained in detail in Section 3. Section 4 describes the two-stage hybrid optimization
algorithm devised for the optimal charging strategy in Section 3. Section 5 presents the analysis and
discussion of controllability evaluation for charging facilities in the test 123-bus test network. Section 6
outlines the conclusion drawn based on the numerical results.

2. Modeling of EV Charging Stations Transformed from Gas Stations

As vehicles served by the gas stations will be replaced by EVs in the future, EV charging facilities
will be built to meet this energy demand. The EV charging stations are established with both fast
charging and slow charging devices installed at the parking lots. EV charging load changed from gas
stations was calculated based on the data extracted from accessible E-map or the online service website
of the facilities. For instance, the location and real-time occupancy rate of gas stations and parking
lots across the certain area of the town, as shown in Figure 1. The key parameters of the modeling
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were extracted from the online graphic data to characterize the parking of EVs at different places.
The mathematical model of the charging process was formulated considering the energy consumption
at gas stations and the EV parking period at parking lots. The weekly occupancy rate of the parking
lot, as laid out on the map of Figure 1, shows that each day of the week had a different service pattern.
Therefore, a daily occupancy rate was extracted for modeling the operation of EV charging stations,
as shown in the right side of the figure. The EV-to-carpark membership function and the queuing
theory were also adopted to calculate the parking time and charging service pattern. The temporal and
spatial distribution of the EV charging can be calculated according to the online data and the control
strategies can be developed based on the adjustable variables, with boundaries defined by modeling
the operation of EV charging stations. The workflow of the proposed modeling of the EV charging
station and the integrated optimal charging algorithm in the power network is illustrated in Figure 2.

Figure 1. Modeling of the electric vehicle (EV) charging facilities changed from gas stations based on
online data analysis.

Figure 2. Flowchart of the proposed optimal control algorithm for EV charging facilities.
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2.1. Oil-To-Electricity Transformation with Membership Function between EVs and Parking Lots

It was assumed that the fuel consumption at the gas station was transformed to the electricity
supplied by EV charging stations during the electrification of transportation system. The energy
consumption taken over by the regional EV charging stations can be expressed by:

Fe =
T∑

t=1

G∑
j=1

Cj
f (t) =

T∑
t=1

M∑
k=1

Ck
e(t) (1)

Ck
e(t) =

Nk(t)∑
i=1

Pk
i (t)·Δt (2)

where M is the number of parking lots, G is the number gas of stations covering the same region,
t denotes tth hour, and T represents the planned time period, which is a typical day in the simulation,
as shown in Figure 1. j denotes jth gas station, k denotes the kth parking lot, and i is the ith EV.
Cf represents the fuel consumption at the gas station, which is measured by heat based on the quantity
(mL) and density (kg/mL) of oil traded at the gas station and fuel heating value (42 MJ/kg), and then
converted into the unit of kWh. Ce is the equivalent electricity consumption in the unit of kWh. P(t) is
the charging power at each time step, and Nk(t) is the number of EVs at kth parking lot. Because, at each
time step, EVs can be at any parking lots in the region, the membership function is defined to represent
the possibility and the duration of each EV at the kth parking lot. The membership function between
EVs to parking lots can be expressed by:

αm =
[
⇀
α

1 · · ·⇀αk · · ·⇀αM]
(3)

⇀
α

k
=

[
αk

1 · · ·αk
i · · ·αk

N

]T
(4)

where Np is the number of all parked vehicles, αm is the matrix of membership degree, and αk
i is the

membership degree of ith EV at kth parking lot. αm subjects to the following conditions:

M∑
k=1

αk
i = 1 ∀i ∈ N (5)

M∑
k=1

Nk(t) = N ∀t ∈ T (6)

N∑
k=1

αk
i ·T =

T∑
t=1

Nk(t) (7)

These conditions included that the summation of membership degrees for each EV to all the
parking lots should be 1. Based on the same assumption that all the vehicles served by the gas stations
were changed to parking lots in the same region, the summation of EVs at the M parking lots should
be equal to the total number of EVs. Furthermore, the total service time of the parking lots can be
calculated by the summation of membership degree. It can also be derived from occupancy and
capacity of parking lots which can be read from online graphic data as shown in Figure 1. The temporal
and spatial distribution of energy consumed at gas stations to the parking lots was calculated by the
membership functions in the following section.
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2.2. Operation of EV Charging Stations Based on Queuing Theory and Accessible E-Map Database

The arrival and departure times of EVs at parking lots, which are essential for daily profile of EV
load, were derived by the parking data analysis, whereby queuing theory applies. The condition of a
typical queuing theory model is that the arrival intensity is constant over the time. But the arrival
of EVs for commuting can be concentrated on several hours. Moreover, the service time of parking,
which usually takes several hours, is much longer than that of gas station on the time scale of minutes.
The steady state of a queuing system cannot be reached in a short time, which is consistent with
the real data shown in Figure 1. Thus, in the proposed model, the number of EV was composed of
two portions, the steady state and the dynamic state. The steady state was defined as basic EV flow,
where the arrival intensity was constant over the time. The dynamic state was defined as categorized
EV flow, where EVs were used for a certain purpose and show a fixed pattern, such as household
charging for EVs that started charging once coming back from work.

The operation of parking lots was modeled based on queuing theory and the online data.
The variation of the parked vehicles can be expressed by:

Nk(t) = Lk
s(t) = Lk

b + Nk
c(t) ∀k ∈M (8)

Nc(t) = Ls(t) − Lb (9)

where Lk
b is the expected number of basic EV fleet, which is also the queuing length in the steady

state; and Nk
c is the number of categorized EV fleet, which is varying over the time according to the

arrival intensity. These numbers can be read from online service data for each parking lots, as shown in
Figure 1. The accessible data is described as Nc(t), Ls(t), and Lb in Equation (9) for the varying number
of EVs parked at each time slot.

According to queuing theory, the arrival of EVs at parking lots is Poisson distribution, denoted by
λb and λc for steady and categorized EV fleets, respectively. The queuing length (Lb) in the steady state
can be calculated by applying the result of queuing theory, where the parking lots can be modeled as a
M/M/Z/Z queuing system [7,8].

λz = λb, z = 1, 2, · · · , Zk (10)

μz = zμ, z = 1, 2, · · · , Zk (11)

where Zk is the capacity of kth parking lot, and z is the number of EVs at a parking lot. The service
time in this case is the parking period, which complies with negative exponent distribution 1/μ in
the queuing model. The service intensity of the parking lot is defined by the queuing theory, and the
number of EVs at the parking lot can be written as a function of ρ:

ρ =
λb

Zkμ
(12)

Lk
b =

zk∑
z=0

zPz = zkρ(1− Pz) (13)

The complete modeling of parking lots is described in Appendix A. The arrival rate of a basic EV
fleet can be derived if the queuing length is given:

λb = Zkμρ(Lk
b) (14)

where Lk
b is the average number of basic EVs at a parking that can be collected from online data.

Similarly, the categorized EV fleet in the queuing model can be quantified by assuming that the
arrival rate at each time step is Poisson distribution. The arrival of categorized EVs is concentrated
on several hours, which can be easily identified from the occupancy variation of the parking lots.

50



Energies 2019, 12, 1577

As shown in Figure 1, the rising zone is assumed to be arrival period of categorized EVs as explained
in Appendix A. Therefore, the number of arrival EVs Nck

in can be calculated from Nk
c(0) and Nk

c(t),
as shown in Appendix A, and can also be calculated by:

E
(
Nck

in(t)
)
=
∞∑

y=0

y
(λt)k

k!
e−λt = λk

c(t)·Δt (15)

λk
c(t) =

Nck
in(t)

Δt
=

ΔNk
c(t)

Δt
(16)

where ΔNk
c(t) is the difference of categorized EV number at tth hour, which can be read from the online

data shown in Figure 1. The arrival rate at each time slot can be calculated by Equations (14) and (16),
and used to determine the parking time period of EVs at parking lots.

The membership degree of each individual EV to parking lot is correlated with the parking period
in the queuing theory:

αk
i ·T = τi ∼ 1

μ
,

1
μ
= τi (17)

where τi is the parking period of tth EV at one parking lot. The service time complies with negative
exponential distribution [7,8]. τi is the average EV parking period that can be collected from online
data. As all the other parameters are calculated, the arrival and the time duration of EVs at the parking
lot can be completely quantified.

2.3. Parameter Configuration of EV Charging Facilities

In order to analyze the temporal and spatial distribution of EV charging energy at parking lots
covering the same region of gas stations, the number of EVs charged at the parking lot and the
energy consumption were calculated according to the fuel consumption at gas stations. Based on the
formulation of EV charging facilities installed at parking lots by using membership function, the total
number of served EVs can be calculated by:

M∑
k=1

Nk
in∑

i=1

αk
i ·T =

N∑
i=1

M∑
k=1

αk
i ·T =

N∑
i=1

T = NT (18)

M∑
k=1

αk
a·Nk

in = NP (19)

αk
i =

{
αk

a αk
i � 0

0 αk
i = 0

(20)

where NP is the number of served EVs at all parking lots during T hours. The membership degree of
EVs at the same parking lot was assumed to be the same in Equation (20), since the customers of a
parking lot usually had the same purpose for working in an office building or for staying at home in
the residential area. The number of EVs charged at the parking lot can be calculated according to the
energy consumption of gas stations:

Fe =
M∑

k=1

T∑
t=1

Nk(t)∑
i=1

Pk
i (t)·Δt =

M∑
k=1

Nk(t)∑
i=1

T∑
t=1

Pk
i (t)·Δt

=
M∑

k=1

Nk
in∑

i=1
ECi

(
SOCk

out − SOCk
in

) (21)
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where ECi is the battery energy capacity of ith EV. SOCk
out is the SOC of EV battery at departure and

SOCk
in is the SOC of EV battery at arrival, respectively. The initial SOC and the target SOC (defined as

above 90%) are also random variables that are defined as normal distribution:

SOCk
in, SOCk

out ∼ N
(
μ, σ2

)
(22)

The parameters of normal distribution are given for estimating the EV charging load, and the
variety of different types of EVs was taken into account:

ECi =
R∑

r=1

ECr·ηr (23)

ECi is the average battery capacity. ECr is the battery capacity of r type EV, and ηr is the ratio of r type
EVs to all EVs served at the regional charging stations.

Fe =
M∑

k=1

Nk
in∑

i=1

ECi·
(
SOCk

out − SOCk
in

)
(24)

N =
Fe

ECi·
(
SOCk

out − SOCk
in

) (25)

ηEC =
N

NP (26)

where N is the average number of charged EVs, and ηEC is the ratio of charged EVs to parked EVs.

2.4. Mathematical Formulation of EV Charging Load and Controllable EV Charging Variables

In order to analyze the impact of EV charging transferred from gas stations and to develop the
control strategy for the EV charging process, the calculation of EV charging load and the control
variables were derived from the operational model of aforementioned charging facilities incorporated
with parking lots.

Fun
e =

M∑
k=1

T∑
t=1

Ck
e(t) =

M∑
k=1

N∑
i=1

αm·
⇀
Pr·T (27)

⇀
Pr =

[
P1

r , · · · , Pk
r , · · · , PM

r

]T
(28)

Fun
e denotes the energy consumption calculated in an uncontrolled case, and Pk

r is the rated power
of EV charger at kth parking lot. The matrix of membership degree of EV to parking lots can also be

expressed as
⇀
αi =

[
α1

i ,α2
i , · · · ,αk

i , · · · ,αM
i

]T
.

αk
i ·Pk

r =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
αk

i ·Pk
r αk

i ≤
Tkr

i
T

Pk
r ·Tkr

r
T αk

i >
Tkr

i
T

(29)

Tkr
i =

ECi·
(
sock

out − sock
in

)
Pk

r
(30)

Tkr
i is the charging period of EV to reach target SOC at the departure time with rated power.

⇀

Pk
var(t) =

[
Pk

1(t), · · · , Pk
i (t), · · · , Pk

N(t)
]

(31)
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Fcon
e =

M∑
k=1

T∑
t=1

Ck
e(t) =

M∑
k=1

N∑
i=1

Tαi∑
t=1

Pk
i (t)Δt =

M∑
k=1

N∑
i=1

Tαi∑
t=1

⇀

Pk
var(t)Δt (32)

Tαi = α
k
i ·T (33)

Fcon
e denotes the energy consumption calculated in controlled case, and

⇀

Pk
var is the vector of variables

(charging power) in a controlled case.

Tαi∑
t=1

Pk
i (t)·Δt = ECi·

(
SOCk

out − SOCk
in

)
(34)

Tαi is the time period of ith EV parked at kth parking lot.

3. Coordinated Integration of EV Charging Stations into the Electric Distribution Grid

As temporal and spatial distribution of EV charging demand and controllable variables are given
from the above quantitative analysis of oil-to-electricity transformation for regional automobiles,
the charging facilities can be integrated into the electric distribution network. The impact of EV
charging load on the power system operation is quantified and the control strategy is developed
by adjusting the control variables within the boundaries that are given in the above section. In the
vehicle-to-grid operation framework, an EV aggregator is usually defined as the control entity between
power grid and EVs, which offers services to aggregate EV charging power (or discharging defined as
V2G) from a group of EVs, and acts towards the grid to provide considerable power regulation capacity.
In this context, each parking lot is correlated with one EV aggregator, which can perform real-time
monitoring and regulation on the charging behavior of each individual EV as long as it is plugged
into the power grid. Since the power feedback from EV to grid results in serious battery degradation,
which may prevent EV owners from participating in the vehicle-to-grid interaction, only the charging
adjustment is taken into account in this paper to provide the optimal charging plan for EVs.

In the impact analysis of EV charging load, EVs were assumed to start charging as soon as they
are parked, which is the direct charging used as the uncontrolled case in the simulation. In this case,
EVs are charged at rated power of the charging facility or on-board battery charger. The daily charging
profile in the impact analysis was defined as the reference to be compared with the controlled case in
the simulation. A two-stage optimization was formulated for managing the charging load based on
the control variables and the boundaries defined in the above section.

3.1. Objective Function of the Optimal Control Strategy

The multi-period optimal dispatch with EV charging infrastructure, formulated in considering
network constraints, is a mixed integer nonlinear programming (MINLP) problem [20–22]. A two-stage
optimization algorithm was derived from the basic formulation of the MINLP optimal charging
problem. The optimal configuration of the EV aggregator and the operation of the EV charging
infrastructure for regulating the charging rate of individual EVs were modelled in the optimal dispatch
problem. The overall objective in this work is to minimize the operating cost. In the objective function,
the expenditure on supplying electricity to the load, including charging EVs and the total power loss,
were calculated in Equation (35):

min
T∑

t=0

n∑
i=1

ρ(t)(PLd(t) + PEVAi(t) + PLs(t))Δt (35)

where ρ(t) is the electricity price at time t; PLd(t) is the net power load of the original distribution
system; PEVAi(t) is the accumulated EV charging power at bus i; PLs(t) is the total power loss at time t;
and Δt is the time interval, which was defined as one hour in the proposed day-ahead optimal dispatch
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of EV charging infrastructure, and it was also consistent with the above charging station model. The
load of the EV charging station was calculated by:

PEVAi(t) =
Mi∑

m=1

Pm
EVAi(t) (36)

Pm
EVAi(t) is the charging rate of individual EVs in the control realm of the EV aggregator installed at

bus i.

PLS(t) =
∑

(i, j)∈B

Rij

P2
i j + Q2

i j

|Vi|2
(37)

Pij and Qij are the active and reactive power, respectively, transmitted on the branch between bus i and
j; |Vi| is the voltage magnitude at bus i, and Rij is the resistance of branch ij.

3.2. Constraints of EV Charging Optimization

The mathematical model was subject to constraints from each participant in the EV charging
optimization, including limits on the reliable operation of power system, EV charging station, and the
requirements of EV users. The power flow balance was expressed by:

Ii j(t)
2 =

(
G2

i j + B2
i j

)[
U2

i (t) + U2
j (t) − 2Ui(t).Uj(t) cosθi j(t)

]
≤ I2

i jmax (38)

Ii j(t) is the branch current; Gij and Bij denote the admittance matrix of the power network; Ui and Uj
are the bus voltage; and Ii jmax is the maximum current of the transmission line.

(
Vmin

i

)2 ≤ Vr
i (t)

2 + Vim
i (t)2 ≤

(
Vmax

i

)2
(39)

Vmin
i and Vmax

i are the lower and upper limits of bus voltage, respectively; Vr
i (t) and Vim

i (t) are the
real and imaginary parts of the bus voltage, respectively.

The adjustable EV charging power was limited within the capacity of the charging facility:

PEVAi,min ≤ Pm
EVAi(t) ≤ min

{
Pm,max, PEVAi,max

}
(40)

PEVAi,min and PEVAi,max are the lower and upper power boundaries of charging facilities, respectively;
Pm,max is the rated power specified by the EV on-board charger.

The target SOC set by EV users must be achieved till the departure of the parking lots:

SOCm
tar ≤

T∑
t=1

Pm
EVAi(t)ηchr/Cm

bat + SOCm
ini ≤ 1 (41)

where Cm
bat is the battery capacity of the mth EV; SOCm

ini and SOCm
tar are the initial and target SOC,

respectively; and ηchr denotes the efficiency of battery charging.

4. Two-Stage Hybrid Optimization Algorithm

In the proposed EV charging optimization model, the decision variables included the setting of a
charging station associated with its EV aggregator and the multi-period charging power control under
the given configuration parameters. For the time-series simulation, the increased number of variables
made it even harder to solve the MINLP problem. Thus, a two-stage algorithm was formulated
to separate the variables into two categories, which were EV aggregator configuration and optimal
charging plan for individual EVs. The original problem was converted to a master problem of optimal
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configuration and a sub-problem of optimal charging strategy, so as to reduce the complexity of the
nonlinear constrained optimization modelled in the above section.

4.1. Solution Procedure for Optimal Integration of EV Charging Stations into the Power Grid

A two-stage hybrid optimization algorithm based on PSO and sequential quadratic programming
(SQP) was derived to accelerate the calculation speed, as depicted in Figure 2. As shown in the
flowchart, the problem solution of the hybrid optimization algorithm required an iterative process
between the master problem of optimal configuration and the sub-problem of optimal charging strategy.
In the master problem, the optimal locations of EV charging stations with the power level limits were
found by applying PSO algorithm, and the charging plans for each individual EV were embedded
as a sub-problem solved in the lower stage. In this way, the aggregated power of EVs connected to
the bus of the distribution network was provided so that the PSO algorithm was implemented on
mid-voltage level with a limited number of variables. The optimal charging stations were chosen from
the candidate locations that were all the parking lots in the region of oil-to-electricity transformation.
The capacity of the charging station must be lower than the parking lots:

LCEVAi ∈
{
LPV1, . . . LPV j, . . . , LPVm

}
(42)

CPEVAi ≤ (Nck
in + Lk

b)PEVri (43)

LCEVAi denotes the location of charging station at bus i, which is selected from the candidate locations
of all parking lots, and the bus number is denoted by LPV j. CPEVAi denotes the capacity of the charging
station at bus i, and PEVri is the rated charging power of charging facility at this charging station.

The capacity of the installed charging facilities was also subject to the operation limits of the
power grid considering each EV charging station connected to a bus of the network, as described in the
above constraints Equations (38) and (39). All served EVs calculated in Equation (25) were distributed
proportionally to each charging station based on its capacity, as expressed by:

NEVAi = N·CPEVAi/
n∑

i=1

CPEVAi (44)

Pi,min ≤ PLDi(t) +
NEVAi∑
m=1

Pm
EVAi(t) ≤ Pi,max (45)

NEVAi is the number of EVs distributed to a charging station according to the proportion of capacities of
all charging stations. PLDi(t) is the base load at bus i, Pi,min and Pi,max are the minimum and maximum
power allowed to be connected to bus i by the power system, respectively.

The optimal solution of the master problem was provided to the sub-problem as input parameters,
including the bus where the EV charging station connected to the network and the charging power
limits. The sub-problem without any integer variables can be solved by SQP within the feasible region
given in the master problem. The constraints from the power network operation and EV mobile needs
were also checked to ensure that the charging plan of each individual EV can fulfill the overall objective.

4.2. Two-Stage Hybrid Optimization Algorithm

The objective function of the master problem is described in Equation (35), with the location and
power capacity of EV charging station in the power network as decision variables and subject to:

0 ≤ PEVAi(t) ≤ Pmax
EVAi(t) (46)
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where Pmax
EVAi(t) is the upper limit of the overall charging power, that is the power capacity of each

EV aggregator.

Pmax
EVAi(t) =

Mi∑
m=1

PCm
EVAi(t) (47)

PCm
EVAi(t) is the power capacity of individual EV at bus i.

LCEVAi ∈ {0, 1} (48)

LCEVAi is the location of EV aggregation in the charging station, and in this algorithm is defined as a
binary variable.

Nmin
A ≤

n∑
i=1

LCEVAi ≤ Nmax
A (49)

Nmin
A and Nmax

A are the minimum and maximum number of EV aggregators planned to be installed in
the power system depending on the construction budget of the EV charging infrastructure.

The sub-problem implemented the optimal dispatch of EV charging power under the configuration
parameters of the EV aggregator given in the master problem. Accordingly, the sub-problem was
formulated as:

minSP
(

Pm
EVAi(t)

∣∣∣
Pmax

EVAi(t),LCEVAi

)
=

T∑
t=0

n∑
i=1

P(t)
(
PLd(t) + Pm

EVAi(t) + PLs(t)
)
Δt (50)

where Pm
EVAi(t)

∣∣∣
Pmax

EVAi(t),LCEVAi
represents the charging rate of individual EV, which is the decision

variable of the sub-problem that is to be optimized under the parameters given in the master problem.

fm(L) =
1√

2πσmL
exp

⎛⎜⎜⎜⎜⎝−(ln L− μm)
2

2σ2
m

⎞⎟⎟⎟⎟⎠ (51)

fm(L) is the probability distribution function of the distance L travelled by each EV; σm and μm are the
parameters of exponential distribution that is used to simulate the stochastic travelled distance of EV.
In this paper, it can be set to ln L ∼ N(3.46, 0.952).

On the basis of travel distance, the required power recharged of each EV was calculated by:

SOCm
ini = SOCm

tar −
λL
Cm

bat
(52)

where λ is the energy consumption per unit of distance.
The other commonly used constraints that describe the limits on the charging rate and EV battery

SOC boundaries during the charging process under the control of EV aggregator can be found in
existing research work [20–23].

5. Simulation Results of the EV Charging Station in Oil-To-Electricity Transformation

The simulation model built for oil-to-electricity transformation for regional automobiles was
mainly composed of EV charging facilities changed from gas stations and the regional distribution
network across a small town, as shown in Figures 1 and 3.

5.1. Case Study

The IEEE 123-bus distribution network with three-phase unbalanced load was used for simulation
studies [24], as depicted in Figure 3. For time-series simulation, active and reactive loads were
calculated by multiplying the coefficient that reflected the daily load curve, as shown in Figure 4a.
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The net load profile of the power network was calculated based on the wind power and solar power
generation and average daily load of South Australia in [25]. The original load of the test power
network was equivalent to the load level indicated by coefficient 0.8. The two-tariff pricing was
adopted for daily electric energy price including two main periods. The electricity prices applied to
charging stations during the peak hours and the off-peak hours were set to 1.01 and 0.25 CNY/kWh,
according to the trial operation of EV charging stations in Shenzhen, Guangdong province of China.
It can be seen in Figure 4a that the integration of solar and wind power generation exacerbated the load
variation. EV charging load can be controlled for load leveling as shown in Figure 4b, thus ensuring
the reliability of the power network. The minimal number and the maximal number of EV charging
stations planned to be installed in the test network were set to 5 and 8, considering existing parking lots
in the region where automobiles were served by gas stations. The operating cost of the EV aggregator
was assumed to be zero in the objective function.

Figure 3. EV charging facilities integrated into the 123-bus distribution network.

 
(a) (b) 

Figure 4. Power load profiles in the distribution network with renewable energy sources: (a) Load
profiles of 123-bus power network; (b) EV charging load with and without control.

Charging stations transferred from two gas stations, as shown in Figure 1, were integrated into the
regional distribution network represented by the test 123-node systems shown in Figure 3. Two of the
charging stations were assumed to be the parking lots located in the residential area. The characteristics
of EV arrival and parking period were identified as the home charging scenario. Two of the charging
stations were assumed to be located among office buildings where most of the customers came to
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work. The last charging station was assumed to be in the commercial area, and composed of EVs
parked for shopping and EVs parked overnight. By integrating charging stations into the regional
distribution network, the two home charging stations were connected to bus 87 and bus 107 in the
123-node power system. The two office charging stations were connected to bus 31 and bus 39, and the
complex charging station was connected to bus 1. The capacity of charging stations, which also means
the charging load distribution among the five stations, will be calculated in the proposed EV charging
optimization algorithm. In this paper, the acceptable range of bus voltage was set from 0.95 to 1.05 p.u.
as the constraints of optimal configuration for EV charging stations. Four different types of EVs were
adopted in the case study. As shown in Table 1, the battery capacity and charging rate varied among
different EV models. The power electronic interfaced chargers were installed to meet the fast and
slow charging needs of EVs, which ranged from 2.2 to 44 kW, and the efficiency of energy conversion
process was set to 0.9 in the simulation. As type I and II were designed to be capable of fast charging,
these two types of EVs were assigned to office and commercial charging stations. Type III and IV were
designed for slow charging and can be connected to standard household outlets. Therefore, these
two types of EVs were assigned to home and also the complex charging station where both fast and
slow charging facilities were installed. The parameters of EV charging scenario for computing battery
energy and charging load are given in Tables 1 and 2.

Table 1. Simulation parameters for EV type and EV charging infrastructure.

EV Type
Charging

Power (kW)
Battery

Capacity (kWh)
Target Stage of

Charge (SOC) (%)
No. of

EVs
Distance per
Charge (km)

Fast
Charging

I: Tesla Model X 13 60 90–95 60 355
II: BMW i3 44 22 90–95 60 160

Slow
Charging

III: Chevrolet VOLT 2.2 13.2 90–95 150 80
IV: Changan EADO 3.75 30 90–95 150 200

Table 2. Optimal configuration of EV charging stations.

Bus no./
Type of Parking

Phase
Power Level of

Charging Station
Ratio of Charging
Station Capacities

EV
Types

Ratio of EV
Types (%)

1/Complex A Fast + Slow
charging 33% I/II/III/IV 14/14/36/36

31/Office C Fast charging 13% I/II 50/50
39/Office B Fast charging 38% I/II 50/50
87/Home B Slow charging 6% III/IV 50/50
107/Home B Slow charging 10% III/IV 50/50

5.2. Results and Discussion

In the formulation of EV charging stations in oil-to-electricity transformation, charging load
distributed at certain charging stations was equivalent to energy consumption for the automobiles
served at the gas stations. The optimal configuration of charging stations is given in Table 2.
The averages of normal distribution for initial SOC and target SOC at minimum were set to 0.5 and 0.9.
The total number of EVs served by the charging stations was calculated to be 420 vehicles, with the
assumption that the proportion of different types of EVs at each charging station was the same. For the
office charging station at bus 31, the total number of EVs for type I and II was 20. Similarly, 150 EVs of
type III and IV were served by the home charging station at bus 107. Four types of EV were served by
the complex charging station at bus 1: 40 EVs of type I and II and 100 EVs of type III and IV. The number
of EVs at each station were calculated according to the ratio of the capacities given by the proposed
optimization algorithm for all EV charging stations. As shown in Table 2 and Figure 3, five optimal
locations were selected from the parking lots in the regional power network and the capacities were set
to minimize the impact of the additional EV charging load.
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The load pattern and voltage deviation of the network with EVs in the uncontrolled condition and
charging optimization were compared to evaluate the efficiency of the proposed method, as shown
in Figures 4b and 5a. In both cases, the configuration of EV charging stations adopted the results of
the optimization algorithm, thus upgrading the performance of the uncontrolled case. Consequently,
the uncontrolled charging with the best configuration was picked up from other randomly configured
charging stations to analyze the advantage of optimally controlled EV charging load. The charging
behavior of EV aggregations was regulated to achieve the valley filling and peak shaving, as seen in
Figure 4b. The total power loss was reduced since the power losses at the peak hours were significantly
curtailed, as shown in Figure 5b, in which ten lines with largest power flow were selected. The median,
minimum, and maximum values of line losses can be seen in the box plot for the ten lines. The bus
voltage of the test three-phase unbalanced power network is given in Figure 6, showing the reduction in
voltage deviation. For the home charging stations at bus 87 and 107, most EVs were parked overnight
and charged for commuting. The comparison of load and voltage profiles indicated that EV charging
load is switched to the off-peak period during 24:00 to 6:00 the next day as shown in Figure 7a. Similar
results can be found in Figure 7b for the office charging stations at bus 31 and 39, where the two types
of EVs were charged to match the network load profile as long as the constraints on the target SOC and
the parking time can be satisfied. Noted that the two-tariff pricing directed the EV charging load to
off-peak hours with a lower electricity price to cut down the cost, and the reduced power loss further
minimized the objective function.

(a) (b) 

Figure 5. Power losses of distribution network with EV charging load: (a) Daily profile of total losses
with and without EV charging control; (b) line losses of 123-bus power network at the peak hour.

Figure 6. Bus voltage of the 123-bus test system with and without EV charging control.
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(a) (b) 

Figure 7. Load and voltage profiles at bus 31 phase-C and bus 107 phase-B: (a) Load profiles at different
buses; (b) voltage profiles at different buses with and without EV charging control.

To calculate the charging plan for each EV, the capacity of the charging station fixed by the optimal
configuration restricted the maximal charging power at each bus. The overall charging power during
the parking period was allocated to each individual EV by the EV aggregator at a charging station.
The charging plans for EV type I in uncontrolled and controlled cases are compared in Figure 8a,
and the corresponding SOC curves for all EVs of type I are depicted in Figure 8b. The charging plans of
EVs connected at different buses are shown in Figure 9, in which the charging profiles of two types of
EVs served at the charging station connected to node-31 phase-C and node-107 phase-B are illustrated.
The slow charging of type III and IV needed several hours to reach the target SOC, while the fast
charging for type I and II can be finished within an hour if the parking period of the vehicle was
limited. The charging rate of each individual EV at both fast charging and slow charging facilities was
coordinated to enhance the economic and reliable operation of power system, without breaking the
boundaries on service capacity of facilities and EV mobile needs described in Sections 2 and 3. It can
be seen that EVs of different types reached the desired SOC before departure even though the charging
power profile varied according to the solution given by optimal charging algorithm.

  
(a) (b) 

Figure 8. Charging rate and state of charge (SOC) profiles of EV type I at fast charging facilities with
and without control: (a) EV charging curves (Tesla Model X); (b) SOC curves during the parking period.

  
(a) (b) 

Figure 9. Charging profiles of EVs connected to facilities at different buses: (a) Charging profiles of EV
type-I and type-II parked at bus 31; (b) charging profiles of EV type-III and type-IV parked at bus 107.
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6. Conclusions

To evaluate the impact of charging stations changed from gas stations in the oil-to-electricity
transformation for automobiles, a mapping relation model between gas stations and charging stations
serving vehicles in the same region was established by using membership degree function of EV and
queuing model-based charging stations. A novel feature of the proposed EV charging stations was
that the real-time data of gas stations and parking lots serving the regional automobiles was used to
determine the stochastic EV charging time and charging demand distribution in the power network.
Therefore, the controllability of EV charging load can be quantified by integrating the EV charging
process with parameters and control variables in the optimal dispatch of the distribution network.
With the defined boundaries and power system constraints, a combined optimization of configuration
and operation of EV charging stations was developed for reducing the operating cost and risks of power
system. A two-stage hybrid optimization algorithm composed of master problem and sub-problem
was proposed to reduce the complexity of the combined optimization problem. The optimal setting of
charging stations and the optimal charging created for each EV can improve the economic and reliable
operation of the power system with flexible EV charging load. The proposed method can serve as an
effective tool for evaluating the increased EV charging load and the controllability of charging stations
in the oil-to-electricity transformation for automobiles across the town.
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Appendix A Detailed Modeling of Parking Lots Based on Queuing Theory

This section presents the modeling of parking lots as a M/M/Z/Z queuing system [7,8]. The variation
of the parked vehicles given the data accessible online can be expressed by:

Nk(t) = Lk
s(t) = Lk

b + Nk
c(t) ∀k ∈M (A1)

Nc(t) = Ls(t) − Lb (A2)

Nk
b(t + 1) = Nk

b(t) + ΔNk
b(t + 1), ΔNb(t + 1) = 0 ∀t ∈ T (A3)

Nk
c(t + 1) = Nk

c(t) + ΔNk
c(t + 1), Nc(0) = 0 ∀t ∈ T (A4)

ΔNk
b(t) = Nbk

in (t) −Nbk
out(t) (A5)

ΔNk
c(t) = Nck

in(t) −Nck
out(t) (A6)

where Lk
b is the expected number of the basic EV fleet, which is also the queuing length in the steady

state, and Nk
c is the number of categorized EV fleet, which is varying over the time according to the

arrival intensity.
The total number of both EV fleet can be read from the online data, but the arrival number of EVs

at each time needs to be calculated. According to queuing theory, the arrival of EVs at parking lots is
Poisson distribution:

Nc
in(t) ∼ λc (A7)
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Nb
in(t) ∼ λb (A8)

where λb and λc are the average arrival rate of the basic and categorized EVs respectively. The queuing
length Lb in the steady state can be calculated by applying the result of queuing theory, the parameters
of a M/M/Z/Z queuing system are adopted for parking lots:

λz = λb, z = 1, 2, · · · , Zk (A9)

μz = zμ, z = 1, 2, · · · , Zk (A10)

where Zk is the capacity of kth parking lot, and z is the number of EVs at a parking lot. The service
time in this case is the parking period, which complies with negative exponent distribution 1

μ in the
queuing model.

P0 = (
zk∑

i=0

(zke)
i

i!
)

−1

z = 1, 2, · · · , Zk (A11)

Pz =
(zkρ)

z

z!
P0 (A12)

ρ =
λb

Zkμ
(A13)

P0 denotes the probability of no EV at parking, and Pz denotes the probability of z EVs at parking. ρ is
the service intensity of the parking lot defined by the queuing theory. Consequently, the number of
EVs at the parking lot can be written as a function of ρ, and the arrival rate of basic EV fleet can be
derived if the queuing length is given.

Lk
b =

zk∑
z=0

zPz = zkρ(1− Pzk) (A14)

Lk
b = Lk

b (A15)

where Lk
b is the average number of basic EVs at parking that can be collected from online data.

Similarly, the categorized EV fleet in the queuing model can be quantified by assuming that the
arrival rate at each time step is Poisson distribution. The arrival of categorized EVs is concentrated on
several hours which can b easily identified from the occupancy variation of the parking lots. As shown
in Figure 1, the rising zone is assumed to be arrival period of categorized EV. Therefore, the arrival EV
number Nck

in can be calculated from Nk
c(0) and Nk

c(t) as shown in Equations (A2)–(A6), and can also be
calculated by:

Nck
in(t) = Nk(t) − Lk

b (A16)

Nck
in =

Tc∑
t=1

Nck
in(t), Nck

in(t) ∼ λk
c(t) (A17)

Nck
in(t) = λ

k
c(t)·Δt t ∈ [0, Tc] (A18)

where Nck
in(t) is the average number of categorized EVs arriving at tth hour, which can be collected

from online data as shown in Figure 1. λk
c(t) is the Poisson distribution of categorized EVs arriving at

tth hour. Tc is the time period of categorized EV arrival. Following the queuing model of each parking
lot, the arrival rate of categorized EV fleet at each time step can be derived by:

P(Nck
in(t)= y) =

(λt)
y!

e−λt λ = λk
c , y = 0, 1, 2, · · · (A19)
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Nk
in(t) = Nck

in(t) + Nbk
in (t) (A20)

Nk
in is total number of EVs parked at kth parking lot within Tc hours, and Nk

in(t) is the number of
EVs arriving at kth parking lot during each time interval. As described above, it is composed of two
portions. Nbk

in (t) denotes the number of basic EVs arriving at kth parking lot at tth hour, and Nck
in(t)

denotes the number of categorized EVs arriving at kth parking lot at tth hour. Based on the queuing
theory, the number of EVs arriving at each time step is given by:

E
(
Nck

in(t)
)
=
∞∑

y=0

y
(λt)k

k!
e−λt = λk

c(t)·Δt (A21)

λk
c(t) =

Nck
in(t)

Δt
=

ΔNk
c(t)

Δt
(A22)

where ΔNk
c(t) is the difference of categorized EV number at tth hour that can be read from the online

data shown in Figure 1.
The membership degree of each individual EV to parking lot is correlated with the parking period

in the queuing theory:

αk
i ·T = τi, τi ∼ 1

μ
(A23)

where τi is the parking period of ith EV at one parking lot. The service time complies with negative
exponential distribution:

P(τi ≤ t) =
{

1− e−μt t ≥ 0
0 t < 0

(A24)

E(τi) =

∫
+∞

0
μ+ e−μtdt =

1
μ

(A25)

1
μ
= αk

i ·T = τi (A26)

where τi is the average EV parking period that can be collected from online data. As all the
other parameters are calculated, the arrival and the duration of EVs at the parking lot can be
completely quantified.
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Abstract: A new type of hierarchical control is proposed for a four-wheel-steering (4WS) vehicle,
in which both the sideslip angle and yaw rate feedback are used, and the saturation of the control
variables (i.e., the front and rear steering angles) is considered. The nonlinear three degrees of freedom
(3DOF) 4WS vehicle model is employed to describe the uncertainties originating from the operating
situations. Further, a normal front-wheel-steering (2WS) vehicle with a drop filter of the sideslip
angle is selected as the reference model. The inputs for the rear and front steering angles of the linear
2DOF 4WS, required to achieve the performances described by the reference model, are obtained and
controlled by the upper controller. Further, the lower controller is designed to eliminate the state error
between the linear 2DOF and nonlinear 3DOF 4WS vehicle models. The simulation results of several
vehicle models with/without the controller are presented, and the robustness of the hierarchical
control system is analyzed. The simulation results indicate that using the proposed hierarchical
controller yields the same performance between the nonlinear 4WS vehicle and the reference model,
in addition to exhibiting good robustness.

Keywords: active 4WS system; hierarchical control; decoupling; fractional sliding mode control

1. Introduction

The active four-wheel-steering (4WS) system is studied widely to improve the handling stability at
high speeds, and the maneuverability at low speeds. With the emergence of intelligent vehicle systems
(IVS), the 4WS system can also be used to solve the path tracking problem to ensure that the vehicle
can follow the scheduled route, and its algorithm is mainly about determining the required steering
angle to adjust the dynamic turning point on the road curvature center [1–3]. Hitherto, some control
strategies and methods have been proposed to improve the aforementioned control goals, such as
fuzzy, adaptive, feedforward, feedback, optimal, H∞, sliding mode, decoupling, and neural network
controls, as well as μ synthesis.

A yaw stability controller based on fuzzy logic was proposed, which took the yaw angular velocity
error, steering angle given by driver, and side slip angle as input, calculated the additional steering
angle as output, and compared with the existing fuzzy control system with two inputs of the yaw
angle and yaw angular velocity. The results showed that the proposed fuzzy yaw controller had
better performance [4]. Considering the rear wheel steering resistance moment, the H2/H∞ mixed
robust controller was designed to track the desired yaw rate, and can be obtained according to the
variable transmission ratio strategy [5]. Applying the yaw rate tracking strategy to the 4WS vehicle and
considering the resistance moment of rear wheel steering, the H2/H∞ infinity hybrid robust controller
was designed and the stability control of 4WS vehicle was studied [6]. A μ synthesis robust controller
was designed to overcome the model uncertainty [7]. Considering the velocity changing, a linear
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parameter varying (LPV) controller was designed to improve the handling stability, safety, and comfort
of the 4WS vehicle [8]. A high-level control redistribution method based on LPV control framework
was adopted to realize torque vectorization and steering, which can ensure the speed and path tracking
of the four-wheel independently-actuated (4WIA) vehicle in the case of one or even several wheeled
motor failures or performance degradation [9]. Using the preview theory, robust theory, and adaptive
path following, the 4WS vehicle can exhibit a good path tracking capability in both the longitudinal
and lateral directions [10]. Based on the singular boundary theory and Lyapunov stability theory,
the uncertainty of the 4WS vehicle was debated [11]. Combined with the linear programming algorithm
and the improved sliding mode algorithm, a joint control strategy combining the exponential reaching
law with the saturation function was proposed. The strategy can control the side slip angle, yaw speed,
and yaw moment of the vehicle well to improve the handling and stability performance of the vehicle
significantly [12]. Based on sliding mode control, an integrated control system with 4WS and direct
yaw moment control (DYC) was proposed to improve vehicle handling stability [13]. A fast terminal
sliding mode controller was designed to suppress the external disturbance of the steer-by-wire (SBW)
system. Considering the unstructured and structural uncertainties, a robust controller was designed
by using the synthesis method; the controller order reduction was realized based on Hankel-Norm
approximation, and the extended Kalman filter was used to estimate the sideslip angle [14].

In addition, relative investigations have shown that the decoupling control of the vehicle steering
characteristics can improve the vehicle’s safety, driving, and even exhibit accurate trajectory tracking
because of the vehicle’s individual control of the lateral and yaw motions [15]. A robust triangular
decoupling control strategy was proposed to decouple the front axle acceleration from the yaw
rate [16]. A lateral-force observer based on the disturbance observer theory was developed, aiming to
overcome the fragile robustness of the decoupling control for road conditions, and used along with
the yaw-moment observer in a small-scale electric vehicle. Further, the robustness against parameter
variation was improved [17]. The necessary and sufficient conditions for the solution of diagonal
decoupling were presented, and the vehicle model (lateral plus roll dynamics) was implemented to
control the steering angle and sideslip angle of the vehicle independently, using a static state feedback
law with a static pre-compensator [18]. An asymptotic decoupling control for the 4WS vehicle based on
an easy measurement feedback was introduced. Its control inputs were the front wheel steering angle,
and the torques of front and rear wheels; further, the H∞ optimization method was used to derive
the desired eigenvalues [19]. Pre-compensation decoupling with H∞ performance control for a 3DOF
nonlinear 4WS vehicles was studied to consider the influence of disturbances on the output under
the H∞ index. The results showed that the longitudinal velocity, lateral velocity, and yaw rate can
be controlled independently, and the drivers can steer rapidly [20]. A simple decoupling subsystem
consisting of longitudinal, lateral, and yaw dynamics is derived by choosing the combination of
longitudinal acceleration/braking force and steering angle of front and rear wheels as the virtual
control input [21].

However, compared with diagonal decoupling, triangular decoupling is more complicated,
particularly for uncertain systems [22]. Further, it is difficult to build fuzzy rules in all situations
for fuzzy control algorithms, and the adaptive control is suitable for the slow time-varying system
that is vastly different from the actual steering system whose parameters may change quickly [23].
In addition, the control strategies for a 4WS system can be divided into two types: one is to make
the sideslip angle zero, corresponding to trajectory preserving problem, the other one is to track the
desired yaw rate. Most studies on the control of 4WS vehicles usually aim to determine the rear wheel
steering angle based on the certain front wheel steering angle, and compare the response of 4WS
vehicle under the inputs of the front and rear wheel steering angles with that of the 2WS vehicle.

The novelties of this study are as follows: (1) The reference model is obtained by filtering the
sideslip angle of a normal 2WS vehicle, which is very different from past practices. (2) According to the
2WS reference model, the front and rear wheel steering angles of linear 4WS vehicle are determined
simultaneously by the decoupling controller, and its response is consistent with that of the 2WS
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reference model completely. (3) Considering that it is very difficult to design controllers directly by
using nonlinear models, a new hierarchical controller is proposed in this paper. Firstly, the upper
controller controls the linear 4WS model to have the same response as the 2WS reference model.
Then the lower controller controls the nonlinear 4WS model to have exactly the same response as the
linear 4WS. (4) The upper control strategy, including the decoupling controller and asymptotic tracking
controller, is designed to provide the standard input for the linear 4WS vehicle model. The former is to
decouple the sideslip angle and yaw rate from each other, which can obtain the required front and rear
wheel steering angles. The latter is to control the linear 4WS vehicle model to track the reference model
completely. (5) The lower control strategy, including the optimal controller and fractional sliding mode
controller, is designed to remove the adverse effects of the state errors between the linear 2DOF and
nonlinear 3DOF 4WS vehicle models. The former is to eliminate the state error caused by the different
initial states. The latter is to eliminate the state error caused by the uncertainty.

The subsequent parts of this paper are organized as follows: In Section 2, the vehicle models,
including the nonlinear 3DOF 4WS/2WS model, the linear 2DOF 4WS/2WS model, and the reference
model are presented. The hierarchical control strategies, including the upper control strategy
(i.e., the decoupling and the asymptotic tracking control) and the lower control strategy (i.e., the optimal
control and the fractional sliding mode control), are described in Section 3. The comparison of the
simulation results of the linear 2DOF 2WS vehicle, reference model, nonlinear 3DOF 2WS vehicle, real
vehicle with the hierarchical controller and linear 4WS with linear quadratic regulator (LQR) controller
are reported in Section 4. Finally, the conclusion is summarized in Section 5.

2. Model Description

We consider three types of vehicle models for the hierarchical control system. The first one is a
nonlinear 3DOF 4WS/2WS vehicle model used to describe the system uncertainty, which is controlled
by a lower controller to ensure the system robustness. The second one is a linear 2DOF 4WS/2WS
vehicle model controlled by an upper controller, which can supply the standard inputs to 4WS vehicles.
The last one is a reference model to provide the desired yaw rate and sideslip angle.

2.1. Nonlinear 3DOF 4WS/2WS Vehicle Model

The 4WS vehicle model considering the lateral, yaw, and roll motions is given by⎧⎪⎪⎨⎪⎪⎩
Iz

.
γ − Ixz

..
φ = 2aFf − 2bFr

mux

( .
β + γ

)
+ mshs

..
φ = 2Ff + 2Fr

Ix
..
φ − Ixz

.
γ + mshsux

( .
β + γ

)
=
(
msghs − kφ

)
φ − cφ

.
φ

, (1)

where Iz is the moment of inertia of the vehicle about the z-axis, Ix is the roll moment of inertia of
the vehicle body about the x-axis, Ixz is the moment of the inertia product, γ is the yaw rate, φ is the
roll angle of the vehicle body, a and b are the distances from the centroid to the front and rear axle,
Ff and Fr are the lateral forces of the front and rear wheel respectively, m is the vehicle mass, ux is the
longitudinal speed of the vehicle, β is the sideslip angle, ms is the mass of the vehicle body, hs is the
distance of the body centroid to the roll center axis, g is the gravitational acceleration, kφ is the sum of
the roll stiffness of the front and rear suspensions, and cφ is the sum of the roll damping of the front
and rear suspensions.

Considering the nonlinearity of the tires, the lateral forces of the front and rear wheels can be
expressed as follows [17]:

Fi = ϕDi sin(Ciarctan(Bi(1 − Ei)
αi
ϕ
+ Eiarctan(Bi

αi
ϕ
))) i = f , r, (2)
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where
α f = β + aγ/ux − R f φ − δ f , αr = β − bγ/ux − Rrφ − δr, (3)

ϕ is the road adhesion coefficient (ranging from 0.2 to 1), Bi, Ci, Di, Ei are the coefficients, αi is the slip
angle of the wheel. Rf and Rr are the roll deflection coefficients of the front and rear axles, respectively;
δf and δr are the steering angles of the front and rear wheels, respectively.

Equation (2) can also be expressed as

Fyi = kiαi + fyi(αi, ϕ)i = f , r, (4)

where ki is the cornering stiffness of the front or rear wheel and ki = BiCiDi. Then, according to
Equations (2) and (4), the following expression can be obtained:

fyi(αi, ϕ) = ϕDi sin(Ciarctan(Bi(1 − Ei)
αi
ϕ
+ Eiarctan(Bi

αi
ϕ
)))− kiαi. (5)

Substituting (4) into (1), we define x̃ =
[

γ β
.
φ
]T

, u =
[

δ f δr

]T
; thus, the state space

model can be expressed by
Ẽ

.
x̃ = Ãx̃ + B̃u + F̃, (6)

where
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(7)

When δr = 0, the 4WS vehicle model described by Equation (6) will become the 2WS vehicle
model, which will be used in the simulation for the comparison.

2.2. Linear 2DOF 4WS/2WS Vehicle Model

To obtain the standard input of the 4WS vehicle by the upper controller, the 4WS vehicle model

with the lateral and yaw motions is established. By defining x =
[

γ β
]T

, the space state equation
is as follows:

.
x = Ax + Bu, (8)

where
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⎡⎣ 2
a2k f +b2kr

Izux
2
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− 1 2
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When δr = 0, the linear 2DOF 2WS vehicle, which will also be used in the simulation for the
comparison, can be described as follows:

.
x̂ = Âx̂ + B̂û, (10)

where

x̂ =
[

γ β
]T

, û = δ f , Â =

⎡⎣ 2
a2k f +b2kr

Izux
2

ak f −bkr
Iz

2
ak f −bkr

mu2
x

− 1 2
k f +kr
mux

⎤⎦, B̂ =

⎡⎣ −ak f
Iz−k f

mux

⎤⎦. (11)
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2.3. Reference Model

The typical early practice is to define a first-order system as the reference model and maintain the
sideslip angle as zero [5]. However, some studies have shown that 4WS vehicles with zero sideslip angle
in cornering maneuvers exhibit significant under-steering characteristic and the zero sideslip angle will
contribute to the driver’s unadaptation [1]. Therefore, in this study, the reference model is obtained
by filtering the sideslip angle of the normal 2WS vehicle described by Equation (10). Its filtering
magnitude can be adjusted in real time and depends on the drivers’ requirements. The transfer
function for the drop filter of the sideslip angle can be expressed as follows:

G(s) =
ηωn

2

s2 +
√

2ωn + ωn2
, (12)

where η is the gain coefficient that can be used to adjust the amplitude of the sideslip angle, ωn is the
cutoff frequency, and s is the complex variable.

3. Design of Hierarchical Controller

Because the considered 4WS vehicle is equipped with a four-wheel steer-by-wire system, only the
steering wheel angle issued by the driver is used to describe the driving intention. In fact, the real
4WS vehicle is affected by the parameter uncertainty, tire nonlinearity, non-modeling dynamics,
and coupling disturbance caused by the roll. Under such condition, the adopted hierarchical control
structure is as depicted in Figure 1. The desired yaw rate and sideslip angle, γd and βd, are generated
by the reference model with only the input of the front wheel steering angle, which is proportional to
the steering wheel angle. The upper controller computes the inputs of the front and rear steering angles
for the linear 2DOF 4WS vehicle; further, δf and δr, are required to obtain the required performances
described by the reference model. Owing to the many differences between the linear 2DOF 4WS vehicle
and the nonlinear 3DOF 4WS vehicle, we used the theory of the fractional calculus and the sliding
mode control to design the lower controller to guarantee the robustness of the whole control system.

inear
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Figure 1. Hierarchical control system.

3.1. Design of Upper Controller

The standard input of the 4WS vehicle can be obtained by the upper controller according to the
reference model with the single input of the front wheel steering angle. To completely follow the
desired sideslip angle and yaw rate, the decoupling of the linear 2DOF 4WS system is performed,
and the transfer functions between γ and u1, and between β and u2 are obtained. Subsequently,
by the asymptotic tracking controller, the linear 2DOF 4WS system can yield the same response as the
reference model.
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3.1.1. Decoupling of Linear 2DOF 4WS System

The following expression can be obtained from Equation (8):[
γ(s)
β(s)

]
= G(s)

[
δ f (s)
δr(s)

]
=

[
G11(s) G12(s)
G21(s) G22(s)

][
δ f (s)
δr(s)

]
, (13)

where
G11(s) =

sb11−a22b11+a12b21
s2−(a11+a22)s+a11a22−a21a12

, G12(s) =
sb12−a22b12+a12b22

s2−(a11+a22)s+a11a22−a21a12
,

G21(s) =
sb21−a11b21+a21b11

s2−(a11+a22)s+a11a22−a21a12
, G22(s) =

sb22−a11b22+a21b12
s2−(a11+a22)s+a11a22−a21a12

.
(14)

As shown in Equation (13), both γ and β are controlled by both δf and δr. Therefore, it is
necessary to decouple γ from β to ensure that the linear 2DOF 4WS system can track the two variables
of the reference model simultaneously. Subsequently, two independent input variables, u1 and u2,
are introduced as shown in Figure 1.

From Figure 1, the relationship between δf, δr and u1, u2 are as follows:[
δ f (s)
δr(s)

]
=

[
D11(s) D12(s)
D21(s) D22(s)

][
u1(s)
u2(s)

]
. (15)

Substitute Equation (15) into Equation (13), we obtain[
γ(s)
β(s)

]
=

[
G11(s) G12(s)
G21(s) G22(s)

](
D11(s) D12(s)
D21(s) D22(s)

)(
u1(s)
u2(s)

)
. (16)

Only when (
G11(s) G12(s)
G21(s) G22(s)

)(
D11(s) D12(s)
D21(s) D22(s)

)
=

(
G11(s) 0

0 G22(s)

)
, (17)

can γ and β be controlled by u1 and u2, respectively. That is,[
γ(s)
β(s)

]
=

[
G11(s) 0

0 G22(s)

][
u1(s)
u2(s)

]
. (18)

Subsequently,

G11(s) =
γ(s)
u1(s)

, G22(s) =
β(s)
u2(s)

. (19)

In addition,

|G(s)| = (a + b)k f krux

Izmu2
xs2 −

[
k f (ma2 + Izux) + kr(mb2 + Izux)

]
s + (a + b)2k f kr + mu2

x

(
ak f − bkr

) . (20)

Obviously, |G(s)| is always not zero as long as ux 	= 0. Substituting Equation (18) into (16),
we obtain [

D11(s) D12(s)
D21(s) D22(s)

]
=

[
G11(s) G12(s)
G21(s) G22(s)

]−1[
G11(s) 0

0 G22(s)

]
, (21)
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where

D11(s) =
(
b2s2 + b1s + b0

)
/
(
a2s2 + a1s + a0

)
, D12(s) =

(
b5s2 + b4s + b3

)
/
(
a2s2 + a1s + a0

)
,

D21(s) =
(
b8s2 + b7s + b6

)
/
(
a2s2 + a1s + a0

)
, D22(s) =

(
b11s2 + b10s + b9

)
/
(
a2s2 + a1s + a0

)
,

a0 = (a12b21 − a22b11)(a21b12 − a11b22 + a11b12 − a12b22), a1 = a21b12b11 − a11b22b11 + a11b12b21 − a12b21b12,
a2 = b11b22 − b21b12, b0 = (a21b12 − a11b22)(a12b21 − a22b11), b1 = a21b12b11 − a11b22b11 + a12b21b22 − a22b11b22

b2 = b22b11, b3 = (a11b12 − a12b22)(a21b12 − a11b22), b4 = −a21b2
12 + a11b22b12 + a11b12b22 − a12b2

22,
b5 = −b12b22, b6 = (−a12b21 + a22b11)(a21b11 − a11b21), b7 = −a12b2

21 + a22b11b21 − a21b2
11 + a11b11b21,

b8 = −b11b21, b9 = (a21b12 − a11b22)(a12b21 − a22b11), b10 = a21b12b11 − a11b22b11 + a12b21b22 − a22b11b22,
b11 = b22b11.

(22)

Only the decoupling of the linear 2DOF 4WS vehicle has been introduced here. Nevertheless, it is
still necessary to design the corresponding controller to ensure that the decoupled linear 2DOF 4WS
vehicle can obtain the required performances described by the reference model.

3.1.2. Design of Asymptotic Tracking Controller

The studies above show that the transfer functions between γ and u1, and between β and u2 are
G11(s) and G22(s), respectively. Here, the transfer function G11(s) is used as an example to illustrate
the design of the asymptotic tracking controller Gc1(s). Figure 2 shows the control block diagram.

11 ( )G sc1 ( )G s
d +

-
e

Figure 2. Asymptotic tracking control system.

From Figure 2, the following expression can be obtained:

e(t) = γd(t)− γ(t) = γd(t)− Gc1(t)G11(t)e(t). (23)

Its Laplace transform can be expressed as

e(s) =
1

1 + Gc1(s)G11(s)
γd(s), (24)

where
Gc1(s) = kp + kds, (25)

kp and kd are the proportional and differential coefficients of the PD controller.
Further, the characteristic polynomial of this second-order system can be simplified as

d2s2 + d1s + d0 = 0, (26)

where

d0 = a11a22 − a21a12 + kp(−a22b11 + a12b21), d1 = b11kp + (−a22b11 + a12b21)kd − (a11 + a22), d2 = 1 + b11kd. (27)

Its Routh Series is as follows,
s2

s1

s0

∣∣∣∣∣∣∣
d2

d1

e1

d0

0
0

, (28)
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where

e1 = − 1
d1

∣∣∣∣∣ d2 d0

d1 0

∣∣∣∣∣ = d0. (29)

According to Routh-Hurwitz stability criterion, the parameters of the PD controller can be set and
kp = −5, kd = −2, when the coefficients of the characteristic polynomials of the 2-order system are all
positive. Similarly, the parameters of the asymptotic tracking controller for controlling the sideslip
angle can also be determined.

3.2. Design of Lower Controller

Although the standard input of the 4WS vehicle has been obtained by the upper controller, it is
still necessary to employ the lower controller such that the nonlinear 3DOF 4WS follows the linear
2DOF 4WS vehicle because many differences exist between the two vehicles. The linear 2DOF 2WS
vehicle described by Equations (10) and (12) is used as the reference model.

Let x =
[

γ β
]T

and uc =
[

δ f c δrc

]T
; subsequently, Equation (6) can be re-expressed as

.
x = Ax + Bu + Buc + F + Wφ, (30)

where

A = E−1

⎡⎢⎣ 2a2k f +2b2kr
ux

+ Ixzmshux
Ix

2
(

ak f − bkr

)
(2ak f −2bkr)

ux
− mux +

m2
s h2ux
Ix

2
(

k f + kr

)
⎤⎥⎦, E =

[
Iz − I2

xz
Ix

Ixzmshux
Ix

Ixzmsh
Ix

mux − m2
s h2ux
Ix

]
,

Wφ = E−1

⎡⎢⎣ − Ixzcφ

.
φ

Ix
+

−Ixzmsghφ+Ixzkφφ
Ix

+
(
−2ak f R f + 2bkrRr

)
φ

mshcφ

.
φ

Ix
+
(
−2R f k f − 2Rrkr

)
φ +

−m2
s h2g+mshkϕ

Ix
φ

⎤⎥⎦,

B = E−1

[
−2ak f 2bkr

−2k f −2kr

]
, F =

⎡⎣ 2a fy f

(
α f , ϕ

)
− 2b fyr(αr, ϕ)

2 fy f

(
α f , ϕ

)
+ 2 fyr(αr, ϕ)

⎤⎦.

(31)

The state error between the linear 2DOF and nonlinear 3DOF 4WS vehicle models can be expressed
as e = x − x. Therefore,

.
e = Ae − Buc + Δ, (32)

where
Δ =

(
A − A

)
x +

(
B − B

)
u +

(
B − B

)
uc − F − Wφ. (33)

As shown, the state error between the two vehicle models is primarily from the initial state error
of the state variable, the uncertainty error that includes the parameters’ difference, the nonlinear term
of the tires F, and the coupling disturbance caused by the vehicle roll Wφ. Therefore, it is necessary
to define

uc = uco + ucc, (34)

where uco is the output of the optimal controller to avoid the error caused by the different initial
states, and ucc is the output of the fractional sliding mode controller to avoid the error caused by
the uncertainties.

3.2.1. Design of Optimal Controller

When only the initial state error of state variable is considered, that is, the uncertainty error under
the nominal parameters is not considered, that is, Δ = 0, ucc = 0, Equation (32) becomes

.
e = Ae − Buco. (35)
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Let uco = Ke, where K is the optimal feedback gain matrix; therefore, the performance index of the
vehicle system is given by

J =
∫ t

0

(
eTQe + uc

T Ruc

)
dt. (36)

Let Q = diag(100,1000) and R = diag(1,1); therefore, K can be calculated by

K = R−1BT P (37)

where
AT P + PA − PBRBT P + Q = 0. (38)

3.2.2. Design of Fractional Sliding Mode Controller

When only the uncertainty error under the nominal parameters is considered, that is, Δ 	= 0,
the sliding superplane can be expressed as

s =
.
e − (A − BK

)
e. (39)

It is easy to conclude that Equation (39) is completely equivalent to Equation (35) when s = 0.
Therefore, provided that s = 0 can be controlled, the state error of the two vehicles can fulfill the
requirements of the optimal control. However, if Δ 	= 0, the condition s = 0 is not satisfied at this
time. To control the e move on s = 0, the sliding mode control is required after the optimal control
of the front and rear steering angles for the actual 4WS vehicle. Subsequently, Equation (32) can be
transformed into

.
e = Ae − B(uco + ucc) + Δ. (40)

To further improve the robustness of the system, the fractional order theory is introduced here.
That is, s is assumed to satisfy the fractional order decay rate [24]:

cDα
t s = −Λs − εsgn(s) (0 < α ≤ 1) . (41)

where cDt
α(·) is the α order Riemann–Liouvilla fractional derivative, Λ is the positive real diagonal

matrix, ε is a coefficient, sgn(·) is a sign function.
Subsequently, we obtain the −α order derivative on both sides of Equation (41); therefore,

s = −ΛcD−α
t s − εcD−α

t sgn(s). (42)

Substituting (39), (40) into (41), the fractional sliding model control law is expressed as follows:

ucc = B−1ΛcD−α
t s − B−1

εcD−α
t sgn(s)− B−1Δ. (43)

4. Simulation Analysis

The nominal vehicle parameters and five different parameter groups of the real 4WS vehicle
are summarized in Tables 1 and 2, respectively. Assuming that the real 4WS vehicle (represented
herein by the nonlinear 3DOF 4WS model) traverses on a road with the adhesion coefficient of 0.8,
its partial parameters (m = 1700 kg, Iz = 4100 kgm2) and initial state of state variable (x0 = (0, 0)T)
are slightly different from those of the linear 2DOF 4WS vehicle (m = 1818.2 kg, Iz = 3885 kgm2,
x0 = (0.5,−1)T). The system input is the step input of the front wheel steering angle with amplitude
0.045 rad. The saturation values of the front and rear steering angles are

∣∣∣δ f

∣∣∣ ≤ π
6 rad, |δr| ≤ π

36
rad, respectively.
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Table 1. Vehicle parameters.

Symbol Value Symbol Value Symbol Value

m (kg) 1818.2 kφ (Nm/rad) 131,380 cφ 10,000
ms (kg) 1200 Rf −0.114 a (m) 1.4435

Ix (kgm2) 729.6 Rr 0 b (m) 1.6045
Iz (kgm2) 3885 kf (N/rad) −62,618 hs (m) 0.44
Ixz (kgm2) 0 kr (N/rad) −110,185 ux (m/s) 25

Table 2. Parameters of real four-wheel-steering (4WS) vehicle.

Group m (kg) Iz (kgm2) a (m) b (m)

1 1800 3785 1.543 1.505
2 1600 3685 1.423 1.625
3 1700 3885 1.583 1.465
4 1900 3985 1.343 1.705
5 2150 4085 1.243 1.805

The linear 2DOF 2WS vehicle, reference model, nonlinear 3DOF 2WS vehicle, real 4WS vehicle
with the hierarchical controller, and linear 2DOF 4WS vehicle with LQR controller are simulated with
the same front wheel steering angle; their response curves are shown in Figures 3–8. To investigate the
robustness of the hierarchical controller system, five different groups of vehicle parameters are used in
the simulation, and their deviations in yaw rate and sideslip angle from those of the real 4WS vehicle
with the nominal parameters are shown in Figures 9 and 10.

As shown in Figures 3 and 4, the steady-state values of both the yaw rate and sideslip angle of
the linear 2DOF 2WS vehicle, and those of the nonlinear 3DOF 2WS vehicle are different from each
other. In particular, their steady-state values of sideslip angle are far from that of the reference model.
This is because the nonlinear 3DOF 2WS vehicle considers the roll motion, and the reference model is
obtained by filtering the sideslip angle of the linear 2DOF 2WS vehicle, which can also be adjusted
according to the driving condition, such as the mass and speed of the vehicle. In addition, at the very
beginning, the value of sideslip angle of the real 4WS vehicle with the hierarchical controller exhibits
little fluctuation. However, their steady-state values of yaw rate and sideslip angle are almost exactly
the same as the reference model. This is because both the partial parameters and the initial state are
not the same, and the nonlinear 3DOF 4WS vehicle requires extra consideration for the roll motion.

It can be drawn from Figure 5 that front and rear wheel steering angles of the real 4WS vehicle with
hierarchical controller are 0.0698 rad and 0.0215 rad, respectively, which are less than the saturation
values. Further, the front and the rear wheels rotate in the same direction, thus fully meeting the
requirement of the handling stability at high speed. In addition, it also indicates that although the
input of the hierarchical control system is only the front wheel steering angle, the proper front and
rear wheel steering angles are obtained by the hierarchical controller. Specifically, the actual front and
rear steering angles come from two parts: one is the standard input achieved by the upper controller
of the 4WS vehicle, the other is the corrected value obtained by the lower controller to eliminate the
uncertainty influence.

Figure 6 shows that the roll angles of the nonlinear 3DOF 2WS vehicle and the real 4WS vehicle
with hierarchical controller are −0.031 rad and −0.0285 rad, respectively, thus indicating that the roll
angle of the rear 4WS vehicle decreases to a certain extent by adopting the hierarchical controller,
and its handling stability is improved compared with the nonlinear 3DOF 2WS vehicle.

It can be seen from Figures 7 and 8 that the yaw rate of the linear 2DOF 4WS vehicle with LQR
controller can track that of the linear 2DOF 2WSvehicle, but the sideslip angle of the former cannot
track that of the latter. Thus the upper controller of the hierarchical control strategy is effective to track
both the yaw rate and sideslip angle.
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As shown in Figures 9 and 10, although almost all of the parameters of the real 4WS vehicle have
changed, the maximum deviations in the yaw rate and sideslip angle of the real 4WS vehicle with
the hierarchical controller are −3.7 × 10−3 rad/s and −2.16 × 10−3 rad, respectively, which approach
0 after approximately 1 s and 1.5 s, respectively. Hence, even if the actual 4WS vehicle is traversing
with little change in these parameters, the driver will hardly feel these variations and experience no
uncomfortable feeling. Obviously, the hierarchical controller demonstrates good robustness.

Figure 3. Curves of yaw rate.

 
Figure 4. Curves of sideslip angle.

 
Figure 5. Steering angles of vehicle wheels.
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Figure 6. Roll angle curves.

 
Figure 7. Curves of yaw rate.

Figure 8. Curves of sideslip angle.

Figure 9. Deviation curves of yaw rate.

76



Energies 2018, 11, 2930

Figure 10. Deviation curves of sideslip angle.

5. Conclusions

The realization of a new hierarchical control strategy for the nonlinear 3DOF 4WS vehicle is
studied. The upper control calculates and controls the standard input for the 4WS vehicle, thus allowing
the linear 2DOF 4WS vehicle to track the yaw rate and sideslip angle of the 2WS reference model.
The lower control is used primarily to solve the effects of the vehicle uncertainty, and perform the
appropriate amendments to yield the required performance in the real vehicle. That is, the optimal
controller is applied to control the state error caused by the different initial states of the variable;
subsequently, the fractional order sliding mode controller is applied to compensate for the state error
caused by the uncertainty error. And the simulation results show that this hierarchical control strategy
is effective for the nonlinear 3DOF 4WS vehicles.
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Abstract: This paper aims at minimizing the total energy consumption of multi-train in an urban rail
transit (URT) system by optimizing and updating speed profiles considering regenerative braking
power losses on the catenary. To make full use of regenerative energy and decrease traction energy
consumption simultaneously, energy-efficient control strategies of multi-train and a corresponding
solution method are proposed. The running process of multi-train is divided into several sections
based on passenger stations. Speed profiles of each train in each section are collaboratively optimized
by searching only one transition point from the optimized single-train speed profile, which can be
worked out by searching the switching point of coasting mode, and the optimized multi-train speed
profiles are updated based on departure orders of trains. Moreover, an electrical network model is
established to analyze energy flows, and dynamic losses of recovered regenerative energy on the line
can be calculated. Besides, an improved optimization strategy of multi-train, which contains seven
motion phases, is presented for steep slope. Simulation results based on Guangzhou Metro Line 8
verify the effectiveness of the proposed methods. Total energy consumption of optimized multi-train
can be decreased by 6.95% compared with multi-train adopted single-train optimal control strategy,
and the energy-saving rate of 21.08% can be achieved compared with the measured data by drivers
under same trip time. In addition, the influence of departure interval on total energy consumption is
analyzed and the optimal departure interval can be obtained.

Keywords: URT; multi-train optimization; steep slope; electrical network model; regenerative energy
dynamic losses

1. Introduction

Urban rail transit (URT) has achieved rapid development recent years owing to its punctuality,
convenience, and comfortability. Meanwhile, energy consumption is also growing fast. Taking the
Guangzhou URT as an example, the power consumption reached up to 1323 million kWh in 2017.
About 40–50% of the energy is consumed by train traction system. The amount of regenerative
energy accounts for more than 30% of the traction energy consumption; however, around 40% of
the regenerative energy is not used. Therefore, the reduction of traction energy and improvement of
braking energy recuperation are promising techniques to improve energy efficiency for the URT, which
makes a lot of sense for green transportation and sustainable development [1].

Research on energy-saving optimization began early with single train, the purpose of which was
to minimize traction energy consumption by optimizing the speed profile under the fixed time and
operation constraints. The solution methods can be divided into three kinds—analytical method,
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numerical method, and intelligent algorithm. Analytical methods are based on the Pontryagin
maximum principle [2–8], through which the optimal control strategy of single-train that contains
four motion phases (namely, maximum traction (MT), cruising (CR), coasting (CO), and maximum
braking (MB) by sequence) is proved theoretically, and the corresponding speed profile can usually
be calculated by searching two transition points, namely the transition speed from MT mode to
CR mode and the transition position from CR mode to CO mode. The numerical method may be
used to calculate the optimal speed profile directly when the optimization problems are converted
into the standard form of the corresponding model, such as dynamic programming (DP) [9,10],
sequential quadratic programming (SQP) [11,12], and mixed-integer linear programming (MILP) [13].
The intelligent algorithm simulates natural processes and has strong adaptability to complex objective
functions [14–16].

Optimization of single train does not consider the specific utilization way of regenerative energy,
and the optimization of the multi-train cooperative operation is an effective way to increase the
utilization of regenerative energy [17,18], which can be divided into scheduling and control of
trains [19,20]. The former focuses on optimizing the timetable and the latter focuses on optimizing
energy-efficient driving strategies for multi-train. Albrecht [21] formulated an optimization algorithm
that can reduce the peak power consumption by 29%. Alcaraz et al. [22] established a power flow
model of the electrical network and designed a mathematical programming model to synchronize the
braking trains and traction trains. Lin et al. [23] optimized train dwell time using genetic algorithms.
Genetic algorithm (GA) was used to optimize the train scheduling [24,25]. A DP-based algorithm was
developed for the solution of the itinerary planning [26]. However, the optimization of the timetable is
limited by fixed control strategy. Optimization of the timetable and driving strategy were combined by
Su et al. [27] to generate the globally optimal operation schedule. Optimizing the speed profile of trains
with a planned timetable can further increase the energy-saving effect. Tang optimized the control
strategy of the tracking train using dynamic programming (DP) and quadratic programming (QP),
respectively [28]. However, the model was complex, which makes it difficult to use for multiple trains.
Goodwin et al. [29] used the GA to obtain the suboptimal condition transition points of multiple trains,
but the calculation efficiency of GA was not high. Liu [30,31] discussed the two-trains and three-trains
systems in turn and proposed that the optimal control strategy of the tracking train adopts four modes
or five modes of movements, and the optimized solution can be obtained by a heuristic algorithm.
However, the speed profile was not updated in all sections of the multi-train system. Sun et al. [32]
formulated that the braking process can be predicted to supply the regenerative energy to neighboring
traction trains by perturbance analysis. Lu et al. [33] accurately predicted the energy consumption and
regenerative braking energy of heavy-haul trains on large long slopes by establishing a single-particle
model of train dynamics. Actually, the energy-saving effect brought by active braking to generate
regenerative energy [32,33] is not ideal, which was proved by the authors of [28].

In conclusion, most studies separate the optimization of single-train and multi-train. The optimal
control strategy of single train with MT, CR, CO, and MB may not be optimal in a multi-train
system [34], considering the utilization of regenerative energy. Besides, cooperative train optimization
in a steep slope situation and dynamic losses of recovered regenerative energy on the catenary are
rarely considered; especially, the latter is influenced by the line resistances and current, which depend
on the positions of trains and vary with time, and may greatly influence the total energy of multi-train.

In this paper, energy-saving optimization of single-train and multi-train systems are combined.
An energy-saving control strategy of multi-train and corresponding solution methods are proposed in
the foundation of the optimal control strategy of single train to simultaneously reduce the traction
energy and increase the utilization of regenerative energy. The running process of multi-train is divided
into several sections based on passenger stations. The speed profile of each train in each section is
collaboratively optimized by searching only one transition point from the optimized speed profile
of single-train, which can be worked out by searching the switching point of coasting mode, and
the optimized speed profiles of multi-train are updated based on departure orders, which greatly
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simplifies the complex problem and makes the calculation process efficient. In order to make full use of
the line potential energy of steep slope and further reduce the total energy consumption, an improved
optimization strategy of multi-train, which contains seven motion phases, is formulated. Moreover,
an electrical network model is built to evaluate the loss of recovered regenerative energy, and the
change of line resistance and current over time can be clearly observed. Finally, the optimization of
control strategy and timetable are combined, the total energy of different departure interval is analyzed,
and the optimal departure interval is obtained. Simulation results based on Guangzhou Metro Line 8
are shown to verify the effectiveness of proposed optimization methods.

The remainder of this paper is structured as follows. In Section 2, the energy-saving models of
single-train and multi-train systems are established, as well as the electrical network model. Section 3
proposes the optimization method for the two systems and combines them, and the solving procedures
are outlined. In addition, an improved energy-saving control strategy of steep slope is formulated,
which can further increase the energy-saving rate. The effectiveness of the proposed methods is verified
with a simulation based on Guangzhou Metro Line 8 in Section 4, and the energy consumption of the
multi-train system at different departure intervals is compared. Section 5 concludes this paper.

2. System Modelling

2.1. Modelling of Single-Train

The motion process of a train can be described as follows:

dt
ds

=
1
v

, (1)

dv
ds

=
μtFt(v) − μbFb(v) −W(v) −G(s)

(1 + ρ)Mv
, (2)

where s is the position of the train; v(s) and t(s) are the corresponding speed and trip time, respectively;
M is the total mass of the train and ρ is the weighted average rotary mass coefficient, μt and μb are the
coefficient of the traction force and braking force, respectively; and Ft(v) and Fb(v) are the maximum
traction force and maximum braking force, respectively, corresponding to the speed v(s). W(v) is the
basis running resistance, as shown in Equation (3), in which a, b, and c are constant for a specific
vehicle type. G(s) is the additional resistance, as shown in Equation (4), where g is the gravitational
acceleration, i is the angle of a slope, r is the radius of the curve, and A is a constant [35]. Actually, the
first term on the right side of Equation (4) denotes the resistance caused by gradient, which is positive
for uphill and negative for downhill, and the second term denotes the resistance caused by curve.

W(v) = a + bv + cv2 (3)

G(s) = Mg sin i + Mg
A
r

(4)

To minimize the traction energy consumption of single-train, the objective function of energy
consumption is modeled as

minJ =
N∑

k=1

μkFk(v)
ηt

Δs, (5)

where J is the energy consumption consumed by the traction system and ηt denotes the conversion
efficiency of the traction system. The distance of the section is S; Δs denotes the simulation step interval,
which values 1 m in this paper; and the simulation count N can be obtained by N = S/Δs. Fk is the
maximum traction force at simulation step k, and μk is the corresponding coefficient. In addition, the
path constraint of the speed limit is shown in Equation (6) and the continuous control variables are
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shown in Equation (7), which means any force between 0 to the maximum traction/braking force can
be taken.

0 ≤ v(s) ≤ V(s) (6)

μt,μb ∈ [0, 1]

μtμb = 0
(7)

The boundary conditions are
v(0) = 0,

v(S) = 0,

t(S) − t(0) = T,

(8)

where V(s) is the speed limit at position s, and T is the planned trip time for the section.

2.2. Modelling of Multi-Train

Two trains running in the same direction and electrical substation are selected for example in this
paper, shown in Figure 1. The front train denotes Train A and the latter is Train B, the length of the two
sections are L1 and L2, respectively, S1, S2, and S3 are the positions of the three stations by sequence.

Train B Train A

Station A Station B Station C

S S S

Running direction

Figure 1. Running process of two trains.

In the optimization of multiple train, the utilization way of regenerative energy is taken into
consideration and the model for minimizing total energy consumption of the multi-train system is
formulated as below:

minJmulti =
N∑

k=1

μAkFAk

ηt
Δs +

N∑
k=1

μBkFBk

ηt
Δs−

M∑
i=1

ηtPiΔt, (9)

Pi =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

PAi PAi > 0, PBi < 0, |PAi| < |PBi|
|PBi| PAi > 0, PBi < 0, |PAi| > |PBi|
|PAi| PAi < 0, PBi > 0, |PAi| < |PBi|
PBi PAi < 0, PBi > 0, |PAi| > |PBi|

, (10)

where Jmulti denotes the total energy consumption of multi-train system. On the right side of Equation (9),
the first two terms are the traction energy consumption of Train A and Train B, respectively, which can
refer to Equation (5), and the simulation count N here can be obtained by N = (L1 + L2)/Δs. The third
term is the regenerative energy consumed by the multi-train system, which can be calculated by
comparing the power of two trains at each moment of the regenerative energy absorption process.
As the times corresponding to each simulation distance step of two trains in the absorption process are
usually not equal, the functions of power and time are linearly interpolated. What needs to be explained
here is that, when the train at station, the corresponding power is assumed to be 0. Δt denotes the
interpolate interval, which has a value of 0.1 s, and the interpolate count M = (TA + tstop + TB + ΔT)/Δt,
where TA and TB are the planned trip time of two sections and tstop denotes the dwell time of Station
B. Assume that Train A departures from Station A at time 0, with departure interval values of ΔT,
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the corresponding departure time of Train B is ΔT. Therefore, the actual absorbed power Pi can be
obtained by Equation (10).

In this model, speed profiles of each train are cooperative optimized, which means no matter
which train produces regenerative energy, the other train is intended to absorb it as far as possible by
adopting traction mode. Therefore, speed profiles of both trains in each section are optimized and
updated during their running processes, and the flow of the regenerative energy of the multi-train
system throughout the optimization process consists of three main stages, as shown in Figure 2.
The first stage is the braking phase of Train A in the first section, the second stage is the braking phase
of Train B in the first section, and the third stage is the braking phase of Train A in the second section.

Train B Train A

Station A Station B Station C

Train ATrain B

Train B Train A

Running direction

Traction Network

 
Figure 2. Power flows of regenerative energy.

2.3. Modelling of Electrical Network

The regenerative energy will be lost during the transmission process of the catenary, which is a
factor that cannot be ignored. Therefore, an electrical network model is established and the equivalent
circuit [36,37] is shown in Figure 3.

R1

+_ +_

R2 R3

R0 R0

I1 I2 I3

V0 V0

|s2-s1|
L1+L2+l1+l2

V1 V2

Ia Ib

Figure 3. Equivalent circuit of the electrical network.

The traction substation is modeled as a DC voltage source V0 and a lumped resistance R0.
Power sources Ia and Ib are used to represent the braking train and the tracking train, respectively.
The catenary is regarded as a distributed parameter resistance model. The equivalent resistances R1, R2,
and R3 are decided by the position of two trains and can be calculated by Equation (11). The traction
substation power P0 and the terminal power of catenary of two trains P1, P2 can be calculated by
Equation (12).

R1 = δ(l1 + s1) R2 = δ|s2 − s1| R3 = δ(L1 + L2 + l2 − s2), (11)
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P0 = V0(I1 + I3) = V0

(
V0 −V1

R0 + R1
+

V0 −V2

R0 + R3

)
,

P1 = V1(I2 − I1) = V1

(
V1 −V2

R2
− V0 −V1

R0 + R1

)
,

P2 = V2(I2 + I3) = V2

(
V1 −V2

R2
+

V0 −V2

R0 + R3

)
,

(12)

where δ is the resistivity of the catenary, and s1 and s2 are the position of the braking train and the
tracking train, respectively. L1 and L2 are the distance of two sections. l1 and l2 are the distance between
the traction substation and Station A or Station C, respectively. V1 and V2 denote the voltage of
catenary at the position s1 and s2, respectively. I1 and I3 are the current supplied by traction substations,
and I2 is the current from the braking train to the tracking train during the absorption process.

Then, the total lost regenerative energy Jloss during the transmission process of the catenary can be
obtained by Equation (13). As the equivalent resistance changes with the position of two trains, the
function of position and time was linearly interpolated before calculating I2 and R2. Δt and M here can
refer to Equation (9).

Jloss =
M∑

i=1

I2
2R2Δt (13)

With the consideration of dynamic losses of regenerative energy, the objective function of
minimizing total energy of the multi-train system presented in Equation (9) is transferred to
Equation (14), which is more in line with the practical situation.

minJtotal = Jmulti + Jloss (14)

3. Optimization Method

On the basis of the models established before, the optimization method and solving procedure of
single-train and multi-train are proposed in this section, and the two parts are combined to work out
the energy-saving speed profiles of multi-train, as shown in Figure 4.

Line 
conditions

Operation 
parameters

Planned
trip time

Optimization of Single-
train

Optimization of Multi-
train

Departure 
interval

Dwell
time

Energy-saving
Speed Profile 
of  Multi-train 

system

Figure 4. Combination between the optimization of single–train and multi-train.

3.1. Optimization of Single-Train

As the section length is usually short in the URT, the optimal control strategy of single train
consists of three motion phases: MT phase, CO phase, and MB phase by sequence [5]. The key point
to get the optimal speed profile is to find the transition speed v* from the MT mode to the CO mode,
as shown in Figure 5. Actually, the MT phase from speed 0 to speed limit V can be easily worked
out, and for each transition speed of the MT phase, there exists a unique three motion phases speed
profile in order to meet the requirement of distance, and the corresponding trip time is also obtained.
Therefore, v* can be worked out when the trip time equals to the planned trip time T, as well as the
optimal speed profile.
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0 t

v

V

Figure 5. Searching process of v*.

3.2. Optimization of Multi-Train

Aiming to minimize the total energy consumption of multi-train system, a cooperative optimization
method is proposed in this part, as well as the corresponding solution algorithm. Normally, optimization
of multi-train can be realized based on the optimization of single-train, and the multi-train system
adopts the same single-train optimal control strategy (single-train optimal operation mode) at the
beginning, as shown in Figure 6.

v

v t

t

TΔ

stopt

AT stopA tT + BstopA TtT ++

TTA Δ+ stopA tTT +Δ+ BstopA TtTT ++Δ+

stopt

Figure 6. Single–train optimal operation curve of multi–train system.

According to the departure orders of trains, the entire running process of multi-train system can
be divided into Subsection I–IV based on passenger stations, as shown in Figure 6. It is easy to observe
that there exist situations in which regenerative energy cannot be recovered, where a multi-train joint
optimization method needs to be proposed to make better use of regenerative energy. Subsection I
still adopts the optimal control strategy of single train, as it has no regenerative energy to recover.
Therefore, optimization for multi-train system starts from Subsection II and goes backwards.

Taking the optimization of Subsection II, for example, during which period only Subsection I
produces regenerative energy and its speed profile has been determined. Hence, the MT phase is
added to Subsection II at the MB phase of Subsection I, in order to absorb the regenerative energy
generated by Subsection I, as shown in Figure 7a.
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Figure 7. Optimization of Subsection II: (a) not reach speed limit in overlap phase (OP); (b) reach speed
limit in OP.

Where V is the speed limit; t1 and t2 are the transition time of the three motion phases curve in
Subsection I; t1

s and t1
e are the starting time and ending time, respectively, of the regenerative energy

absorption process; and interval [t1
s , t1

e ] is called as overlap phase (OP) of Subsection II. Therefore,
the optimal control strategy of multi-train consists of five motion phases: [ΔT, t1

s ] contains the MT
phase and CO phase, the MT phase in OP, and [t1

e , TA + ΔT] is made up with the CO phase and MB
phase. Actually, MT is not the unique operation mode in the OP; CR phase will exist when the train
accelerates to V, as shown in Figure 7b.

In order to calculate the corresponding optimal speed profile, an optimization algorithm is
proposed, and the key is to find just one point, which is the transition speed v* from the MT phase to
CO phase, as shown in Figure 8.

ax bx cx dx

v

x  

v

tat bt ct etdt

TΔ

(a) (b) 

Figure 8. Transition speed of optimal operation curve: (a) the v–x curve; (b) the v–t curve.

Where (xa, xb, xc, xd) are the transition points of the five motion phases operation curve, the
corresponding times of which are (ta, tb, tc, td), obviously, tb = t1

s , tc = t1
e . (xN, vN) is the transition point

of single-train optimized speed profile, which is the input for multi-train speed profiles optimization,
and the searching range (SR) of v* is [0, vN], which belongs to the MT phase. However, the SR becomes
[0, vb] when tb < tN, vb is the speed corresponding to time tb in the three motion phases curve presented
here. As the simulation step is distance Δs, the position set X of the SR is shown in Equation (15), as
well as the corresponding time set T and speed set V.

X =
[
S1, x1, x2, · · · , xk, · · · , xN−1, xN

]
,

T =
[
ΔT, t1, t2, · · · , tk, · · · , tN−1, tN

]
,

V =
[
0, v1, v2, · · · , vk, · · · , vN−1, vN

]
,

(15)
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where xk+1 − xk = x1 − S1 = Δs, k ∈ [1, N − 1].
On the basis of the set of SR mentioned above, once the transition point vk is determined, the

corresponding position xa and time ta are known too. As [tb, tc] is the OP, which is known, and the
operation mode of the second phase is CO, xb can be calculated. Also, xc can be obtained in the same
way with the MT mode in OP. Until now, the rest of the distance and trip time of the section are
(L1 − xc) and (TA − tc), respectively. Hence, the calculation of xd is simple. It is required to coast from
xc, and inverse calculation starts from L1 with MB mode at the same time. When the speeds of both
processes intersect, the five motion phases operation curve is completed and xd, td, and te are obtained
simultaneously. Then, a time precision δt = 1 s is defined, and the solution result is saved when te

meets Equation (16).
|TA − te| ≤ δt (16)

The constraints of both distance and trip time are satisfied for all saved results, which are feasible
solutions of the proposed optimal control strategy. Then, the model formulated in Equation (14) is used
to calculate the total energy consumption of the multi-train system, and v* is solved out by comparing
the energy consumption of all feasible solutions, and the optimal speed profile can be obtained at the
same time.

When the optimization of Subsection II is done, energy consumption of the system of Subsection I
and Subsection II has been minimized. The speed profile of Subsection II is also updated, which means
the braking phase of Subsection II has been updated too. Therefore, the speed profile of the first two
subsections has been determined, and the speed profile of Subsection III is optimized in the same way
as shown in Figure 9, as well as Subsection IV.

st et

st et

v

v t

t

TΔ

AT stopA tT + BstopA TtT ++

stopt

TTA Δ+

V

V

Figure 9. Optimization of Subsection III.

Actually, the proposed optimization method of multi-train system is suitable for more than two
sections, with the optimization going backward until Subsection X (the last subsection) is optimized.
The flow chart of the algorithm proposed above is shown in Figure 10.
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Figure 10. Flow chart of the optimization algorithm.

It is important to note that the optimal control strategy of multi-train is not always five motion
phases, which means the MT phase cannot be added into the operation curve in some circumstances,
and the specific situation depends on the relationship among trip time, departure interval, and dwell
time. Besides, even though the optimal speed profile of a subsection is five motion phases, its OP is not
always the entire MB phase of the previous subsection. Taking the optimization of Subsection II as an
example, the possible situations are listed in Table 1. t* in Case 1 is the transition time from MT to MB,
and the detailed calculation method is illustrated in Figure 11.

Table 1. Possible situations of optimal control strategy and overlap phase (OP).

Case Situation Motion Phases OP

1 TA > t2 + ΔT 4 [t2, t*]
2 t1 + ΔT < TA < t2 + ΔT & t2 > ΔT 5 [t2, TA]
3 t1 + ΔT < TA < t2 + ΔT & t2 < ΔT 3 [ΔT, t1 + ΔT]
4 ΔT < TA < t1 + ΔT & t2 > ΔT 3 [t2, TA]
5 ΔT < TA < t1 + ΔT & t2 < ΔT 3 [ΔT, TA]
6 TA < ΔT 3 NULL

In single-train optimization, the CO phase usually accounts for the most part of the three motion
phases. Hence, when departure interval is less than planned trip time (namely TA > ΔT), TA∈[t1 + ΔT,

88



Energies 2019, 12, 3573

t2 + ΔT] is satisfied for most circumstances, under which it is almost impossible for t2 to be smaller
than ΔT. On the basis of the above analysis, Case 2 is the most likely situation and Case 3 basically will
not appear. Therefore, the five motion phases control strategy is suitable for most circumstances, and it
is valuable for the optimization of multi-train.

t t

t t

v

v t

t

V

V

TΔ

AT

TTA Δ+

t t

t t

v

v t

t

V

V

TΔ

AT

TTA Δ+

(a) (b) 

Figure 11. Optimization of Subsection II in Case 1: (a) not reach the speed limit before intersecting the
maximum braking curve; (b) reach the speed limit before intersecting the maximum braking curve.

In summary, the optimal control strategy takes five motion phases only in Case 2, regenerative
energy still can be recovered in the overlapping part of traction trains and braking trains in Case 3–5,
and there is no regenerative energy absorption in Case 6. However, the MT phase can also be added
in Case 1, according to proposed optimal control strategy, MT mode starts form t2 and ends when
intersecting the MB phase, which can be obtained by inverse calculation from (TA + ΔT) to the speed
limit. Therefore, the forth motion phase (namely CO) will not exist in Case 1, and there are four motion
phases in Case 1, as shown in Figure 11a. Besides, t* is not a constant in Case 1, which depends on the
intersecting time of the MT phase and MB phase. However, there may exist the CR phase in the OP if
the speed reaches the speed limit before it intersects the MB phase, as shown in Figure 11b.

Actually, the starting speed of the OP is usually high when the departure interval is small, which
means the demanded traction power in the OP is higher than the generated electrical braking power;
hence, the energy-saving effect may not be significant for the optimization in Case 1.

3.3. Optimization for Steep Slope

According to the proposed optimal control strategy of multi-train, the MT phase is added to
the OP and the train adopts the CR mode in the remaining time of the OP when it accelerates to V.
However, the partial braking (PB) mode may appear at V in the OP instead of the partial traction (PT)
mode if there exists a steep slope, under which circumstance not only the power of the train is negative
that cannot absorb regenerative energy, but also the gravitational potential energy of the steep slope
is wasted.

On the basis of the analysis above, the energy-saving operation curve of multi-train system can be
improved for a steep slope and the energy-saving rate can be further increased theoretically. In order to
work out the optimal speed profile, a novel optimization method is formulated as shown in Figure 12.
The basic idea is to let the train coast if there exists a steep slope in the OP. Although the CO mode
cannot absorb the regenerative energy, it uses the gravitational potential energy.
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Figure 12. Optimization method for a slope steep.

Therefore, there exist three motion phases in the OP, which are the MT phase, CO phase, and CR
phase by sequence. The key point is to find the transition point Q from the CO phase to CR phase, and
the searching range is the CR phase of a steep slope, namely MN. Once Q is determined, the inverse
calculation starts from Q with the CO and MT mode by sequence, and v’ can be worked out because tQ
and t2

s are known. Then, v* can be obtained in the same way. Therefore, each Q corresponds to a unique
speed profile in order to satisfy the constraint of distance and trip time. It can be easily observed that
when Q is closer to N, the corresponding v’ and v* are higher (for a v-t curve, area of the speed profile is
constant under fixed distance). Assume that the position of M and N are xm and xn, hence, the amount
of searching point Q and corresponding feasible solutions are (m – n + 1). The optimal speed profile
can be obtained by comparing the energy consumption of feasible solutions.

4. Simulation

4.1. Single-Train

(a) Related Parameters

Taking the section between Chigang Station and Kecun Station of Guangzhou Metro Line 8 as the
test line, the total length and planned trip time are 1.489 km and 96 s, respectively. The line conditions
are shown in Table 2.

Table 2. Line Conditions.

Start Position (m) End Position (m) Gradient (%�) Speed Limit (km/h)

3732.0 3794.0 −3 80
3794.0 4075.4 −3 65
4075.4 4163.0 −3 80
4163.0 4199.0 −3 75
4199.0 4360.6 −4 75
4360.6 4489.0 −4 80
4489.0 5099.0 9.64 80
5099.0 5221.0 3 80

In addition, the metro vehicle of Guangzhou Metro Line 8 is A-Type produced by CRRC
Corporation Limited, which has the best passenger capacity. The vehicle marshalling type is 4M2T
(A-B-C-C-B-A) and is shown as follows:

In Figure 13, A is a trailer with driver’s room, B is a motor train with pantograph, and C is a motor
train, which weigh 37.3 t, 40.6 t, and 40.6 t, respectively. In AW2 case, the total mass of a train is 339.6 t.
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Figure 13. Marshalling structure of A–type metro vehicles.

According to the official product data sheet, the weighted average rotary mass coefficient ρ and
the conversion efficiency of traction system ηt are given as

ρ = 0.08,ηt = 90%. (17)

The basis running resistance corresponding to the speed v(s) is

W(v) = 8.907 + 1.334× 10−3v2. (18)

The characteristic curve of basis running resistance and the maximum traction/braking force
corresponding to the speed v(s) are shown in Figure 14:
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Figure 14. (a) Basis running resistance characteristic curve; (b) traction and braking characteristic curve.

(b) Result

On the basis of the proposed method, the test line mentioned above is taken for simulation and a
transition speed of 76.7 km/h is worked out. The optimal operation curve and real operation curve
are shown in Figure 15. The measured data of the real operation process are collected by the onboard
device of Guangzhou Metro Line 8, and the sampling interval of speed and traction/braking force is 1 s.
Besides, the total energy consumption of real running process Jreal can be obtained as follows:

Jreal =
N∑

i=1

PtiΔt, (19)

Pti = Ftivi, (20)

where Pti is the traction power of train; Δt is the sampling interval; N is the sample count that can be
obtained by N = T/Δt; and Fti and vi are the traction force and speed of train, respectively.
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Figure 15. Optimal operation curve and real operation curve.

The comparison of energy consumption between optimal operation and real operation is shown
in Table 3. The total traction energy consumption of optimal operation mode is 24.23 kWh, and a
14.08% energy-saving rate can be obtained compared with the energy consumption of real operation.

Table 3. Comparison of energy consumption.

Operation Mode Energy Consumption (kWh)

Optimal Operation 24.23
Real Operation 28.20

4.2. Multi-Train

(a) Related Parameters

The three successive stations of the test line are Wanshengwei Station, Pazhou Station, and
Xingangdong Station by sequence of Guangzhou Metro Line 8. The line conditions are shown in
Table 4 and the operation parameters are shown in Table 5.

Table 4. Line Conditions.

Start Position (m) End Position (m) Gradient (%�) Speed Limit (km/h)

−1428 −1300 −3 80
−1300 −650 −5 80
−650 0 5.029 80

0 235 2 80
235 610 3 80
610 780 −24 80
780 1030 9.352 80
1030 1398 3 80
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Table 5. Operation Parameters.

Parameters Value Parameters Value

S1 (m) −1428 L1 (m) 1832
S2 (m) 404 L2 (m) 994
S3 (m) 1398 Δs (m) 1
TA (s) 115 Δt (s) 0.1
TB (s) 77 ΔT (s) 65

tstop (s) 30 V0 (V) 1650
R0 (Ω) 0.054 δ (Ω/km) 0.03

(b) Result for the Flat Route

Simulation on flat route is conducted to demonstrate the effectiveness of the proposed method.
The single-train optimal operation curve of the multi-train system is shown in Figure 16. The transition
speed from MT to CO of the two trains in the two sections are 77.9 km/h and 64.6 km/h, respectively.
It can be observed from power curves of two trains that the regenerative energy cannot be effectively
absorbed for the single-train optimal operation mode. Besides, corresponding results with dynamic
losses of recovered regenerative energy on the catenary are also shown, from which the resistance R2

and the power losses between two trains of the catenary can be clearly observed.

Figure 16. Single–train optimal operation curve of the multi–train system on a flat route. MT, maximum
traction; MB, maximum braking; CO, coasting.

The energy-saving operation curve is worked out by multi-train joint optimization and is shown in
Figure 17, as well as the results of regenerative energy dynamic losses. Subsection I has no regenerative
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energy to absorb and Subsection IV belongs to Case 5; both need not to be optimized, and the v* of
Subsection II–III are 47.7 km/h and 13.1 km/h, respectively. The power curve shows that regenerative
energy is effectively absorbed. The energy consumption of two operation modes is shown in Table 6.
Although multi-train joint optimization increases the traction energy, it makes better use of regenerative
energy and decreases the system energy, and the total energy consumption of Figures 16 and 17 is
65.0306 kWh and 61.7688 kWh, respectively. The energy-saving rate brought by multi-train joint
optimization is 5.02% in this case.

Figure 17. Optimal operation curve of multi–train system on flat route. PT, partial traction.

Table 6. Comparison of energy consumption on a flat route.

Operation
Mode

Traction Energy
(kWh)

Recovered Regenerative
Energy (kWh)

Lost Regenerative
Energy (kWh)

Total Energy
(kWh)

Figure 16 69.4219 4.4222 0.0309 65.0306
Figure 17 81.2183 19.5612 0.1118 61.7688

(c) Result for the Practical Route

The effectiveness of the proposed solution method was verified on the flat route. Now, the gradient
listed in Table 4 is taken into consideration, and the single-train optimal operation curve of multi-train
system and corresponding results with dynamic losses of recovered regenerative energy are shown
in Figure 18. The speed in the CO phase fluctuates as the gradient changes, and regenerative energy
still cannot be effectively absorbed. On the practical route, the transition speed from MT to CO of the
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two sections are 76.8 km/h and 61.2km/h, respectively. The detailed energy consumption is shown in
Table 7.

Figure 18. Single–train optimal operation curve of multi–train system on a practical route.

Table 7. Detailed energy consumption of single-train optimal operation mode.

Subsection
Traction Energy

(kWh)
Recovered Regenerative

Energy (kWh)
Lost Regenerative

Energy (kWh)
Total Energy

(kWh)

I 19.3669 0.0000 0.0000 19.3669
II 19.3669 0.0000 0.0000 19.3669
III 12.9795 0.4709 0.0034 12.5120
IV 12.9795 2.1228 0.0131 10.8698

Total 64.6928 2.5937 0.0165 62.1156

The energy-saving operation curve on a practical route is obtained by multi-train joint optimization
and shown in Figure 19. Same as the situation on the flat route, Subsection I and Subsection IV need
not be optimized. The v* of Subsection II–III are 53.4 km/h and 16.9 km/h, respectively. The power
curves of two trains show that the energy-saving control strategy of multi-train system has a good
absorption effect for the regenerative energy. Besides, the resistance R2 and the power losses are also
shown. The power losses curve increases to the peak and then decreases in each OP; actually, the peak
represents the maximum absorption capacity for regenerative energy, namely when the traction power
and the braking power are equal. The electrical line resistance R2 depends on the train positions and
varies with time, as the distance of the two trains varies with time. The detailed energy consumption is
shown in Table 8.
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Figure 19. Optimal operation curve of the multi–train system on a practical route.

Table 8. Detailed energy consumption of multi-train optimal operation mode

Subsection
Traction Energy

(kWh)
Recovered Regenerative

Energy (kWh)
Lost Regenerative

Energy (kWh)
Total Energy

(kWh)

I 19.3669 0.0000 0.0000 19.3669
II 21.5283 5.0768 0.0403 16.4918
III 21.3106 6.9397 0.0363 14.4072
IV 12.5800 2.2773 0.0146 10.3173

Total 74.7859 14.2938 0.0912 60.5832

However, the influence of considering the dynamic losses of regenerative energy on the optimal
operation curve of multi-train needs to be evaluated, and the difference of optimal speed profile
between with and without the regenerative energy transmission losses is shown in Figure 20, in which
it is easy to observe that speed profiles of Subsections I, II, and IV remain unchanged. However, the
v* of Subsection III changes from 18.0 km/h to 16.9 km/h after considering the regenerative energy
transmission losses.
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Figure 20. Difference of optimal speed profile between with and without the regenerative energy
transmission losses.

The speed profile of the real running process and gradient is shown in Figure 21. Energy
consumption can be obtained by Equations (19) and (20), which is 41.67 kWh. Assume that the
departure interval also takes ΔT, the corresponding P-t curve of multi-train system with real operation
mode is shown in Figure 22, as well as the result of dynamic losses of recovered regenerative energy
on the catenary.
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Figure 21. Real operation curve and corresponding gradient of the test line.
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Figure 22. Results with regenerative energy dynamic losses of real operation mode.
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On this basis, absorbed regenerative energy of the real running process can be worked out by
the third item of Equations (9) and (10), which is 10.33 kWh. The lost regenerative energy during
the transmission process on the catenary is 0.2275 kWh. Therefore, total energy consumption of the
multi-train system with the real operation mode is 73.2375 kWh. The result shows that the energy-saving
rates of the optimal operation mode are 2.47% and 17.28% compared with the single-train optimal
operation mode and real operation mode, respectively.

(d) Energy-Saving Effect Promotion for Steep Slope

It can be observed from Tables 7 and 8 that the energy consumption of Subsection II and IV is
reduced, but is increased for Subsection III. The speed profile and corresponding power curve of
Subsection III are shown in Figure 23. Obviously, PB mode appears at V in the OP, the start and
end positions of this area are 675 m and 780 m, respectively. It can be known from Table 4 that the
corresponding gradient is −24. Not only the power of Train A in this area is negative and cannot
absorb the regenerative energy, but the line potential energy is also wasted.

Figure 23. Speed profile and corresponding power curve of Subsection III.

The optimal operation curve is worked out by the optimization method of a steep slope and is
shown in Figure 24, as well as the results with dynamic losses. The v* and v’ of Subsection III are
17.8 km/h and 16.4 km/h, which were 16.9 km/h and 15.5 km/h before improvement, respectively.
In addition, there were three operation modes in the OP (namely MT, PB, and PT), and the transition
speeds of three phases were the speed limit. After improvement, the OP is made of MT, CO, and PT,
and the PB mode disappears. The transition speed from MT to CO is 76.1 km/h, then the train coasts
to the speed limit using the line potential energy. Actually, the corresponding Q is N, namely the
transition position from CO to PT is the end of steep slope. Therefore, the optimal control strategy of
multi-train for a steep slope contains seven motion phases (namely, MT, CO, MT, CO, PT, CO, and MB
by sequence).

The detailed energy consumption of each subsection is shown in Table 9, and the total energy
consumption of Subsection III decreases by 2.73 kWh, among which the traction energy decreases by
1.73 kWh and the absorbed regenerative energy increases by 1.00 kWh. The former confirmed the
concept of the leaving slope speed proposed by Jin and Wang [38], namely when the train reaches the
speed limit at the end of a steep slope, it can make full use of the line potential energy and minimize
the traction energy. As for the latter, the power of Train A corresponding speed v’ increases because v’
increases, which means the absorbed power increases at the beginning part of the OP. Therefore, both
conditions are met simultaneously, optimization for steep slope improves the utilization of regenerative
energy while making full use of the line potential energy.
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Figure 24. Optimal operation curve of the multi–train system for a steep slope.

Table 9. Detailed energy consumption after improvement for a steep slope.

Subsection
Traction Energy

(kWh)
Recovered Regenerative

Energy (kWh)
Lost Regenerative

Energy (kWh)
Total Energy

(kWh)

I 19.3669 0.0000 0.0000 19.3669
II 21.5283 5.0768 0.0403 16.4918
III 19.5833 7.9442 0.0368 11.6760
IV 12.5800 2.3317 0.0151 10.2634

Total 73.0586 15.3528 0.0923 57.7981

The result verifies the effectiveness of the proposed optimization method for a steep slope,
which brings ideal energy-saving effect and the total energy consumption of the multi-train system is
57.7981 kWh. The comparison of total energy consumption between four operation modes is shown in
Table 10. The energy-saving rate after improvement for steep slope can reach up to 4.60%, 6.95%, and
21.08%, respectively, compared with the unimproved operation mode, single-train optimal operation
mode, and real operation mode by sequence.

Table 10. Total energy consumption of four operation modes.

Operation Mode Total Energy (kWh)

After Improvement 57.7981
Before Improvement 60.5832

Single-train Optimal Operation 62.1156
Real Operation 73.2375
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(e) Different Departure Intervals

The departure interval of the previous simulation is 65 s; however, the total energy consumption
and the regenerative energy utilization rate are different for different departure intervals. The
relationship of which with the two operation modes is shown in Figure 25.
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Figure 25. Total energy consumption and regenerative energy utilization rate of different departure
intervals: (a) multi–train optimal operation mode; (b) single–train optimal operation mode.

It can be observed that for the single-train optimal operation mode, because the speed profile of
each subsection is changeless, the MB phases are changeless, namely the total regenerative energy is a
constant, hence, minimum total energy consumption corresponding to maximum regenerative energy
utilization rate, and the corresponding departure interval is 50 s, as shown in Figure 25b. However,
the rule is not applicable for the multi-train optimal operation mode, because the speed profile of
each subsection changes after joint optimization, which means the MB phases change and the total
regenerative energy is not a constant. As shown in Figure 25a, the departure interval of the minimum
total energy consumption is 50 s, but the departure interval of the maximum regenerative energy
utilization rate is 60 s.

Besides, in the calculation of regenerative energy utilization rate, some studies that only optimize
the tracking train just count the regenerative energy of the former train into total regenerative energy.
In this paper, the braking phases of all subsections are taken into consideration even though the
regenerative energy generated by the last subsection has no other trains to recover, otherwise the
utilization rate will be much higher.

5. Conclusions

In this paper, an energy-efficient control method of the multi-train system is proposed in the
foundation of the single-train optimal control strategy. Speed profiles of multi-train are collaborative
optimized and updated based on departure orders of trains. In addition, an improved optimization
strategy of multi-train that contains seven motion phases is formulated for a steep slope, which can
make full use of the line potential energy and further reduce the system total energy consumption.
Moreover, an electrical network model is established to evaluate the regenerative energy losses on the
line, making the optimization results more realistic and convincing. The numerical simulation results
indicate that the energy-saving rates can be up to 6.95% and 21.08%, respectively, by multi-train joint
optimization compared with single-train optimal operation mode and measured data. All proposed
solution methods in this paper only need to find one transition point, and the effectiveness is verified
based on Guangzhou Metro Line 8. The complex problem of multi-train cooperative optimization is
greatly simplified and the calculation process is efficient.

In addition, total energy consumption of different departure intervals is analyzed, as well as the
corresponding regenerative energy utilization rate. A conclusion can be obtained that the departure
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interval of minimum total energy and maximum regenerative energy utilization rate are not same
as for the multi-train optimal operation mode. However, the target of multi-train optimization is to
minimize the system total energy consumption; the optimal departure interval of two operation modes
is 50 s.

The combination of two parts above can work out the optimal departure interval of a multi-train
system and the corresponding energy-saving speed profile, which is meaningful for practical
engineering application. Moreover, the electrical network model presented in this paper is limited to
dual trains on single track. The evaluation of lost regenerative energy in the situation with two trains
on dual tracks deserves to be studied, which will guide our next-step research.
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The following abbreviations are used in this manuscript:
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CR Cruising
CO Coasting
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Abstract: Compared with the traditional multi-agent models, the hierarchical leader–follower
network (HLFN) can describe some real-world multi-agent systems more precisely due to its layered
properties. The distributed event-based consensus control problem of HLFNs with layer-to-layer
delays, namely, communication delays among agents of different layers, is presented in this
essay. In order to solve the aforementioned problem, several innovative hierarchical event-based
control (HEC) algorithms are proposed. The sufficient conditions on the control parameters and
event-triggered mechanism were derived to undertake the reliability of the closed-loop dynamics.
Moreover, it is shown that the zeno-behaviors of the presented HEC algorithms can be excluded.
Finally, there are some numerical examples that verify the availability of the results.

Keywords: event-based consensus; hierarchical leader–follower network; hierarchical event-based
control; layer-to-layer delays

1. Introduction

In recent years, coordination problems of multi-agent systems (MAS) have attracted research
interests, which cover a wide area such as flocking [1,2], formation control [3–5], consensus tracking
of a robot [6], and rendezvous in distributed robotics [7–9]. On these issues, many remarkable and
significant results have emerged one after another.

In recent years, the research on the consensus of the leader-following multi-agent system has
been increasing, and a large number of achievements have emerged. Wang et al. [10] investigated
the leader-following consensus by a self-triggered algorithm. At the same time, considering the
existence of a disturbance in reality, the input delay was considered. Shen et al. [11] investigated the
leader-following consensus problem of multi-agent systems with two distributed adaptive control
schemes. Ning [12] investigated the problem of leader-following consensus for multiple wheeled
mobile robots. Based on the above research,the multi-layer hierarchical structure on the basis of the
two-layer structure was investigated. The hierarchical structure exists widely in nature. In reality,
birds show a hierarchical structure in the process of migration, and each layer is both a leader layer
and follow layer, in addition to the leader of the first layer and the last follow layer, this model is
called a hierarchical leader–follower network (HLFN). Nagy [13] showed the hierarchical piloting
behavior of a group of pigeons during a long flight for the first time. Through the way of recording the
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experimental data, it can be found that the pigeons have established a hierarchical leadership structure
to interact with each other during the flight, so as to complete the whole long-distance flight mission
effectively. He and Xu [14] solved the coordination problem of MAS with two-layer leaders. Based on
the previous work, we investigated the consensus of HLFNs.

In the actual communication network, due to the limitations of distance, bandwidth, and sensors,
time delays between nodes are inevitable. Based on the passivity theory, the state estimation of
recurrent neural networks (MRNNs) with time-varying delays is studied in [15]. Li [16] investigated
the leader-following consensus of MASs with time delays and switching topology. Zhao [17] studied
the consensus problem for MASs with communication delays. Jiang [18] solved the consensus problem
of networked multiple robotic manipulators with and without time-varying delays. However, in
large hierarchical networks, the communication delays between layers (layer-to-layer delays) are often
different, and the different types of delays between different layers have not been solved.

In practical applications, continuous communication will lead to high communication costs
and high requirements for equipment. Therefore, the event-based control has received widespread
attentions as a method which can effectively reduce the cost of communication. In event-based control,
the controller update only depends on the designed trigger conditions, and the trigger conditions
are often related to the state of the system. The bipartite consensus problem of multi-agent system
with connected structure balanced symbol graph based on event trigger was studied in paper [19].
Yi [20] has investigated the global consensus problem for first-order continuous-time multi-agent
systems with input saturation, in which the triggering law does not require any a priori knowledge
of global network parameters. The paper [21] investigates the bipartite leader-following consensus
of second-order multi-agent systems with signed digraph topology. The paper [22] showed that
event trigger control has lower communication times and controller update times and better control
effect than periodic sampling control on the premise of completing control tasks. The event-based
control technology attracted much attention because of the characteristics of resource saving, and
related research also achieved more results [23–30]. However, the consensus problem of HLFNs
remains unsolved.

Inspired by the preceding discussions, it is desirable to design economical and efficient hierarchical
event-based control (HEC) algorithms for consensus problems of HLFNs with layer-to-layer delays.
The main contributions of our paper are twofold: (1) Compared with the existing research
achievements [30–34], this essay deals with the consensus problem of HLFNs with layer-to-layer
delays. The existing literature considers the time-delays between different agents at the same layer.
In order to better study the hierarchical structure, we considered layer-to-layer delays between different
layers. (2) Based on the particularity of hierarchical structure, a new HEC algorithm was proposed to
solve the previous problem. The algorithm is different from the general event-based method, as the
trigger conditions of each layer were different.

In the rest of this paper is structured as follows: Section 2 introduces several fundamental theories
of graph and matrix, and the three-layer MAS is described. In Section 3, the convergence of the
designed control law is analyzed in detail. A numerical example is given to present the effectiveness
of designed event-triggered mechanism in Section 4. Section 5 concludes this paper.

2. Preliminaries

2.1. Basic Theory on Graphs and Matrices

A directed graph G = {V , E ,A} consists of a node set V= {ν1, ν2, · · · , νN}, an edge set E ∈
(V × V), and a weighted adjacency matrix A =

(
aij
)
. If there is a edge between nodes i and j , then

(i, j) ∈ E ⇔ aij > 0. There are no self-loops, i.e., aii = 0. The neighbor set of agent i is defined
as Ni = {j ∈ V |(j, i) ∈ E , j 	= i}. Besides, the Laplacian matrix L is defined as L =

[
lij
]
, where

lii = ∑j 	=i aij and lij = −aij, i 	= j. Further, Dk = diag(d1, d2, ..., drk ), k = 2, 3, ..., l, rk is the number of
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nodes of kth layer. 1 + r2 + ... + rl = N. If the node of kth layer can receive information from the rk−1,
then drk > 0, otherwise drk = 0.

2.2. System Description

Without loss of generality, the HLFNs contain three-layer network in this paper. The first layer
contains only one leader (as node 0), the second layer contains r2 minor leader, the third layer contains
m groups, r3 followers, and each group can receive information from the minor leader layer. Let the
topological relationship between the minor leaders be G2, its corresponding Laplacian matrix is L2.
Followers are divided into m subgroups, and Gp consists of rp number of nodes and satisfies N =

1 + r2 + r3, p = 1, 2, . . . , m. The Laplacian matrix of the graph Gp is recorded as Lp. Including a major
leader and minor leaders, an augmented topology diagram Ḡ2 which consists of diagram G2, node 0,
and the directed edges of some nodes to node 0 is considered. An augmented topology diagram Ḡp is
composed of diagram Gp, nodes from minor leader layer, and the directed edges of some node-to-node
from the minor leader layer. Define set v1 = {1, 2, . . . , r2}, v2 = {r2 + 1, r2 + 2, . . . , r2 + r3}.

The linear dynamics of major leader without input can be described as

ẋ0(t) = Ax0(t), (1)

the dynamics of minor leaders and followers are given as

ẋi(t) = Axi(t) + Bui(t), i ∈ v1 ∪ v2, (2)

where x0(t) ∈ R
n, xi(t) ∈ R

n are the states of major leader, minor leaders and followers, respectively,
A ∈ R

n×n and B ∈ R
n×m are constant matrices, and u(t) ∈ R

m is the control input.
Firstly, some basic assumptions and lemmas are given as follows:

Assumption 1. Node 0 is globally accessible in a graph Ḡ2 that contains a major leader and r2 minor leaders.
The node from the minor leader layer is globally accessible in a graph Ḡp that contains a minor leader and
some followers.

Assumption 2. The matrix pair (A, B) is stabilizable.

Assumption 3. Each row sum of lij in Ll is zero; each row sum of lij in Lp is zero.

Lemma 1. The Laplacian matrix has a simple zero eigenvalue and all the other eigenvalues have positive real
parts if and only if graph G contains a directed spanning tree.

Definition 1. The consensus of the HLFN is considered achieved if

lim
t→∞

‖xi(t)− x0(t)‖ = 0, i ∈ v1 ∪ v2. (3)

Remark 1. These assumptions are necessary for MAS with three-layer networks. If there is no Assumption 1,
some minor leaders may be isolated from the major leader and unable to receive information from the major leader,
thus detaching from the entire MAS, and several isolated smaller groups or individual isolated followers may
be formed in the same follower subgroup, so that some followers cannot receive control information from the
corresponding minor leaders. This obviously fails to achieve the desired control objectives.

3. Main Results

3.1. Event-Based Control for Consensus of HLFNs

In this section, the consensus of uncoupled followers under the influence of dynamic major leader
is analyzed.
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For the minor leaders, the control goal is to enable the states of the minor leaders follow the major
leader states. In order to achieve the consensus, the event-triggered control law for agent i(i ∈ v1)
is designed:

ui1(t) = K[ ∑
j∈Ni

aij(x̂j(t)− x̂i(t)) + di(x0(t)− x̂i(t))], i ∈ v1, (4)

where K ∈ R
m×n is a feedback matrix, which is described in a later section. For the follower i(i ∈ v2)

in the follower group, the corresponding control protocol is designed as

ui2(t) = K[ ∑
j∈Ni

aij(x̂j(t)− x̂i(t)) + di(x̂p(t)− x̂i(t))], i ∈ v2. (5)

where xp(t) is the state of the minor leader to node i. Here, x̂i(t) is defined as xi(ti
k), t ∈

[
ti
k, ti

k+1

)
.

In order to analyze the consensus problem, we define:

δi(t) = xi(t)− x0(t), i ∈ v1 ∪ v2, (6)

εi(t) = x̂i(t)− xi(t), i ∈ v1 ∪ v2. (7)

Then the system of Equation (2) can be expressed as:

δ̇i1(t) = ẋi(t)− ẋ0(t)

= Aδi(t) + BK[ ∑
j∈Ni

aij(ε j(t) + δj(t)− εi(t)− δi(t))

− di(εi(t) + δi(t))], i ∈ v1,

(8)

δ̇i2(t) = ẋi(t)− ẋ0(t)

= Aδi(t) + BK[ ∑
j∈Ni

aij(δj(t) + ε j(t)− δi(t)− εi(t))

+ di(εp(t) + δp(t)− δi(t)− εi(t))], i ∈ v2.

(9)

where δ̇i1(t) is the error of minor leaders, and δ̇i2(t) is the error of followers. Let δ(t) =

(δT
1 (t), δT

2 (t), · · · , δT
r (t))T , ε(t) = (εT

1 (t), εT
2 (t), · · · , εT

r (t))T , the system of Equations (8) and (9) becomes

δ̇1(t) = [(Ir2 ⊗ A)− (L2 +D2)⊗ BK]δ1(t)

− [(L2 +D2)⊗ BK]ε(t), i ∈ v1,
(10)

δ̇2(t) = [(Irp ⊗ A)− (Lp +Dp)⊗ BK]δ(t)− [(Lp

+Dp)⊗ BK]ε(t) + (Dp ⊗ BK)(δp(t) + εp(t)), i ∈ v2.
(11)

Theorem 1. Suppose that Assumptions 1, 2 and 3 hold. Consider the HLFN Equations (1) and (2) with the
control in Equations (4) and (5). The consensus problem can be solved if:

fi1(t) = ‖εi(t)‖ − ‖BKqi(t)‖ − βe−γ(t−t0), i ∈ v1. (12)

fi2(t) = ‖εi(t)‖ − βe−γ(t−t0)

−
‖BKqi(t)‖ − 2

∥∥∥∥∥BK ∑
j∈Ni

di(x̂p(t)− x0(t))

∥∥∥∥∥
2 ‖(LP + D)⊗ BK‖ , i ∈ v2.

(13)
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and
qi(t) = ∑

j∈Ni

aij(x̂j(t)− x̂i(t)) + di(x0(t)− x̂i(t)), i ∈ v1,

qi(t) = ∑
j∈Ni

aij(x̂j(t)− x̂i(t)) + di(x̂p(t)− x̂i(t)), i ∈ v2.

For any β > 0, and K = BT P, P is a positive-definitive matrix.

Proof of Theorem 1. Using the variation of parameter formula, Equation (10) becomes

δ(t) = e[(Ir⊗A)−(L2+D2)⊗BK](t−t0)δ(t0)

+
∫ t

t0

e[(Ir⊗A)−(L2+D2)⊗BK](t−θ)

× (−((L2 +D2)⊗ BK))ε(θ)dθ.

In reality, if (A, B) is stabilizable and the communication topology of these agents in the
leader–follower structure has a directed spanning tree, it can be obtained from Lemma 1 that all
the eigenvalues of Ir ⊗ A − (L2 +D2)⊗ BK have non-positive real parts. Therefore, positive constants
a and ρ for t ≥ t0 are existed, such that (refer to [35])∥∥∥e[Ir2⊗A −(L2+D2)⊗BK](t−t0)

∥∥∥ ≤ ae−ρ(t−t0).

Furthermore, we can get

‖δ(t)‖ ≤ α1e−γ1(t−t0) ‖δ(t0)‖
+ α1

∫ t

t0

e−γ1(t−θ) ‖(L2 +D2)⊗ BK‖ ‖x̃(θ)‖ dθ,
(14)

Forced by Equation (12), we can get

‖ε(t)‖ ≤ α̃ ‖δ(t)‖+ β̃e−γ(t−t0), (15)

Combine Equation (14) with Equation (15), it holds

‖δ(t)‖ ≤ α1 ‖δ(t0)‖ e−ρ(t−t0) + α1

∫ t

t0

e−ρ(t−θ)

× ‖(L2 +D2)⊗ BK‖ (α̃ ‖δ(θ)‖+ β̃e−γ(θ−t0))dθ.
(16)

Then, we prove that
‖δ(t)‖ < ηα1 ‖δ(t0)‖ e−γ(t−t0). (17)

If Equation (17) does not hold, then t∗ > t0 for ‖δ(t∗)‖ = v(t∗) and ‖δ(t)‖ < v(t) for t < t∗. Then by
Equation (16), one has
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v(t∗) = ‖δ(t∗)‖

< ηα1e−ρ(t∗−t0) ‖δ(t0)‖+ ηα1

∫ t∗

t0

e−ρ(t∗−θ)

× (α̃ ‖δ(θ)‖+ β̃e−γ(θ−t0))dθ

< ηα1e−ρ(t∗−t0) ‖δ(t0)‖+ ηα1(α̃α1 ‖δ(t0)‖+ β̃)

× (e−γ(t∗−t0) − e−ρ(t∗−t0))

< ηα1 ‖δ(t0)‖ e−γ(t∗−t0)

= v(t∗).

(18)

The conflict of Equation (18) demonstrates that Equation (17) is well-founded, which implies that the
consensus of the system in Equation (1), Equation (2) can be achieved exponentially.

Then using the variation of parameter formula, Equation (11) can be rewritten as

ε(t) = e[(Irp⊗A)−(Lp+Dp)⊗BK](t−t0)ε(t0)

+
∫ t

t0

e[(Irp⊗A)−(Lp+Dp)⊗BK](t−θ)

× [(−((Lp +Dp)⊗ BK))e(θ)

+ (Dp ⊗ BK)(x̃(θ) + δ(θ))]dθ.

(19)

It follows from Equation (19)

‖ε(t)‖ ≤ α2e−ρ(t−t0) ‖ε(t0)‖
+ α2

∫ t

t0

e−ρ(t−θ)[
∥∥(Lp +Dp)⊗ BK

∥∥ ‖ε(θ)‖

+
∥∥Dp ⊗ BK

∥∥ ‖ε(θ) + δ(θ)‖]dθ.

(20)

Replacing Equation (15) in Equation (20),

‖ε(t)‖ ≤ α2e−ρ(t−t0) ‖ε(t0)‖
+ α2

∫ t

t0

e−ρ(t−θ)[
∥∥(Lp +Dp)⊗ BK

∥∥ ‖ε(θ)‖

+ rβe−γ(θ−t0)]dθ.

(21)

Then, we prove that
‖ε(t)‖ < ηα2 ‖ε(t0)‖ e−γ(t−t0). (22)

This part of the proof is equivalent to the previous process, which is omitted here.
To avoid zeno-behavior, we need to get the lower boundary of the positive constant for the

interval between any two events Δti, suppose agent i triggered at the moment t∗i ≥ 0, then ei(t∗i ) = 0.
For between the time t∗i and the time ti which the next event is triggered, we have

ėi(t) = −ẋi(t) = −[Axi(t) + Bui(t)]. (23)

By integrating the two sides of the above equation, we can get

|ei(t)| =
∫ t

t∗
|Axi(s) + Bui(s)|ds. (24)
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we know
|Axi(t)+Bui(t)| ≤ ‖(Ir ⊗ A)‖ ‖x(t)‖

+
∥∥(Lp +Dp)⊗ BK

∥∥ (‖ε(t)‖+ ‖e(t)‖
+
∥∥Dp ⊗ BK

∥∥ ‖δ(t)‖
= c.

(25)

where c is a normal value.
By Equations (24) and (25), |ei(t)| ≤ c(t − t∗) can be obtained. Assume c(t − t∗) = c1, when the

error vector decreases from |ei(t)| = c1 to |ei(t)| = 0, the next event trigger will occur. Therefore,
there exists a strict positive lower bound Δti = ti − t∗i = c1/c between the triggering times of two
events. Since there exists such a lower bound for arbitrary agent and any event time, we believe that
zeno-behavior will not exist. The process of proof for Theorem 1 is thus completed.

3.2. Event-Based Control for Consensus of HLFNs with Layer-to-Layer Delays

In this part, we consider the result in case when the layer-to-layer delays exist. For the minor
leaders, the following protocol for agent i is designed:

ui(t) = K[ ∑
j∈Ni

aij(x̂j(t)− x̂i(t)) + di(x0(t − τ1(t))− x̂i(t))],

i ∈ v1,
(26)

ui(t) = K[ ∑
j∈Ni

aij(x̂j(t)− x̂i(t)) + di(x̂p(t − τ2(t))− x̂i(t))],

i ∈ v2.
(27)

In this part, we consider layer-to-layer delays in communication. Define that the communication
between major leader and minor leaders is subject to a time delay τ1(t), which satisfies 0 < τ1(t) < μ1,
the communication between minor leader and followers is subject to a time delay τ2(t), which satisfies
0 < τ2(t) < μ2.

Theorem 2. Suppose that Assumptions 1, 2 and 3 hold. Consider the HLFN Equations (1) and (2) with control,
(26) and (27), the consensus problem can be solved if:

fi(t) = ‖εi(t)‖ − βe−γ(t−t0)

−
‖BKqi(t)‖ − 2

∥∥∥∥∥BK ∑
q∈Np

di(x̂p(t)− x0(t − τ1(t)))

∥∥∥∥∥
2 ‖(L2 +D2)⊗ BK‖ ,

i ∈ v1,

(28)

fi(t) = ‖εi(t)‖ − βe−γ(t−t0)

−
‖BKqi(t)‖ − 2

∥∥∥∥∥BK ∑
j∈Ni

di(x̂p(t)− x0(t − τ2(t)))

∥∥∥∥∥
2
∥∥(Lp +Dp)⊗ BK

∥∥ ,

i ∈ v2.

(29)

For any β > 0, and K = BT P, P is a positive-definitive matrix.

111



Energies 2020, 13, 1808

Proof of Theorem 2. In this part, we divide the proof process into two parts, for minor leader
i(i = 1, 2, . . . r2), we can get

‖δ(t)‖ ≤ α1e−ρ(t−t0) ‖δ(t0)‖
+ α1

∫ t

t0

e−ρ(t−θ) ‖(L2 +D2)⊗ BK‖ ‖εi(θ)‖

− ‖(D2 ⊗ BK)‖
∥∥∥(eAθ − eA(θ−τ1(θ)))

∥∥∥)dθ,

(30)

forced by Equation (28), one can get

‖δ(t)‖ < ηα1e−γ(t−t0) ‖δ(t0)‖ , (31)

For follower i(i ∈ v2), it holds

‖δ(t)‖ ≤ α2e−ρ(t−t0) ‖δ(t0)‖+ α2

∫ t

t0

e−ρ(t−θ)

× [
∥∥(Lp +Dp)⊗ BK

∥∥ ‖ε(θ)‖+ ‖D2 ⊗ BK‖
×
∥∥∥δ(θ − τ2(θ)) + εp(θ − τ2(θ))− (eAθ − eA(θ−τ2(θ)))

∥∥∥]dθ,

(32)

It can be concluded from Equation (29) that

‖δ(t)‖ < ηα2 ‖δ(t0)‖ e−γ(t−t0). (33)

The proof of zeno-behavior is equivalent to that of Theorem 1, which is omitted here. The proof of
Theorem 2 is thus completed.

Remark 2. The conclusion of this paper is that, based on the three-layer hierarchical structure, agents from the
minor leader layer and the follower layer only interacts with the same layer agents and direct leaders, therefore,
the analysis of three-layer network can be extended to multi-layer hierarchical MAS.

4. Simulation Results

In this section, two numerical example are shown to demonstrate the corresponding analysis
of the results gained in the previous section. Consider the event-based consensus of HLFNs with
thirteen agents, a major leader, three minor leaders, and nine followers. The communication topology
is described as seen in Figure 1 and the connectivity weights are given as aij = 1, dij = 1, the other
weights are all equal to zero. From the topology graph and the matrix relationship given, it can be
seen that node 0 and nodes from the second layer are globally reachable in Ḡ2 and Ḡp, respectively.
Moreover, there is a directed spanning tree in the interconnection graph. Assume that

A =

⎡⎢⎣ −6 3 3
3 −3 0
−3 0 0

⎤⎥⎦ , B =

⎡⎢⎣ 0
0.2
0

⎤⎥⎦

P =

⎡⎢⎣ 0.3492 0.4488 0.2378
0.4488 0.9798 0.4697
0.2378 0.4697 0.4827

⎤⎥⎦
Thus (A,B) is stabilizable. Consider the hierarchical leader–follower networks with the

interconnection graph given in Figure 1, for any initial condition, Figures 2–4 show the change
of error of each agents. It can be seen from Figures 2–4 that the consensus can be achieved eventually
under the proposed event-triggered strategy. The enlarged part of the figure shows that the system
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reached consensus in about 11 s. Event time instants are shown in Figure 5, in which no Zeno triggering
behaviors or even dense events for any agent are observed. Figures 6–8 shows the the change of error
of agents with layer-to-layer delays, which shows the consensus can be achieved eventually under the
proposed event-triggered strategy with layer-to-layer delays in about 15 s. Due to the interference of
the layer-to-layer delays, the time to reach the consensus in Figures 6–8 is longer than that in Figures 2
and 3. Figure 9 shows the event time instants under the event-triggered law with layer-to-layer delays.
As can be seen from Figures 5 and 9, leader 1–3 triggers less than other followers, which greatly saves
the waste of system resources. From the simulation results, one can see that Theorem 2 does more
controller updates than that in Theorem 1.

Figure 1. Topology of the hierarchical multi-agent network with uncoupled follower groups.

Figure 2. Position State Component 1 of Agent without delay.
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Figure 3. Position State Component 2 of Agent without delay.

Figure 4. Position State Component 3 of Agent without delay.
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Figure 5. Event-trigger numbers under the event-based control law of Equation (4).
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Figure 6. Position State Component 1 of Agent with hierarchical delay.

Figure 7. Position State Component 2 of Agent with hierarchical delay.
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Figure 8. Position State Component 3 of Agent with hierarchical delay.
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Figure 9. Event-trigger numbers under the event-based control law of Equation (5) with
layer-to-layer delay.

Remark 3. The state of the agents in this paper is three-dimensional, and Figures 2–4 describe the state changes
of the three dimensions, respectively.

5. Conclusions

In this paper, a novel hierarchical event-based control for hierarchical leader-follower networks
is proposed. Based on matrix theory, algebraic graph theory, Lyapunov theory, and under the given
event-triggered condition, it is proven that the protocols can realize consensus. Moreover, we show that
the system can reach consensus with the layer-to-layer delays. Finally, simulation results are presented
to support the theorems. In the future, more effort will be made towards relaxing the connectivity
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condition on the topology of the multi-agent network. The restrictions on the time delays may be lifted.
How to extend consensus to multi-consensus is another topic in the future.
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Abstract: Energy used for lighting is one of the major components of total energy consumption in
buildings. Nowadays, buildings have a great potential to reduce their energy consumption, but
to achieve this purpose additional efforts are indispensable. In this study, the need for energy
savings evaluation before the implementation of lighting control algorithms for a specified building is
highlighted. Therefore, experimental tests have been carried out in a university building with
laboratories and other rooms, equipped with KNX building automation system. A dimmable
control strategy has been investigated, dependent on daylight illuminance. Moreover, a relationship
between external and internal daylight illuminance levels has been evaluated as well. Based on the
experimental results, the authors proposed a method for the rough estimation of electrical energy
savings. Since, according to the EN 15232 standard, Building Automation and Control Systems
(BACS) play an important role in buildings’ energy efficiency improvements, the BACS efficiency
factors from this standard have been used to verify the experimental results presented in the paper.
The potential to reduce energy consumption from lighting in non-residential buildings by 28% for
offices and 24% for educational buildings has been confirmed, but its dependence on specific building
parameters has been discussed as well.

Keywords: building automation systems; building energy efficiency; daytime lighting; lighting
control systems; EN 15232 standard

1. Introduction

Buildings are responsible for almost 40% of the world’s energy consumption, including up to
65% of electrical energy [1–3]. Moreover, lighting is a major portion of the electrical energy consumption
of non-residential and commercial buildings, especially those that are not fully retrofitted to LED
lighting [4,5]. Hence, in recent years one of the key strategies for this sector is increasing energy
efficiency by reducing the energy used for lighting. Various concepts, approaches, and technologies
have been proposed to achieve these purposes. Many studies have shown that proper lighting controls
can significantly reduce annual energy consumption. However, this depends on many factors, such as
the climatic conditions of the country [6–8], the north–south orientation of the building [9], and its
surroundings, that is, shade from trees or reflections from neighboring buildings [10]. Much attention
has been paid to building construction, such as the shape of the building [11,12], the shape of the
rooms—mostly the depth [13–15], and the size of windows and doors [8,16].

In the last few years, advances in lighting control systems have significantly improved energy
savings and visual comfort in rooms. Moreover, interest in finding new solutions for electric lighting
systems and controls has been increasing due to new architectural design trends as well as the
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accessibility and lower cost of new technologies and products [17]. For years lighting control and
monitoring functions have been provided in buildings by different automated devices and systems.
In particular, in non-residential, public, and commercial buildings various kinds of BACS have been
implemented. The most popular are three international standards of the BACS: the LonWorks, the KNX,
and the BACnet [18,19]. However, there are numerous other technologies and applications on the
market that can be installed in smart buildings. Generally, they are classified as proprietary (closed)
or non-proprietary (open). The former are closed solutions, integrating equipment and software
produced by the company that manufactured the system, while non-proprietary BACS integrate
equipment from different manufacturers and software platforms [20,21]. Moreover, the emerging
Internet of Things (IoT) affects the building automation sector as well and brings new categories of
technical solutions for BACS, using various communication protocols for short-range devices such as
Zigbee, EnOcean, X10, and Z-Wave [22]. Therefore, systems for lighting control in buildings can be
organized in different ways, even with universal microcomputers (Raspberry Pi) and other modules
(Arduino), providing full openness and integrity on the field level [23,24]. Nowadays, the devices
and systems mentioned above allow for the implementation of even very complex lighting control
algorithms. However, proper selection of the technology and algorithms used in the BACS for lighting
control in a specified building is still a challenge because it requires taking into account many factors
and parameters. In this context, the importance of potential energy savings estimation should be
emphasized as well. Small energy savings indicates the need for simple lighting control, while large
savings favors the use of complex systems. It is worth noting that the studies in this area give varying
results that are difficult to generalize.

Bearing in mind all these aspects, appropriate and advanced lighting control has become
an essential part of lighting systems in modern and retrofitted buildings, both residential and
non-residential. For different kinds of buildings, several control strategies are commonly used in
modern building design [4,17,25]:

• Manual switching/dimming
• Presence/occupant detection
• Daylight harvesting
• Constant illuminance

These two last strategies are particularly interesting. They can help building occupants work
in appropriate lighting conditions as well as lead to additional electrical energy savings. For their
implementation, adaptive dimming schemes are proposed for the rooms [26]. A lot of studies are
focused on daylight integration within control strategies and systems. In [27] an adaptive dimming
scheme based on a daylight pipe integrated with an indoor lighting control platform has been
analyzed, showing significant energy savings potential. In another study, Larsen et al. [28] introduce
a new estimation methodology for electrical energy consumption in an office with daylight- and
occupancy-controlled artificial lighting. Considering this aspect, the analysis of energy efficiency
improvements for a school building has been presented and discussed in [29]. For three classrooms
with different types of control systems, the total annual energy savings varied from 18% to 46%;
the authors concluded that this is closely related to the operation of the control systems, implemented
and integrated control functions as well as the obtained illuminance levels in the classrooms. They also
noticed that the energy savings due to the implementation of a lighting control can be divided into
two aspects: (i) artificial lighting dimming due to daylight penetration and (ii) initial dimming
to compensate for the over-dimensioning of the lighting system, taking into account constant
illuminance [29,30]. Another important aspect is the prediction of daylight illuminance both external
(outdoor) and internal (indoor), discussed in [14] as a key stage in daytime lighting designs in buildings.
It also affects control strategies by taking into account daylight penetration and maintaining constant
illuminance in the rooms.
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The above brief discussions indicate that the estimation of potential energy savings due to
advanced, daylight-centered lighting control strategies must take into account many factors affecting
daylight penetration inside a building as well as control function integration. These factors should
be incorporated in the design of buildings and lighting. Additionally, the organization and design
of a distributed control systems should be taken into consideration as well [31,32]. On the other
hand, an evaluation of the lighting control system’s behavior, well-documented energy consumption,
and occupant satisfaction with building operations are necessary to evaluate the benefits of using
complex lighting control systems [33]. Therefore, to permit the integration of all these factors and
parameters into one control and management platform as well as to provide interoperability into the
control systems, it is suggested to use a fully distributed, standardized, and open Building Automation
and Control Systems (BACS) in such applications [17,34].

Since daylight-centered control strategies and their assumptions should be analyzed individually
for specific buildings, in this paper the authors present results of investigations focused on a
university building automation laboratory, equipped with BACS based on the KNX standard, including
distributed brightens and presence sensors as well as advanced lighting controllers. A case study
approach has been proposed to assess the feasibility of the dimmable lighting control method,
depending on the daylight illuminance distribution in rooms. A 10-month monitoring of different
parameters has been carried out in several rooms in the same university building and potential energy
efficiency improvements have been estimated and discussed. A method for the rough estimation of
electrical energy savings has been proposed by the authors. This is based on the measured number
of hours with specified illuminance levels of daylight in the aforementioned rooms with dimmable
lighting control. An additional contribution of this paper is a comparison of the calculated estimations
of energy savings with the BACS efficiency factors introduced in the EN 15232 standard concerning
the impact of the BACS on a building’s energy efficiency.

The remainder of this paper is organized as follows. Section 2 contains information about the
EN 15232 standard and its regulations as well as requirements regarding the selection and organization
of the BACS control functions, providing potential energy efficiency improvements. Information about
case study building and systems is presented in Section 3. Afterwards, Section 4 provides the results
of the experiments, with analyses and findings. Estimated energy savings and their potential are
presented and discussed in Section 5. Finally, Section 6 gives the conclusions and suggestions for
future work.

2. Potential Energy Efficiency Improvements in Buildings with BACS

As mentioned in the previous section, BACS are more and more often considered not only as
a tool providing better control of a building’s infrastructure devices, users’ comfort and security,
but as a platform for energy management, providing additional energy savings as well. Moreover,
the Energy Performance of Building Directive (EPBD) 2010/31/EU [35,36], in line with the Directive
2012/27/EU [37] as well as the Energy Roadmap 2050 [38], promotes the implementation of smart
home and building technologies to reduce energy consumption in both residential and non-residential
buildings. Modern BACS offer a lot of control and monitoring functions dedicated to various kinds of
devices, subsystems, and services in buildings. Hence, in 2007 European Standard EN 15232 [39] was
introduced, providing a list of the BACS control and Technical Building Management (TBM) functions
having an impact on the energy performance of buildings [40]. They are divided into a few categories.
The most significant categories of proposed advanced control functions refer to heating, ventilation,
air conditioning (HVAC), cooling, and hot water generation and distribution systems. Apart from
these, there are lighting and blind control functions mentioned in the standard as well. Therefore,
they could be considered in the organization of lighting control strategies for BACS aimed at energy
efficiency improvements.
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2.1. BACS Efficiency Classes

To classify possible various control strategies for the BACS, the EN 15232 standard defines four
BACS efficiency classes, depending on the BACS control and TBM functions’ complexity, integration
level, and interoperability:

• Class A—highest level of integration: BACS and TBM systems provide high energy performance
with individual control of devices and subsystems in rooms.

• Class B—advanced BACS with specific TBM functions provide additional savings in energy
consumption with distributed control of devices and subsystems.

• Class C—standard BACS without TBM functions; this is a reference class for BACS.
• Class D—non-energy-efficient BACS; buildings with such systems shall be retrofitted and new

buildings with such BACS shall not be built.

Since the lighting control systems and daylight availability in the rooms are considered in this
paper, the authors have focused on the control functions dedicated to them and their potential
for energy efficiency improvements. Similar questions have been considered in [41,42] with an
experimental validation and case study analyses. Hence, lists of the specific BACS control functions
with their assignment to the BACS efficiency classes from the EN 15232 are given in Table 1 [39].

Table 1. The specific BACS control and TBM functions for lighting [39].

Lighting Control Description
BACS Efficiency Class

Residential Non-Residential

Occupancy control Manual on/off switch C D
Manual on/off switch + additional sweeping extinction signal B C

Automatic detection A A

Daylight control Manual B C
Automatic A A

2.2. An Expected Impact of the BACS Lighting Control Functions on Electrical Energy Efficiency

In relation to the BACS efficiency classes, the EN 15232 standard proposes two methods for
calculating the impact of the BACS and TBM functions on the building energy performance: (i) the
“detailed method” with the requirement of a deep knowledge of the characteristics of the building
and its installations, subsystems like HVAC, lighting, etc., as well as (ii) simplified the “BACS factors
method,” allowing us to roughly estimate the impact of the BACS and TBM functions on the building
energy performance [39,43]. In this paper the authors compare the BACS efficiency factors from this
simplified method with the potential energy savings estimated based on real data from an experiment.
These factors have been classified in the EN 15232 standard, depending on the BACS efficiency classes
and the building types [3,39]. Potential energy savings due to the lighting BACS control functions
are expressed by BACS efficiency factors for lighting, provided in this standard. Since the case study
presented and analyzed in this paper concerns a specific university building with laboratories and
offices, some factors related to those kinds of buildings are presented in Table 2 [39].

Table 2. The selected BACS efficiency factors for lighting in non-residential buildings [39].

Non-Residential
Building Types

The BACS Efficiency Factors for Lighting
Related to the BACS Efficiency Classes

D C (Reference) B A

Offices 1.1 1 0.85 0.72
Lecture hall 1.1 1 0.88 0.76

Education buildings (schools) 1.1 1 0.88 0.76
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As shown in Table 2, the factors for the BACS efficiency class C are defined with a value of 1 as
reference class, with standard functionality of the BACS and TBM systems. The factors for other,
higher classes (B and A) show significant potential for energy efficiency improvements with the
BACS and TBM functions. In particular, for advanced BACS functions organized and integrated
according to the guidelines and requirements of class A, the energy consumption for lighting can be
reduced by almost 25% to 30%. Nevertheless, it should be underlined that the real outcomes obtained
from the data measured for specific buildings can show significant differences from the expected
and estimated energy savings. Therefore, some research and experimental validations with real
buildings as case studies have been conducted by different research teams, presenting data analyses
and comparisons [44]. In [41] Beccali et al. conclude that the BACS factors method can be used with
sufficient precision to evaluate the energy consumption of C or A BACS classes’ lighting systems, both
in residential and non-residential buildings. However, at the same time they declare a wider research
aiming at determining how the BAC factor method can be improved and made more accurate.

In this paper we present a case study and experimental results aimed at verifying the soundness
of this simplified BACS factor method and validating the estimated levels of the energy savings in a
lighting system controlled by distributed KNX BACS modules.

3. Case Study—Experimental Building and Control System

This study deals with the activities of the Laboratory of KNX System and Evolution of Installation
Energy Efficiency (SKNX & EIEE Laboratory) at Poznan University of Technology in Poznan, located
in the northwestern part of Poland. The laboratory is on the first floor of a two-story building situated
at latitude 52◦24′05.6” N and longitude 16◦57′07.6” E. The north–south orientation of the building is
shown in Figure 1. The surroundings of the building do not affect daylight availability to the rooms in
terms of shade or light reflection. The layout of the laboratory, the area of the rooms, and the total area
of windows in each room as well as the arrangement of lamps and the power density of the installed
lighting are also presented in Figure 1. In all the rooms, the windows are of the same area (0.63 m2) and
are placed 0.3 m from the exterior surface of the building. There are two laboratory rooms, two offices,
and a corridor on the floor considered in the case study for this paper.

 

Figure 1. Layout of the SKNX & EIEE Laboratory with arrangement of lamps, installed lighting power
density, and deployment of KNX BACS devices (the numbers outside the building indicate the total
area of windows in the room).
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3.1. Lighting Installation and KNX Control System Components

The laboratory is equipped with both a KNX standardized, distributed building automation
system and SCADA solutions for the control and visualization of heating, lighting, and air conditioning.
This control and monitoring platform allows us to organize and modify various control scenarios
for the laboratory rooms, offices, and corridor. The structure of the KNX lighting control system of
the SKNX & EIEE Laboratory is shown in Figure 2. This structure consists of one line (KNX bus)
powered by a KNX power supply unit PS (30 V DC). Each device connected to the KNX bus has its
own intelligence thanks to the integrated microcontroller, operating system, and program memory.
These features with a standardized communication interface enable data transmission between devices
using KNX standard telegrams (messages). The design of the installation and configuration is done
via a PC with the installed ETS (Engineering Tool Software) connected by a KNX/IP router.

 

Figure 2. A structure of the KNX lighting control system in the SKNX & EIEE Laboratory (the symbols
of devices are standardized by the KNX Association).

In the KNX Laboratory room, the lighting system consists of fluorescent lamps controlled by
DALI (Digital Addressable Lighting Interface) communication protocol; therefore, the KNX/DALI
gateway (DG) is used to integrate the DALI lamp controllers with a KNX bus. The lighting in other
rooms is controlled with the eight-channel Dimming Actuator (DA). All rooms are equipped with
presence detectors with brightness sensors (C1–C6) as well as push buttons (S1–S6). All these devices
allow us to control lamps manually or automatically depending on the occupancy and daylight level in
the rooms. The arrangement of the sensors in the rooms is also shown in Figure 1. Moreover, a weather
station with brightness sensor (WS in Figures 1 and 2) is installed on the southeastern facade of the
building and an additional brightness sensor (BS in Figures 1 and 2) is mounted on the north facade to
measure the outdoor daylight illuminance levels. The basic technical characteristics of the brightness
sensors C1–C6, WS, and BS are presented in Table 3.

Bearing in mind all these features of the KNX BACS implemented in the SKNX & EIEE Laboratory,
the authors state that for this case study the BACS efficiency class is A, taking into account the
occupancy and daylight control considered in the experiments presented in this paper.
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Table 3. Technical characteristics of the brightness sensors.

Technical
Characteristics

Weather Station WS
External Brightness

Sensor BS
Presence Detector with

Brightness Sensor C

Type of sensor KNX Basic weather station
Art. No. 663990

KNX brightness and
temperature sensor
Art. No. 663991

INSTABUS ARGUS Presence with
infrared receiver
Art. No. 630591

Brightness range 1 to 100,000 lux 1 to 100,000 lux
(±20% or ±5 lux) 10 to 2000 lux

Measurement mode Send brightness value
cyclically every 5 min

Send brightness value
cyclically every 5 min

Sensors C1–C5 send brightness
value cyclically every 5 min
Sensor C6 sends brightness value
if the new value differs on more
than 10% from the last sent one

3.2. Data Acquisition and Lighting Control Strategy Assumptions

The KNX BACS field network is a key tool used for data transmission and acquisition in the case
study presented in this paper. Values and parameters measured by all kinds of sensors integrated
within the BACS in SKNX & EIEE Laboratory are transmitted to the HomeServer connected to KNX
bus (Figure 2). The HomeServer visualizes the results on-line, archives them, and sends the results as
.csv file once a day to specified e-mail addresses. The recording format allows further processing of
the results by external tools and programs. Additionally, the laboratory is protected by an Intruder
Alarm System. Arming of this system automatically turns off lights in the entire space of the laboratory,
while disarming this system turns on lights in the corridor. A violation of a protected zone is detected
by a presence detector and a light turns on in the violated zone. The following data are recorded by
the HomeServer:

• illuminance level from the weather station and brightness sensor mounted on building facades,
as well as from presence detectors with brightness sensors in each room;

• wind speed from weather station;
• state of the Intruder Alarm System—armed or standby;
• on/off status of lights in each room;
• position status of the blinds in each room.

The occupancy of each room is monitored using a sensor, and lights are turned off in case of
inactivity after a sufficiently long period of time and turned on instantly when activity is detected
again. In the corridor, in case of inactivity for a specified period of time, lights are not turned off but
dimmed to 25% illuminance. The brightness sensor monitors daylight in the room and if the presence
detector is active the lighting is controlled by the daylight illuminance. When the illuminance of the
daylight falls below a specified point, the lights are brightened such that the illuminance monitored by
the sensor increases to the required threshold. When a set point is exceeded, the lamps are turned off.

However, it should be noted that the potential electrical energy savings achieved by using presence
detectors depends strongly on the behavior of the occupants. Obviously, the lighting control method
described above is favorable in rooms in which the occupancy is changing, but it is not considered in
this paper. Therefore, in the estimation of energy savings possibilities, in this study only a dimmable
lighting control method was investigated. This estimation was based on daylight illuminance recorded
inside the rooms and the determination of the number of hours in which the illuminance exceeded the
specified set-points required to turn on and increase the intensity of light.

The mentioned set points are determined by correlation between the illuminance measured by
the sensor (light reaching the sensor) and the illuminance on a table surface in the rooms and on the
floor surface in the corridor. This correlation takes into account daylight distribution in the depths of
the room. An example of daylight illuminance distribution in Office 1 and Corridor depths are shown

125



Energies 2018, 11, 2166

in Figure 3. The illuminance decreases rapidly away from the window and remains nearly constant as
the distance from the window increases.

 
(a) (b) 

Figure 3. Daylight illuminance level distributions (a) at Office 1 depth and (b) at Corridor depth;
�—on 12 May 2016 at 14:30, —on 13 May 2016 at 10:10, —on 19 May 2016 at 10:15.

Knowledge of the distributions was applied to control algorithm of the lights, such that the
lamps are being switched on and their brightness increases more and more away from the windows.
For example, in the corridor, the required illuminance level is assumed to be 150 lux, in accordance
with the EN 12464-1 standard [45]. On 12 May 2016 at 14:30, three lamps located close to the window
can be turned off; the fourth should be brightened to 50% and the rest to 100%. On 19 May 2016 at
10:15, only the first lamp can be turned off; the second lamp should be brightened to 50% and the rest
to 100%. In the rooms, the lights can also be controlled by taking into account the distribution of the
daylight with depth. The distribution in Office 1 shown in Figure 3a indicates that the lights in the
first row from the window can be turned off, those in the second row should be brightened to 50%,
and those in the next row should be brightened to 100% (or other estimated values).

4. Experimental Results, Analysis, and Findings

As mentioned in previous sections, daylight illuminance and its distribution in the rooms are
crucial for possible electrical energy savings. However, for the estimation of daylight in the rooms, there
are two illuminance levels considered in research simulations and experiments: (i) external—outside
the building and (ii) internal—inside the rooms. Moreover, the well-known Daylight Factor (DF) is
used for indication of daylight availability in each room. The DF is defined as:

DF =
Eint
Eext

, (1)

where Eint is the internal illuminance and Eext is the external illuminance, simultaneously available on
the horizontal plane from the whole of an unobstructed CIE overcast sky given by the International
Commission on Illumination [7,30,46].

4.1. External Daylight Illuminance Measurements

In the case study of the SKNX & EIEE Laboratory analyzed in this paper, the external daylight
illuminance levels are measured on the southeastern facade of the building by a weather station and
on the north facade by a brightness sensor. During overcast days, the illuminance levels obtained from
these two sensors were almost identical; however, on sunny days these values vary owing to varying
sunlight at the building facades. Sample results are presented in Figure 4. Therefore, the lighting and
blinds control in the room—depending on the illuminance measured by an external sensor—must
consider the position of the sensor relative to the selected room.
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(a) (b) 

Figure 4. Illuminance levels of daylight measured by the weather station (sensor 1) and brightness
sensor (sensor 2) on a sunny day (a) and an overcast day (b).

In order to estimate the feasibility of the dimmable lighting control method depending on the
daylight illuminance distribution in rooms, the external daylight illuminance was measured every
5 min by the weather station during the period 1 July 2014 to 30 April 2015. Figure 5 shows the
illuminance level measured each day from 1 July 2014 to 5 July 2014 and from 26 November 2014 to
30 November 2014. A value of 0 on the time axis means hour 0:00. On 1 July 2014 the sun rose at
4:33 and set at 21:17. In Figure 5a the sunrise hour corresponds to 273 min and the time of sunset to
1277 min. On 23 November 2014 the sun rose at 7:29 (corresponding time in Figure 5b is 449 min)
and set at 15:47 (in Figure 5b—947 min). The highest illuminance of approximately 85,000 lux was
recorded in the first period. Then, the illuminance level began to decrease and, in the second period,
the maximum and minimum values of recorded illuminance were approximately 11,000 lux and less
than 1000 lux, respectively. In the period with the shortest day of the year, the maximum value of
the illuminance was approximately 14,000 lux because of the sunny day. It was observed that the
recorded illuminance from 1 July to 5 July suddenly decreased owing to the position of the sun relative
to the building façade where the weather station is installed and, obviously, there were more non-zero
recorded values than in the period of 26 November to 30 November.

 
(a) (b) 

Figure 5. Daylight illuminance level recorded by the weather station mounted on the south-eastern
facade of the building (a) from 1 July 2014 to 5 July 2014 and (b) from 26 November 2014 to
30 November 2014.

Since January 2015, the illuminance of the daylight increased steadily and reached a maximum
value of approximately 72,000 lux in the last period investigated (16 to 30 April 2015). The minimum
illuminance also increased; on cloudy days, it was less than 5000 lux. To highlight the influence of the
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sensor location on the measured illuminance, Figure 6 shows the daylight illuminance measured by
the brightness sensor mounted on the north facade. The illuminance measured by this sensor was
approximately 1.5 to 4 times lower than the illuminance measured by the weather station.

 
(a) (b) 

Figure 6. Daylight illuminance level recorded by the brightness sensor mounted on the north facade of
the building (a) from 1 July 2014 to 5 July 2014 and (b) from 26 November 2014 to 30 November 2014.

Figures 5 and 6 indicate a very large variation of the daylight illuminance. In Figure 5,
the illuminance reached approximately 85,000 lux, but the values decreased to less than 10,000 lux in
a day owing to cloud cover. This variation affects the daylight variation inside the rooms, where in
a short time it can change from a few times to tens of times, depending on variations in cloudiness.
It should be noted that such a large variation occurs on most days of the year. These variations are
similar to the results presented in [13,14].

4.2. Internal Daylight Illuminance Measurements

Inside the laboratory rooms, the illuminance of daylight was measured by brightness sensors,
sent and transmitted via KNX bus, then recorded in the HomeServer memory. Figure 7a shows the
illuminance levels in rooms on a cloudy day on 23 November 2014 in which the outdoor illuminance
was lower than 7000 lux. The highest illuminance was recorded in Office 2; however, it was lower than
the required value of 500 lux. In the other rooms, the illuminance values were lower than 100 lux.

 
(a) (b) 

Figure 7. Daylight illuminance level in rooms (a) on a cloudy day (23 November 2014) and (b) on a
sunny day (25 March 2015).
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The illuminance level on a sunny day (25 March 2015) measured inside rooms is shown in
Figure 7b. The maximum value measured by the weather station was approximately 40,000 lux, while
the value measured by the outdoor illuminance sensor was approximately 10,000 lux. In such outdoor
daylight, only the illuminance in Office 2 was higher than 500 lux for about two hours, while in the
other rooms the illuminance remained below 500 lux all day.

4.3. Correlation between External and Internal Daylight Illuminance Levels

The relationships between indoor and outdoor illuminance of daylight measured by the weather
station for Offices 1 and 2 are shown in Figure 8 for a cloudy day (23 November 2014) and in Figure 9
for a sunny day (25 March 2015). On 23 November 2014 the external illuminance measured by the
weather station and the external brightness sensor were practically the same. This means that on a
cloudy day the illuminance does not depend on the facade where the sensors are mounted. In this
case, internal illuminance Eint can be approximated using a linear or polynomial function of external
illuminance Eext:

for Office 1 : Eint = −0.37 + 0.0111·Eext; coefficient R2 is 0.98301 (2)

for Office 2 : Eint = −0.8618 + 0.0403·Eext − 1.5342·10−5·E2
ext + 2.9588·10−9·E3

ext; coefficient R2 is 0.89729. (3)

 
(a) (b) 

Figure 8. Relationships between internal and external illuminance of daylight measured by weather
station on cloudy day on 23 November 2014 for (a) Office 1 and (b) Office 2.

 
(a) (b) 

Figure 9. Relationships between internal and external illuminance of daylight measured by the weather
station on a sunny day (25 March 2015) for (a) Office 1 and (b) Office 2.

The values of the R2 coefficient show a very good correlation between indoor and outdoor
illuminance levels for both functions. The form of the function depends on the shape of the room
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and daylight availability: Office 1 receives daylight from one side of the room, while Office 2 receives
daylight from two sides. Offices 1 and 2 are quite small and sensors measuring illuminance are placed
near the windows.

On a sunny day, the internal daylight depends on the position of the sun; therefore, for one value
of the external illuminance, there are two values of the internal illuminance measured in a room,
as shown in Figure 9. The more intense the sunlight, the larger the difference between these values.

The relationship between external and internal daylight illuminance levels is very complex
and depends on many factors, as has already been mentioned in previous subsections. However,
it should be noted that knowledge of this relationship is essential for proper selection of lighting
control algorithms and evaluation of potential energy savings. If formulation of function equations is
possible, these equations can be incorporated into the control algorithm to estimate daylight penetration
in rooms.

4.4. Availability of Daylight in the SKNX & EIEE Laboratory Rooms

In the SKNX & EIEE Laboratory the experimental investigations were carried out in rooms
with different daylight availability. The Electrical Installations Laboratory receives daylight through
windows located on one side of the room, at the northwest. In the KNX Laboratory, the windows
are on two sides of the room—the northwest and the northeast. The training stands are placed on
two sides of the laboratory, obscuring the daylight. The depth of the two laboratories is 5.7 m and the
presence detector with brightness sensor is mounted on the ceiling at a distance of 2.85 m from the
wall with windows. In Office 1, the windows are at the southeast, while in Office 2 they are at the
southeast and south. The corridor is in the central part of the laboratory, with daylight penetration via
only one window at the south—in the narrow side of the corridor. The work plane includes practically
the entire surface of each room at a height of 0.75 m above the floor, except for the corridor where the
work plane includes the floor surface.

In order to assess the validity of dimmable lighting control and energy savings, the number of
hours with illuminance levels higher than 500, 400, 300, 200, and 100 lux were estimated in the period
from 1 July 2014 to 30 April 2015. These values were determined based on measurements by sensors
placed in each room and taking into account the variation of the illuminance resulting from cloud
cover. They are in accordance with EN 12464-1 standard [45]. The values for the Electrical Installation
Laboratory, KNX Laboratory and two offices in July 2014 are shown in Figure 10, and the total number
of hours determined during the considered 10-month period are shown in Figure 11. Results for the
Corridor were not presented because the measured illuminance was less than 100 lux. Obviously,
the number of hours in which the illuminance exceeds the specified values depends on the month:
higher in the summer months and lower in the winter months, respectively.

Figures 10 and 11 show that the daylight availability in several rooms of one building was very
different. The number of hours when the illuminance level exceeded the specified values is shown in
Table 4.

Table 4. The number of hours when the illuminance level exceeded the specified values.

Room of
the Building

The Number of Hours When the Illuminance Eint Expressed in Lux Was

100 < Eint < 200 200 < Eint < 300 300 < Eint < 400 400 < Eint < 500 Eint > 500

Elect. Inst. Lab. 762.5 70.3 0 0 0
KNX Lab. 488.6 7.4 0 0 0

Office 1 811.1 196.0 125.2 128.4 224.0
Office 2 602.3 373.2 281.8 120.2 552.1

The largest value occurred in Office 2 owing to the location of the windows on two sides and the
small dimensions of the room, and therefore the location of the illuminance sensor is near windows.
Slightly less daylight availability occurred in the deeper Office 1, with one side window. Comparison of
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daylight availability in the two offices reveals that the number of hours with illuminance greater than
500 lux was 2.5 times higher in Office 2 than in Office 1 and the number of hours with illuminance
between 200 and 300 lux as well as between 300 and 400 lux were approximately twice as high.

In the KNX Laboratory with windows on two sides and a depth comparable to the depth of
Office 1, daylight availability is limited owing to a piece of equipment blocking access to light from
the windows. Low availability also occurred in the Electrical Installations Laboratory owing to the
orientation of the building relative to the northwest.

 
(a) (b) 

 
(c) (d) 

Figure 10. Number of hours in July 2014 for (a) Electrical Installations Laboratory, (b) KNX Laboratory,
(c) Office 1, and (d) Office 2 with illuminance level higher than: �—100 lux, —200 lux, —300 lux,

—400 lux, ♦—500 lux.

Figure 11. Number of hours from 1 July 2014 to 30 April 2015 with illuminance level higher than
specified values.
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5. Energy Savings Estimation and Discussion

The results presented in the previous section indicate that, in the two offices, the use of dimmable
lighting controls is economically reasonable unlike in the laboratories, where a simpler method giving
significant energy savings is on/off lighting control. Therefore, to estimate possible energy savings,
the authors assumed that in a room where the required illuminance level was 500 lux, any reduction in
the daylight illuminance of 100 lux requires an increase in the lamp’s brightness by 20%. Knowing the
installed power of the lamps in the room and the time when the daylight illuminance was less than
500 lux by 100, 200, 300, 400, and 500 lux, the energy reduction can be estimated. Moreover, it was
assumed that the light was automatically controlled at all times and only dimmable lighting control
was used. The rooms were occupied from 8:00 a.m. to 6:00 p.m. each day including holidays; therefore,
the period from 1 July 2014 to 30 April 2015 has 304 days, and hence 3040 h. The time in which the
light should be switched on was determined separately for each day and if this time was greater than
10 h, 10 h was used in the calculation.

The energy consumption without control and with dimmable lighting control as well as the
energy savings as a percentage of energy consumed without control are presented in Table 5.
Energy consumption without control was calculated by multiplying the installed power of lamps by
the overall time of activity in rooms (3040 h).

Table 5. Energy consumptions and energy savings in several rooms of building.

Room of
the Building

Energy Consumption in kWh/m2
Energy Savings as a Percentage of

Energy Consumed without ControlWithout Control With Control

Elect. Inst. Lab. 36.12 33.94 6
KNX Lab. 39.62 38.43 3

Office 1 35.48 29.8 16
Office 2 35.44 25.87 27

The results of the energy savings estimation for different rooms in the SKNX & EIEE Laboratory
confirmed that implementation of the BACS control and TBM functions provides additional energy
savings in buildings. However, as has been noted in Section 2, these savings are closely related to the
physical characteristics of specific buildings and rooms. The results of the experiment show that better
energy efficiency improvements for advanced dimmable lighting control can be obtained in rooms
with better daylight penetration. For rooms like KNX and Electrical Installations laboratories in this
case study, the potential energy savings are not so great since the sufficient illuminance level in the
rooms should be provided with artificial lighting (lamps) most of the time. For the two laboratories,
there are no economic reasons for applying dimmable control; however, owing to the low availability
of daylight in the rooms, on/off lighting control is recommended. In these cases, the orientation of the
building relative to the south and north plays a significant role, affecting daylight penetration into
the rooms. Moreover, the relationship between the indoor and outdoor illuminance levels of daylight
should be determined, as has been done in Section 4.3. If this relationship is formulated by a function
equation, it can be used to estimate daytime lighting in rooms by the algorithms and control functions
of the BACS.

Nevertheless, the results of the experiment obtained and presented in this paper indicate that the
potential energy savings on the level expected directly from the BACS factors presented and discussed
in Section 2 are achievable. For this case study the BACS efficiency class is A, taking into account
the occupancy and daylight control. Therefore, the expected savings from the BACS factors related
to the electrical energy used for lighting in non-residential buildings are 28% for offices and 24% for
educational buildings, respectively. The experimental results are similar for Office 2. For the other
rooms the real savings are lower than expected from the BACS factors, but in this case study only the
dependence on daylight availability has been analyzed. To achieve better energy efficiency, the impact
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of other control and TBM functions should be considered, but they were not considered in this paper.
Finally, it could be expected that in Polish climatic conditions, the possible maximum energy savings
obtainable using dimmable lighting control would be approximately 30% of the energy consumed
without control. However, in practice these energy savings should always be analyzed individually
for specific buildings and only for long periods.

6. Conclusions and Future Works

The study presented in this paper focuses on the feasibility of daylight-centered control strategy
implementation in non-residential buildings. Experimental evaluation and validation of the dimmable
lighting control strategy proposed by the authors have been carried out in a specific university building.
In this case study, it is the SKNX & EIEE Laboratory equipped with the open, distributed BACS based
on the widely used KNX international standard of building automation. This KNX BACS provided a
universal platform for measurements, data acquisition, and visualization from different sensors and
control modules distributed in the SKNX & EIEE Laboratory rooms. A technical analysis of the BACS
infrastructure installed in the laboratories allowed the authors to implement the requirements from the
EN 15232 standard. Therefore, the BACS efficiency factors method for the rough estimation of electrical
energy savings due to the BACS control and TBM functions implementation has been presented and
experimentally verified for the case study considered in the paper. The authors are convinced that this
approach is in line with the current and suggested directions of research work in the field of using
BACS in the energy efficiency improvements of buildings. The results of this experiment confirm that
BACS control functions integrated in accordance with the BACS efficiency class requirements have a
great impact on a building’s energy efficiency. However, this impact is not always as great as expected
based directly on the BACS efficiency factors. Therefore, these factors cannot be treated arbitrarily.
The results of the experiment presented and discussed in the paper confirmed this statement as well.
Hence, as has been motioned, the potential energy savings should always be analyzed and verified for
specific buildings individually [34].

To verify the diversity of potential energy savings, a detailed analysis of the daylight impact on
the proposed dimmable lighting control strategy has been presented. The authors focused on daylight
illuminance changes and distributions in different rooms. The R2 coefficient proves a strong correlation
between external and internal illuminance levels, showing the possibility of formulating function
equations for this correlation, which could be used in control algorithms to predict daytime lighting
in the rooms. Moreover, based on long-term daylight illuminance level measurements, the authors
proposed their own method of rough electrical energy savings estimation for a dimmable lighting
control strategy. The results of this estimation have been compared with the BACS efficiency factors,
confirming the mentioned diversity of energy savings. In this way the study presents a possible
approach for estimating lighting control schemes and the prediction of energy savings. It should be
noticed that the methods proposed in the paper are universal and can be considered in verifications
of various control systems concepts and strategies. This is especially important since, as shown in
the paper, non-residential buildings have a large potential for overall energy savings and electrical
savings for lighting as well. However, the key aspects are not only the building’s location and
orientation, as considered in other studies, but also integrity and interoperability between various
devices and subsystems of a building’s infrastructure. These are also given by the mentioned EN
15232 standard for various categories of control and monitoring functions. Therefore, future work
will be first of all focused on the verification of the potential energy savings by applying energy
efficiency strategies to the case study building. In the next stage of work the authors will consider an
extension of the lighting control strategies proposed in this paper as well as the integration of other
control functions within advanced control strategies, organized according to guidelines from the EN
15232 standard. In particular, experimental validation of these requirements for specific case studies
will be included. Moreover, taking into account similar research [40,47], implementation of energy
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management functions with the distributed BACS, ready for both Demand-Side Management (DSM)
and Demand-Side Response (DSR) strategies, are considered by the authors for future studies.

Author Contributions: A.K. proposed the concept of the experiments, performed the measurements and data
analyses, reviewed and refined the paper, and supported the editing work. A.O. wrote and organized the paper,
provided theoretical knowledge and related work review, proposed the lighting control strategies investigated
in experiments, presented the EN 15232 standard guidelines, analyzed potential energy savings, and discussed
the results.

Funding: This research received no external funding.

Acknowledgments: This study is based upon work supported by the National Centre for Research and
Development in the context of the Innovative Economy Program under grant no. POIG.02.02.00-00-018/08.
This work was also supported by the 2017 Poznan University of Technology funds transferred from the Ministry
of Science and Higher Education.

Conflicts of Interest: The authors declare no conflict of interest. The funders had no role in the design of the
study; in the collection, analyses, or interpretation of data; in the writing of the manuscript; or in the decision to
publish the results.

References

1. International Energy Agency. Energy Efficiency Market Report 2016; International Energy Agency: Paris,
France, 2016.

2. International Energy Agency. Worldwide Trends in Energy Use and Efficiency Key Insights from IEA Indicator
Analysis; International Energy Agency: Paris, France, 2008.
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Abstract: Being reliant on Air Conditioning (AC) throughout the majority of the year, desert
countries with extremely hot weather conditions such as Qatar are facing challenges in lowering
weariness cost due to AC On-Off switching while maintaining an adequate level of comfort under a
wide-range of ambient temperature variations. To address these challenges, this paper investigates
an optimal On-Off control strategy to improve the AC utilization process. To overcome complexities
of online optimization, a Elman Neural Networks (NN)-based estimator is proposed to estimate
real values of the outdoor temperature, and make off-line optimization available. By looking up the
optimum values solved from an off-line optimization scheme, the proposed control solutions can
adaptively regulate the indoor temperature regardless of outdoor temperature variations. In addition,
a cost function of multiple objectives, which consider both Coefficient of Performance (COP), and
AC compressor weariness due to On-Off switching, is designed for the optimization target of
minimum cost. Unlike conventional On-Off control methodologies, the proposed On-Off control
technique can respond adaptively to match large-range (up to 20 ◦C) ambient temperature variations
while overcoming the drawbacks of long-time online optimization due to heavy computational
load. Finally, the Elman NN based outdoor temperature estimator is validated with an acceptable
accuracy and various validations for AC control optimization under Qatar’s real outdoor temperature
conditions, which include three hot seasons, are conducted and analyzed. The results demonstrate
the effectiveness and robustness of the proposed optimal On-Off control solution.

Keywords: Air-Conditioning; On-Off control; desert climate; optimization; Elman Neural Networks

1. Introduction

Famous for its unique geographic location between desert and sea, Qatar has significant desert
climate and extremely hot weather conditions with a high temperature, humidity, and sand storms.
The Air Conditioning (AC) systems in this region are highly mandatory for daily life through the year.
The local weather has some significance of representing a unique desert and coastline climate, which
attract a lot of research interests in various fields such as building efficiency, health, urban environment,
and renewable energy [1–11]. As elaborated in [12], in GCC region such as Saudi Arab, more than 60%
of the electricity consumed by local buildings goes to Air conditioning (AC). This is particularly valid
for other GCC countries like Qatar, which is reliant on AC throughout the majority of the year. Due to
the persistent heavy cooling load caused by high temperature weather conditions and desert climate,
heating, ventilation, and Air Conditioning (HVAC) equipment degrades faster compared to HVAC
facilities in other areas and also requires higher reliability while maintaining energy efficiency and
adequate levels of quality and comfort.

An Air Conditioner system is made up of a compressor as key part, and other parts such as a
condenser and an evaporator, where the air conditioning capacity depends on the compressor power.
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In space cooling scenarios, indoor temperature will oscillate at a set-point because the compressor
work in switch modes of on or off [13]. The component used to implement this control philosophy is
known as an Air-Conditioner On-Off (or bang-bang) controller or thermoset. The On-Off compressor
works as either being ON or OFF depending on the set-point boundary and the measured outdoor
temperature. There is a dead range of 1.5 ◦C to 2.0 ◦C to prevent the too frequent On-Off fluctuations
of the compressor that could lead to a reduced lifespan. Especially under hot weather conditions,
long-term running with extra cooling load could degrade AC systems in a faster way, in particular
if a very slight tracking error is imposed. Due to its simplicity, On-Off control is widely applied for
temperature regulation application scenarios. However, On-Off control also have eminent drawbacks,
which include temperature oscillation and non-optimal operation which negatively impacts the AC
moving parts and its energy consumption [13–21].

Currently, a body of research work has been reported in the literature in response to challenges
around HVAC control optimization. Several research works have been proposed to optimize building
HVAC system [22,23], and address On-Off control issues under different constraints. The related
research work can be summarized as two approaches: low-complexity optimization, and dynamic
optimization. In low-complexity optimization approaches, Hysteresis controllers and Pulse Width
Modulation (PWM) are widely utilized [13,24]. A hysteresis controller has a simple structure to
implement in practice, so it is widely used in HVAC applications. Because the AC systems by
hysteresis control work under fixed hysteresis conditions/parameters (with a set-point temperature
boundary), the hysteresis controller does not perform well if ambient parameters/working conditions
change. PWM control is usually used in PWM actuated split air conditioners. The PWM controller
tunes the duty ratio of the AC On-Off control signal in a continuous way to allow continuous change of
the manipulated variable. It can accommodate some work conditions change based on its fast feedback
control, which is similar to Proportional-Integral-Derivative (PID) control. However, PWM controller
has to change under very fast switching frequency at the initial stage of the control process or scenarios
of large variations in the working conditions. This fast change could degrade the AC compressor,
and it has also been proven not to be optimal for all the HVAC control cases. Both of these optimized
controllers treat control process time horizon as a long-term general process in one day, one week,
one month or one year. Thus, the full control process needs to rely on the temperature profile of an
entire period and also the controller parameters can only be set and tuned in advance. For instance,
the hysteresis control parameters are pre-set with a hysteresis result under certain working conditions.
The controllers cannot accommodate ambient temperature variations in an adaptive way.

As a dynamic optimization approach, Model-Predictive Control (MPC) is employed to
accommodate disturbances and variations of the operating conditions such as time-variant parameters
and target [14,24–31]. The MPC’s optimization performance is subjected to the prediction horizon
length. In theory, a longer prediction horizon can helps the solution be closer to the global optimum;
therefore, it needs more computational power and resources. However, a proper prediction horizon is
difficult to determine in practice, and MPC optimization will consume a lot of online computation
loads. As such, online optimization and offline optimization need to be integrated and balanced for a
trade-off between the computational load and AC control adaptiveness. In [32], a scheme of AC On-Off
control and optimization is proposed for variant ambient conditions, but the transition between off-line
optimization and online control is not integrated, and the part of outdoor temperature prediction is
missing because it is assumed. Moreover, demonstrations under Qatar climatic conditions for three
hot seasons of a full year are missing.

Motivated by the heavy cooling demand and its associated HVAC components wearing issues
under harsh weather conditions in desert countries such as Qatar, an optimal AC On-Off Control
Scheme is presented to improve cooling performance under heavy cooling load scenarios. In this
scheme, optimizations are performed offline to generate the optimal solutions under certain conditions
and range of outdoor temperatures, and then, a static data table of optimized parameters is generated.
Based on the proposed lookup algorithm for online optimization, On-Off control parameters are tuned
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online to accommodate outdoor temperatures variation. As opposed to the existing AC hysteresis
On-Off control schemes, the proposed On-Off control and optimization scheme can process more
complex cooling scenarios such as large range and fast temperature variations. This is because the
controller can adaptively accommodate the variations by tuning the parameters optimization online.
Compared to the MPC control, the proposed control scheme performs optimization work offline which
does not require a huge computational power in a real-time way like the online optimization technique.

This paper is structured as follows: a typical Qatar outdoor temperature profile is analyzed and
the thermal model of a simple house is built in Section 2; Section 3 presents the proposed optimal
On-Off control scheme, which includes off-line optimization and online adaptive tracking scheme.
The validation results under different cooling scenarios are presented in Sections 4 and 5 concludes
the paper.

2. Problem Formulation

Due to Qatar’s unique geographical environment, the outdoor environment shows a very unique
desert climate with high temperature. According to the data from local weather records shown in
Figure 1, the average outdoor temperature varies from 15 ◦C to 46 ◦C throughout the four seasons.
The daily temperature variation range could be up to 20 ◦C during autumn or spring. This makes
it necessary to study a typical thermal dynamics of a house with the local outdoor temperature
profile analysis.

Figure 1. Average Min and Max Temperatures in Doha, Qatar for 2018.

2.1. Outdoor Temperature Measurement under Qatar Weather Conditions

A three-day outdoor temperature profile in October 2017, which represents typical weather
characteristics of Qatar, is measured in real time using thermal sensors at the outdoor test facilities
of Qatar Environment and Energy Research Institute (QEERI). The facilities are shown in Figure 2,
and the three-day profile is shown in Figure 3. The outdoor facilities site mainly host renewable
energy facilities such as 200 kW PV farm, 250 kW/500 kWh Lithium-ion battery storage system,
and other micro-grid components. Moreover, a weather measurement station for solar irradiance
and other weather parameters, which include the outdoor temperatures, is deployed for research
purposes. The daily outdoor temperature variations in October, shown in Figure 3, have a very
uniform probability distribution, which means that the weather prediction can be performed with
higher accuracy. In practice, one day ahead prediction horizon is available for outdoor temperature
prediction based on existing weather measurement and prediction technologies. Thus, it is feasible to
have enough time to do offline optimization in advance based on predicted weather conditions, which
can prevent the complexities of online optimization.
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Figure 2. QEERI Outdoor Test facilities.

Figure 3. Three-day outdoor profile in October of 2017.

2.2. House Thermal Model

To mimic thermal dynamics of a house, an Air-Conditioned house with heat exchange diagram is
shown in Figure 4 [32]. The model thermal dynamics related equations can be denoted as follows:

dTindoor
dt

=
Q̇d − Q̇e

Cpm
(1)

Q̇d =
Toutdoor − Tindoor

R
(2)

By combining Equations (1) and (2), the house thermal dynamics are derived as follows:

dTindoor
dt

=
−1

CpmR
Tindoor +

−1
Cpm

Q̇e +
1

CpmR
Tamb (3)

The parameters in the above equations are defined in reference to the Table 1 of [32].
For simplicity, several assumptions need to be clarified to formulate the HVAC control problem.
These assumptions are

• The AC system works only in cooling mode, which removes heat from the room;
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• The AC house is modelled as a first-order state-space physical system;
• Only heat transferred from the outdoors is considered;

Figure 4. Thermal model of a house.

Remark 1. The assumption of only cooling mode fits Qatar’s weather conditions because for most of the year
(three hot seasons), the daytime outdoor temperature is over 25 ◦C, and only AC cooling is needed. The last two
assumptions are general for AC control and optimization studies, but it could be different in parameter setting
for representing various application scenarios. For example, the indicator for extremely hot weather outdoor
temperatures are considered as be time-variant in the studied house model.

Based on the assumptions mentioned above, the house thermal model can be reformulated as a
state-space model structure shown in Figure 5.

Figure 5. Block diagram representation of state space model.

The mathematical format of the state-space model shown in Figure 5 can be represented as follows:

ẋ(t) = Ax(t) + Bu(t) + E
y(t) = Cx(t)

(4)

In Equation (4), the variables and parameters have the following physical meaning: x is the vector
of the state, ẋ is the corresponding time derivative , u and y is the input vector and the output vector,
respectively, A,B,C, and E is the corresponding state-space coefficient matrixes. Of note, x represents
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the state Tindoor, which is measurable, and therefore C = 1. If PAC denotes the rated power consumed
by AC when the status is ON, u represents the On-Off control input u = Q̇e = PAC, and it holds:

u =

{
PAC
0

t ∈ Ton

t ∈ To f f
(5)

By converting Equation (3) into the format of equations (4), the coefficients A,B,E can be expressed
as follows: ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

A =
−1

CpmR

B =
−1

Cpm

E =
1

CpmR
Tamb

(6)

Remark 2. In Equations (6), the term E is a function of Tamb, which means that if Tamb is changes as a variable
and is not constant, the state-space model of Equation (4) could be more complex. Because the dynamics in (4)
will be changed as first-order state-space model with time-variant parameters. Therefore, the control input (shows
in u) needs to adaptively accommodate the disturbance E due to time-varying outdoor temperature. Moreover,
with a full consideration on both comfort level and On-Off switch weariness, multiple optimizations are needed
to improve the control strategy to achieve an optimal solution for multiple objectives.

3. Optimal On-Off Control for Time-Variant Outdoor Temperature

In this section, an optimal AC On-off control methodology is presented for stabilizing the room
temperature regardless of the outdoor temperature variations. The optimal control scheme can be
divided into an offline phase and an online phase. The offline phase is to solve optimum solutions
by corresponding solvers for multiple objectives, while the online phase is to regulate the indoor
temperature by tuning the controller with the updated parameters from the offline optimization.

3.1. Offline Multiple-Objective Optimization

3.1.1. Dynamics Subjected to On-Off Control

Because the control variable u in Equation (4) indicates On-Off binary variables, the solution
of Equation (4) is different from the analytical solution of the standard state-space equation. The
time-domain analytical solution can be written as follows:{

x1(t) =
Buon(t)+E

−A + (x1,init +
Buon(t)+E

A )eAt

x2(t) =
Buo f f (t)+E

−A + (x1,end +
Buo f f (t)+E

A )eA(t−αT)
(7)

Figure 6 presents the physical meanings of the variables and parameters in by a diagram of
oscillation period dynamics. Based on the temporal relationship shown in Figure 6, the following
mathematics must hold: ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

x1,end = x2,init

x1,init = x2,end
T = Ton + To f f

Ton = αT

(8)
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In addition, x1,init and x1,end can be derived from Equation (7) under t = 0, t = αT, and t = T.
The solution is shown as follows:⎧⎪⎨⎪⎩ x1,init =

Buon+E
−A +

Buon−Buo f f
−A e

A�To f f + Buon+E
A eA�T

1−eA�T

x1,end =
Buon+E

−A +
Buo f f +E

A eA�T+
Buon−Buo f f

A �eA�Ton

1−eA�T

(9)

Figure 6. Diagram of oscillation period dynamics.

3.1.2. Cost Function for Multiple-Objective Optimization

Considering lowering the weariness cost due to AC On-Off switching while maintaining an
adequate level of comfort in Coefficient of Performance (COP) value, the cost function can be defined
as follows:

J(Ton, To f f ) =

Q �
∫ Ton

0

(
x1 − xre f

)2
dtQ �

∫ Ton+To f f
Ton

(
x1 − xre f

)2
dt

Ton + To f f

+
RJsw

Ton + To f f

(10)

where J denotes the cost of one period of oscillation in one cycle and Jsw denotes the switching cost
leading to weariness and is assumed to be constant. Q and R denote the weight coefficients of the COP
cost and the switching cost. xre f is the target indoor temperature. To convert this optimization as a
convex optimization problem, the optimization variables of Ton,To f f can be converted into T and α ,
their boundary conditions holds: {

T ∈ [100, 10000]
α ∈ [0, 1]

(11)

The optimization process leads to the following optimal solution:

[Topt, αopt] = arg min
T,α

J (12)

3.1.3. Optimization Result Lookup Table Generation

With the proposed cost function in (10) constrained by the boundary conditions in (11), an offline
optimization algorithm is designed to generate the optimum parameters for online adaptive On-Off
Control. The flow chart of the offline optimization is shown in Figure 7, and the details can be referred
in the justification of Figure 3 in [32].
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Figure 7. Flowchart of offline optimizations.

3.2. Online Adaptive Control for Variable Outdoor Temperature

By looking up the optimum parameters generated by offline optimizations, the online control
scheme can adaptively accommodate outdoor temperature variations with a light computational
load. The online control scheme is comprised of three parts: outdoor temperature profile discretion,
online adaptive control, and Outdoor temperature prediction.

3.2.1. Temperature Profile Discretion

Normally, the outdoor temperature is recorded by one-hour intervals. However, if we analyze
the temperature profile of Qatar, it shows slow variation properties. Thus, variation within one
hour is not notable. Moreover, it is not necessary to use hourly outdoor weather data because
more hour points in a day means more duplicate or similar optimization procedures are needed.
Therefore, to simplify the proposed online control scheme, the one-hour temperature profile needs
to be discretized as longer intervals such as 2-h interval or 4-h interval. To implement the discretion,
some interpolation algorithms such as nearest neighbor interpolation and linear interpolation can be
applied, Interpolation results for the example of a 3-day profile with different intervals are shown in
Figure 8.
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Figure 8. Temperature profile discretization.

3.2.2. Online Adaptive Control Scheme

After the outdoor temperature profile is discretized, the online adaptive control scheme is
employed to stabilize the indoor temperature and accommodate the temperature variations adaptively.
Figure 9 shows a flowchart of the proposed online AC control scheme. Firstly, the normal On-Off
control is initiated to enable the AC system to converge into the target temperature range. Secondly,
two cascaded control loops are executed. The outer control loop works to tune the On-Off controller
parameters with the optimized solution. The inner loop works on the search for optimum parameter
set by the index in a lookup table, which is previously generated online, in one horizon period. Finally,
the scheme ends if all the time horizon of a full day is scanned.

Figure 9. Online AC control flowchart.
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3.2.3. Outdoor Temperature Prediction

Temperature prediction is important for AC optimization control because the optimization
objectives cover a period of control step processes. In the studied optimal control scenarios, at least 2 h
ahead, prediction is mandatory for the online control process. With the consideration on a trade-off
between prediction accuracy and computational complexities, a typical Elman Neural Network (NN)
model shown in Figure 10 is employed as an estimator for outdoor temperature prediction.

Figure 10. Proposed Elman Neural Network Model structure.

To represent the prediction process, the outdoor temperature series can be denoted as follows:

Tamb(i), (i = 1, . . . , NP) (13)

Due to the temporal relativity of the outdoor temperature in the time domain, the outdoor
temperature variation process can be denoted as follows:

Tamb(k) = F(Tamb(k − 1), . . . , Tamb(k − 1 − M)) (14)

where Tamb(k) denotes the outdoor temperature at current instant k , F(�) is the function between
Tamb(k) and the temperature series at previous instants k − 1, . . . , k − 1 − M. For temperature time
series prediction, a mapping model is needed to build firstly for approximating the mapping function
F(�). In this paper, a two-layer (second order) Elman neural network model in Figure 10 is proposed to
approximate the mapping function F(�). The mathematical representation of Elman network can be
denoted as follows: ⎧⎨⎩ht = σh(Whxt +

Nd
∑

i=1
Wt,iht−i + bh)

yt = σy(Wyht + by)

(15)

where Wh, Wt,i(i = 1, . . . , Nd), Wy are weight coefficients, bh, by are offset coefficients, σh and σy are
activation functions for hidden layer output and output layer respectively. For the outdoor temperature
prediction, different prediction windows configurations exist. Depending on the availability of data
series length, the input data vector length M could be 2, 3, . . . , 24. Thus, the cascaded prediction
equations can be represented as follows:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

T̂amb(k) = NN(Tamb(k − 1),

. . . , Tamb(k − 1 − M))
...

T̂amb(k + NL) = NN(Tamb(k − 1),

. . . , Tamb(k − 1 − M))

(16)
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Here, T̂amb(k) denotes the predicted or estimated value by the Elman NN model, NL denotes
the prediction step number based on M existing temperature serial data. To get an effective and
high-accuracy estimation model, the Elman NN offline training based on a set of sample data is
essential and needs to be done in advance. Thus, the training problems of the Elman NN can be
denoted as follows: Given a set of sample dataset as

TrainingSet(Tamb(in), Tamb(out)) (17)

By selected training algorithms, the Elman NN model parameters such as Wh, Wt,i(i = 1, . . . , Nd),
Wy and weight coefficients, bh,by can be determined based on the following criteria:

∃parameterset(W, b)

Tamb(out) .
= T̂amb(out) = NN(Tamb(in))

(18)

4. Validation Results

To validate the proposed On-Off control and optimization scheme, the studied house model
parameters are referred from [13], and the AC power is changed as 1500 W but not 300 W because It is
more reasonable due to the hot climate in Qatar. Moreover, to the best of our knowledge, the HVAC
facilities in Qatar is prone to easily degrading and failing and normally need a high maintenance cost.
Considering the fact that the AC weariness under hot climate is more serious, the weight factors of Q
in (10) are reduced to reflect the factor of cost impact. The updated parameters are shown in Table 1.

Based on the AC parameter model list in Table 1, the proposed control and optimization scheme
is demonstrated, which includes offline optimization and online AC control performance, in different
cooling scenarios.

Table 1. Parameters values of the thermal model and optimization.

Parameter A B E R (◦C/W) JSW Cp (J/Kg◦C) m(kg) Q

Value −2.00123 × 10−4 4.4028 × 10−6 0.002 0.022 2 1005 222 300

4.1. Offline Optimization Results

To verify the offline optimization performance, a simplified AC cooling scenario is assumed
for comparison in a quantitative way. In this cooling scenario, the indoor temperature is expected
to be 24 ◦C by different controller parameter settings with the outdoor temperature set as 34 ◦C.
For comparison, the temperature profiles subjected to three types of controller settings are shown in
Figure 11, and the corresponding COP values are compared. Figure 11 shows that the COP value of
the proposed optimum control is the lowest at J = 1.5416 among optimization and non-optimization
scenarios. Based on the cost value comparison, the optimum case has lower cost value, which means
that it achieves better multiple-objective optimizations than other control scenarios. The cost-saving
performance among the three cooling scenarios are presented in Table 2. As shown in Table 2, 30.16%
can be saved from the case under outdoor temperature 29 ◦C while 55.45% can be saved from the case
under outdoor temperature 38 ◦C by comparing with the optimum case.
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Table 2. Performance comparison by Cost-saving.

AC Cooling Control Strategies Initial House Temperature Period Cost Value Cost Saving

Case1 38 1595 3.4606 55.45%
Case2 29 300 2.2074 30.16%

Optimum Case 34 595 1.5416 N/A

Figure 11. Cooling control profile comparison for different controller parameter settings.

To verify the effectiveness of offline optimization under different ambient temperature scenarios,
a set of offline optimizations subjected to outdoor temperature range between 30 ◦C and 44 ◦C was
performed. The target indoor temperature is expected to 24 ◦C. The offline optimization parameters are
shown in Table 3, and the optimization convex surface results are shown in Figure 12, which presents
eight subfigures for eight temperature profiles with 2 ◦C intervals. As can be seen from Figure 12, all
the optimization surfaces are convex, which means that the global optimum solution for the studied
optimization case exists and only one solution exists and is unique. Due to the impact of the ambient
temperature, the optimization surface shapes and cost values vary in a large range. As an input for the
online adaptive control, the corresponding optimization control parameters are also generated in a list
of a lookup table.

Table 3. Optimization control parameters.

Outdoor Temperature Minimum Cost J Period (T) Duty Ratio (α)

28 0.8585 1585 0.1090
30 0.5927 2400 0.2780
32 2.1917 595 0.2575
34 1.5416 595 0.3070
36 1.4318 595 0.3565
38 1.9049 595 0.4060
40 3.0049 595 0.4555
42 3.8368 595 0.5545
44 3.0705 595 0.6040
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Figure 12. Offline optimization results under different outdoor temperatures.

4.2. Outdoor Temperature Prediction Results

To validate the effectiveness of the proposed Elman NN based outdoor temperature prediction,
the 3-day outdoor profile shown in Figure 3 was used for Elman NN model training and test. The
3-day temperature has 72 points of hourly temperature in total. The prediction window is set as 4
so the total data point number for NN test set is 72 − 4 = 68, and it is divided into two groups, 34
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points each. After selecting the proper values for the Elman Training algorithm, we can get the training
results in Figure 13a,b. From Figure 13a we can see that the Elman model output value is very close to
the true value by the training procedure regression. From Figure 13b we can see that the error is less
than 0.6 degrees, which means the model regression accuracy is very high. To test the generalization
ability of the proposed Elman NN model, the other group of 34 points data is used for validation,
and the results are shown in Figure 13c,d. From Figure 13c, we can see that the estimation value is
also very close to the true value. From Figure 13d we can see that the estimation error is within the
acceptable range (less than 2 degrees) although it is a little higher than training error. Based on the
training regression and test validation results, we can conclude that the Elman NN model can generate
an effective prediction of outdoor temperatures.

Figure 13. Outdoor Temperature prediction results.

4.3. Online Adaptive Control Results

To validate the proposed online adaptive control scheme for the AC cooling under Qatar weather
conditions, daily indoor temperature control scenarios are considered in the this paper. In general,
the comfort indoor temperature is set as 25 ◦C with an acceptable variation range of 2 ◦C. Moreover, due
to the slow time-variant characteristics of the outdoor temperature, a two-hour interval is a reasonable
time zone to evaluate the weather temperature in existing weather measurement applications.

4.3.1. Case 1- One-Day Typical Case in Doha of Qatar

To verify the effectiveness of the proposed scheme, the second day outdoor temperature profile in
Figure 3, which is a typical day with large temperature variations, was selected for the data analysis.
To compare the performance between the proposed optimal control and the PWM control mentioned
in the literature review, comparative experiments are also conducted to re-implement the PWM control
in the same house model as the proposed optimal control under same Qatar outdoor condition. The
implemented PWM control has an adjustable pulse-width based PID control structure. In this PWM
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control, the PWM period is constant while the duty ratio/pulse width is adjusted as a continuous
control variable to avoid the fast switching in the On-Off control. In addition, a PID module is added
to make the tracking control to converge in a smooth way with acceptable oscillation error. The PWM
control diagram is shown in Figure 14, and the period time of the PWM pulse is set as 500 s, which is
similar as the minimum period of the optimal control. The detailed AC control process variables such
as AC consumption power, period time and duty ratio are shown in Figure 15, and the temperature
control results are presented in Figure 16.

House thermal 
model 

PWM pulse 
generation

Outdoor 
temperture

PID Target indoor  
temperature +

-

Duty 
ratio

Indoor 
temperature

Figure 14. PWM control diagram.

Figure 15. Online optimal control variables and parameters.

Figure 15 shows a modulated pulse output of the AC control power, cost value, period time, and
duty ratios respectively. As can be seen from the plot of the AC power output, the AC consumption
power is fixed at rated 1500 W while the pulse width is variable due to different cooling loads. The cost
value plot also changes with time and shows a peak when the corresponding pulse width is the
shortest. This means that a high outdoor temperature generates a heavier cooling load and more
frequent AC On-Off switching actions and thus, the AC cooling overall cost is higher. From the period
plot, we can see that the period time shows a valley point which it corresponds the closet pulse. From
the duty ratio plot we can see that the duty ratio also reaches a peak point when the heavy load is
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highest. In a summary of all the plots, the results demonstrate that the control process can track the
ambient temperature change and respond with appropriate control action in a real-time manner.

Figure 16 shows that the optimization AC cooling results under a typical day in summer. From the
indoor temperature profile, we can see that the control scheme is effective to stabilize the indoor
temperature at 25 ◦C and be within the temperature fluctuation range although the curve is a little
offset from the target curve at some instances. From the outdoor temperature profile, we can see that
the outdoor temperature changes from 27 ◦C to 46 ◦C at a gap almost 20 ◦C, but the control process can
adaptively accommodate these variations by adjusting the control optimization parameters. Therefore,
it is demonstrated that the proposed scheme applies for a typical large-variation scenario.

In addition, Figure 16 also shows the temperature profile comparison between the PWM control
and the proposed optimal control. Both the PWM control and the optimal control can stabilize the target
indoor temperature at 25 ◦C, although the outdoor temperature changes in a large daily range of 20 ◦C.
The PWM control oscillates at the transition time of the outdoor temperature’s rapid change while the
proposed optimal control can accommodate this rapid transition in a smoother way. Moreover, the
rapid transition causes the PWM control taking a large range of oscillation (between 23 ◦C to 27 ◦C) to
converge into the target indoor temperature 25 ◦C, while the optimal control can stabilize at a smaller
range (between 24 ◦C to 26 ◦C). Through this comparison, it can be demonstrated that the optimal
control has a better control performance than the PWM control in both stabilization accuracy and
transition convergence speed.

Figure 16. Temperature control profile in a typical day with large temperature variations.

By investigating more details about the control variables of the control approaches, the power
profile for the optimal control and the PWM control is shown in Figure 17a,b, respectively. The
duty ratio profile of the PWM control is shown in Figure 17c. By comparing Figure 17a,b, it can be
concluded that the optimal control has less pulses than the PWM control, and the cost due to switch is
obviously reduced. From Figure 17c, we can see that the duty ratio is a continuous variable which
changes according to the outdoor temperature profile, which means that the PWM control can smooth
the transition in a better way that the conventional On-Off control, although it is not the optimum
comparing to the proposed optimum control.

Based on the fixed period value (500 s) and corresponding duty ratio sampling in each time
duration, the cost in terms of COP in (10) is calculated, and the cost comparison in the corresponding
time period is shown in Table 4. From the table, we can see the proposed optimal control has less cost
than the PWM control in each time duration, which means the proposed optimal control has a better
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control performance for multiple objectives, which consider both Coefficient of Performance, and AC
compressor weariness due to On-Off switching.

Figure 17. PWM control process variables.

Table 4. Cost comparison between PWM control and the proposed optimal control.

Time Duration Duty Ratio α(%) Cost of PWM Control Cost of Optimal Control

0 AM–2 AM 1 14.85 1.1420
2 AM–4 AM 11.76 7.77 1.1420
4 AM–6 AM 16.02 1.75 1.3436
6 AM–8 AM 37.90 4.59 2.0533
8 AM–10 AM 45.61 11.06 2.8456
10 AM–12 AM 64.68 6.26 5.3890
12 AM–2 PM 66.02 14.67 5.3890
2 PM–4 PM 61.07 112.89 3.0836
4 PM–6 PM 33.24 56.58 2.1577
6 PM–8 PM 19.01 10.07 2.5015
8 PM–10 PM 16.43 12.33 2.2423
10 PM–12 PM 17.02 29.89 1.3436

4.3.2. Case 2- Cases through Three Hot Seasons in Doha of Qatar

To demonstrate the validity of the proposed scheme under three hot seasons in Qatar, complete
yearly outdoor temperature data taken from our measurements, from June of 2018 to June of 2019,
were used. As can been from Figure 18, the outdoor temperature is fully or partially over 25 degrees
except from December to March. In other words, spring, summer, and autumn are all hot seasons in
Qatar. Thus, AC cooling is essential and the proposed optimization scheme can be applied. Considering
this diversity of the Qatar desert climate, profiles of three typical days in each season, which include
2019/8/6, 2018/11/6, 2019/5/6, were selected to validate the proposed scheme for the three seasons
of summer, autumn, and Spring, respectively.

As the hottest month of the year in Qatar, August is a typical for AC cooling scenarios due to its
high outdoor temperature and resulting cooling load. The validation results for the selected summer
day in August are presented in Figure 19. The outdoor temperature profile shows that it varies from
32 ◦C to 46 ◦C in one summer day, which means that the gap between peak point and valley point
is large and the AC needs to adaptively accommodate the corresponding time-variant cooling load.
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From the optimum temperature control profile, we can see that the oscillation period time at the peak
point of the outdoor temperature is the shortest because it needs to generate the highest cooling effort.
With 2-h interval time zone moving, the duty ratio and period time are both set as the best optimized
value by the offline optimizations. Although the profile is not always close to the central of the target
temperature of 25 ◦C, the temperature variation range is within 1 ◦C. This result demonstrates that the
proposed AC control scheme can achieve the optimal cooling effect within the comfort level need of
AC cooling.

Figure 18. Yearly Outdoor Temperature Profile from June of 2018 to June of 2019.

Figure 19. Optimal control for typical summer day in Aug of 2018.

The validation result for a typical autumn day, in November of 2018, is presented in Figure 20.
As shown in the outdoor temperature profile, it changes from 27 ◦C to 29 ◦C in one autumn season
day. This means that the gap during the same day is very small, and also, the cooling load is lighter
compared to summer days. From the optimum temperature control profile, we can see that the
oscillation period time is longer than the summer case because of the lighter cooling load. The control
profile is always kept to approach the target 25 ◦C with 1 ◦C variation range. These results demonstrate
the effectiveness of the proposed scheme during autumn days in Qatar.

The validation result for a typical spring day, in May of 2019, is shown in Figure 21. The outdoor
temperature changes from 27 ◦C to 37 ◦C in one spring season day. This means the gap during the
same day is smaller compared to summer days, and also the cooling load is changing quickly within
same day. From the optimum temperature control profile, we can see that the oscillation period time
is set with a very different value range because the cooling load is changing with large value range.
The control profile is a little off the target 25 ◦C due to the large variations of AC control parameter
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tuning, but it still satisfy the comfort level by approaching the target 25 ◦C within 2 ◦C variation range.
These results demonstrate the effectiveness of the proposed scheme under spring season days in Qatar.

Figure 20. Optimal control for typical autumn day in November 2018.

Figure 21. Optimal control for typical spring day in May of 2019.

Remark 3. Because of the significance of Qatar’s extremely hot weather conditions, AC Optimization and
control in this region is very different from other regions. Particular challenges such as large daily temperature
peaks, heavy cooling load through the year, AC Group Consumption peaks, and local resident electricity
consumption behaviours, also need to be considered. To address these challenges, effective optimization solutions
are supposed to be applied for multiple objectives but not only COP and switching cost. Therefore, the needed
optimization process will be more complicated, and accordingly, more advanced optimization theories such as
optimization feasible zone, and tools including cloud-computing and super-computing are needed for future
studies.

5. Conclusions

This paper presents a new optimal control strategy that improves existing conventional On-Off
control for air conditioning under the harsh desert climate of Qatar. The optimum AC control is
achieved based on an integration between off-line optimization and online adaptive control. The
optimization process involves the use of a multiple objectives methodology driven by a cost function
for maximum energy efficiency (COP) and minimized compressor weariness. This control scheme
offers a practical trade-off between online and off-line optimization methods where the multiple
objective optimization is achieved without excessive computational needs. By simulating several AC
cooling scenarios, based on our experimental weather data from the outdoor test facility at Qatar
Environment and Energy Research Institute, the resulting performance is very promising. More
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optimization objectives and factors such as sizing AC unit numbers, AC power fluctuations and impact
to grid will be considered for future work.
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27. Martinčević, A.; Vašak, M.; Lešić, V. Model predictive control for energy-saving and comfortable
temperature control in buildings. In Proceedings of the IEEE 2016 24th Mediterranean Conference
on Control and Automation (MED), Athens, Greece, 21–24 June 2016; pp. 298–303.

28. Xu, M.; Li, S. Practical generalized predictive control with decentralized identification approach to HVAC
systems. Energy Convers. Manag. 2007, 48, 292–299. [CrossRef]

29. Silva, J.M.; Godina, R.; Rodrigues, E.M.; Pouresmaeil, E.; Catalão, J.P. Residential MPC controller
performance in a household with PV microgeneration. In Proceedings of the 2017 IEEE Manchester
PowerTech, Manchester, UK, 18–22 June 2017; pp. 1–6.

30. Ascione, F.; Bianco, N.; De Stasio, C.; Mauro, G.M.; Vanoli, G.P. A new comprehensive approach for
cost-optimal building design integrated with the multi-objective model predictive control of HVAC
systems. Sustain. Cities Soc. 2017, 31, 136–150. [CrossRef]

31. Péan, T.; Costa-Castelló, R.; Salom, J. Price and carbon-based energy flexibility of residential heating and
cooling loads using model predictive control. Sustain. Cities Soc. 2019, 50, 101579. [CrossRef]

32. Al-Azb, M.; Cen, Z.; Ahzi, S. Air-Conditioner On-Off optimization Control under Variant Ambient
Condition. In Proceedings of the IEEE 2018 6th International Renewable and Sustainable Energy Conference
(IRSEC), Rabat, Morocco, 5–8 December 2018; pp. 1–5.

c© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

157





energies

Article

Designing Intelligent MIMO Nonlinear Controller
Based on Fuzzy Cognitive Map Method for Energy
Reduction of the Buildings

Farinaz Behrooz 1,*, Rubiyah Yusof 1,2, Norman Mariun 3,4, Uswah Khairuddin 1,2 and

Zool Hilmi Ismail 1,2

1 Malaysia -Japan International Institute of Technology (MJIIT), Universiti Teknologi Malaysia,
Kuala Lumpur 54100, Malaysia

2 Centre for Artificial Intelligence and Robotics (CAIRO), Universiti Teknologi Malaysia, Kuala
Lumpur 54100, Malaysia

3 Department of Electrical and Electronic Engineering, Faculty of Engineering, University Putra Malaysia,
Serdang 43400, Selangor, Malaysia

4 Centre for Advanced Power and Energy Research, Faculty of Engineering, University Putra Malaysia,
Serdang 43400, Selangor, Malaysia

* Correspondence: fery_behrooz@yahoo.com; Tel.: +60-10-4315144

Received: 27 May 2019; Accepted: 9 July 2019; Published: 16 July 2019
��������	
�������

Abstract: Designing a suitable controller for air-conditioning systems to reduce energy consumption
and simultaneously meet the requirements of the system is very challenging. Important factors
such as stability and performance of the designed controllers should be investigated to ensure the
effectiveness of these controllers. In this article, the stability and performance of the fuzzy cognitive
map (FCM) controller are investigated. The FCM method is used to control the direct expansion
air conditioning system (DX A/C). The FCM controller has the ability to do online learning, and
can achieve fast convergence thanks to its simple mathematical computation. The stability analysis
of the controller was conducted using both fuzzy bidirectional associative memories (FBAMs) and
the Lyapunov function. The performances of the controller were tested based on its ability for
reference tracking and disturbance rejection. On the basis of the stability analysis using FBAMS
and Lyapunov functions, the system is globally stable. The controller is able to track the set point
faithfully, maintaining the temperature and humidity at the desired value. In order to simulate the
disturbances, heat and moisture load changed to measure the ability of the controller to reject the
disturbance. The results showed that the proposed controller can track the set point and has a good
ability for disturbance rejection, making it an effective controller to be employed in the DX A/C system
and suitable for a nonlinear robust control system.

Keywords: intelligent control (IC); fuzzy cognitive map (FCM); direct expansion air-conditioning
(DX A/C); nonlinear; coupling effect; MIMO; stability analysis; Lyapunov function; fuzzy bidirectional
associative memories (FBAMs)

1. Introduction

Heating, ventilating, and air-conditioning (HVAC) systems are a major cause of energy
consumption in the building automation systems (BAS). Because of the depletion of energy sources in
the world and the worsening fuel crisis, the need for advanced, improved control systems designs
aimed at less energy usage and better performance are becoming a significant challenge for control
engineers [1]. Because of the critical influence of HVAC systems on energy and power consumption,
it is imperative to be familiar with the operation as well as the structure of HVAC systems [2].
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Nowadays, the use of different controllers on HVAC systems is considered as an important issue, with
the aim of increasing the system performance, by reason of their high installation demand in buildings
and their huge energy consumption.

The direct expansion air-conditioning (DX A/C) system is considered as a subgroup of HVAC
systems. The mentioned system has two types of units, window units and split units, which are
frequently employed in small- to medium-sized buildings by reason of having a simple configuration,
low cost maintenance, and higher energy efficiency [3,4].

According to the authors of [2], energy efficacy and indoor thermal conditions are the main
objectives one needs to take into account when designing HVAC or A/C systems. Because of the
complicated features of HVAC and A/C systems, attaining the mathematical model of HVAC and
air conditioning systems is intricate and difficult. Likewise, designing an appropriate controller
becomes a big challenge [5,6]. HVAC system is a multiple-Input and multiple-output (MIMO) system,
sometimes with coupled parameters [7]. Moreover, it is a complex nonlinear system, which makes
deriving the exact mathematical model a challenging task [3]. Consequently, the control system must
be able to deal simultaneously with cross-coupling effects, nonlinearity, and uncertainty of the system.
The high energy consumption of these systems calls for an intelligent control system that can adjust
the parameters according to the systems’ demands, so that it could prevent energy loss and balance
between the energy consumption and thermal comfort. Needless to say, an appropriate controller
could prevent a significant amount of energy loss [8]. However, designing a suitable controller for
the air conditioning system as a nonlinear, complex MIMO system with coupled parameters is still a
challenging task [8]. According to the authors of [9], a small increase in system operating proficiency
causes major energy savings. Therefore, various studies have investigated different control methods
and optimizations in the HVAC areas.

In the case of the DX A/C system, although one can utilize single-input and single-output (SISO)
control approaches to control each parameter separately, by decoupling the effects of control variables,
yet it degrades the performance of the system [10]. For solving the aforementioned problems and
improving the system performance, the control of the DX A/C system can be viewed as a MIMO control
system [4]. However, based on the literature, MIMO control systems have mostly been employed
on the linearized model of the systems. Thus, the control system is locally stable. In other words,
the controller has the ability to stabilize the system around a certain operating point, and stability
of the system is not guaranteed outside of a small vicinity of the operating point [11]. Therefore,
nonlinear control techniques have been introduced into the DX A/C systems [12,13]. Owing to the
complexity and uncertainty of the system, the application of nonlinear control techniques to the
system is limited. Complicated mathematical analysis, stability analysis, and the need for the entire
states are some aspects that hinder the use of nonlinear control methods [13]. Feedback linearization,
Lyapunov stability theory, and adaptive control are some of the approaches that have been applied to
the system [14].

Some other control methods like model predictive control (MPC) are successfully applied in this
field, but it is necessary to identify a suitable model for the system [15] and installation could be
expensive. This means that an accurate dynamic model from the system is required and, considering
the uncertainties, makes the problem very difficult to solve.

On the other hand, conventional controllers like a proportional-integral-derivative (PID) controller,
usually implemented in a feedback control scheme, are the most applied controllers in this area
because of the simplicity of the control law and easy implementation in continuous-time [16–18].
The feedback control scheme depends heavily on feedback sensors, which have some disadvantages
such as cost, reliability, and noise, which can affect the output of the system. Moreover, control
systems using PID controllers usually have overshoot or undershoot, which means they put sudden
pressure on the actuators and reduce the actuators performance over time. This method suffers from
disadvantages such as long testing times and limited performance. Tuning the parameters of the
controller is cumbersome, and choosing the improper gains of PID controllers can cause the system to
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be unstable [19]. Considering the above mentioned challenges, a simple control method that can deal
with the complexity of the system and be practically feasible is of interest.

2. Construction of the DX A/C System

The DX A/C system is constructed from two parts, including an air-distribution subsystem
and DX refrigeration plant [3]. The refrigeration plant contains a condenser, oil separator, DX
evaporator, electronic expansion valve (EEV), receiver, and variable speed compressor. The structure
of air-distribution sub-system is composed of an air conditioned room, ductwork, and centrifugal
supply fan (variable-speed) [3]. This system is characteristically complex, time varying, and nonlinear,
with very effective coupled parameters of supplied air humidity and temperature in the evaporator.
Controlling this system was done by varying the speed of the motor compressor and speed of supply
fan, in order to attain the preferred humidity and temperature. Figure 1 shows the diagram of the DX
A/C framework.

Figure 1. Direct expansion air-conditioning (DX A/C) framework. EEV, electronic expansion valve.

The system mathematical model is extracted from the mass and energy balance conservation
principals and the dynamic system equations [3]. The working fluid of the refrigeration plant is
Refrigerant 22 (R22), which operates on the basis of the vapor compression cycle’s principle [20,21].
On the basis of the work of [3], the evaporator acts as an air cooling coil to simultaneously dehumidify
and cool down the passing air through the evaporator. The emerging moisture and temperature content
to the air side of the DX evaporator are W2 and T2, respectively, by the no fresh air assumption [22].
The passing air temperature through the evaporator has declined to the T3 value along the dry-cooling
section [3]. Because of the small area of the dry-cooling section, the entire evaporator wall temperature
could be assumed to have the same temperature (Tw). Equation (1) is obtained using the energy balance
principle for the dry-cooling section [3].

CpρVh1

(
dT3

dt

)
= Cpρ f (T2 − T3) + α1A1(Tw −

(
(T2 + T3)

2

)
(1)
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The temperature of evaporator tube wall is shown by Tw. The airflow rate is f. The volume of
the dry-cooling section is illustrated by Vh1, and the area of the heat transfer for dry-cooling region
is demonstrated by A1. Oppositely, the heat transfer and the sensible heat transfer obtained in the
wet-cooling section between the evaporator wall and air. It is worth mentioning that the coupling
effect of air cooling and air dehumidification mostly occurs in the wet-cooling section. The supplied
air temperature by evaporator is shown by T1, the wet-cooling section volume is Vh2, the wet-cooling
section area in air side is A2, and the vaporization of water’s latent heat is shown by hfgh. Thus,
the wet-cooling section energy balance is attained as follows:

CpρVh2

(
dT1

dt

)
+ ρVh2h f gh

(
dW1

dt

)
= Cpρ f (T3 − T1) + ρ f h f gh(W2 −W1) + α2A2

(
Tw − (T3 + T1)

2

)
. (2)

The DX evaporator outlet supply air is assumed to be 95% saturated. As a result, the coupled
supplied air humidity and air temperature by evaporator could be extracted using curve fitting and
plotting [3,4] as follows: (

dW1

dt

)
− (2× 0.0198T1 + 0.085)

(
dT1

dt

)
= 0. (3)

As the division of the refrigerant side and air side is the evaporator wall, and because of the
considerable different thermal inertia of the air and refrigerant, dynamics responding to changes
on the refrigerant side are considerably faster than on the air side. In other words, it is quite time
consuming for a full response on the air side compared with the refrigerant side. Consequently, using
the same mass flow rate assumption for both inlet refrigerant to evaporator and outlet refrigerant from
evaporator, the energy balance equation of the evaporator wall can be considered as follows:

(
CpρV

)
w

(
dTw

dt

)
= α1A1

((T2 + T3

2

)
− Tw

)
+ α2A2

((
(T3 + T1)

2

)
− Tw

)
− (sVcom)

vs(
Pc
Pe
)

1
β

(hr2 − hr1). (4)

The calculation of the rotor compressor swept volume (Vcom) was done by applying the geometric
parameters of compressor. The parameter s is speed of motor compressor and superheated refrigerant
specific volume is vs. According to the energy conservation principle for the air-conditioned room,
the sensible energy balance equation is as follows:

CpρV
(

dT2

dt

)
= Cpρ f (T1 − T2) + Qspl + Qload. (5)

The feedback of air temperature (T2) and air humidity (W2) from the air-conditioned room are
considered equal to the thermal condition of the air-conditioned room. The volume of the flow rate is
demonstrated by f. The supply fan heat gain is shown by Qspl. The volume of the air-conditioned room
is V, and sensible load of room is illustrated by Qload. Referring to the temperature, by increasing the
air flow rate, the supply fan heat gain increases as follows:

Qspl = Kspl f . (6)

On the other hand, for humidity, the air-conditioned room’s moisture mass balance is as follows:

ρV
(

dW2

dt

)
= ρ f (W1 −W2) + M. (7)

The humidity load generation in the air-conditioned room is M. According to the authors of [3],
Equations (1)–(5) and (7), which are all first order differential equations, could form the dynamic model
of the DX A/C system. On the basis of the work done by Qi [22], Equations (1)–(7) are used as a dynamic
mathematical model of the experimental DX A/C system and have been experimentally validated.
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Hence, these equations can be used as the DX A/C system model to design a multivariable control
system. In order to design the multivariable nonlinear controller on the DX A/C system, the mentioned
differential equations should be re-written in the state-space format. Therefore, the state-space form of
the model can be expressed in the following compact format:

.
X = D−1·g1(X, U) + D−1·g2(Z). (8)

The state variables are as vector X, (X = [T1; T2; T3; Tw; W1; W2]
T ), control variables are as

vector U, (U = [ f , s]T), and disturbances of the system are as vector Z, (Z = [Qload; M]T). g1 and g2

are functions defined as follows:

g1(X, U) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Cpρ f (T3 − T1) + ρ f h f gh(W2 −W1) + α2A2
(
Tw − T3+T1

2

)
Cpρ f (T1 − T2) + Kspl f

Cpρ f (T2 − T3) + α1A1
(
Tw − T2+T3

2

)
α1A1

(T2+T3
2 − Tw

)
+ α2A2

(T3+T1
2 − Tw

)
− (sVcom)

vs( Pc
Pe )

1
β
(hr2 − hr1)

0
ρ f (W1 − W2)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

g2(Z) =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0
Qload

0
0
0
M

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

D =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

CpρVh2 0 0 0 ρVh2h f gh 0
0 CpρV 0 0 0 0
0 0 CpρVh1 0 0 0
0 0 0 (CpρV)w 0 0

−(2×0.0198T1 +0.085)
1000 0 0 0 1 0

0 0 0 0 0 ρV

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

3. Open Loop Response of the Linearized Model of the System

With the purpose of model validation, the results of the open loop system with step input for
the fan flow rate as well as for compressor speed were compared to the same results of the work
of [22]. The results of [22] are based on the experimental model of the DX A/C system, in which
the experimental results were compared with the simulation results of the system according to the
extracted dynamic mathematical model of the system. According to the results of [22], the dynamic
mathematical model of the system was validated and represented as a multivariable control-oriented
modelling of a direct expansion (DX) air conditioning (A/C) system. In this work, the open loop
simulation results of the DX A/C model based on the dynamic mathematical equations of the system
are compared to the simulation and experimental results of the same model, which was done by the
authors of [22]. First, the results of the step response for the fan flow rate were compared. At 290 s,
the fan flow rate decreased by changing the speed of the fan motor from 2448 rpm to 2160 rpm or from
41 Hz to 36 Hz. The block diagram of the open loop system in response to a step change in fan flow
rate is indicated in Figure 2.
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Figure 2. Block diagram of the open loop in step response of fan flow rate.

The results of Figure 3 show that the temperature of the air-conditioned room after 290 s started to
increase to 24.15 ◦C and stabilized at 600 s. By reducing the fan flow rate, the effect of the flow rate of
the fan on declining the temperature of the room decreased. As is clear from Figure 3, the temperature
of the air conditioned room (T2) by decreasing the speed of the fan and, consequently, decreasing
the flow rate of the fan, started to increase from 24 ◦C at 290 s to 24.15 ◦C and stabilized at 600 s and
remained stable in this condition.

Figure 3. Open loop redo simulation result of air conditioned room temperature in step response of fan
flow rate.

Also, the results of Figure 4 indicate that the humidity ratio of the air conditioned room after
290 s declined from 0.01130 kg/Kg to 0.01113 kg/Kg and remained stable after 600 s. As the humidity
of the air-conditioned room is affected less by varying the fan flow rate, by reduction of the fan
flow rate, the humidity of the air-conditioned room was affected more by compressor speed, and
consequently decreased.

Figure 4. Open loop redo simulation result of air conditioned room humidity ratio in step response of
fan flow rate.
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In the next step, the results of the step input for the compressor speed were investigated. The block
diagram of the open loop system in step response of compressor speed is illustrated in Figure 5.

Figure 5. Schematic diagram of the open loop in step response of motor compressor speed.

At 400 s, the speed of compressor increased from 3960 rpm to 4488 rpm or from 66 Hz to 75 Hz.
The results of Figure 6 display the temperature of the air-conditioned room. Because of the increasing
speed of the compressor at 400 s, as is obvious in Figure 6, the room temperature decreased from 24 ◦C
to 23.75 ◦C and was maintained. In addition, the results of Figure 7 illustrate that the humidity ratio of
the air-conditioned room. As is obvious from Figure 7, by increasing the compressor speed at 400 s,
the humidity of the room reduced from 0.0113 kg/Kg to 0.0111 kg/Kg and stabilized after 500 s.

Figure 6. Open loop redo simulation result of air conditioned room temperature in step response of
compressor speed.

The comparison between results by [22] and simulation results of this work shows that the
dynamic mathematical model used in this research has almost similar behavior to the experimental
model and validated simulation model in the work of [22]. Thus, the mathematical model used in this
work represents the experimental model of the DX A/C system.
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Figure 7. Open loop redo simulation result of air conditioned room humidity ratio in step response of
compressor speed.

4. Fuzzy Cognitive Map

The development of technologies increases complex and nonlinear behaviours in the systems.
Therefore, the requirement for new methods for analysing the systems is feasible [23]. The fuzzy
cognitive map (FCM) method has been used in various areas such as economy, virtual reality simulation
in place of expert systems [24], sociology, or knowledge-based expert systems with the purpose of
analysing the complex systems [25]. The developed cognitive maps method was first presented and
used for modelling the causal relationship among the concepts by the authors of [25,26]. Prior to that,
this method was introduced by a political scientist [27], for decision making in the social sciences and
political areas. The mechanism of this method is based on replacing the actual values of concepts
with fuzzy values [28–30]. On the basis of a specified scenario, the fuzzy-graph structure of FCM
illustrates the parameters of the system by nodes or concepts, and the system characteristics, condition,
and effects of parameters on each other are depicted by causal reasoning [25,26,31]. In actual fact,
the structure of the FCM method works based on the combination of fuzzy logic and neural networks
methods. The robust properties of both methods are evident in the FCM method [28,31].

The FCM structure is formed according to the requested outcome from the system [28].
Consequently, the FCM method has the potential to form as a nonlinear MIMO control system
possibly even with some coupled parameters. Choosing the required and effective parameters from the
system as nodes and assigning the suitable weights among them leads to the design of a convenient
controller for the HVAC or A/C system. This method is able to keep the structure of the system like
MIMO, as well as coupled parameters; accordingly, an improvement in the accuracy and sensitivity of
the controller can be obtained. Moreover, application of this control method on the nonlinear dynamic
model of the system makes the results as similar as possible to the real results from the actual system.
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FCMs consist of concepts or nodes and edges between the nodes. The mathematical structure of
FCM contains a 1 × n state vector (C) (it includes the values of the nodes) and an n × n weight matrix
(Wij) (it includes the relationship between concepts), and the number of the nodes is shown by n [32].
The value of every concept depends on the related concepts, with their weights and the concept’s
previous value. Value of nodes (Ci) at a particular time reflect the activation degree of nodes in the
system. The nodes values are attained by transformation of the real values of concepts into the interval
[0, 1]. Edges between the nodes (Wij) show the influence of each node on the other ones. Each weight
gets a value in the range from −1 to 1 [31,33]. Wij > 0 shows the same effect of Ci value on Cj value.
Wij = 0 depicts no relationship between Ci and Cj. Wij < 0 shows an opposite effect of Ci value on Cj
value [23,28,31,33]. Figure 8 indicates the diagram of the FCM method as a graph structure.

Figure 8. Schematic of the fuzzy cognitive map (FCM) method.

5. MIMO Nonlinear Controller Based on FCM Method

In order to design the controller for the DX/AC system according to the FCM method, the required
concepts can be defined as follows [34]:

Concept 1: supply air temperature by evaporator (T1).
Concept 2: air conditioned room’s temperature (T2).
Concept 3: supply humidity by evaporator (W1).
Concept 4: air conditioned room’s humidity (W2).
Concept 5: supply fan flow rate (f ).
Concept 6: compressor speed (S).
In spite of the advantageous of FCMs in design to control the complicated and complex nonlinear

systems, the most considerable weak point of FCMs is their potential to converge to the undesired
steady state. Thus, the initial weights were defined based on the predetermined information of the
system around an operating point. Thus, to allocate proper initial weights for the FCM network,
the generalized predictive control (GPC) method was chosen to find the minimum required values
for control signals, which is suitable for the MIMO structure [20]. The relationships of concepts 1 to
4 were extracted from the direct and indirect relationships between the concepts in the linearized
model of system. In other words, the matrixes A and B of the linearized model were applied to
describe the concept weights. For the concepts where the relationship exists directly in matrix A
and B, the mentioned values were used as a direct relationship. For the other concepts with zero
values, the indirect relations with the other concepts were considered and employed. For the actuators
concepts, the relationships of them with other concepts are defined on the basis of the K matrix
calculation for the GPC model of the system. As the DX A/C system is MIMO, the steady space model
of the system was employed for finding the K matrix of the GPC model [31]. Regarding the use of
these values as weights for the FCM method, they have to be normalized to the range of [−1, 1] [34].

167



Energies 2019, 12, 2713

Thus, the linearized dynamic model of the DX A/C system in state-space representation, which is more
appropriate for designing MIMO control, can be written as Equation (9):

⎧⎪⎪⎨⎪⎪⎩
·

X = Ax + Bu
y = Cx + d

, (9)

where the output variables y = [ dT2, dW2 ]
T are the dynamic deviations of air-conditioned room

temperature and humidity from their set points, respectively; and A, B, and C are the coefficient
matrices. According to the GPC method, the compact prediction notation is Equation (10) [35].

x→k+1
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A
A2

...
An

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸�︷︷�︸

Px

xk +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

B 0 · · · 0
AB B · · · 0

...
...

. . .
...

An−1B An−2B · · · B

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸������������������������������︷︷������������������������������︸

Hx

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uk|k
uk+1|k

...
uk+n−1|k

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸��������︷︷��������︸

u→

x→k+1
= Pxxk + Hx u→k

. (10)

The output predictions follow a similar method, as shown in Equation (11). The Px depends on
past and the Hx depends upon decision variables [35].

y
→k+1

=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

CA
CA2

...
CAn

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸���︷︷���︸

P

xk +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

CB 0 · · · 0
CAB CB · · · 0

...
...

. . .
...

CAn−1B CAn−2B · · · CB

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸������������������������������������︷︷������������������������������������︸

H

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uk|k
uk+1|k

...
uk+n−1|k

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸��������︷︷��������︸

u→

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

dk
dk
...

dk

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸︷︷︸

Ld

y
→k+1

= Pxk + Ldk + H u→k
. (11)

These are defined relative to an expected steady-state. Implicitly, their values assume a best
estimate of the system disturbance, and of course knowledge of the desired target.

r = yss = Cxss + dk; xss = Axss + Buss;
∧
xk = xk − xss;

∧
uk = uk − uss;

∧
xk = 0
∧
uk = 0

⎫⎪⎪⎬⎪⎪⎭⇒ ∧
xk+1 = A

∧
xk + B

∧
uk = 0;

The predictions are given as Equation (12) [35]:

e→ =
∧
y
→k+1

= Px
∧
xk + Hk

∧
u→k

. (12)

Finally, by minimising the performance index and rewriting in terms of the actual state and input,
one gets Equation (13) [35]:

uk − uSS = −ET
1 [H

T
x QHx + R]

−1
HT

x QPx︸���������������������������︷︷���������������������������︸
K

[xk − xSS]. (13)
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By minimizing the (uk − uss), the least control efforts to reach to the defined set points are calculated.
Equations (14)–(16) show the finalized equations for finding the minimization of performance index.
Entire values should normalize into the interval [−1, 1].

Xk+1 −Xss = A( Xk −Xss ) + B (uk − uss) (14)

Yk −Yss = C( Xk − Xss) (15)

uk − uss = −K( Xk − Xss) (16)

Table 1 shows the numerical values and operating point of the DX A/C system based on the works
of [3,4,22,34], which are used for making the matrices A, B, C, and K using the GPC method for weight
matrix values between the concepts [34].

Table 1. Operating condition and numerical values of the system.

T1 13.25 ◦C W2 11.35 g/kg dry air W1 9.03 g/kg dry air

T2 24 ◦C pc 1.812 × 106 pa Qload 4.49 kw

T3 17 ◦C pe 0.486 × 106 pa s 3960 rpm

Tw 13 ◦C M 0.96 Kg/s f 0.347 m3/s

A1 4.14 m2 Cp 1.005 Kj/kg V 77 m3

A2 17.65 m2 ρ 1.2 kg/m3 hfgh 2450 Kj/kg

The links among concepts are as follows [34]:
Connection 1: Connection of concept 1 (T1) to concept 1 (T1) with negative effect.
Connection 2: Connection of concept 1 (T1) to concept 3 (W1) with positive effect.
Connection 3: Connection of concept 1 (T1) to concept 4 (W2) with positive effect.
Connection 4: Connection of concept 1 (T1) to concept 5 (f ) with positive effect.
Connection 5: Connection of concept 1 (T1) to concept 6 (S) with positive effect.
Connection 6: Connection of concept 2 (T2) to concept 1 (T1) with positive effect.
Connection 7: Connection of concept 2 (T2) to concept 2 (T2) with negative effect.
Connection 8: Connection of concept 2 (T2) to concept 5 (f ) with negative effect.
Connection 9: Connection of concept 2 (T2) to concept 6 (S) with positive effect.
Connection 10: Connection of concept 3 (W1) to concept 1 (T1) with positive effect.
Connection 11: Connection of concept 3 (W1) to concept 6 (S) with positive effect.
Connection 12: Connection of concept 4 (W2) to concept 3 (W1) with positive effect.
Connection 13: Connection of concept 4 (W2) to concept 4 (W2) with negative effect.
Connection 14: Connection of concept 4 (W2) to concept 5 (f ) with negative effect.
Connection 15: Connection of concept 4 (W2) to concept 6 (S) with positive effect.
Connection 16: Connection of concept 5 (f ) to concept 1 (T1) with positive effect.
Connection 17: Connection of concept 5 (f ) to concept 2 (T2) with negative effect.
Connection 18: Connection of concept 5 (f ) to concept 3 (W1) with positive effect.
Connection 19: Connection of concept 5 (f ) to concept 4 (W2) with negative effect.
Connection 20: Connection of concept 5 (f ) to concept 5 (f ) with positive effect.
Connection 21: Connection of concept 6 (S) to concept 1 (T1) with positive effect.
Connection 22: Connection of concept 6 (S) to concept 2 (T2) with positive effect.
Connection 23: Connection of concept 6 (S) to concept 3 (W1) with positive effect.
Connection 24: Connection of concept 6 (S) to concept 4 (W2) with positive effect.
Connection 25: Connection of concept 6 (S) to concept 6 (S) with positive effect.
Figure 9 illustrates the graph structure of the controller [34].
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Figure 9. Schematic of graphical structure of the FCM controller.

This graphical structure of the controller follows the simple mathematical model of FCM, which
contains a 1×n state vector (C), which is the values of the n concepts, and an n × n weight matrix, which
is the weights (Wij) between the concepts. The number of concepts is six [32,34,36]. On the basis of the
construction of FCMs, all nodes’ real values are normalized in the range [0, 1] by Equation (17) as a
transformation mechanism. Next, Equations (18) and (19) are employed for calculation of concepts
activation level (Ci) for every concept [23,32,34,36]. Lastly, Equations (18) and (19) were continued
until the values do not change at all, and the control signal values were defuzzified and applied to the
actuators [34].

g(Si
t)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

0,
(Si

t − ai)/(2(mi − ai)),
0.5 + (Si

t −mi)/(2(bi −mi)),
1,

i f Si
t < ai

i f ai ≤ Si
t < mi

i f mi < Si
t ≤ bi

i f Si
t > bi

(17)

Cnew
i = f

(
ΣCold

j ×Wij
)
+ Cold

i (18)

f (x) =
1

(1 + e−λx)
(19)

The detected values of the ith state at time t, max, min, and mean are shown by St
i , bi, ai, and mi,

respectively. Cnew
i depicts the activation level of concept i at time t + 1 and Ccold

j discloses the activation
level of concept j at time t. The threshold function is shown by f.

FCM has been widely used in practice, mainly owing to its capabilities to deal with complex
nonlinear systems. On the other hand, crucially big steady state error is one of the disadvantages
of the FCM technique. To solve the aforementioned problem, one can deploy learnability of FCM.
Updating the weights by applying supervised learning techniques on FCM makes the FCM technique
more practical for online real-time control problems. Herein, the following supervised δ learning rules
were chosen:

Wij(K + 1) = Wij(K) + ΔWij(K), (20)

ΔWij(K) = ηAi(K)Cj(K)
(
1−Cj(K)

)(
dj −Cj(K)

)
. (21)

The expected value of input node j is dj; the state value of the nodes connected to this input node
is Ci; the state value of input node j is Cj; the learning rate is η, which it is in the range [0, 1]; and the
iteration step is K. The concepts’ preferred values should be placed in matrix d.
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6. Stability Analysis of Fuzzy Cognitive Map Method

On the basis of the work of [37], the stability analysis test for the FCM method as a core control
method on complex nonlinear MIMO systems should be done by considering the FCM as a one layer
network fuzzy bidirectional associative memories (FBAMs). In other words, it can be taken into
account as a special case of FBAMs, which has a one-layer network rather than a two-layer network.
The FBAM is a two-layer neural network with two layers of X and Y, where matrix P displays the
connection matrix from X layer to Y layer, and R matrix specifies the connection matrix from Y layer to
X layer. The number of fuzzy neurons are shown by n and m in the layers of X and Y, respectively.
The stability analysis of FBAMs is justified by applying the triangular norms [38]. Triangular norms
(T-norms) and T-conorm (S-norm) generalize the AND operation and the OR operation for fuzzy
system respectively. Any FBAM based on the S-T composition is globally stable, if and only if the
FBAMs are globally stable when the connection matrices are based on the max-T composition, and the
product of S-T composition of them is convergent to the max-T composition. This means that global
stability of FBAMs is dependent on the matrix power convergence. In contrast, FCM is a one-layer
network with one weight matrix. By decomposing the weight matrix (W) to the two triangular matrices,
it can be transferred to the two layer structure for stability analysis as follows [37]:

W = L·U. (22)

The FCM weight matrix can be decomposed by the LU factorization method or the Gaussian
elimination method. These methods show the matrix W, which is square, as a product of a permutation
of a lower triangular matrix (L), with ones on its diagonal and an upper triangular matrix (U). If diagonal
elements of L or U are non-zero, then such a factorization is unique for the given W. For being factorized
into two matrices L and U, the weight matrix W for the given FCM must satisfy the following condition.
As the weight matrix is a fuzzy matrix, it always has non-zero elements because of the interconnection
of the parameters and its influence directly and indirectly through the other parameters on each other
and, accordingly, non-zero principal minors. Thus, it can always be decomposed into two triangular
matrices. By transforming the FCM structure to two-layer as layer G and layer H, the relationship
between the layers is presented by two factorized matrices. The L matrix indicates the relationship
between layer G and layer H, and the U matrix shows the relationship between layer H and layer G.
Both layers have the same number of concepts as FCM concepts. Figure 10 illustrates the transformation
of the FCM method to two-layer as layer G and H [37].

Figure 10. Transformation of the FCM method to two layers.
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The new style of FCM is written as follows:

{
G(k+1) = (G(k) · L) ·U
H(k+1) = (H(k) ·U) · L . (23)

For FCM stability analysis, a specific T-norm should exist, which is obtained from the S-T
composition of the triangular matrices from decomposition of the weight matrix. For this matter,
this T-norm should be equal to the original weight matrix. If this S-T composition exists, the FCM
is globally stable. The product of the S-T composition for two matrices L = (lij)m×p and U = (uij)p×n

should be as follows [37]:
L � U = (w'ij), (24)

where
w'ij = (li1Tu1j)S(li2Tu2j)S...S(lipTupj). (25)

In other words, the following steps should be done for the stability analysis of FCMs:
1. Factorization of weight matrix to L and U matrices;
2. Getting a product of S-T composition for L and U matrices based on Equation (25);
3. If such an S-T composition exists for the L and U matrices, which is equal to W, then the

assumed FCM structure is globally stable; otherwise, the proposed stability method cannot solve the
stability problem of the assumed FCM method [37].

Following the above processes and the values from Table 1, the weight matrix and factorization
to the matrix L and U for the proposed designed controller are as below. Accordingly, the designed
controller is globally stable.

W =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.279 0.9 0.6 0 0.9295 0.94095
0 −0.9 0 0 −0.26662 0.2267

0.63795 0 0 0.45 0.7707 0.85448
0.63795 0 0 −0.9 −0.7707 0.99689
0.4238 −0.417 0 −0.7 1 0
0.3471 0.4686 0.84 0.98 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

L =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−0.43734 0 0 0 0 0
0 1 0 0 0 0
1 0 0 0 0 0
1 0 0 1 0 0

0.66432 0.46333 0 0.73996 0.98796 0
0.54409 −0.52067 1 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

U =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.63795 0 0 0.45 0.7707 0.85448
0 −0.9 0 0 −0.26662 0.2267
0 0 0.84 0.73516 −0.55815 0.65312
0 0 0 −1.35 −1.5414 0.14241
0 0 0 0 1.7735 1.0402
0 0 0 0 0 −1.8057

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Proof of stability analysis by the Lyapunov direct method can be written as below for the fuzzy
cognitive map control method. Lyapunov design refers to the synthesis of control laws for the desired
closed-loop stability properties, using the Lyapunov function for the mentioned nonlinear control
system as follows [39,40]:

.
x = f (x; u(x)), (26)
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where x ε Rn is the state and u ε Rm is the control input. As a result, Equation (11) can be written in the
following form [41]:

Ci(x)
{

Ci = f (
∑

Cj(x)wij(x)),
Ci(x) = f (Ci(x− 1) +

∑
Cj(x)wij(x)),

f or x = 0
f or x � 0

. (27)

The f(x) is the unipolar sigmoid threshold function as Equation (15), which squashes the values in
the range of 0 to 1. As the fuzzy cognitive map is a nonlinear dynamical system, the system operates
in the form of dynamics. As a result, the system can be evaluated in the way of the energy function
reduction direction, and it reached a stable state. Therefore, a Lyapunov function for fuzzy cognitive
map, which is called the energy function, by considering the f function as the S shaped continuous
function like Equation (15), can be written as follows [41]:

E(t) = −1
2

n∑
i=1

n∑
j=1

wij fi(x) f j(x) −
n∑

i=1

∫ fi(x)

0
f−1 (x)dx. (28)

As for the activation function f(x), the S-type threshold function is used. The energy function is
bounded defined above, consequently, only proving of the dE

dx will show the stability of the system.

dE
dt

=
n∑

i=1

∂E
∂ fi(x)

∂ fi (x)
∂t

(29)

The partial derivative is extracted from Equation (24) as follows:

∂E
∂ fi (x)

= −
n∑

j=1

wij fj(x) + f−1(x). (30)

By combining Equations (29) and (30), Equation (29) can be rewritten as follows:

dE
dt

= −
n∑

i=1

(
n∑

j=1

wij fj(x)
d fi(x)

dt
+

(d fi(x)
dt

)2

. (31)

Because of the choice of the S-type threshold function, which is monotonic type as an activation
function, the function is increasing. It is clear that its inverse function f−1(x) is also a monotonic type

and increasing function. Therefore, the value
d fi(x)

dt ≥ 0, so that dE
dt ≤ 0. It is proven that the fuzzy

cognitive map must be stable based on Lyapunov’s theory [39,40].

7. Performance Analysis Test and Results

In order to performance validation of the designed control system, two performance measures
are taken into account, namely reference tracking and disturbance rejection. Simulation was
done in MATLAB/Simulink (R2017b, The MathWorks, Inc, Natick, MA, USA) and the results are
presented below.

7.1. Reference Tracking

The reference tracking results emphasize the ability of the controller to stabilize the system to the
new reference signal. To mimic tropical regions (i.e., Malaysia conditions), the mean temperature of
30 ◦C and mean humidity ratio of 80% were chosen for this simulation. The results clearly show that the
comfort temperature and humidity based on tropical countries standards are obtained by the designed
control system. Figure 11 displays the actual and reference of the air-conditioned room temperature.
The reference temperature changed from 25 ◦C to 23 ◦C at 1300 s. The set initial room temperature is
30 ◦C. It can be obviously seen that the temperature stabilized at the desired set points with settling
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times of 380 and 1325 s, respectively. The air-conditioned room humidity is shown in Figure 12. The set
initial room humidity is 80% or 0.02157 kg/Kg. It is clearly seen that the humidity stabilized at the
desired set points, with settling times of 1200 and 1357 s, respectively. The humidity declines from 80%
to 48% or 0.02157 kg/Kg to 0.00948 kg/Kg at about 1200 s. After changing the set point at 1300 s, the
humidity reaches to 0.009977 kg/Kg or 53.5% at 1357 s and stabilizes. The humidity is still in the tropical
thermal comfort range, which is in the range of 40% to 60%. The supply air temperature is depicted in
Figure 13. The set initial supply air temperature is 11.25 ◦C. It is clear that the controller stabilized the
supply air temperature at 180 and 1327 s, respectively. After changing the set point, it increases at
1300 s to 15.85 ◦C and then decreases gradually to 13.66 ◦C at near 1327 s and is maintained. Figure 14
illustrates the supply humidity. The set initial supply humidity is 0.009 kg/Kg. It is evident that the
controller stabilized the supply humidity at 1200 and 1329 s, respectively. The humidity rises from
0.009 kg/Kg to 0.01728 kg/Kg at around 29 s, becomes stable at 129 s, and then declines to 0.006 kg/Kg
at almost 1200 s, after which it increases a little to 0.006555 kg/Kg and then stabilizes. After set point
changing, the humidity increasingly changed to 0.009481 kg/Kg at around 1329 s, then decreased to
0.008754 kg/Kg and maintained. The fan flow rate is illustrated in Figure 15. The set initial flow rate is
0.34 m3/s. It is clear that the proposed controller stabilizes the flow rate at 1200 and 39 s, respectively.
It raises from 0.34 m3/s to 0.382 m3/s and stabilize at just about 1200 s. After 1200 s, it decreases
rapidly to 0.325 m3/s and remains stable at 1300 s. As a result of set point changing at 1300 s, it is
sharply increased to 0.8815 m3/s, then dropped and finally stabilizes at 0.34 m3/s at around 1339 s and
maintained. The compressor speed is demonstrated in Figure 16. The set initial compressor speed is
3000 rpm. It is obviously seen that the controller is able to stabilize the compressor speed at 1200 and
1334 s, respectively. The speed raises from 3000 rpm to 6359 rpm, and becomes more or less stable
around 6320 rpm. Afterward, at around 1200 s, it declined to 3960 rpm. From 1300 s, the speed moved
upwards to 6326 rpm, and from 1327 s, it leveled off and maintained at 3180 rpm at 1334 s.

Figure 11. Temperature of the air-conditioned room in set point changing.
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Figure 12. Humidity of the air-conditioned room in set point changing.

Figure 13. Supply temperature exit from evaporator in set point changing.
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Figure 14. Supply humidity exit from evaporator in set point changing.

Figure 15. Supply flow rate by fan in set point changing.
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Figure 16. Compressor speed in set point changing.

7.2. Disturbance Rejection

The disturbance rejection test results emphasize the controller qualification for controlling the
situation and maintaining the system outputs in preferred set points during the occurrence of
disturbances. In this situation, changing the flow rate of the fan and speed of compressor allows for
controlling the situation of the air-conditioned room temperature and humidity, and maintaining them
at preferred set points. In order to test the disturbance rejection ability of the controller, at 2000 s, the
heat load changed from 4.49 kW to 5.49 kW and moisture load changed from 0.96 Kg/s to 1.6 Kg/s.
The temperature of the air-conditioned room in disturbance rejection test is indicated in Figure 17.
At 2000 s, the temperature of the air-conditioned room increased gradually; then at around 2050 s,
the temperature declined slowly; and finally, at 2100 s, it stabled at 25.6 ◦C, which is in the thermal
comfort range. As indicated in Figure 18, the humidity of the air-conditioned room went up gradually
from 0.009863 kg/Kg at 2000 s to 0.01008 kg/Kg at around 2050 s, then it picked up to 0.0101 kg/Kg and
then stabilized. Figure 19 shows the supply air temperature, which sharply reached 14.73 ◦C in 4.03 s,
and then became stable until 2054 s, where it sharply increased to 14.87 ◦C and maintained. Supply
humidity increased to 0.007986 kg/Kg from 2000 s to 2061 s, and then decreased gradually to 0.007735
at 2111 s and stabilized. Figure 20 illustrates the supply humidity. In Figure 21, the supply fan flow
rate indicates that at 2000 s, the flow rate by fan went upwards sharply from 0.341 m3/s to 0.4595 m3/s
from 2046 s to 2066 s and maintained. Figure 22 shows the speed of the compressor, which increases
from 4140 rpm to 6332 rpm at 2054 s to about 2066 s and stabilized.
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Figure 17. Temperature of the air-conditioned room in a disturbance rejection test.

Figure 18. Humidity of the air-conditioned room in a disturbance rejection test.
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Figure 19. Supply air temperature exit from the evaporator in a disturbance rejection test.

Figure 20. Supply humidity exit from the evaporator in a disturbance rejection test.
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Figure 21. Flow rate of the fan in a disturbance rejection test.

Figure 22. Speed of the motor compressor in a disturbance rejection test.
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8. Discussion

Because of the fact that the A/C system is MIMO, and in most previous works it is considered
a SISO system, artificially decoupling two strongly coupled feedback loops results in poor transient
control performance [22]. The FCM construction has the ability to consider the coupled variables, and
accordingly, the accuracy and sensitivity of control can be increased. In addition, the MIMO controllers
have frequently been applied on the linearized model of the system in neighbourhoods of the operating
point for simplicity. In other words, the system can merely work and be stable nearby a specific
operating point. Thus, the controller cannot be implemented in a wide operating range. In contrast,
the MIMO FCM based controller works on a wide operating range. Subject to HVAC and A/C systems,
applying the nonlinear control methods was restricted, because of the difficult procedure to find the
Lyapunov function, using of the entire states of the system, which causes the nonlinear observer
requirement and difficult mathematical analysis. Because of having the complex and uncertain system,
the need for a simple control algorithm and simple mathematics is feasible. As regards to the FCM
structure and its ability for designing the controller on the basis of the system requirements and what
outcomes are expected from the system, not in what way it works, the FCM method could be an
appropriate solution for HVAC and A/C systems. The FCM method is able to consider the mentioned
requirements of the system such as coupled parameters, MIMO, and nonlinear structures, in a single
control structure. Not only the simple graph structure of the FCM method for designing the controller,
but also the simple mathematics of the FCM method, are beneficial for obtaining the required control
signals values with the intention of reaching the desired set points. In other words, the improvements
by applying the FCM controller are avoiding complex and difficult mathematical analysis to design
the controller; working in a wide operating range; making the nonlinear control design simple by
observer elimination; decoupling cancellation and improving the sensitivity and accuracy of the system;
reducing energy usage and improving energy efficiency; cancelling the overshoots and the undershoots
due to the flexible and adaptable structure of the FCM; improving the transient behaviour of the system
due to flexibility, adaptability, and convergence tendency of FCM; and using single control algorithm
to integrate the DX A/C system’s characteristics.

This section compares the results achieved by the designed FCM controller with the LQG controller
by the authors of [22]. In order to compare the FCM controller with the LQG controller, the results
of the both controller on the linear model of the system around 24 ◦C are compared in this section.
Both controllers were tested on the linear model of the DX A/C system in initial room temperature
of 24 ◦C and 50% room humidity or 0.0095 kg/Kg humidity. The results of the LQG controller were
adopted from the work of [22]. Figure 23 shows the results of the air-conditioned room temperature by
applying LQG controller on linear model of the system around the operating point, Figure 24 shows
the air-conditioned room humidity, Figure 25 shows the compressor speed, and Figure 26 shows the
supply fan speed.

The air-conditioned room temperature is indicated in Figure 23. It is clearly seen that the
temperature of the air-conditioned room stabilized around 24 ◦C. When the set point changed at 500 s
to 23.5 ◦C, the air-conditioned room temperature declined from 24 ◦C to 23.5 ◦C. Increasing the supply
fan flow rate and compressor speed, the temperature of the air-conditioned room decreased from 24 ◦C
in 520 s to 23.5 ◦C at around 2000 s. The temperature reaches the preferred set point in 25 min with no
error and is maintained at the desired set point.

The air-conditioned room humidity is illustrated in Figure 24. As it is clear from the figure that
the air-conditioned room humidity stabilized around 0.00965 kg/Kg. By changing the set point in
500 s to 23.5 ◦C, the humidity of the air conditioned room declined from 0.0095 kg/Kg to 0.0093 kg/Kg.
The humidity of the air-conditioned room decreased from 0.0095 kg/Kg to 0.0093 kg/Kg in about 2750 s
with 2.5% error from 50% humidity by varying of the compressor speed and supply fan flow rate.
Then, the air-conditioned room humidity stabilized at 0.0093 kg/Kg.
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Figure 23. Simulation results of air-conditioned room temperature by applying the Linear Quadratic
Gaussian (LQG) controller on the linear model of the system around the operating point.

Figure 24. Simulation results of air-conditioned room humidity by applying the LQG controller on the
linear model of the system around the operating point.

Figure 25. Simulation results of compressor speed by applying the LQG controller on the linear model
of the system around the operating point.
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The speed of the compressor is depicted in Figure 25. Decline in the air-conditioned room temperature
was obtained by increasing the compressor speed from 4000 rpm to 4001.6 rpm from 500 s to 1500 s.
In order to keep temperature and humidity of the room in preferred set points, the compressor speed
maintained at 4001.6 rpm.

Figure 26 displays the supply fan speed. The fan speed raised from 2180 rpm at 500 s to 2193 rpm
at 1500 s and maintained. While the air-conditioned room temperature achieved the preferred values,
the fan speed maintained to the essential speed for keeping the air conditioned room humidity and
temperature in chosen set points.

Figure 26. Simulation results of supply fan by applying the LQG controller on the linear model of the
system around the operating point.

The results of the FCM controller on the linear model of the system around the operating point
are shown as follows. The temperature of the air-conditioned room is indicated in Figure 27. It is
clearly seen that the air-conditioned room temperature stabilized around 24 ◦C. At 500 s, the set
point changed from 24 ◦C to 23.5 ◦C. Therefore, by changing the set point, the air-conditioned room
temperature reduced by varying the supply fan flow rate and compressor speed. The air-conditioned
room temperature reduced from 24 ◦C to 23.5 ◦C at around 898 s. The temperature stabilized in the
preferred set point in 6.63 min with no error.

The humidity of the air-conditioned room is illustrated in Figure 28. As is clear from the figure,
the air-conditioned room humidity stabilized around 0.0095 kg/Kg. By changing the set point in 500 s
to 23.5 ◦C, the humidity of the air conditioned room declined from 0.0095 kg/Kg to 0.0093 kg/Kg.
By altering the supply fan flow rate and compressor speed, the air-conditioned room humidity reduced
from 0.0095 kg/Kg to 0.0093 kg/Kg in about 1044 s with 1.25% error from 50% humidity. Then,
the air-conditioned room humidity stabilized at 0.009257 kg/Kg in about 1600 s.

Figure 29 shows the speed of the compressor. For declining the temperature of the air-conditioned
room, the compressor speed increased from 4000 rpm to 4003 rpm from 500 s to 689 s. By declining
the air-conditioned room temperature to the desired value, the speed of the compressor decreased
and maintained at 4001 rpm at 803 s to keep the air- conditioned room temperature and humidity in
desired set points.
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Figure 27. Simulation results of air-conditioned room temperature by applying the FCM controller on
the linear model of the system around the operating point.

Figure 28. Simulation results of air-conditioned room humidity by applying the FCM controller on the
linear model of the system around the operating point.
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The supply fan speed is shown in Figure 30. The fan speed increased from 2180 rpm at 500 s to 2317
rpm at 1056 s and, after reaching the preferred values, it reduced to 2268 rpm at 1779 s and maintained.
After reaching the chosen set point for temperature of the room, at 1056 s, the fan speed started to
decline until it met the essential speed to keep the temperature and humidity of the air-conditioned
room in chosen set points. The fan speed reduced to 2268 rpm at 1779 s and maintained this speed.

Figure 29. Simulation results of compressor speed by applying the FCM controller on the linear model
of the system around the operating point.

Figure 30. Simulation results of supply fan speed by applying the FCM controller on the linear model
of the system around the operating point.
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The comparison between both controllers shows that the FCM controller managed to reach the
desired set point for temperature of the air-conditioned room in 6.63 min with no error, while the LQG
one managed to do so in 25 min with no error. In addition, the humidity of the air-conditioned room
by the FCM controller reaches the desired set point after 544 s with 1.25% error, but the LQG one
reaches the desired set point after 2250 s with 2.5% error. The benefits and shortcomings of both control
methods are discussed as follows. Although the LQG controller has attractive features of thermal
comfort and energy savings, rapid response [15], increased energy savings [15], and multivariable
control [15], the disadvantages of the LQG control method are as follows.

• It was applied on the linear model of the system. Thus, it is not applicable for a wider
operating range.

• The method is inherently complex. As a result, the optimal feedback control’s evaluation and
online implementation turn into a daunting challenge.

• The need to the model of the system. Thus, the appropriate model of the system should be
identified [15].

On the other hand, the FCM controller avoids complex and difficult mathematical analysis to
design the nonlinear controller. It works in a wide operating range and simplifies the designing of
the nonlinear controller by removal of the observer. It improves the sensitivity and accuracy of the
system by keeping the coupled structure of the system. The FCM controller is designed in a single
control scenario for consideration of the system’s characteristics. However, this control method is quite
sensitive to the initial state values and to the type of concepts used in the FCM model, and it can give
different results as they are different from and non-compatible with classic fuzzy.

The comparison of the two techniques’ performances could be assessed by evaluating criteria such
as integral square error (ISE), integral of absolute value of error (IAE), and integral of time-multiplied
absolute value of error (ITAE). For these tests, the two controllers were tested under the same condition.
The LQG controller was tested in initial room temperature of 30 ◦C and 80% room humidity or
0.02157 kg/Kg humidity, and a desired temperature of 25 ◦C and 50% humidity for comparison with
the proposed FCM controller. Figure 31 shows the temperature of the air-conditioned room, which
declined from 30 ◦C to 22.88 ◦C in 380 s, and then after oscillation around 25 ◦C, it stabilized at 1200 s
with small error. Figure 32 illustrates the humidity of the air-conditioned room, which reduced from
0.022 kg/Kg to 0.008 kg/Kg, and it was unable to stabilize at certain values, which makes the system
unstable. It is obviously seen that the LQG controller does not have the ability to control the humidity.
The LQG controller is only able to control the condition around the operating point.

Table 2 shows the performance indexes results for both controllers based on the room temperature error.
Table 3 indicates the performance indexes results for both controllers based on the room humidity error.

It is obvious from the results that the FCM controller has the ability to reduce the performance
index. This means that for the real conditions of the room, the FCM controller works better than
the LQG one. In other words, the FCM controller is more suitable and applicable. Also, the LQG
controller was not able to control different conditions from the operating point and shows instability
in the system. In other words, the LQG controller is severely dependant on the operating point, and
changing the operating point makes the system unstable. In conditions where the controller is more
dependent on the operating point, there is a need to design separate controllers for each operating
point in the system. On the other hand, the Kalman filter in the LQG structure is suitable for linear
systems or the linearized model of the nonlinear systems. As a result, working in wider operating
points requires designing controllers for every operating point or using the multimodal controllers, or
applying the extended Kalman filter (EKF) for calculating the operating point of the system in every
second and extracting the required system parameters. By using each option in order to work in
wider operating points, the volume of calculation is increased or designing the controller becomes
complicated. The proposed FCM controller is not dependent on the operating point, and hence there is
not a need to design more controllers at different operating points.
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Figure 31. Temperature of the air-conditioned room by the LQG controller.

Figure 32. Humidity of the air-conditioned room by the LQG controller.
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Table 2. Results of the performance indexes for both controllers based on the room temperature error.

Controller
Performance index

ISE IAE ITAE

LQG 2.308 × 104 4096 1.763 × 106

FCM 2857 1576 8.217 × 105

Table 3. Results of the performance indexes for both controllers based on the room humidity error.

Controller
Performance index

ISE IAE ITAE

LQG 0.0602 7.719 3457

FCM 0.05038 6.699 2674

9. Conclusion

In this technical research, a new intelligent FCM control system was designed on the DX A/C
system. This FCM control system could be easily designed for HVAC systems. The offered FCM
controller is advantageous because of the graph structure of the FCM method, as well as its simple
mathematics. Therefore, the FCM controller avoids the complex mathematical analysis, which
is required to design the controller for a MIMO and nonlinear system with a complex structure.
The proposed FCM controller met the requirements of designing a suitable controller for the DX A/C
system. The requirements for designing the controller are consideration of nonlinearity, coupling effect,
and MIMO structure, which are all considered in the offered FCM control method. The significance of
this research is offering a new intelligent MIMO nonlinear controller for the DX A/C system. According
to the results of the controller, the offered control system was designed easily and applied efficiently.
The results obviously indicate the efficiency of the controller in the reference tracking signal. It is not
successful only in the normal conditions but also in the occurrence of the heat and moisture loads
disturbances works successfully. Designing the controller based on the FCM method does not require
the mathematical model of the system and the suitable model of the system not like MPC method.
It does not involve difficult mathematic analysis to derive the control law opposite to designing the
nonlinear control or adaptive control methods. It has a wide operating range, unlike the MIMO
controller, and it does not have overshoot and undershoot, which is different from the PID control
method. Moreover, the stability of the FCM control method was proven by the Lyapunov function,
as well as the FBAMs method. Therefore, the FCM control method can be designed for different
nonlinear MIMO systems. Furthermore, it can be a suitable solution for designing the controller for
the systems with no mathematical model or complex mathematical models.
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Abstract: Process parameters, especially in the thermal stabilization of polyacrylonitrile (PAN)
fibers, play a critical role in controlling the cost and properties of the resultant carbon fibers.
This study aimed to efficiently handle the energy expense areas during carbon fiber manufacturing
without reducing the quality of carbon fibers. We introduced a new parameter (recirculation fan
frequency) in the stabilization stage and studied its influence on the evolution of the structure
and properties of fibers. Initially, the progress of the cyclization reaction in the fiber cross-sections
with respect to fan frequencies (35, 45, and 60 Hz) during stabilization was analyzed using the
Australian Synchrotron-high resolution infrared imaging technique. A parabolic trend in the
evolution of cyclic structures was observed in the fiber cross-sections during the initial stages
of stabilization; however, it was transformed to a uniform trend at the end of stabilization for
all fan frequencies. Simultaneously, the microstructure and property variations at each stage of
manufacturing were assessed. We identified nominal structural variations with respect to fan
frequencies in the intermediate stages of thermal stabilization, which were reduced during the
carbonization process. No statistically significant variations were observed between the tensile
properties of fibers. These observations suggested that, when using a lower fan frequency (35 Hz),
it was possible to manufacture carbon fibers with a similar performance to those produced using
a higher fan frequency (60 Hz). As a result, this study provided an opportunity to reduce the energy
consumption during carbon fiber manufacturing.

Keywords: microstructure; carbon fibers; polyacrylonitrile; thermal stabilization; recirculation fan
frequency; IR imaging

1. Introduction

Carbon fibers play a significant role in the manufacture of lightweight composite structures
for automotive, aerospace, and defense applications, mainly due to their high specific strength and
high specific stiffness [1–4]. The manufacture of carbon fibers includes (1) polyacrylonitrile (PAN)
fiber spinning, (2) the stabilization of PAN fibers in an air atmosphere between 200–300 ◦C, (3) the
low temperature carbonization of stabilized fibers in an inert atmosphere from 450–1000 ◦C, and (4)
the high temperature carbonization of fibers in an inert atmosphere up to 1600 ◦C or above [5–8].
Out of these steps, stabilization is considered to be the most time- and energy-consuming step, as it
consumes almost 48% of energy during PAN to carbon fiber conversion [7,9,10]. It is accepted that
along with precursor fiber quality, the stabilization of precursor fibers is critical in defining the carbon
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fiber properties [11]. The thermal stabilization process is an exothermic process in which the linear
polymer structure in the precursor fibers transforms to the ladder structure [12,13], which is essential
to withstand high temperatures during the carbonization process [14].

This process is predominantly controlled by three parameters; temperature, time, and fiber
tension [15]. From an industrial perspective, recirculation air fan frequency is another parameter
that plays a substantial role in the stabilization stage as it helps to precisely maintain the oven set
temperatures by the recirculation of heated air at a targeted velocity. Also it provides a fresh mixture of
air to fibers and helps to remove exothermic heat from the fibers through gentle filament shaking [16]
(Figure 1). Not only does it help to control the process, it also contributes to the energy consumption,
hence a deeper understanding of its influence on the resultant carbon fiber properties would be
beneficial to identify ways to reduce the energy consumption in carbon fiber manufacturing. In the
past, Dunham et al. [17] validated the importance of air velocity in the stabilization oven in order
to maintain adequate heat transfer conditions to avoid fiber degradation. However, this study was
confined to a conceptual approach rather than identifying its influence on the structure and properties
of fibers during carbon fiber manufacturing. To the best of our knowledge, it is the only study that
showed the importance of air flow velocity in the stabilization of PAN fibers. On the other hand,
it is essential to understand its role in controlling the progress of the exothermic reaction in the
fiber cross-sections during thermal stabilization before any informed decisions are made. As was
demonstrated earlier, the dissipation of extra heat from the fiber during thermal treatment plays
a critical role in establishing homogeneous radial structure [18].

 

Figure 1. Schematic representation of a stabilization oven with air flow from the center to ends.

Hence, in the current study we sought to understand the influence of recirculation fan frequency
on the development of the structure and properties of stabilized fibers and subsequent carbon
fibers manufactured under industrial standards. Samples were obtained by processing fibers
using a continuous process research line, equipped with center-to-ends ovens, by considering three
recirculation fan frequencies in the stabilization ovens. Initially, the chemical structure evolution was
assessed with Australian Synchrotron-high resolution IR micro-spectroscopy on the fiber cross-sections.
Later, the development of microstructure and variation of properties at each stage of the carbon fiber
manufacturing process were studied with respect to fan frequencies. Finally, suggestions were given in
order to reduce the energy consumption during carbon fiber manufacturing without losing the quality
of the final carbon fibers.

2. Experimental

2.1. Sample Preparation

PAN fibers (24 k tow) with an average diameter of ~12.9 ± 0.89 μm were acquired from BlueStar co
Ltd., Beijing, China, and were used for carbon fiber processing using a research scale line (see schematic
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in Figure 2), located at Carbon Nexus, Australia. Three sets of samples were prepared by varying
only the recirculation fan frequencies in the stabilization ovens, as shown in Table 1. In order to
maintain uniform temperatures throughout the stabilization oven, a minimum fan frequency is
required. Based on our initial work, we identified that a minimum of 35 Hz was required for the
considered oven volume to maintain acceptable conditions for thermal stabilization. Moreover,
the maximum fan frequency was considered to be 60 Hz in order to avoid any physical damage to
fibers due to violent vibrations at higher air flow velocities. The air flow velocity inside the oven at
various fan speeds were measured at 50 ◦C by placing an Anemometer (testo 435) approximately
20 cm downstream from the central supply nozzle on either side (see Figure 1). The air velocities were
registered as 2.01 ± 0.09, 2.97 ± 0.04, and 4.05 ± 0.05 m/s for fan frequencies 35 Hz, 45 Hz, and 60 Hz,
respectively. Samples were collected at the end of each zone of stabilization, and at the output of the
low temperature (LT) and high temperature (HT) carbonization stages.

Figure 2. Schematic representation of the research production line at Carbon Nexus.

Table 1. Process parameters used for sample preparation.

Stage Position

Constant Process Parameters Variable Process Parameter

Temperature
(◦C)

Time
(Min)

Tension
(cN)

Recirculation Fan
Frequency (Hz)-1

Recirculation Fan
Frequency (Hz)-2

Recirculation Fan
Frequency (Hz)-3

Stabilization Zone-1 227 20 2650 ± 50 35 45 60
Zone-2 237 20 2650 ± 50 35 45 60
Zone-3 248 20 2850 ± 250 35 45 60
Zone-4 258 20 2850 ± 250 35 45 60

Low Temperature
(LT) Zone-3 ~850 ~6 ~2000

High Temperature
(HT) Zone-2 ~1400 ~4 ~3200

2.2. X-ray Diffraction Studies

Wide angle X-ray diffraction studies were conducted on fiber samples using an X-pert pro XRD
machine, PANalytical, equipped with a Cu-Kα radiation source (wave length of X-rays λ = 1.5406 Å,
operating conditions 40 kV and 30 mA). The apparent crystallite size and d-spacing of the samples
were obtained using Equations (1) and (2) [19].

Lc =
Kλ

B cosθ
(1)

nλ = 2d sinθ (2)

2.3. Tensile Testing

The single filament tensile testing was conducted by Textechno Favimat, which was mounted
with a load cell of 210 cN. A gauge length of 25 mm and a pretension of 0.5 cN were considered for
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the tests. For testing precursor and stabilized fibers a speed of 12.5 mm/min was used, whereas for
carbon fibers 2 mm/min was used. At least 50 filaments were tested for each sample.

2.4. IR Studies

IR imaging on the fiber cross-sections was performed in Attenuated Total Reflectance (ATR)
mode at the infrared micro-spectroscopy beam line, Australian Synchrotron. Initially, the samples
were mounted in epoxy blocks and polished up to 1-μm precision before proceeding with imaging.
The samples were brought to focus using 20× objective lens and areas of measurement were selected.
This is followed by bringing the Ge crystal in to focus the measurement of the background in air
at a resolution of 4 cm−1 and 128 co-added scans. After background measurement, samples were
brought into contact with the crystal for the spectral acquisition from the selected area. The spot
size considered for acquiring IR spectra was 3.1 μm, and the selected area was scanned at a step
size of 1 μm. IR spectra at each spot were collected between 700 and 3800 cm−1 wavenumbers at
a resolution of 4 cm−1. Each spectrum is a representation of 32 co-added scans. The acquired data was
post-processed and baseline corrected using OPUS software. Since the resolution is high, we were
not able to achieve a decent signal-to-noise ratio for wavenumbers below 1200 cm−1. Based on the
absorbance intensity corresponding to nitrile and C=N functional groups, the cyclization index was
calculated using Equation (3) [18].

Cyclization index =
0.29 × Abs(1584)

(Abs(2243) + 0.29 × Abs(1584))
(3)

3. Results and Discussion

3.1. Chemical Structure Transformation during Thermal Stabilization

The thermal stabilization of PAN fibers involves three major reactions: cyclization,
dehydrogenation, and oxidation [20]. Out of these reactions, it is well known that cyclization is an
exothermic reaction [21]. During thermal stabilization any imbalance between the process parameters
could lead to an uncontrolled exothermic reaction that results in the rapid degradation of fibers.
Moreover, it has been determined that the cyclization reaction plays a critical role in the formation
of radial heterogeneity in fibers [18,22]. The cyclization reaction is associated with the conversion
of C≡N to C=N [21]. The variation of these functional groups in the fiber cross-section with respect
to fan frequencies assists in the understanding of the influence of heat transfer conditions inside the
oven in controlling the progress of the cyclization reaction and the evolution of the cross-sectional
structure. Figure 3 shows C≡N and C=N functional group distribution in the fiber cross-sections.
The blue regions shown in Figure 3 are associated with epoxy and the green region represents the
transition region from epoxy to fibers. In the current study, only the central regions of fibers were
considered for further analysis. Overall, Figure 3 shows that the C≡N functional groups are uniformly
distributed in PAN and thermally stabilized fibers. Moreover, no clear distinction in the distribution
of C=N in the fiber cross-sections is observed in Zone-4 samples irrespective of the fan frequency,
as shown in Figure 3 (right-hand side). This homogenous distribution could indicate the end of the
thermal stabilization stage, where most of the nitrile groups are transformed to C=N.

It is also evident that there are some fibers which showed a higher absorbance intensity of the
respective functional groups compared to others, indicating the heterogeneity in the progress of
reaction between the fibers. However, relative variation in the measurement of these two functional
groups at various stages of thermal stabilization could potentially assist in reducing the effects of
surface unevenness in the fiber cross-sections and provides clear evidence of the progress of cyclization
at each stage with respect to the fan frequencies.
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Figure 3. Distribution of nitrile (C≡N) and C=N functional groups in the fiber cross-sections of PAN
and Zone-4 samples with respect to fan frequencies. (a) PAN, (b) FTIR spectra, (c) 35 Hz, (d) 45 Hz,
and (e) 60 Hz. (Note: the left column indicates C≡N distribution and the right column indicates C=N
distribution in thermally treated fibers).
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In Figure 3b, absorbance peaks at wavenumbers 2243 and 1584 cm−1 correspond to C≡N and
a combination of C=N, C=C, and N–H functional groups [23]. There is an overall decrease in the
absorbance intensity of peak at 2243 cm−1 and an increase in the intensity of peak at 1584 cm−1 from
PAN to the final stabilization stage (Zone-4) samples, representing the progress of the cyclization
reaction. Also, each spectrum was extracted from measured positions across the fiber diameter and
assessed to understand the progress of the cyclization reaction in the fiber cross-sections with respect
to the fan frequencies in early stage (Zone-1) and final stage (Zone-4) samples. The relative variation in
these functional groups at each position in the fiber diameter is represented quantitatively in Figure 4
using Equation (3). Interestingly, fibers in Zone-1 showed a parabolic trend in the cyclization index
across the fiber cross-sections irrespective of the fan frequency used, indicating that the progress of
cyclization is higher in the central region compared to the surface regions of the fiber. On the surface
region of fibers, the extra heat generated by the exothermic reaction is dissipated by means of heat
exchange with the surrounding air. However, in the central region of fibers there is no route for the
heat dissipation, which further triggers the progress of cyclization [22,24]. Moreover, this heterogeneity
in the progress of cyclization in the fiber cross-section is diminished at the end of Zone-4 for all
samples, which supports our previous claim that most nitriles are converted to C=N by this stage.
In addition, no statistically significant difference in the cyclization index of samples treated at various
fan frequencies is observed (Figure 4). Overall, it can be deduced that the lowest fan frequency (35 Hz)
is sufficient to sustain the heat transfer conditions inside the oven.

 

Figure 4. Cyclization index variation across the fiber cross-section in thermal stabilization.

3.2. Microstructure and Property Variation in Fibers

In the diffraction graphs shown in Figure 5a,b, three peaks were observed and located at ~17◦,
which was associated with crystal plane (100) [25,26], at ~26◦, related to crystallographic plane
(002), and at ~29.5◦, assigned to crystal plane (110) [25,27,28]. In PAN fibers a small hump at ~26◦

appeared to be associated with some weak systematically arranged units in the amorphous regions.
The apparent crystallite size associated with the peaks at 17◦ and 26◦ was calculated using Equation (1).
From Figure 5c, a sharp increase in crystallite size was observed for Zone-1 fibers compared to
PAN fibers for all fan frequencies. However, from Zone-2, fibers experienced a gradual decrease in
crystallite size. Simultaneously, a sharp decrease in apparent crystallite size associated with the partial
systematic units in the amorphous regions (Figure 5d) was perceived for all fibers until Zone-2 of the
stabilization process in comparison with PAN fibers (i.e., from ~2.15 nm to 1.22 nm (35 Hz), 1.07 nm
(45 Hz), and 1.49 nm (60 Hz)). This was followed by a gradual increase in the apparent crystallite
size associated with crystallographic plane (002) to ~1.9 nm in carbon fibers irrespective of the fan
frequency used during thermal stabilization.
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Figure 5. (a) X-ray diffraction peaks of fibers, (b) Lorentz curve fitting of PAN fibers, (c) apparent
crystallite size variation in stabilization stage, (d) apparent crystallite size variation throughout the
carbon fiber manufacturing, (e) d-spacing trends corresponding to crystal planes (100) and (002).

Initially, the functional groups of amorphous regions are more easily involved in stabilization
reactions compared to highly crystalline regions [28,29]. During these procedures, some of the
molecular chains in the amorphous phase arranged themselves into crystalline regions induced
by improved dipole interactions between nitrile groups, assisted by segmental mobility [28,29].
This phenomenon helped in the crystallite growth. In support of this proposal, a sharp increase
in crystallite size (Figure 5c) coupled with a decrease in the size of systematically arranged units
from the amorphous regions (Figure 5d) was noticed in fibers from Zone-1 compared to PAN fibers.
However, at higher temperatures, the energy was sufficient enough to initiate the stabilization reactions
in the crystalline regions, which further ruptured the molecular rod structure and thereby reduced the
crystallite size (Figure 5c) [28,29].

An evolution of turbostratic graphitic structure associated with crystallographic plane (002)
(Figure 5d) was also discerned from Zone-3 to HT. This was developed by the rupture of crystallites in
PAN fibers during thermal stabilization and the simultaneous progress of intermolecular crosslinking
and removal of heteroatoms in the polymer [25]. Although there was a difference in the apparent
crystallite size between fibers treated at different fan frequencies from Zone-2, these differences steadily
decreased with the progress of thermal treatment.

In addition, the d-spacing of the crystallites was calculated using Equation (2). From Figure 5e,
with the progress of thermal treatment, crystallites associated with (100) displayed an increase in planar
spacing from ~5.24 to 5.34 Å. Similar to this trend, the partial systematics units and crystallites related
to (002) showed an increment in the d-spacing from ~3.32 to ~3.5 Å and from~3.4 to 3.56 Å. In case
of crystallites corresponded to (100) and partial ordered units in the amorphous region, the progress
of stabilization reactions from the ends of the molecular rods and in the amorphous regions might
have led to a gradual increase in d-spacing, whereas in case of crystallites related to (002) after
Zone-3, a steady increase in crosslinking atoms between the layers of a planar structure could be
the reason for a gradual increase in the d-spacing. Moreover, unlike crystallite size, the d-spacing
trends demonstrated no significant differences with respect to the recirculation fan frequencies in the
intermediate stages of carbon fiber manufacturing.
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Supporting the structural data, no significant difference in the fiber properties were observed, as
shown in Figure 6. Overall, the percentage elongation of fibers increased with thermal stabilization
(Figure 6a), while decreasing trends were observed in strength and modulus (Figure 6b,c). The loss of
the tensile strength of fibers was attributed to the reduction of cohesive energy in the molecular chains
with the progress of the cyclization reaction in the fiber structure [30]. Interestingly, the trend of tensile
modulus (Figure 6c) was similar to the apparent crystallite size trend shown in Figure 5c, supporting
the argument related to the improvement of morphological order at the initial stages. From Figure 6d,f,
after carbonization, an overall rapid decrease in the % elongation of fibers and a rapid increase in
the tensile strength and modulus of fibers was observed compared to stabilized fibers. This was
attributed to an improvement in the growth of the planar carbon network with the promotion of
intermolecular crosslinking and an increase in the stacking size (Lc) and its orientation. Given the
observations, it can be concluded that the stimulation of fiber tow at the lowest fan frequency during
thermal stabilization should be sufficient enough to dissipate the exothermic heat from the considered
fiber tow size. Moreover, considering the volume of the oven, the amount of extra heat generated
by the stabilization reactions from a single tow might not be sufficient enough to create noticeable
changes in the reaction front. However, the influence of varying the tow size on the generation of local
exothermic heat inside the tow with respect to various fan frequencies during thermal stabilization
needs to be further analyzed; this work is under progress. Moreover, in the future we will work on
identifying the balance between air flow conditions and treatment temperature in order to reduce the
residence time in stabilization without reducing the quality of the carbon fibers.

Figure 6. Tensile properties of stabilized and carbon fibers (LT and HT) with respect to recirculation
fan frequencies with the (a) % elongation at break, (b) tensile strength, (c) tensile modulus of stabilized
fibers, and the (d) % elongation at break, (e) tensile strength, and (f) tensile modulus of carbon fibers
extracted from LT and HT furnaces.

4. Conclusions

The influence of recirculation fan frequency on the structure and property variations in fibers
during thermal stabilization as well as the resultant carbon fibers was systematically examined.
Overall analysis showed that no significant differences were observed in terms of structure or properties
of stabilized and carbonized fibers for the chosen recirculation fan frequencies. The possible reason for
this could be that the stimulation of fiber tow at the lowest fan frequency during thermal stabilization

198



Energies 2018, 11, 1145

was sufficient enough to dissipate the exothermic heat from the fiber tow while allowing adequate
stabilization conditions for fibers. Hence, it may be possible to use lower recirculation fan frequencies
(e.g., 35 Hz) during thermal stabilization to manufacture carbon fibers with similar properties to
those produced using a higher fan frequency (e.g., 60 Hz). This study shows a possible path towards
potential approaches to the reduce energy consumption of carbon fiber production and develop a low
cost carbon fiber, which is of high importance for automotive lightweight structural applications.
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Abstract: Permanent magnet synchronous motors (PMSMs) are known as highly efficient motors
and are slowly replacing induction motors in diverse industries. PMSM systems are nonlinear
and consist of time-varying parameters with high-order complex dynamics. High performance
applications of PMSMs require their speed controllers to provide a fast response, precise tracking,
small overshoot and strong disturbance rejection ability. Sliding mode control (SMC) is well known as
a robust control method for systems with parameter variations and external disturbances. This paper
investigates the current status of implementation of sliding mode control speed control of PMSMs.
Our aim is to highlight various designs of sliding surface and composite controller designs with
SMC implementation, which purpose is to improve controller’s robustness and/or to reduce SMC
chattering. SMC enhancement using fractional order sliding surface design is elaborated and verified
by simulation results presented. Remarkable features as well as disadvantages of previous works are
summarized. Ideas on possible future works are also discussed, which emphasize on current gaps in
this area of research.

Keywords: permanent magnet synchronous motor; sliding mode control; motion control; fractional
order; sliding surface; composite controller

1. Introduction

Permanent magnet synchronous motors (PMSMs) are widely used in low- to mid-power
applications and high performance drives, e.g., robotics, electric vehicles and machine tools. They are
preferred over brush-type motors and are gradually replacing induction motors in various fields of
application due to their advantages such as compact structures, high air-gap flux density, high power
density, high torque to inertia ratio, and high efficiency. However, PMSM systems are nonlinear and
consist of time-varying parameters with high-order complex dynamics [1,2].

In recent years, field oriented control (FOC) of PMSMs has been a focus for many researchers.
This technique simplifies the motor modeling, hence resulting in a simplified controller design. The
stator current is decoupled into torque and flux producing components to allow independent control
of both parameters as in DC motors [3]. FOC is used to achieve smooth starting, good acceleration
and fast four-quadrant operation [4,5]. Compared to the direct torque control (DTC) method, the
FOC approach results in lower torque and current ripple [6,7]. The FOC approach is the focused in
this review.
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Energies 2019, 12, 1669

For speed regulation of PMSMs, control structures usually employ cascaded control loops, which
consist of an outer speed control loop and two inner current loops. The advantages of cascaded control
architecture lie in better disturbance resistance ability and better set point response performance.
In the speed-current cascaded control structure, the relationship between the speed output and the
reference quadrature axis current are usually described by a first-order model. However, considering
the possibility that the closed-loop performance might degrade due to vanishing relative differences in
control periods between both loops, second-order model relationships were also proposed [8]. For high
speed applications of PMSMs, integrated speed and current controllers were used to solve the problem
of nonlinear coupling between speed and current [9].

High performance PMSM applications require their speed controllers to provide a fast response,
precise tracking, small overshoot and strong disturbance rejection ability. Linear control algorithms,
e.g., PI controllers, have been widely used for speed control of PMSMs, but the performance was
unsatisfactory in terms of tracking ability and robustness [10]. Various nonlinear control methods
have been proposed to enhance the speed control performance of PMSMs in different aspects. These
methods include sliding mode control [1,4,8,11,12], predictive control [13,14], backstepping control [15],
adaptive control [15–19], H∞ control [20], automatic disturbance rejection control [21] and artificial
intelligence incorporated controllers [12,22].

Sliding mode control (SMC) is a class of variable structure system (VSS). Its theory was originated
in the late 1950s in the former USSR by Prof. V. I. Utkin and Prof. S. V. Emelyanov [23,24]. The key
idea of SMC is to reduce the complexity of high order systems to first order state variables, namely
the sliding function and its derivative [25]. Sliding mode control is well known as a robust control
method, which can guarantee excellent tracking although the system is exposed to internal parameter
variations and external disturbances. Other than that, remarkable features of SMC are its high accuracy
and simplicity. SMC has been successfully implemented in many fields [26–32] and applied to many
other machine types other than PMSMs, e.g., induction motors [26,33–35], linear variable reluctance
motors [36] and brushless DC motors [37,38]. SMC is applied to PMSMs directly for speed control,
position control and efficiency as well as indirectly for observer design. This literature focuses on the
application of SMC for speed control of PMSMs.

Challenges in SMC design are to ensure convergence of system state to sliding surface, to ensure
control target achieved on sliding surface (i.e., error converge to zero, ensure robustness), to minimize
reaching phase and to reduce chattering during sliding mode. Several sliding surface designs have
been introduced for speed control of PMSM.

Lyapunov stability analysis is widely used to analyse the stability of the developed SMC controllers,
where the stable convergence property is proven and evaluated. Several Lyapunov functions were
chosen by researchers to be employed in the analysis, but typically the function in Equation (1) is
chosen [4,39] with the conditions given in Equation (2). Reaching condition is satisfied when the
condition in Equation (3) is met:

V(t) = (1/2)s2(t) (1)

V(0) = 0 and V(t) > 0 for s(t) � 0 (2)
.

V(t) = s(t)
.
s(t) < 0 (3)

The main disadvantage of SMC methods is the chattering phenomenon they produce and high
frequency switching near the sliding surface caused by the discontinuous control law in SMC design
and from parasitic dynamics interactions [1,4,40]. Chattering can affect the system in terms of reducing
control accuracy, resulting in high heat losses in electrical power circuits and high wear of moving
mechanical parts [41].

This paper is organized as follows: Section 2 elaborates on various methods proposed by previous
researchers to enhance SMC for PMSM speed control. The effectiveness of SMC enhancement using
fractional order sliding surface design is verified through simulation results in Section 3. Discussion
and conclusion are presented in Sections 4 and 5, respectively.
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2. Sliding Mode Controller Enhancement in PMSM Speed Control

Chattering phenomena in sliding mode control are said to be the main obstacle for SMC to
become one of the significant discoveries in modern control theory [40]. Researchers have proposed
various methods to overcome this issue, whereby in doing so, the controller’s performance in terms
of disturbance rejection properties and/or tracking was also affected, either in an advantageous or
deteriorative way. Conversely, the proposed controller enhancement methods also determine the
resulting chattering phenomena.

2.1. Sliding Surface Design Modification

New sliding surface designs have been proposed in many previous works in order to enhance the
performance of SMC instead of using the conventional linear sliding surface. Linear sliding surface as
in Equation (4) guarantees sliding mode asymptotic stability with convergence rate depending on the
value of c [11]. The remarkable advantage of this design is its simplicity. However, the performance of
conventional linear sliding surfaces is proven to be less satisfactory in terms of convergence rate and
settling time [1,42]. The dynamic response of a closed loop system can be improved by using nonlinear
sliding surfaces. For PMSM speed control, several works have been executed using linear SMC, but
the drawbacks of linear SMC were overcame by means of hybridization to develop a composite SMC
controller [8,43,44] or modification of the reaching law [11].

s = cx1 + x2, c > 0 (4)

2.1.1. Integer Order Integral SMC

In conventional sliding mode control, the robustness of the system against parameters variation
and external disturbances is achieved in the sliding phase. Prior to that, i.e., during the reaching
phase, the robustness is not guaranteed. Integral sliding mode control (ISMC) (Equation (5)) was
introduced by Utkin and Jingxin [45] to overcome this problem by eliminating the reaching phase,
therefore, sliding phase is enforced throughout the entire system response. Furthermore, the order of
motion equation in integral SMC is not reduced by the control input dimension, but equal to the order
of the original system. The control law consists of a continuous nominal control and discontinuous
control, which is responsible for the performance of the nominal system without perturbations and
for rejecting perturbations respectively. Hence, with this type of SMC, system robustness can be
guaranteed from the initial time. In addition, smaller maximum control magnitude is required for
ISMC than conventional SMC since the value is usually bigger during the reaching phase [46,47].

s = e(t) −
∫ t

0
(a + bK) e(τ)dτ (5)

In PMSM speed control, constructing a conventional sliding surface requires both speed and
acceleration signals. However, acceleration signals are usually immeasurable and difficult to accurately
estimate due to noise and parameter uncertainties. Integral sliding mode solves this issue and avoids
degradation of the system closed loop performance [48]. As far as speed control of PMSM is concerned,
ISMC has proven to result in better speed response compared to conventional PI in terms of overshoot,
response time and steady-state error. In their simulation, Song and Jia [49] proved a smaller speed drop
by 87.5% under load disturbance when using ISMC, compared to a PI controller. Similarly, an improved
speed drop by almost 29% was observed in experiment executed by Zaky [50]. However, a better
result of 4% speed drop was obtained when using a tuned ISMC, concluding that good robustness is
only ensured when ISMC gain is carefully tuned. The drawback of ISMC is the difficulty of parameter
tuning of its gain, which is required to ensure good balance between disturbance rejection property of
the controller and the chattering phenomenon. This drawback was overcome using various techniques
such as using linear varying gain and extended state observer [48] or using gain tuning methods [50].
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2.1.2. Fractional Order SMC

Another nonlinear sliding surface design method is the fractional order sliding surface, which
utilizes fractional calculus in constructing its sliding surface. Fractional calculus emerged theoretically
over 300 years ago, but in recent decades it has been applied practically in a wide range of science
and engineering disciplines [51]. It is a generalization of the traditional integer order integration
and differentiation to the non-integer order. Fractional order terms have the property of attenuating
old data and storing new data, hence they are more stable or at least as stable as their integer order
counterparts [4,52]. Fractional calculus has been extensively integrated with classical PID control theory
to come out with fractional PID controllers indicated as PIλDμ [53–55]. Other fractional order controller
includes fractional adaptive controllers [56,57], fractional order compensators [58–61], fractional order
sliding mode observer [62] and fractional order sliding mode control (FOSMC) [62–65].

Various hybrid FOSMC methods have been implemented in nonlinear systems. Delavari, et al. [64]
compared the performance of their genetic-based Fuzzy FOSMC with integer order SMC in their
simulation study. It was proven that the proposed FOSMC resulted in faster tracking response,
improved tracking performance, smoother control action, minimized chattering, minimized root
mean square errors, robust against model parameter uncertainties and is appropriate for practical
application for nonlinear systems with parameter variations. Zhang, et al. [4] have experimentally
implemented FOSMC with fuzzy logic tuning for speed control of PMSM. The extra degree of freedom
of integral and differential operators can improve the controller’s performance further compared to
traditional integer order SMC (IOSMC). Theoretically, fractional order sliding surfaces experience
slower energy transfer during switching, hence resulting in smaller chattering compared to integer
order sliding surfaces which decay towards zero exponentially (Figure 1). Experimentally, FOSMC
has been proven to achieve better control performance with smaller chattering and robust against
external load disturbance and parameter variations compared to IOSMC. Similar simulation result
was obtained by Huang, et al. [5]. The superior performance of FOSMC for applications in induction
motors was elaborated and compared with a few other SMC controllers in Sun, et al. [66].

s = kpe(t) + 0Dr
te(t)

kp > 0; 0Dr
t(·) is fractional order integral with 0 < r < 1

(6)

Figure 1. Comparison of energy transfer during sliding motion of FOSMC (blue line) and IOSMC
(black line) [4].
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Taking advantage of both integral SMC and fractional order integral, composite integral SMC
was developed for position control of PMSM. The feedforward compensation part that consists of a
fractional integral term in the control law ensures timely generation of control output during start-up or
load disturbance by eliminating the integral saturation effect without having to increase the switching
gain. In addition to the ability to suppress disturbance, the additional term also weakens the chattering
phenomenon during sliding mode [52]. Implementation of similar composite controller for speed
control of PMSM would also result in a robust, chattering-free system. Implementations of FOSMC in
PMSM speed control need to consider the proper selection of the order, which lies between 0 and 1,
proper determination of the frequency band for fractional order operator approximation and selection
of either fractional integration, fractional differentiation or both as a sliding surface design method.

2.1.3. Terminal SMC

Terminal sliding mode (TSM) control utilizes terminal sliding surfaces in which fractional power
is introduced to ensure fast and finite-time states convergence during the sliding mode phase. Near the
equilibrium point, rate of convergence will speed up which makes this controller preferred for high
precision control. The drawback of conventional terminal SMC Equation (7) is its singularity problem
that might occur if the initial conditions are not carefully selected, due to the recursive structure of
switching manifolds [1,67,68]. Singularity in TSM was overcame by using two-phase control strategy
by inducing the system state into a non-singular region, prior to finite time convergence control [69].
In [70], non-singularity was ensured by switching between TSM and linear hyperplane based sliding
mode. However, as the boundary decreases to zero, the singularity effect is not fully eliminated.
Furthermore, when the boundary is relatively large, the advantage of TSM is diminished [67].

s = x2 + βx1
q
p

β > 0; p, q are positive odd integers,
p > q

(7)

Non-singular terminal sliding mode controller (NTSM, Equation (8)) was proposed to completely
eliminate the singularity problem of conventional terminal sliding mode control and applied to robot
manipulators [30,67,71] and other systems [28,72]. Mu and He [73] proposed two new definitions
and theorems to specifically characterize the dynamic behavior of TSM and NTSM for nonlinear
systems. NTSM was applied for PMSM speed control and resulted in shorter settling time, better
anti-disturbance ability, smaller tracking error and smaller chattering compared to conventional
SMC [1,74,75]. However, controller enhancement still involves setting the switching gain at higher
value as per in SMC. Hence, large chattering cannot be avoided due to discontinuity term in order to
improve the controller performance. Another drawback lies in providing good convergence especially
when the system state is far from equilibrium [42]. Furthermore, improper parameter selection of
NTSM can affect its convergence rate when its performance approaches that of linear SMC [76]. Several
works aimed to overcome these drawbacks using composite NTSM controllers [77,78] as well as
proposing a design principle of controller variables based on homogeneity analysis [77].

s = x1 +
1
βx

p
q
2

β > 0; p, q are positive odd integers,
1 < p

q < 2

(8)

Another type of terminal sliding mode controller proposed in the literature is the non-singular
fast terminal sliding mode (NFTSM) controller Equation (9). NFTSM retains the advantages of NTSM
but with a faster state convergence. Near equilibrium, the convergence rate of linear sliding mode
remains constant while the convergence rate of NFTSM grows exponentially [76]. NFTSM has been
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applied for various control applications [79–84] and has shown not only faster convergence, but also
stronger robustness, higher precision and lower chattering compared to conventional SMC.

s = x2 + αx1 + βx
q
p

1
α, β > 0; p, q > 0 (odd numbers);

p > q

(9)

NFTSM implemented for speed control of PMSM has proven that singularity problem of TSM is
successfully avoided and faster convergence is obtained [85]. Thorough research on application of
NFTSM for PMSM speed control is still unavailable. However, for position control of PMSM, NFTSM
was used to reduce the chattering phenomenon and provide better position tracking and convergence
rate compared to a PD controller [42]. Similar result is expected if NFTSM is applied for PMSM speed
control. This style of numbering is only for equations and none are given

2.2. Higher Order SMC

Higher order sliding mode control (HOSMC) was first introduced by Levant [86]. In first order
SMC, the selected sliding surface has a relative degree one with respect to the control input. The control
input acts on the first derivative of the sliding surface. In higher order SMC, the control input acts on
higher derivatives of the sliding surface. A sliding mode is defined as n-th order sliding mode when
Equation (10) is satisfied [39]. The n-th derivative is predominantly supposed to be discontinuous or
nonexistent [87]. The sliding order characterizes the system dynamics in the vicinity of the sliding
mode in terms of degree of smoothness [88]. In literatures, various sliding surface types were used in
designing their HOSMC. Reset numbering

s(t) =
.
s(t) = · · · = s(n−1)(t) = 0 (10)

When compared to first order SMC, HOSMC provides smoother control, better performance
in terms of switching delays in control implementation, eliminates the requirement of derivative
information for the control and is better in chattering effects suppression while still preserving the main
advantages of the conventional SMC approach in terms of robustness and easiness of implementation [86,
89,90]. On the other hand, the challenge in HOSMC lies in the usage of differentiators, where
their practical behavior requires particular care in real implementation due to measurement noise.
The deteriorative effects on overall closed loop performance increase dramatically with the number of
differentiation stages [91].

For second order SMC (SOSMC), the main idea is not only to have the sliding surface at zero
but also its first order derivative. Its control acts on the first derivative of the sliding surface. Second
order sliding mode satisfies Equation (11). Different algorithms were proposed in literature to ensure
SOSMC finite time convergence to zero such as suboptimal [92], twisting, super-twisting [93,94], drift
and algorithm with a prescribed law of variation of s [88]. Robustness issues of second order SMC,
e.g., influences of measurement noise and unmodelled fast actuator dynamics, have been described in
details by Levant and Fridman [95] and Bartolini, et al. [91].

s(t) =
.
s(t) = 0 (11)

Second order SMC has been implemented in many systems [96–101] and for many machine types,
e.g., DC motors [39,93,102], PMSM [103], induction motors [104] and induction generators [105,106].
For speed control of PMSM, SOSMC resulted in smaller output deviations, smaller convergence time
of up to 66% and smaller chattering in comparison with first order SMC [94,107,108]. Chattering
reduction property of SOSMC has been detailed by Bartolini, et al. [109]. Chattering analysis approach
for systems with second order sliding mode control has been proposed by Boiko, et al. [110], where it

206



Energies 2019, 12, 1669

can be applied to perform an in depth analysis of chattering for better comparison between SOSMC
and first order SMC.

2.3. Reaching Law Method

The reaching law method aims to eliminate the chattering caused by non-ideal reaching at the end
of the reaching phase. In sliding mode control, reaching law is the differential equation that specifies
the dynamics of a switching function. Several types of reaching law proposed in the literature are
constant rate, constant plus proportional rate, power rate, etc., where each has its own merits and
demerits [111]. Conventionally, a constant rate signum function is used as reaching law. The boundary
layer method is a common approach to alleviate chattering, where a smooth approximation is used to
replace the sign function when the state trajectories lie within a certain boundary layer of the switching
surface e.g., using saturation function [64] or hyperbolic tangent function [39]. However, this method
sacrifices the system’s anti-disturbance performance [1,40] and causes steady-state error depending on
boundary layer selection [99].

A novel exponential reaching law was proposed by Ke, et al. [9] for PMSM speed control. Absolute
value of system state variable was incorporated in conventional exponential reaching law, so that the
speed of convergence depends on how far the state variable is from the sliding surface. When sliding
surface is reached, trajectory will become stable and allow the chattering phenomenon to be suppressed
during sliding phase. However, the robustness of the controller is reduced and reaching time increases
as the state approaches the sliding surface [11].

Chattering can also be minimized by decreasing the switching gain, but then the controller’s
reaching time will be jeopardized. To find a balance between these two parameters in different phases
of SMC, Xiaoguang, et al. [11] proposed a novel reaching law that still uses the typical signum function
as reaching law, but with a modified gain. Instead of a constant gain, the proposed gain adapts to
sliding mode surface and system states variations. In the early stage of the reaching phase, a higher
gain expedites the reaching time. As the system trajectory approaches the sliding surface, the gain
will gradually decrease to zero in order to suppress chattering. The width of sliding mode band
decreases as the system state decreases until it reaches an equilibrium point, hence effectively limiting
the chattering effect of the SMC (Figure 2). Under disturbance-free conditions, chattering suppression
of more than 50% was recorded. Moreover, the convergence rate of the proposed SMC can be improved
by about 90%. For a similar purpose, Zhang, et al. [112] eliminated the usage of the signum function
in the reaching law and incorporated a terminal attractor term. However, chattering reduction was
not clearly quantitatively documented and compared. A modified gain sliding surface was proposed
by Jamoussi, et al. [113] for application in induction motors and their experimental results show a
significant reduction in chattering.
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(a) (b) 

Figure 2. Sliding mode band of (a) conventional reaching law and (b) novel reaching law [11].
Reproduced with permission from Xiaoguang et al., Nonlinear speed control for PMSM system using
sliding mode control and disturbance compensation techniques; published by IEEE Transactions on
Power Electronics, 2013.

2.4. Disturbance Compensation

In standard sliding mode control theory, disturbances can be rejected completely when the selected
switching gain is larger than the upper bound of disturbances. However, in practical applications, the
upper bound of disturbances is hard to obtain. Hence, a high value of the switching gain is normally
chosen to ensure disturbance rejection, which case will result in unwanted large chattering [8]. Several
methods have been proposed to deal with this issue. An adaptive algorithm was incorporated to SMC
for position control of PMSM in order to estimate the bound of disturbances and reduce the control
effort [114]. However, the aforementioned proposed solution suffers from chattering problems [8].
Another proposal was by using a boundary layer method [115], which unfortunately sacrifices the
disturbance rejection properties of the SMC to some extent.

In addition to the conventional feedback part, a feed-forward compensation part is introduced
into the controller to improve the disturbance rejection performance of a system. The compensation
part needs to be estimated, since direct measurement of the disturbances in PMSM applications is
usually impossible. The estimated disturbance can be conventionally fed to the controller but fast
suppression is not guaranteed. Moreover, in cases of severe disturbances, the system’s performance
can degrade tremendously [1]. Disturbance compensation allows a smaller value of switching gain to
be selected since the gain value needs to be more than the bound of the disturbance compensation
error instead of the lumped disturbances, which is usually larger. Hence, the disturbance rejection
property of the controller is ensured without worsening the chattering effect [8]. Various disturbance
estimation techniques as detailed in Chen, et al. [116] have been proposed in other fields [117–119],
but for PMSM applications, disturbance observer and extended state observer are widely used.

In extended state observers (ESO), the lumped disturbances of the system (external disturbances
and internal dynamics) are regarded as a new state of the system. ESO can estimate the states as well
as the disturbances and its order is one magnitude higher than usual state observer. ESO was proposed
by Jingqing [120] and has been incorporated in SMC for control in various fields [121]. SMC + ESO for
speed control of PMSM has been experimentally proven to result in low speed drop (about 1%) under
load disturbance of 2 Nm and lower chattering (by nearly 40%) compared to pure SMC controller [8].

The disturbance observer (DOB) was originated by Ohnishi [122]. Disturbance observer-based
SMC has been widely applied in various fields to improve the SMC in terms of disturbance rejection
performance and chattering [123–125]. Implementing sliding mode theory into the observer, extended
sliding mode disturbance observer (ESMDO) was developed by Xiaoguang, et al. [11] to provide the
compensation part of their SMC. Estimated disturbance suffers from chattering since the observer
is designed based on sliding mode and in this work it was suppressed using a low pass filter.
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The proposed composite SMC + ESMDO controller has better disturbance rejection ability than PI
controller, with smaller overshoot and shorter settling time. Quantitatively, under a load disturbance of
4 Nm, the speed drop of the proposed controller was reduced by 75%, overshoot was reduced by 50%
and settling time was 60% shorter. A more relevant comparison was made between SMC with sliding
mode-based disturbance observer and SMC without observer, where the composite SMC showed
smaller overshoot, better robust stability and reduction in the effect of random load on the system [78].
Similarly, performance of a DOB-based nonsingular terminal SMC controller was compared with a
conventional nonsingular terminal SMC by Mu, et al. [77]. Both their simulation and experimental
approaches showed that their proposed composite DOB-based SMC controller resulted in faster speed
response with a tracking error of less than 0.2% and overshoot reduction by 50%. Furthermore,
a remarkable improvement in current chattering was recorded, speed ripple was reduced by 80%
as well as better robustness against step load torque compared to a conventional NTSM controller.
The success in SMC controller enhancement through observers depends on how exact and quick
the estimation can be obtained, which requires the parameters to be selected carefully. Furthermore,
the parameters selected must also ensure that the reachability condition of the main SMC controller
is satisfied.

2.5. Artificial Intelligence

Integration of artificial intelligence (AI) into SMC provides breakthrough to the sliding mode
theory that has been studied for over 50 years. Composite SMC and computational intelligence
controllers have been summarized technically by Kaynak, et al. [126], who discussed the possible
ways of integration and by Xinghuo and Kaynak [90], who emphasized the individual advantages
and disadvantages of integrating various AI methods into SMC. AI was incorporated in sliding mode
controllers for various purposes such as combined with SMC to enhance the controller’s performance,
utilized the advantage of SMC to enhance main AI controllers, used for online or offline parameter
tuning of a SMC controller, as uncertainties estimator and also to eliminate chattering. Several works
have combined SMC, AI and adaptive control technique. The main advantages of adaptive control
technique that researchers tried to bring to their controllers are their independence from precise
prior knowledge of dynamic parameters, ability to effectively suppress errors caused by parameter
uncertainties and also the ability to neutralize to some extent the influence of SMC high-frequency
switching [127].

2.5.1. Fuzzy Logic

Fuzzy logic was proposed by Zadeh [128]. The main advantage of fuzzy logic is that it uses
linguistic information instead of mathematical tools to model complex industrial processes. Memory
capacity remains its biggest drawback, especially when high sensitivity of output is required. Composite
fuzzy sliding mode controllers have been implemented in various fields [129–135]. For speed control
of PMSM, fuzzy logic inference scheme (FLIS) was implemented to obtain the switching control
gain of a fractional order SMC. This online tuning method has proven reliable in resulting a robust
controller under various disturbance conditions [4]. Usage of fuzzy logic inference systems to obtain
a gain requires the membership function to be sufficiently intensive for precision as well as wide
enough to minimize the sensitivity to noise [136]. On the other hand, a composite fuzzy SMC was
designed, whereby sliding mode properties can improve the performance of a conventional pure
fuzzy controller. The control output was obtained by FLIS, depending on three sliding conditions
(approaching, sliding and stable). Since the input variable of the fuzzy inference rules is defined by the
sliding surface, the number of fuzzy rules can be minimized [137]. The proposed controller improved
the performance of a pure fuzzy controller in terms of eliminating overshoot, settling time, tracking
precision and steady-state error elimination [138]. Fuzzy adaptive mechanism was used to tune an
integral SMC controller switching gain with respect to load torque. This method resulted in speed
output without overshoot, steady-state error and chattering compared to a conventional ISMC without
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fuzzy [139]. For comparison purposes, similar performance was obtained when applying fuzzy SMC
to an induction motor [140].

2.5.2. Neural Network

Neural networks have characteristics of fault tolerance, parallelism and learning [141]. NN-based
SMC has been widely used as controller in various applications [142–146]. Wavelet NN (WNN) is
developed by combining wavelets with neural networks. It combines online learning ability of artificial
NN and identification ability of wavelet decomposition [12]. Its remarkable characteristics are quick
convergence and high precision with reduced network size [147]. For speed control of PMSM, uncertain
system dynamics was predicted using a WNN bound observer to solve the issue of uncertainty bound
in SMC design. This composite WNN-SMC controller allowed a robust speed control for a wide range
of operating conditions as compared to a conventional PID controller [12].

2.5.3. Fuzzy Neural Network

Both fuzzy logic and neural networks are universal approximators. However, the different
characteristics of each of them are complementary. Fuzzy neural network (FNN) improves fuzzy
logic-based controllers in terms of the learning abilities. Hence, it is capable of fuzzy reasoning in
handling uncertain information as well as has capability of artificial NN in learning from processes.
A combination of fuzzy and neural network theories was also incorporated in SMC controllers in
various fields [141,148]. A recurrent fuzzy neural network (RFNN) intelligent observer was designed
and combined with a SMC controller to facilitate real-time adjustment of the upper bound of the
lumped uncertainty for position control of PMSM. The proposed controller resulted in a robust position
control with less chattering and smaller control effort compared with a total SMC without RFNN
observer [149]. Elmas and Ustun [43] proposed a hybrid controller that consists of a SMC and a
neuro-fuzzy controller (NFC) connected in parallel for PMSM speed control. The error band method
is used to determine which controller needs to be activated at a certain time. SMC is active during
transient mode to get a fast dynamic response whereas the NFC is active during steady-state mode
to get a smooth, less chattering dynamic response. The idea is to use the advantages of both SMC
and NFC as well as to eliminate the disadvantageous factors of both. Current chattering of the
proposed hybrid controller is reduced by around 92% compared to a conventional SMC. However,
speed response of hybrid controller is faster by more than 7% compared to a conventional SMC. The
hybrid controller is also less sensitive to parameter variations and external load disturbances compared
to a conventional NFC.

The wavelet fuzzy neural network (WFNN) estimator combines fuzzy and wavelet neural network
theories to estimate the unknown lumped uncertainties online to enhance the performance of a sliding
mode controller. When applied to a six-phase PMSM, experimental results proved that the WFNN
can perform a reliable estimation of lumped uncertainty and WFNN-SMC controller resulted in
smaller tracking errors compared to a PI controller and SOSMC without WFNN lumped uncertainty
estimator [99] and an adaptive backstepping SMC without WFNN [150].

3. Fractional Order SMC for Speed Control of PMSM

This section elaborates on a fractional order sliding mode control with PID sliding surface design
(FOSMC-PID) proposed for speed control of PMSM using FOC approach, as illustrated in Figure 3.
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Figure 3. Typical block diagram of field oriented control of PMSM.

3.1. Field Oriented Speed Control of PMSM

In rotor rotating reference frame, the mathematical model of a PMSM is defined as below [4]:

ud = Rsid +
.
λd −ω fλq (12)

uq = Rsiq +
.
λq +ω fλd (13)

Te = 1.5p
[
LmdId f iq +

(
Ld − Lq

)
idiq

]
(14)

ω f = pnωr (15)

where ud,uq are the d,q-axis stator voltages, respectively; id,iq are the d,q-axis stator currents, respectively;
Ld,Lq are the d,q-axis stator inductances, respectively; Te is the electric torque; Id f is the equivalent
d-axis magnetizing current; Lmd is the d-axis mutual inductance; pn is the pole pair; ω f is the inverter
frequency and ωr is the rotor speed. λd,λq are the d,q-axis stator flux linkages, which are defined as:

λq = Lqiq (16)

λd = Ldid + LmdId f (17)

Motor dynamics is described as:

Te = J
.
ωr + Bmωr + TL (18)

where J is the moment of inertia, Bm is the viscous friction coefficient and TL is the load torque.
In constant torque angle (CTA) control strategy (δ = 90◦), d-axis stator current command, id is set to be
zero. Electromagnetic torque in Equation (14) can be simplified as in Equations (19) and state equation
of the servo drive is obtained as per Equations (20).

Te = 1.5p
[
LmdId f iq

]
= ktiq (19)
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.
ωr = −

(
Bm

J

)
ωr +

(
kt

J

)
iq − TL

J
(20)

In this study, the main control problem is to ensure the motor speed, ωr to track the desired
speed command, ω∗r asymptotically. For this purpose, the main speed controller i.e., the sliding mode
controller provides an output in terms of q-axis stator current command, iq as the control input for
the inner q-axis current controller. The speed tracking error, e(t) and its derivative are defined in
Equations (21) and (22) respectively, where a, b, c, ∅(t) and δ(t) are defined as in Equations (23)–(26)
with Δa, Δb, Δc as the time-varying value of the system parameters and δ(t) is lumped uncertainty:

e(t) = ω∗r(t) −ωr(t) (21)

·
e(t) = −ae(t) − biq(t) +∅(t) + δ(t) (22)

a = Bm/J, b = kt/J, c = TL/J (23)

∅(t) = aω∗r(t) + c(t) +
.
ω
∗
r(t) (24)

δ(t) = Δaωr(t) − Δbiq(t) + Δc(t) (25)∣∣∣δ(t)∣∣∣ ≤ Ω, Ω ∈ R+ (26)

3.2. Design of FOSMC-PID

The proposed fractional PID (PIαDβ) sliding surface is defined in Equation (27), where 0D−αt (.) is
a fractional integration of order α and 0Dβ

t (.) is a fractional differentiation of order β. By selecting
α = β = 1, a classical integer order PID sliding surface is obtained. The control law in Equation (28)
is adopted in this study. The equivalent control law in Equation (29) is obtained. Stability analysis of
the proposed controller is detailed in [151]:

s(t)= kpe(t)+ki0D−αt e(t)+kd0Dβt e(t)
kp, ki, kd> 0, 0 < α < 1, 0 < β < 1

(27)

.
s = −ws− kssign(s), w, ks ∈ R+ (28)

i∗q(t) =
(
bkp

)−1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ki0D1−α
t e(t)+ kd0Dβ+1

t e(t)
+(w− a)kpe(t)

+kp∅(t)+wki0D−αt e(t)
+wkd0Dβt e(t)+kssign(s)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(29)

3.3. Simulation Results

The proposed controller is simulated in MATLAB/Simulink environment to evaluate its
performance as a speed regulator. The PMSM model used primarily in this simulation is a three-phase
Y-connected 1.93 kW motor with parameters as listed in Table 1. Fractional orders α and β of the
designed controller was chosen to be 0.35 and 0.3, respectively.
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Table 1. Parameters of PMSM.

Parameter Value

Stator resistance, Rs 1.2 Ω
d-axis stator inductance, Ld 6.35 m H
q-axis stator inductance, Lq 6.75 m H

Moment of inertia, J 2.31 × 10−4 kg m2

Viscous friction coefficient, Bm 0.0002 Nm s
Flux linkage, λ f 0.15 Wb

Pole pair, pn 4

3.3.1. Performance Comparison of Fractional Order SMC with Conventional Integer Order SMC

The performance of the proposed fractional order SMC is compared with the conventional integral
SMC. Reference speed of 500 rpm was set and load torque of 2 Nm was applied at t = 0.5 s. Results in
Figure 4 show that drive system with SMC speed controller experienced 9.22% overshoot, which was
10 times higher than the overshoot of the FOSMC system.

Figure 4. Speed response of the proposed FOSMC and conventional SMC speed controller.

The recorded settling time for SMC system was more than 30 times longer than FOSMC system.
When load torque was applied, SMC system suffered from speed drop of almost the same as those of
FOSMC system. However, it took almost 25 times longer time to settle back to the reference speed
compared to the FOSMC system. Furthermore, in system with conventional SMC, 10 times higher
speed ripple was observed.

3.3.2. Performance Comparison of Fractional Order SMC with Different Sliding Surface Designs
(PI, PD and PID)

In this work, a fractional PID sliding surface was proposed to construct the sliding mode controller.
The performance of the proposed sliding surface design is compared with PI and PD sliding surface.
Similarly, reference speed was set at 500 rpm and load torque of 2 Nm was applied at t = 0.5 s.
From Figure 5, it can be seen that FOSMC with PID sliding surface resulted in better speed response
with almost 19 times less overshoot than FOSMC with PI sliding surface. When load torque of 2 Nm
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was applied, FOSMC-PI experienced a speed drop of 4%, which is 2.8% more than the speed drop of
a FOSMC-PID system. After the speed drop, the FOSMC-PI system settled back to reference speed
after almost 0.01 s, whereas the FOSMC-PID settled faster by one fifth. In terms of torque ripple,
the performance of FOSMC-PID was prominent, where the resulting torque ripple was half of the
torque ripple of FOSMC-PI. Figure 6 shows that FOSMC-PD resulted in no overshoot compared to
FOSMC-PID. However, its settling time was almost nine times longer than FOSMC-PID. In addition to
that, FOSMC-PD had a larger steady state error of almost three times higher than FOSMC-PID. Torque
ripple of both controllers was almost equal.

Figure 5. Speed response of FOSMC-PID and FOSMC-PI speed controller.

Figure 6. Speed response of FOSMC-PID and FOSMC-PD speed controller.
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In its own fractional order SMC group, the proposed FOSMC-PID has shown its advantages
in balancing the individual strength and weaknesses of FOSMC-PI and FOSMC-PD. The proposed
FOSMC reduced the overshoot contributed by the integral portion and at the same time reduce the
steady state error contributed by the differential portion. The combination of PID also reduces the
speed drop when the load torque was applied. Small speed and torque ripple proves that chattering
phenomenon has been successfully suppressed. Performance indices of the proposed controller and
the controllers in comparison are summarized in Table 2.

Table 2. Comparison of performance indices of the proposed controller with previous works.

Performance Indices SMC FOSMC-PI FOSMC-PD
FOSMC-PID
(Proposed)

Overshoot (%) 9.22 5.52 0 0.8593
Settling time (s) 0.288 0.0094 0.096 0.0096
Speed drop (%) 1.28 4.3 1.5 1.16

Steady state error (%) 0.02 0.04 0.06 0.02
Torque ripple (%) 12 11 10 10
Speed ripple (%) 0.16 0.12 0.014 0.014

3.3.3. Performance of the Proposed FOSMC Speed Controller for Various Conditions

The controller is then tested for various conditions to ensure its robustness. Figure 7 shows the
controller performance when reference speeds of 100 to 3000 rpm are given. The reference speed is
tracked with settling time not more than 0.2 s and with overshoot not more than 2%. On a different
case, various load torque (2–6 Nm) are given to the system at t = 0.5 s and the speed reference is fixed
at 500 rpm. Figure 8 shows that the controller is able to track back the reference speed after speed drop
of less than 13%. The proposed controller is also tested for a few motor sizes. As shown in Figure 9,
the proposed controller ensures successful speed tracking for motors between 1.67 kW and 13.22 kW.
The performance of the proposed controller is further validated and compared with performance of
SMC under different scenarios. Figure 10 shows the speed response of system when positive loads
of 2 Nm (at t = 0.5 s) and 6 Nm (at t = 1.0 s) as well as negative loads of −4 Nm (at t = 1.5 s) are
applied. The speed response for both positive and negative reference speeds of 500 rpm, −500 rpm
and −1000 rpm at t = 0.0 s, t = 0.5 s and t = 1.0 s respectively is shown in Figure 11. In this case, a load
torque of 2 Nm is applied at t = 1.5 s.
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Figure 7. Speed response of FOSMC-PID speed controller for various speed references.

Figure 8. Speed response of FOSMC-PID speed controller for various load torque.
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Figure 9. Speed response of FOSMC-PID speed controller for motor sizes.

Figure 10. Comparison of speed response of FOSMC and SMC speed controller when positive and
negative loads are applied.

217



Energies 2019, 12, 1669

Figure 11. Comparison of speed response of FOSMC and SMC speed controller when positive and
negative reference speeds are given.

Simulation results proved that the proposed FOSMC speed controller performs as a robust and
fast anti-disturbance controller to regulate the speed of a PMSM and proven its advantages against
SMC controllers. The proposed sliding surface design also improves the FOSMC in terms of torque
ripple reduction, chattering reduction and anti-disturbance properties, compared to FOSMC with PI
or PD sliding surface. Its robustness is also proven for various conditions such as for various speed
references, various load torques and various motor sizes.

4. Discussion

Sliding mode control possesses many remarkable features to be applied in designing a robust
and precise speed controller for permanent magnet synchronous motors. Sliding surface design and
the chosen reaching law determine the equivalent control law that should result in system state’s
convergence to sliding surface and control target achieved on the sliding surface as well as should
ensure that reaching phase is minimized and chattering effect is attenuated. In addition to pure SMC
controllers, controller’s performance is enhanced in terms of robustness and chattering reduction by
many means. The main idea behind composite SMC is to have an adaptive sliding surface design based
on uncertainties and disturbances, compared to a sliding surface design with fix values in conventional
SMC. State-of-the-art implementation of SMC for speed control of PMSM is summarized in Figure 12
and compared in terms of their remarkable properties and disadvantages in Table 3.
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Figure 12. Summary of SMC enhancement methods.

As far as SMC for PMSM speed control is concerned, opportunities of future works are still
wide open. The lists of sliding surface designs and composite sliding mode controllers that have
been successfully applied to other machines but have not been applied for speed control of PMSM
are endless. Similar good results are not guaranteed but they are worth to be researched on. It is
also necessary to mention that more research works is required in the area of SMC parameter
tuning, since many researchers still based their work on conventional trial and error method. A new
promising approach to optimise parameter tuning is by using adaptive SMC to ensure a dynamical
adaptation of the control gain in order to be as small as possible whereas sufficient to counteract the
uncertainties/perturbations [152–158]. For PMSM application, disturbance estimation techniques are
mostly constraint at either DOB or state observer. This situation opens the opportunity for future
researchers to explore the combination of SMC with other estimation techniques.

Many composite SMC controllers have been proposed, but researchers should not compromise
one of the remarkable features of SMC namely its simplicity. Integration of artificial intelligence
into SMC in order to produce an ‘intelligent’ controller should not jeopardize the controller’s speed.
Information on chattering effect is crucial in presenting SMCs. In several literatures, the chattering
effect of their proposed controllers was not carefully presented or simply not addressed. It can be
concluded that what remains in designing a SMC for speed control of PMSM is to find balance between
the robustness and the chattering for wide range of operating conditions.
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Table 3. Comparison of state-of-the-art implementation of SMC for speed control of PMSM.

Controller Description Remarkable Properties Disadvantages

Linear SMC Simplicity
Unsatisfactory convergence rate and settling
time (can be improved by composite SMC or
reaching law modification)

Integral SMC

• Reaching phase eliminated
• Order of motion equation is equal to order of

the original system
• Smaller maximum control magnitude required

Controller gain must be carefully tuned to
ensure balance between robustness and
chattering

Fractional order SMC

• Improve controller performance with extra
degree of freedom (fractional operator)

• Small chattering due to slower energy transfer
compared to integral SMC

Careful tuning of fractional operator required

Terminal SMC
Fractional power is introduced to ensure fast and
finite-time states convergence during sliding mode
phase

Singularity problem that might occur if the
initial conditions are not carefully selected
(can be solved by NTSM, NFTSM)

Higher order SMC

• Control input acts on higher derivatives of the
sliding surface

• Sliding order characterizes the system dynamics
in the vicinity of the sliding mode in terms of
degree of smoothness

Usage of differentiators, where their practical
behavior requires particular care in real
implementation due to measurement noise.

Boundary layer SMC Smooth approximation to replace sign function to
alleviate chattering

• Sacrifices the system’s
anti-disturbance performance

• Steady-state error depending on
boundary layer selection

SMC with reaching law
modification

• Speed of convergence depends on how far the
state variable is from the sliding surface

• To eliminate chattering

• Robustness of the controller is reduced
• Reaching time increases as the state

approaches the sliding surface

SMC with feed-forward
disturbance
compensation

• Allows smaller value of switching gain to
be selected

• Disturbance rejection property of the controller
is ensured without worsening the
chattering effect

• Disturbance estimation using DOB or ESO

Depends on disturbance estimation accuracy

SMC with AI

Areas of AI utilization with SMC:

• combined with SMC to enhance the
controller’s performance

• utilize the advantage of SMC to enhance main
AI controllers

• used for online or offline parameter tuning of a
SMC controller

• as uncertainties estimator
• to eliminate chattering.

Computational load

5. Conclusions

An extensive review of the state-of-the-art implementation of SMC for speed control of PMSMs is
presented in this paper. Various sliding surface designs and composite controller designs with SMC
implementation have been highlighted. The remarkable properties as well as the disadvantages of
previous works are summarized. Ideas on possible future works are also discussed, which emphasize
on current gaps in this area of research. Certain areas have not been thoroughly covered in this study
and deserve a separate thorough review e.g. the application of sliding mode controllers in sensorless
speed control of PMSMs, the application of SMC for DTC control of PMSMs and sliding mode observers
in combination with other controllers for speed control of PMSMs.
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