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Abstract: This paper provides an introduction to, and an overview of, the Special Issue on the
application of systems approach to the management of complex water systems. The main motivation
in proposing this Special Issue was that today, more than ever, we need a systems approach to assist in
dealing with the difficulties introduced by the increase in the complexity of water resource problems,
consideration of environmental impacts, and the introduction of the principles of sustainability.
This issue offers an opportunity to review applications of the systems approach to water resource
management and draw lessons from worldwide experience relevant to future water problems.
The Special Issue includes 15 contributions that offer an interesting view into contemporary problems,
approaches, and issues related to management of complex water resources systems. It will be
presumptuous to say that these 15 contributions characterize the success or failure of the systems
approach to support water resources decision-making. However, these contributions offer some
interesting lessons from the current experience and trace possible future work directions.

Keywords: systems; complexity; water resources; management

1. Introduction

During the past five decades, we have witnessed a tremendous evolution in water resource
systems management. From the early days and the introduction of the approach by [1] and some
of the most significant texts [2–4] up to today’s practice, it is very clear that the approach matured
and became essential to support water resources decision making. Three of the characteristics of this
evolution should be noted in particular: (1) the application of the systems approach to complex water
management problems has been established as one of the most important advances in the field of water
resource management; (2) the past five decades have brought a remarkable transformation of attitude
in the water resource management community towards environmental concerns, and action to address
these concerns; and (3) applying the principles of sustainability to water resource decision-making
requires major changes in the objectives on which decisions are based, and an understanding of the
complicated inter-relationships between existing ecological, economic and social factors.

Today, more than ever, we need appropriate tools that can assist in dealing with the challenges
introduced by the increase in the complexity of water resource problems, consideration of environmental
impacts, and the introduction of principles of sustainability. The systems approach is one such tool.
This Special Issue offers an opportunity to review some applications of the systems approach to water
resource management and draw lessons from worldwide experience relevant to the solution of future
water problems.

Let me repeat the basic definition of a system here. Simonovic [4] defines “a system as a collection
of various structural and non-structural elements that are connected and organized in such a way as
to achieve some specific objective through the control and distribution of material resources, energy,
and information”. The systems approach is characterized by emergence (the whole is different than
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the sum of its parts), self-organization (cooperation, interdependence and competition yield stabilizing
homeostasis), nonlinearity (small changes in part of the system can have excessively significant effects
across the whole), and feedback loops (the outputs of the system affect its inputs).

The experience presented through contributions of the Special Issue and [5] offer the following
summary of the current state of the water resources systems approach: (i) the water resources systems
approach today offers a scientific interdisciplinary context for dealing with the complex practical issues
of water management and prediction of the water resources future; (ii) the systems approach is helping
all those who are responsible for water resources management to organize water related information
and improve the decision-making; (iii) the implementation of the systems approach allows us to
address complex problems in close collaboration with the general public; (iv) the systems approach,
allows through clear articulation of assumptions, use of models, identification of feedback relationships,
and monitoring system behavior, and helps decision-makers better anticipate future conditions and
make smarter management decisions; (v) the tools of systems analysis (simulation, optimization and
multi-objective analysis) provide decision-makers with the information for full understanding of the
dynamics that direct the interactions between the social (people and economy), natural (water, land and
air) and constructed systems (buildings, roads, bridges etc.); (vi) the systems approach is contributing
to the improvement in human behavior by using systems thinking; and (vii) the systems approach
leads to greater practical and safer uncertainty management policies for increasing the resilience of
water systems to changing conditions.

In the review presented in this Special Issue [5,6] it is pointed out that “a success reached today
must contribute to further evolution of the water resources systems approach to successfully address
the serious water challenges faced by society. The future activities must continue: to deal with the most
difficult complex water problems; to conduct further practice-based as well as fundamental research;
and provide further capacity building”.

2. Contributions

The Special Issue includes 15 contributions that offer an interesting view into contemporary
problems, approaches, and issues related to the management of complex water resources systems. It is
not easy to classify the contributions published in the Special Issue. Their order of presentation in the
Issue reflects my understanding of the contributions.

The Special Issue Organization of Contributions

The Issue opens with the paper by Prof. D.P. Loucks [7], who is one of the leaders in this field
and has provided invaluable contributions that influenced academia, industry, and governments.
His message focuses on the transition in the water resources systems approach from preoccupation
with methodological issues to implementation experiences and innovation. Prof. Loucks sends a
message that a crisis in water is no longer an abstraction for many. Adapting to globally changing
conditions is the challenge for all of us.

The following papers by Morley and Savic [8], and Rusforth et al. [9], deal with water scarcity.
Morley and Savic offer an optimization approach to the “Lower Thames Control Diagram”, a set of
control curves subject to a large number of constraints. The diagram is used to regulate abstraction of
water for the public drinking water supply for London, UK, and to maintain downstream environmental
and navigational flows. The optimized configuration of the Lower Thames Control Diagram was
adopted by the water utility and the environmental regulators and is currently in use. Rusforth et
al. present a rigorous quantitative, systems-based model to measure a municipality’s water portfolio
security using multiple objectives. This simple model can be operationalized using readily available
data to capture water security dimensions that go far beyond typical reliability and cost analysis.
They used the Phoenix Metropolitan Area as a case study.

Horriche and Benabdallah [10], Lee and Kang [11], and Hattab et al. [12] further the discussion to
the applications of groundwater management, multipurpose reservoir operations, and urban drainage,
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respectively. The first paper examines the impact of an artificial recharge site on groundwater level and
salinity using treated domestic wastewater for the Korba aquifer (north eastern Tunisia). Groundwater
flow and solute transport models are utilized in the identification of suitable areas for aquifer recharge.
Lee and Kang, in their study, clarify relationships within the social and hydrological systems and
quantitatively analyze the effects of a multi-purpose dam on the target society using a system dynamics
simulation approach. Hattab et al. implement the soft system engineering and Analytic Network
Process (ANP) approaches in a methodological framework to improve the understanding of the
stakeholders within the sustainable urban drainage system and their key priorities, which leads to
selecting the appropriate modeling technique according to the end-use application.

The three contributions by Rehana et al. [13], Agrawal et al. [14], and Sabbaghian and
Nejadhashemi [15] bring uncertainty into the discussion of complex water resources systems
management. Rehana et al. appraise the quantification of uncertainties in systems modeling in
India and discuss various water resource management and operation models. The basic formulation
of models for probabilistic, fuzzy, and grey/inexact simulation, optimization, and multi-objective
analyses to water resource design, planning, and operations are very well presented in this work.
Agrawal et al. present a study that includes identifying and quantifying the gap between people’s
perception of exposure and susceptibility to the risk, a lack of coping capacity and objective assessment
of risk and resilience, as well as estimating an integrated measure of disaster resilience in a community.
The proposed method has been applied to floods in the hope that the study will encourage a broader
debate if a unified strategy for disaster resilience would be feasible and beneficial in Canada. Sabbaghian
and Nejadhashemi present a risk-based consensus-based group decision-support system model for
choosing the desirable urban water strategy. This model is successfully implemented for the Kashafroud
urban watershed in Iran, for selecting the more desirable urban water strategy in 2040.

Stojkovic and Simonovic [16], Hooshyar et al. [17], and Aivazidou and Tsolakis [18] address
various issues in managing complex water problems. Stojkovic and Simonovic study the impact of
climate change on the management of a complex multipurpose water system and present a set of steps
of the climate change impact analysis process. They used the Lim water system in Serbia (southeast
Europe) as a case study. Furthermore, their study analyzed the uncertainty in the system outputs
introduced by different steps of the modeling process. Hooshyar et al. deal with reservoir operations
optimization under uncertainty. They introduce reinforcement learning, a simulation-based stochastic
optimization approach that can effectively eliminate the curse of modeling that arises from the need
to calculate a very large transition probability matrix. This paper presents a multi-agent approach
combined with an aggregation/decomposition method. The method has been applied to a real-world
five-reservoir problem, the Parambikulam–Aliyar Project in India. Aivazidou and Tsolakis present an
interesting and unusual problem of wine–water footprint assessment to investigate the water dynamics
of wine production in Italy and the wine sector’s water efficiency. This research provides insights for
practitioners in the Italian wine sector to develop water-friendly corporate schemes for enhancing the
added value of their products.

The next two papers by Madani and Shafiee-Jood [19] and Ponnambalam and Mousavi [20] target
a controversial development related to socio-hydrology as a “new science” of interaction between
human and natural systems. Madani and Shafiee-Jood correctly point that the socio-hydrology studies
show strong overlap with what has already been in the literature, especially in the water resources
systems and coupled human and natural systems (CHANS) areas. Nevertheless, the work in these
areas has been generally dismissed by the socio-hydrology literature. Their paper overviews some
of the general concerns about originality, practicality, and contributions of socio-hydrology. It is
argued that, while in theory, a common-sense approach about the need for considering humans as
an integral component of water resources systems models can strengthen our coupled human-water
systems research, the current approaches, and trends in socio-hydrology can make this interest area
less inclusive and interdisciplinary. Ponnambalam and Mousavi state that coupled human–natural
system models provide the practical approach needed for applications both in the descriptive science of
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socio-hydrology and in the prescriptive method of integrated water resources management. Since the
introduction of socio-hydrology as a “new science” various responses and criticisms clearly indicating
no novelty in the concept and presence of interaction between human activities and water systems
in the literature over a number of decades. However, in this paper there are some issues like (i)
treatment of integrated water resources management (IWRM) as a tool, not a process; (ii) a view of
socio-hydrology as science and IWRM as an engineering approach (which is clearly wrong); (iii) stating
that socio-hydrology promotes CHANS (the literature of socio-hydrology, unfortunately, had not
originally admitted CHANS); and (iv) proposing CHANS as a modeling tool (which is problematic
as CHANS is not a tool but an analysis approach/framework which takes advantage of many tools
including system dynamics, economics, and others).

The Special Issue ends with my paper [6] that states that systems approaches based on
simulation, optimization, and multi-objective analyses, in deterministic, stochastic, and fuzzy forms,
have demonstrated great success in supporting effective water resources management in the last half of
last century. In this paper, I explore the future opportunities that will utilize advancements in systems
theory that might transform the management of water resources on a broader scale. The paper presents
performance-based water resources engineering as a methodological framework to extend the systems
approach’s role in improved sustainable water resources management under changing conditions
(with special consideration given to rapid climate destabilization).

3. Conclusions

The key messages we can extract from the submissions included in this Special Issue are quite broad
and definitively not limited to what has been addressed with these contributions. It can be concluded
that the water resources systems approach: (i) offers a very reachable portfolio of applications and a
scientific interdisciplinary context for dealing with the complex practical issues of water management
and prediction of the water resources future; (ii) is helping all those who are responsible for water
resources management to organize water related information in order to distinguish between the noise
and important information and improve the decision-making; (iii) provides the information necessary
to understand resource flows and the larger water resources management context in close collaboration
with the general public to understand the relationships between human behavior and environmental
and economic impacts of water resources management decisions; (iv) is helping the improvement of
planning and forecasting by articulation of assumptions, use of models, identification of feedback
relationships, and monitoring system behavior; (v) offers the tools (simulation, optimization and
multi-objective analysis) that are helping to improve the quality of decision-making; (vi) is contributing
to the improvement in human behavior by using systems thinking; and (vii) leads to greater practical
and safer risk management policies.

There are still remaining challenges necessary to respond to global changes that affect and alter
the hydrologic cycle, and that define human relationships with natural systems. It is our hope that
some of the ideas addressed in this collection of papers will help all of us in become more innovative,
and increase our collaboration in securing solutions for a sustainable future.
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Abstract: Reviews of the water resource systems planning and management literature show
considerable interest in methodological issues and less so in implementation experiences. This paper
offers some thoughts on the use of our analysis tools in the political environment where water
management decisions are typically made. This paper also addresses the challenge of going beyond
analysis and synthesis to innovation. How can we extend our modeling methods so as to help
ourselves become more creative in the identification of potentially improved infrastructure design
and/or operating policies, and even of institutional changes, that we have otherwise not considered
or thought of?

Keywords: systems analyses; water resources; planning; management; implementation;
political processes; innovation; impact

1. Introduction

This commentary is addressed to all of us who develop and apply various quantitative modeling
approaches designed to assist those responsible for managing water and related environmental
resources. This includes those of us trained in various disciplines that offer different perspectives and
contribute to identifying and analyzing alternative solutions in different ways, all aimed at forming
a more comprehensive estimate of the impacts that could result from decisions that might be made.

Those of us who have been involved in the use of systems analysis methods are aware
of the contribution these methods have made and are making in a wide range of applications,
including agriculture, defense, ecosystem management, education, environmental protection, industry,
law enforcement, medical care, resources management, transportation, and urban planning among
others. Systems analyses have been most helpful in addressing issues dominated by natural and
physical sciences and engineering. Yet such issues are usually addressed and resolved in a political
environment. This is certainly the case when planning, designing, and operating infrastructure for
managing water. This paper focuses on the implementation of systems analysis for informing the
largely political processes of deciding how best to manage our water resources. If the purpose of our
analyzing specific water resource systems is to implement change, then we, analysts, must get involved
in and cater to the political processes in which water management decisions are typically made.

Most of us will agree that while systems analysis methods, and each of the disciplines they come
from, have their limitations, they can introduce a certain objectivity into the political process of decision
making. Progress in managing water more effectively requires knowledge from the natural, social and
political sciences, economics and other disciplines. Of course, achieving change requires institutions
and political alignments in addition to the insights derived from scientific knowledge. Yet such scientific
objectivity can help achieve stakeholder acceptance of the identified options available and the inevitable
tradeoffs among the goals they may wish to obtain [1]. Such analyses can address uncertainties,
even uncertain uncertainties; they can estimate various impacts and tradeoffs among multiple system
performance measures; and they can help reveal unexpected consequences of particular policies and
actions. We can use systems analysis methods to help identify plans and policies that achieve a balance

Water 2020, 12, 974; doi:10.3390/w12040974 www.mdpi.com/journal/water7
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among multiple goals of multiple stakeholders. Simply stated, systems analysis methods have proven
themselves to be useful for addressing large, complex water management challenges and opportunities.
Results from such analyses can inform but, with rare exceptions, they have not proven very effective in
substituting for those responsible for decision making.

The art of applying systems analysis tools, especially to water management issues, is itself
inherently multi- and interdisciplinary. One can argue that it was borne in a multidisciplinary
environment [2]. Systems analysis approaches are designed to focus on the performance of entire
systems rather than each of their components, but just what components are or are not included
in a particular water resource system depends on the management issues being addressed and the
authorities given to the institutions involved. If the art of defining the system components and their
interactions is done well, and in collaboration with those involved in decision making so as to enhance
communication, gain trust, and ensure relevance, there is an excellent chance that the structured and
objective nature of the systems approach will provide information considered useful by those involved
in the decision-making process [3–5].

2. Mismatches

Water resource management issues arise when there are mismatches between what people
want or desire and what they are getting or observing. There seems to be a continuing stream of
such mismatches reported in the news media each day. They give proof that many of our water
management problems have become very large and very complex, technically and politically, and that
these mismatches can have substantial adverse consequences on our wellbeing as individuals and as
communities, and also on our environment. Addressing and reducing these mismatches is a challenge
given the uncertainties in supplies and demands. Without the aid of our analysis tools, it is considerably
more difficult to deal with such problems simply by, but not excluding, intuition or hunches [6].

Consider some headlines that have made the news in recent months as reported in Circle of Blue
<info@circleofblue.org>:

• Utilities in Colorado, US, prepare for water shortages amid the lowest mountain snowfall in
30 years.

• Volatile weather patterns cause rivers across Germany to overflow their banks.
• Southeast England may be at risk of water shortages following a year of dry weather.
• More than 200 flood alerts were in place across the UK, including several severe or “danger to life”

warnings. Fifteen rivers across England’s Midlands, Yorkshire, and Lancashire have reached their
highest levels ever recorded, and an estimated 3300 English homes have been flooded. Several
hundred homes in Wales were inundated as well.

• Somalia experiences its fourth consecutive failed rainy season, exacerbating the country’s instability.
• Disputes between Texas and Colorado and New Mexico over the Rio Grande and between Florida

and Georgia over the allocation of the water flowing from the Blue Ridge Mountains are being
addressed by the U.S. Supreme Court.

• Water shortages play a role in ongoing unrest across Iran.
• Drought, flooding, and other natural disasters threaten half of U.S. military bases worldwide.
• Taps have been on the verge of running dry in several major global cities, including Cape Town,

South Africa; Mexico City, Mexico; Melbourne, Australia; and Kabul, Afghanistan. the United
Nations claims this will happen to 2/3rds of the globe by the year 2025.

• Almost one-fifth of the world’s population, live in areas of physical scarcity, and 500 million
people are approaching this situation.

• Almost one quarter of the world’s population face economic water shortage due to
inadequate infrastructure.
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• Last year, the Mekong river’s waters dropped to the lowest in a century. The water has changed
to an ominous color and begun filling with globs of algae. Fish in the Mekong, the world’s largest
inland fishery, are emaciated.

• Glacier melt in western China increases, threatening the water supply of 1.8 billion people
• Tests results following a massive fish die-off in Iraq’s Euphrates River show high levels of bacteria

and heavy metals in the waterway.
• U.S. food trade increasingly depends on groundwater use that is not sustainable.
• Flooding and landslides in Belo Horizonte, Brazil, have killed over 50 people.
• Chemicals, including pesticide DDT, are found in the tissues of dolphins swimming in waters

flowing to the Great Barrier Reef.
• Heavy flooding in Madagascar displaces at least 16,000 people.
• A vessel runs aground on the Danube river in northern Bulgaria due to low water levels, blocking

a key shipping route.
• Ongoing research reveals the pervasiveness of polyfluoroalkyl substances (PFAS). These “forever

chemicals” are estimated to be in the bloodstream of 99 percent of Americans, and some scientists
believe that nearly all of the country’s surface water is likely contaminated.

The list could go on. What is clear is that there are many places and times where widespread
mismatches between the desired flows, levels, and qualities of water and what exists. The question
is what to do about issues such as these. It is the responsibility of water managers to address these
issues, and one way of identifying, analyzing, and evaluating alternative options is through the use of
systems analysis methods. Yet such analyses by themselves will not change anything. To effect change,
one has to perform such analyses in collaboration with those institutions having the responsibility and
authority to make water management changes in specific situations. Analysts need to address the goals
(as stated and as understood) of these institutions, recognizing that these goals can change during the
time analyses are being performed. Lawyers are useful participants in such efforts. They can translate
the results of our systems analyses into the legislation needed to enable changes. Skillful analysts
are those who can work in a multidisciplinary environment that may include engineers, economists,
ecologists, lawyers, planners, and politicians among others.

3. Water Resources Systems Analysis

No doubt everyone reading the papers in this series knows what systems analysis is, but I have to
admit that when I began studying this subject, no one knew much about what that term meant, except
for the fact that our military had a bunch of so-called “whiz kids” using systems analysis methods to
‘win’ the Vietnam war. (Clearly, systems analysis has its limitations!) I began studying this subject just
as the Harvard Water Program published their first book [2] showing how optimization and simulation
models running on computers could be used to address water resources management issues in ways
that integrated economics, hydrology, engineering and political science perspectives. Pretty neat and
pretty exciting!

Since then, we have been busy developing and applying many different types of modeling
methods, each having its strengths and weaknesses. So far, we have not found one best modeling
approach, and I am convinced that we will not. What we have been able to do because of improvements
in both model solution algorithms and computer technology is to address increasingly more complex
and comprehensive water resources management issues using a variety of methods. From the
perspective of a scientist and researcher, a primary role of systems analysis approaches is to contribute
to a better understanding of real-world water system performances, humans included, and how
they can be improved. From the perspective of a water manager, the primary role of systems
analysis methods is to provide quantitative information to help them do their job, i.e., support their
decision-making processes [7].
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Much of our water resources systems literature today focuses on new modeling approaches
(the hammers), often selecting data from particular rivers or basins or urban areas (the nails) to
illustrate how their hammers perform. This literature rarely addresses actual model implementations
in an institutional environment. However, that does not mean those implementations are not taking
place. Firms such as Danish Hydraulics Institute (DHI) and Deltares, and government agencies
such as US Environmental Protection Agency (USEPA) and US Army Corps of Engineers-Hydrologic
Engineering Center (USACE-HEC) here in the United States are heavily engaged in the implementation
of their models and software. The same applies for developers and users of Aquatool [8], CalSim [9],
IRAS [10], Riverware [11], WEAP [12,13], and other models used for planning and even real-time
operation. Experiences using these models are rarely written up and published in professional journals
so most of us cannot learn from those experiences. While I know all of us in this business of modeling
water resource systems enjoy inventing new hammers and applying them, going the extra step of
actually using them in a political decision-making environment is, in my view, even more fun, more
challenging, and certainly very educational. We model developers would all benefit if more of these
experiences were included in our literature, including the periodic reviews or assessments of the state
of the art of water resources systems modeling such as in [14–37].

4. Implementing Systems Analysis

So, what about the use of systems analysis in support of institutions involved in addressing water
management mismatches and making changes in the way water is managed? If I had to summarize my
experiences using systems analysis within decision-making processes, I would have to admit that while
the results of modeling almost always helped focus the debates on what decisions to make, the decisions
themselves were not exactly as I would have predicted. The relative importance of various objectives
or even the objectives themselves almost always changed during the planning and decision-making
processes, and sometimes even immediately after those process ended. (For example, one month after
the completion of a national water resources infrastructure development plan, the country’s president
died, and the new president and his new department ministers decided to discard that three-year effort
carried out by a previous administration, giving the study to others do over again.) My conclusion
based on my limited experiences over some five decades is that one should expect such surprises and
be ready to adapt to them. All this is in part why, at least for me, these experiences have never been
boring and indeed have taught me more than I could have imagined when I began studying for this
profession [38].

The motivation to use systems analysis is to identify how to make something better, i.e., how to
reduce mismatches. To the extent that the results of the analyses are implemented and improvement
actually happens as predicted by the analyses is one measure of success. However, it is not the only
one in my opinion. A more achievable measure of success is the extent that the results of systems
analyses influences the debate on what to do to achieve improvement. An analysis can be superb
technically but if no one pays any attention to its results when debates are taking place about what
to do, I will judge it as being unsuccessful with respect to implementing change. Admittedly, it may
make a great journal paper. If it has an impact on our research in systems analysis methods, it can
certainly be considered successful with respect to that goal.

To affect change in how water is managed, however, we need to do our modeling and analyses so
as to have buy in. For this, we need to produce results that are not only deemed useful, and timely,
but also simultaneously enhance the salience, credibility, and legitimacy of the insights that they
produce. To accomplish this requires, at a minimum, staying in close contact with those involved in
decision making throughout the decision-making process. Further, that is not always easy. As just
mentioned, goals, constraints, system boundaries, and even stakeholders can change during the period
of analysis. An awareness of institutional goals and constraints is critical, and again these will likely
change. Stated objectives may differ from what is really desired. Stakeholders and decision makers
can change over time, and thus their goals may change. They may really not know what they will
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want until they know better what they can have and do, perhaps informed by information coming
from various analyses taking place over time. Two-way communication between us, analysts, and our
clients needs to be maintained throughout the period of developing, using and solving models if we
hope to be useful in influencing the debate about what decisions to make.

5. Infrastructure

Water management is accomplished through the design and operation of water infrastructure that
permits us to alter the temporal and spatial distribution of water and its quality and the benefits derived
from the various uses of it. Infrastructure can include water and wastewater distribution and collection
systems, treatment plants, surface and subsurface storage, pumps, canals, aqueducts, cisterns, rain
gardens, flood protection measures, and facilities for generating hydropower, cooling, navigation,
and rainwater harvesting. Most analyses of water resource systems are focused on addressing what,
if any, infrastructure to develop and/or operate, where (siting), when (staging), to what extent (capacity),
and why.

Water infrastructure can provide important benefits to society, but it can also generate adverse
impacts as well. Today, the flows of water and sediment in over two-thirds of the world’s major
rivers are altered by dams, diversions, and levees. Close to 1000 new dams are planned or under
construction just in South America, in Southeast Asia, and in China. This expansion of dams and
associated infrastructure is driven by the need to better satisfy agricultural, domestic and industrial
demands for reliable water supplies, for more energy, for recreational opportunities, for reduced
risks of damages from droughts and floods, among other purposes. However, dams and levees,
for example, can alter the geomorphology of rivers and the functioning of wetland ecosystems including
fish habitats, and downstream deltas. Due to population increases and accompanying increases in
demands for water, many more dams are being built and for sure, along with their benefits will be
their adverse impacts [39].

Our water resources systems analysis literature is full of papers exploring the use of particular
methods for identifying, analyzing and evaluating infrastructure and policies for, for example,
responding to floods, droughts, and other catastrophic events, restoring ecological habitats, preventing
pollution, meeting domestic and industrial water supply and water quality demands, generating
power, providing recreational opportunities, meeting energy and agricultural demands, and informing
and educating the public on water issues. Many of these water management issues are driven by
a changing climate that is bringing us more frequent and more intense storms, floods, droughts,
and corresponding land erosion and pollution [40]. Adding to these stresses on our water resource
systems are the increasing demands for adequate, reliable, clean and inexpensive supplies of water and
for reducing the discharges of a wide range of pollutants that are threating human and ecosystem health.
Our early literature mostly focused on models with economic objectives and constraints. However,
even if estimated net benefits may have to be positive, it seems to me that many agencies managing
water today are less interested in improving economic efficiency or effectiveness as in minimizing
the chances of being criticized for doing the wrong thing and in making sure they are spending the
money allocated and available to them. This suggests we need to acknowledge not only economic and
hydrologic uncertainty but also institutional and political behavior. We often tend to beat to death
the former, because we can, and ignore the latter, because it is much harder. It is hard to know what
political/institutional uncertainties to consider when we do not even know what they could be, let along
their probabilities. It is hard to guess how objectives and constraints, and indeed human behavior, may
change over time, and what future generations, many of whom are not yet alive, will want us to do for
them as we develop infrastructure today that will exist for a long time. Further, when we do think
we know what future generations would want from us, such as reduced greenhouse gas emissions,
some alive today will object. There are no ‘optimal’ solutions no matter what goals are used to rank
alternatives. We often have to settle for any change in policies that seems feasible and compatible with
how implementing institutions work and that stakeholders will support. I know all of this is not new
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to anyone involved in practicing the art of water resources systems analysis or engineering. However,
it reinforces the argument on how essential it is to perform these analyses in collaboration with our
clients if we expect to inform and even influence their decisions. Decisions related to water resources
planning and management are made by people in their institutional environments, not by models or
algorithms, especially those developed and solved without client involvement.

6. Challenges

It is always fashionable to use the word ‘complex’ when describing the systems we are analyzing.
Nevertheless, is fair to say that many of the water resource systems being analyzed in recent years
really are complex. It is one thing to use optimization for identifying the dimensions of a least-cost
n-sided (n ≥ 3) water storage tank as part of an urban water storage and distribution network. This is
not a complex problem. However, interestingly, the solution always shows that the minimum total
cost results when two-thirds of the tank’s total cost is associated with its sides. Knowing this means
that we do not need to use optimization models for identifying the dimensions of least-cost tanks.
Having such rules of thumb is rare for the systems we are typically asked to study. Without the use
of systems analysis methods, it is hard to imagine how else we would estimate the values of all the
design and operating decision variables and resulting performance measures we need to be able to
improve system design and operation.

Consider, for example, part of the water distribution system for the US city of Houston, in Texas.
Houston is a small city compared to some of the world’s largest cities, but it is still complex. Its water
and sewer system covers a service area of some 640 square miles and consists of over 7500 miles of
drinking water and over 6500 miles of wastewater networks. Issues facing the managers of this system
include handling the risk of being overwhelmed by floods and having to flush untreated wastewater
into surface waters, thereby putting the public at risk of disease and infection. Prolonged power
outages could further stress the system’s ability to operate. Power outages could shut down some of
the city’s 380 pump stations. If there is no power, there is no water. In addition, over time, distribution
networks break and when they do there is a risk of drinking water supplies becoming contaminated
and people becoming sick. Every city in the world faces such challenges. Learning how to address
such problems efficiently and effectively over time is clearly a complex challenge [41].

For another example, consider the US state of California. Hundreds of dams, many aquifers and
pumping stations, and tens of thousands of kilometers of aqueducts, service a variety of agricultural,
commercial, industrial, residential, environmental and ecological water demands throughout the state.
These demands include water for instream flows, wetlands, and for maintaining cool or warm water
temperatures depending on the local aquatic species of concern. This complex system is managed by
numerous federal and state agencies and local water districts and suppliers. Some of these institutions
have project management authority and others have regulatory authority. Their water management
decisions impact millions of water users each day. They also impact the state’s food, energy, industrial
and public health sectors. One can be justified by calling even a small part of California’s water resource
system complex. Many within California have been involved in the development and implementation
of models for analyzing and evaluating various alternative designs and operating policies of major
parts of California’s water resource infrastructure. They have done this in close collaboration with
appropriate federal and state and local agencies and to their credit have had a beneficial impact on the
management of the state’s water [42,43].

These are just two examples of what I would call complex systems. They are made up of multiple
interacting components, both physical and institutional, and have hundreds of decision variables that
managers can assign values to when attempting to satisfy the multitude of objectives people want
from the system. They must make their decisions under all the uncertainties of future water supplies
and demands [44,45].

Adding to the complexity of many water resource systems are their links to the energy sector.
The energy required to transport, clean, and heat water is estimated to consume approximately
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13 percent of US’s total national energy supply. As more communities turn to desalination and water
recycling technologies the energy embedded in each unit of treated water will rise. At the same
time, continued use of coal and nuclear material will further strain water supplies. The energy sector
consumes more water for thermoelectric cooling than any other sector, at least in the United States.
Rising energy use and prices will drive up the use and price of water and vice versa. Surely this will
occur as the future demands for both water and energy increase.

Because of multiple challenges such as these, there has been a push toward using systems
analysis methods to address how to develop and manage increasingly integrated water-energy-food-
environmental resource systems. However, efforts to achieve greater integration often run up against the
lack of institutions having overall responsibilities for managing water supply, wastewater treatment,
stormwater management, flood control, energy and agriculture linkages, and habitat restoration
especially if these issues cross political boundaries. The lack of such institutions does not negate the
value of learning how better to manage water and related resources, including working with nature
and thereby benefiting from sustainable ecosystem services that a healthy environment can provide.
Who knows, perhaps such studies will motivate institutional cooperation if not change.

7. From Analysis to Innovation?

Systems analysis tools give us some useful tools for helping us plan, design, manage and operate
more effective systems. However, they cannot generate suggestions on what we should also be thinking
about in addition to what we have been thinking about and including in our models. Our analysis
methods do not have the creative capacities that our human brains have. When computer technology
became available for developing and using menu-driven graphics interfaces allowing direct interaction
between the models and the model users, some of us got excited about the potential of directly
involving stakeholders and decision makers in the analyses of various water resource systems. Many of
us believed that generating pictures that could show the impact of various design and management
decisions or assumptions they might want to explore, and providing the interactivity that would allow
them to explore and get estimates of the impacts of different decisions they might make, would give
them a better understanding of the system being modeled and how it might work. Such interactive
visual displays would also let them explore how they might improve system performance, and indeed
help them think about options that could be ‘outside the box.’ In other words, help them innovate.

We even got fancy with respect to performing sensitivity analyses and displaying uncertainty.
Our displays were clear, understandable, and colorful. Sometimes, we witnessed users even believing
what they were seeing, ignoring the fact that the models creating the graphical and pictorial displays
were approximations of reality. It was fun developing and using such tools in a participatory
environment [46–48]. Of course, today almost every model used to analyze water resource systems
incorporate interactive, graphics-based, interfaces. They remain approximations of reality. (Sound and
smell and touch are coming!)

But what we, modelers and analysts, have not done yet is to figure out how to make our
models suggest planning and management options other than what they are programmed to consider.
Right now, our models can only inform us about a system we have defined in some general way. To
return to our simple tank example, any model for finding the dimensions of a tank is not going to
suggest alternatives that might negate the need for that tank. Similarly, if we are modeling a proposed
reservoir, say on the Mekong or Nile Rivers, in addition to learning how fast it may fill with sediment
under different hydropower production and sediment management policies, would it not be nice if
our model could suggest other sites, other designs and other options, such as the use of solar panels
for generating power, that might be preferable to what has been modeled, and show the appropriate
impacts of those panels regarding costs, power production and sediment and fish passage [49].

In short, models can analyze and synthesize but they cannot yet innovate. They cannot suggest
different systems boundaries or components. They cannot suggest different components or policies
or options that we have not already included in them. Yet humans can think and create new ideas
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that are outside the scope of any particular model. How can we develop models that help humans do
this? Some are exploring the use of games. Some are suggesting interactive evolutionary computation,
maybe coupled to artificial intelligence (and even to the use of LSD). Also waiting to be used in more
creative and innovative ways are massive data, Google search engines and their ability to access all the
information available on the Internet, Google Earth, voice recognition (that kids take for granted when
asking their cell phones questions), parallel cloud computing, and even three-dimensional virtual
reality environments that stakeholders can step into and interact with [50,51]. (We can dream!).

I am not at all optimistic about our ability to model and predict human behavior, but with
such enhanced interfaces, stakeholders—including decision makers—involved in the use of our
computer-based models can predict how they might react to and behave given some possible future
scenario. We, model builders and analysts, can then observe what questions are asked and what
decisions are made by real humans before and during simulations of a water system. If nothing else,
this information should improve our water resources planning and management in the future.

8. The Future

A crisis in water is no longer an abstraction for many. Climate change, underfunded and aging
infrastructure, outdated or limited management approaches and institutional authorities, and the pressures
of urbanization and the growing demands for food and energy are stressing water infrastructure worldwide.
Aging infrastructure, growing populations and shifting patterns of settlements, and increasing costs are
all making water management one of leading infrastructure challenges in many regions of our planet.
A changing climate is skewing precipitation patterns that guided earlier engineering and making water
scarcity and water-related natural disasters topics of concern almost everywhere.

Populations, especially in urban centers, are often impacted by inadequate water quality.
The most serious clean water issues occur in water bodies where older combined sewers, diffuse
non-point urban stormwater, and growing runoff of agricultural pollutants have remained largely
uncontrolled. Improvements to many of our receiving waters in North America, such as Chesapeake
Bay, the Everglades, the Great Lakes, the Gulf of Mexico, Puget Sound, and the San Francisco Bay-Delta,
will require multistakeholder strategies using insights derived from the application of our best and
most appropriate systems analysis tools.

Losses in water-related biodiversity continues, from pressures to divert critical water supplies to
agriculture and urban uses, and from the loss of wetlands and other critical water habitats. Learning
to use green infrastructure—and the services that such functioning ecosystems offer, from fisheries
and recreation to water purification and flood protection—is increasingly gaining acceptance in water
resource management agencies. Disputes over regulating base flow water levels essential to commercial
and non-commercial fish species are common throughout much of the world.

Changes in our climate are now altering hydrologic cycles and impacting how water is being
managed. The variability of water supplies has increased and hence the reliability of those supplies
has decreased. These trends will no doubt continue into the future. Warmer temperatures and
changing precipitation patterns are reducing annual snowpacks and increasing evaporation, reducing
the performance of reservoirs and the services provided by watersheds. Increasing weather extremes
will stress not only humans but also wildlife and natural systems. Sea level rise and higher intensity
storms will steadily increase risks of coastal and inland flooding. Adapting to these impacts will
challenge all of us. We face these challenges at a time when the limited financial resources available
to pay for the needed water infrastructure calls for management decisions that are more cost and
socially effective, perhaps in addition to being just politically feasible. We, analysts, should be able to
contribute to this effort. Our most compelling contribution is our systematically gathered, analyzed
and objectively interpreted information. Our job, as I see it, is to identify alternative plans, designs or
policies, that are politically feasible and identify the tradeoffs, if any, with respect to what is expected or
desired by all stakeholders. This includes effectively communicating this information to those engaged
in the political decision-making process of policy implementation. The political environment in which
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we use our analyses to inform water managers can dictate the choice of the systems analysis methods
we use and how our technical support influences the decision-making process and its outcomes.

Finally, one can analyze the scientific aspects of water resource systems in increasing detail all
day, every day, but if these quantitative analyses do not take into account the qualitative stakeholder,
decision maker and institutional biases, emotions and opinions, the result will likely fail to influence
how water will be managed. We, modelers, need to figure out how the information we produce can
have a greater beneficial impact in the real, as opposed to just the published, world. The answer is not
in paying attention to either the current research on modeling methods or on aspects that enhance
real-world implementation and impact, it is in considering both of these activities together [52].
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Abstract: Optimisation tools are a practical solution to problems involving the complex and
interdependent constituents of water resource systems and offer the opportunity to engage with
practitioners as an integral part of the optimisation process. A multiobjective genetic algorithm
is employed in conjunction with a detailed water resource model to optimise the “Lower Thames
Control Diagram”, a set of control curves subject to a large number of constraints. The Diagram is
used to regulate abstraction of water for the public drinking water supply for London, UK, and to
maintain downstream environmental and navigational flows. The optimisation is undertaken with
the aim of increasing the amount of water that can be supplied (deployable output) through solely
operational changes. A significant improvement of 33 Ml/day (1% or £59.4 million of equivalent
investment in alternative resources) of deployable output was achieved through the optimisation,
improving the performance of the system whilst maintaining the level of service constraints without
negatively impacting on the amount of water released downstream. A further 0.2% (£11.9 million
equivalent) was found to be realisable through an additional low-cost intervention. A more realistic
comparison of solutions indicated even larger savings for the utility, as the baseline solution did not
satisfy the basic problem constraints. The optimised configuration of the Lower Thames Control
Diagram was adopted by the water utility and the environmental regulators and is currently in use.

Keywords: water resource modelling; multiobjective optimisation; river abstraction

1. Introduction

The field of systems analysis has often been associated with the advent of operations research
during and after the Second World War, while its application to water resource systems advanced
more significantly from around the 1970s, when computers became widely available [1]. The parallel
development in computational hydraulics and hydrology, which was also stimulated by the advent of
modern information and communication technology, led to the emergence of the aligned discipline
of hydroinformatics in the 1990s [2]. Both systems analysis and hydroinformatics embrace not only
technological issues, such as scientific methods and the application of data, models and decision support
tools, but also much wider questions of the role of the discipline in addressing societal challenges [2].
Water security, resilience, governance and ethical issues are just a few of those societal challenges
that are also affected by growing climate, population and uncertainty concerns. The complexity of
water issues, often involving incomplete, contradictory and changing requirements, together with the
involvement of stakeholders holding multiple and opposing views, give water challenges a “wicked”
(ill-defined) character [3,4]. The wicked nature of water resource challenges also meant that a multitude
of methods for optimising the planning and management of water resources developed over the
years [5,6] were not fully adopted in practice [7].

Water 2020, 12, 1761; doi:10.3390/w12061761 www.mdpi.com/journal/water19
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One of the challenges most often encountered in water resource systems planning and management
is how to define operating rules for multiple sources requiring an integrated vision, thus accounting
for interrelations and interdependencies among complex system components [5–8]. The widespread
reporting of the use of simulation and optimisation methods shows that systems analysis tools are
being used in practice [8,9]. However, despite this vast wealth of literature, publications reporting on
practical applications of such tools, their impact and the experiences of analysts and clients are rare.

Each water service provider in England and Wales must produce a water resources management
plan (WRMP), which is updated every five years. Such plans aim to ensure “sufficient supply of water
to meet the anticipated demands of its customers over a minimum 25-year planning period, even under
conditions where water supplies are stressed” [10]. This paper presents a case study in which systems
analysis tools were used to develop a constituent of a WRMP for a water service provider, Thames
Water, considering the complexities and requirements of such a plan. An optimisation tool was
developed to redesign a key component of the water management strategy for the River Thames in
such a way as to maximise the capacity of the system to supply drinking water whilst ensuring the
maintenance of strict environmental criteria regarding the quantity of water left in the river as it flows
into its tidal reach.

2. Materials and Methods

Thames Water abstracts water from the lower reaches of the River Thames for the purpose of
public water supply via a number of large reservoirs to the west of London. Transfers are also made to
reservoirs in the Lea Valley found to the northeast of London. Left unconstrained, these abstractions
could have a deleterious effect on the downstream environment. Accordingly, these are undertaken in
agreement with the English Environment Agency (EA) environmental regulator, under Section 20 of the
Water Resources Act 1991 [11]. This agreement describes the Lower Thames Control Diagram (LTCD),
which is used to control the level of abstraction permitted as a function of current reservoir storage.
Thames Water seeks to optimise the LTCD, with a view to maximising the deployable output of the
system as a whole. Deployable output is considered to be the maximum output capacity (i.e., demand
that could be supplied) of one or more commissioned water sources that can achieve a prescribed
level of service as constrained by factors such as, inter alia, hydrological yield, licence constraints and
treatment and transport and pumping capacity.

In addition, a second optimisation scenario was evisaged in which aggregate could be extracted
from an existing reservoir to facilitate additional storage capacity for the system. This was to be run as
a separate analysis to determine what impact such a change would have on the deployable output of
the system as a whole.

2.1. Lower Thames Control Diagram

The LTCD controls abstraction principally by defining a target environmental and navigational
flow that must reach the tidal reaches of the Thames at Teddington Lock: the Teddington target flow (TTF).
The TTF matrix is illustrated in Figure 1 where each month/operating band has a minimum flow target.

As can be seen, when reservoir storage is full, Thames Water are obligated to ensure that a
minimum of 800 Ml/day is discharged into the tidal reach. This figure diminishes as reservoir storage
becomes lower, with the constraints becoming more relaxed in the late spring and early summer months.

The solid lines on the LTCD represent the points at which the various demand-saving measures,
agreed with the environmental (EA) and economic (Ofwat) regulators and outlined in the appropriate
act and statutory instruments [11,12], are implemented:

• Level 1: intensive media campaign.
• Level 2: sprinkler/unattended hosepipe ban and enhanced media campaign.
• Level 3: temporary use ban, ordinary drought order (non-essential use ban).
• Level 4: emergency drought order (e.g., standpipes and rota cuts).
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Figure 1. The Lower Thames Control Diagram (LTCD).

In addition, the “crossing” of these demand-saving lines also triggers the implementation of
further schemes, such as transfers of water from neighbouring water resource zones and the use of the
Thames Gateway desalination plant at Beckton [13].

For the purposes of this analysis, the existing LTCD [14], which dates back to 1980 and was last
updated in 1997, is considered to give a deployable output of 2285 Ml/day. The shape of the curves
was derived by iteratively applying a water resource model over the historical draw-down record and
adjusting the profiles to account for violations of the level of service constraints.

2.2. Constraints

The deployable output (DO) is defined as being the maximum demand that the system can supply
whilst meeting the terms of the level of service. The level of service criteria, measured over a time
horizon of 100 years, agreed with the regulator for the system are:

• Level 1 events should occur at a frequency of no more than 1 in 5 years.
• Level 2 events should occur at a frequency of no more than 1 in 10 years.
• Level 3 events should occur at a frequency of no more than 1 in 20 years.
• Level 4 events are considered unacceptable and thus any solution must not allow such an event.

The permitted occurrence of Level 2 and Level 3 events is complicated by the impact of the Flood
and Water Management Act 2010 [15], which stipulates that there should be periods of 14 and 56 days
of public consultation, respectively, in advance of these measures being implemented. Accordingly,
it is required that 14 days elapse between a Level 1 and a Level 2 event starting, and 56 days between
the start of Level 2 and Level 3 events. The existing LTCD DO of 2285 Ml/day did not consider these
additional constraints. As at present, the lines defining the implementation of the demand-saving
levels were to be considered coincident with the boundaries between the respective TTF bands.

Further constraints were agreed with the environmental regulator for the production of the
new LTCD, which included ensuring that the boundary between the TTF800 and TTF600-700 bands
(coloured blue and green, respectively, in Figure 1) should be no higher than its current implementation.
In addition, the definition of the Level 4 curve is changed to represent 30 days of storage at the
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prevailing DO and thus this line will represent a greater storage capacity for higher demand scenarios;
the revised form of the Level 4 curve for the baseline scenario is shown as the horizontal line in Figure 2.

Figure 2. Annotated LTCD showing the 48 decision variables needed to define its shape.

The addition of each of these constraints increases the complexity of the problem to such an extent
that it is difficult to imagine an efficient mechanism for deriving a workable solution, let alone a good
one, without the use of optimisation tools.

2.3. Aquator Model

As part of this research project, an Aquator [16] water resources model was made of the whole
Thames Water resource and supply area. Aquator is widely used in the UK water industry and has been
used as a platform for a software application: AquatorGA [17]. This optimisation tool has been used in
a number of projects in which it acts as a controller for the Aquator modelling package. The Aquator
model simulates the daily operation of the system, applying the rules and constraints of the LTCD.
Uncertainty in future inflows is accommodated by running the model for a given present-day DO
against historic inflow data from 1920 to 2010. These inflows could be substituted by stochastically
generated ensembles, if required. The model is executed by the optimisation algorithm repeatedly for
a given DO and curve profile combination and is used to determine whether the combination (a) is
feasible, and (b) meets the constraints of the maximum number of level of service events that occur in
each category over the 90-year time horizon. The model is able to operate in two modes: a simplified
cut-down model, for the purposes of optimisation, and a full mode, for validating the results as a
post-process, which takes approximately three times longer to run. Tests showed that the differences in
the accuracy of the two modes of the model were of the order of 1 or 2 Ml/day. Even so, the cut-down
model required around 1 h to run for the historic inflow data.

2.4. Genetic Algorithm Optimisation

Genetic algorithms (GAs) are a powerful optimisation technique which can be applied to a wide
variety of problems without any prerequisite knowledge of the problem domain. They perform
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a directed search of the decision space, which also contains a stochastic component, based on the
“survival of the fittest” principle. The methodology takes advantage of the simulation model, i.e.,
Aquator in this case, ensuring that each potential solution is tested using a realistic representation
of the water resource system being analysed. The most important advantage of GA over any other
optimisation techniques is its flexibility in simulating different decision variables, objectives and
constraints, due to the fact that any potential solution can be assessed directly in the model without
the need for the derivation of specific mathematical properties (e.g., linearity) or expressions (e.g.,
derivatives), which present the main drawbacks to classic optimisation methods. A multiobjective
GA [18] that can easily handle multiple constraints was used as part of the AquatorGA software.

Two objectives were specified for the production of the new LTCD: to maximise the deployable
output of the system and to minimise the complexity of the produced curves in order to make them
acceptable to practitioners by reducing their jaggedness. Although this latter objective is, strictly
speaking, not a genuine operational requirement, this objective was included as a result of the
discussions with the client and consideration of the practicability of the implementation of the solution.
Past applications of the AquatorGA software demonstrated that practitioners find it easier to relate to
and explain control rules and curves when they are presented as smooth curves rather than more jagged
ones, even though these may be perfectly valid solutions and represent mathematically “better” results.

The shape of the LTCD is represented by 48 decision variables representing the monthly values
for each of the four profile curves, as shown in Figure 2. Each variable was defined with a nominal
precision of 1 decimal place and was permitted to vary between the level of the Level 4 line and the
current boundary between the TTF800 and TTF600-700 bands. In order to accommodate the curve
complexity objective, each of the 48 curve shape decision variables was coupled with a Boolean decision
variable, which determined whether the point was considered as part of the curve or not. In this way,
by “switching off” the curve points, the optimisation can easily simplify the shape of the curves.

One further decision variable was used to define the requested DO for the solution, hence the
unusual situation where the DO was both an objective a decision variable. This approach was adopted
because the total demand on the system was, along with the curve profile shapes, an input value
submitted to the Aquator simulation model. The long run-times of the Aquator model meant that
it was important that the number of infeasible solutions evaluated was minimised. To this end,
once a feasible set of profiles had been identified, the DO decision variable was gradually increased in
subsequent generations in order to determine the maximum valid DO for the combination of curve
profiles specified. This was achieved by dynamically constraining the allowed range of the DO decision
variable. If a feasible solution was subsequently found to have a valid higher DO, then the minimum
value of the DO decision variable for this solution would be set to the new high DO. Similarly, if the
evaluation of a higher DO proved not to be feasible, then the maximum value of the DO would
be pegged to that higher value, so that higher values could no longer considered for that solution.
Over time, the population of solutions gradually migrated to their true DO values. “Immature”
solutions whose maximum DO has yet to be determined were protected from being removed from
the population.

The combination of decision variables and constraints gives rise to a solution space consisting
of 48 curve shape decisions, each of which can take on 1000 different values (0–100% at 1 decimal
place = 100048 options) plus 48 boolean decisions (248 options) plus a single integral decision variable
representing DO which is allowed to vary between 1800 and 2350 Ml/day (550 options), which gives
100048 × 248 × 550 = 1.5 × 10161 possible solutions to the problem. The use of a genetic algorithm
allowed this huge space to be efficiently sampled and evaluated, using of the order of 120,000 solutions.
Nevertheless, with each solution taking around 1 h to simulate on a high-specification PC (2015),
it was necessary to employ some form of parallelisation in order to reduce the optimisation run-times
to a manageable length. To this end, the AquatorGA software used in this optimisation included a
distributed-processing system in order to militate against the extended run-times that are a common
issue when optimising evolution algorithms applied to hydroinformatics problems. The software
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employs the industry standard message passing interface (MPI) protocol to execute many Aquator
simulation models in parallel. This system permits the concurrent evaluation of a large number of
potential solutions either on local processors or to other computers on a local area network.

For the purposes of this optimisation, the software was deployed across a cluster of five
workstations, each equipped with two Intel Xeon E5645 CPU packages, which comprise six cores
running at 2.4 GHz for a total of 60 processor cores. In addition, this hardware architecture can
take advantage of hyper-threading technology, which improves the performance of identical threads
running on multiple cores by around 10–20%. Accordingly, the run-time of the optimisation model was
reduced, in total, from around 13 years to around 3 weeks when deployed to 120 virtual processor cores.

3. Results

A multiple objective optimisation produces a gamut of results distributed between the competing
objectives. This allows the end user to select a solution which meets their requirements, rather than
being presented with a single solution. This optimisation resulted in a trade-off between the maximum
DO of the system versus the complexity of the profile curves obtained. Figure 3 illustrates the least
complex profile curve set from the optimisation results, in which the curves are collapsed to two straight
lines and a greatly simplified upper band shape. This solution demonstrates a DO of 2144 Ml/day.

Figure 3. The simplest solution obtained for the LTCD which results in DO of 2144 Ml/day.

The highest DO/most complex curve result can be seen in Figure 4. This solution represents a
DO for the system of 2308 Ml/day. It is interesting to note that the overall shape of the profile curves
obtained is very similar to that of the original LTCD.

A second scenario was considered in which the total storage capacity of the London system
was expanded by approximately 3% (6000 Ml) through the dredging (removal) from the reservoir of
aggregate which had accumulated over time. The optimisation was rerun to take account of the increased
storage and the flexibility this might add to the operation of the system. This result is seen in Figure 5.
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Figure 4. The most complex solution obtained for the LTCD which results in DO of 2308 Ml/day.

Figure 5. The most complex solution obtained for the LTCD with expanded storage of 6 Ml, which results
in DO of 2335 Ml/day.

As shown, a small increase in total storage results in a slightly different shape of LTCD, but one
which results in DO of 2335 Ml/day.

25



Water 2020, 12, 1761

4. Discussion

The application of a GA optimisation tool to the Lower Thames Control Diagram resulted in the
realisation of a significant increase of around 1% (33 Ml/day) in the deployable output of the London
Water Resource Zone. The optimised LTCD for the scenario in which storage had not been increased
(2308 Ml/day) was adopted by Thames Water, approved for use by the environmental regulator in
late 2016 and continues to be in use to date [19]. However, it is interesting to note that the baseline
solution (Table 1) did not satisfy the key constraints, which made it not valid for implementation, but
also not easily comparable with the optimised solutions. If, for example, the simple optimised solution
is used as a baseline, the realistic improvement in DO afforded by the selected optimised (complex)
solution or the optimised solution with the increased storage amounts to an increase of 164 Ml/day
(7.6%) and 191 Ml/day (8.9%), respectively. Considering also that London is in a drought-prone area
and that Thames Water invested £270 million [20] in a desalination plant (Beckton) with a nominal
capacity of 150 Ml/day that began operating in 2011, the selected solution would save the utility almost
£60 million in equivalent capital expenditure. The two more realistic increases in DO would result in
savings of £295 and £344 million, respectively.

Table 1. Summary of LTCD optimisation results.

LTCD Version Deployable Output (Ml/day) % Change

Baseline 2285 1 n/a
Optimised: simple) 2144 −6.2%
Optimised: complex 2308 1.0%

Optimised: increased storage 2335 1.2%
1 Baseline LTCD does not respect the constraints for Level 2/Level 3 events relating to public consultation lead-times.
If these constraints are considered, the DO is some 200 Ml/day lower.

Table 1 summarises the results obtained for the LTCD optimisation:
The use of an optimisation tool, particularly one with such long run-times, afforded a good

opportunity for incorporating feedback from the client into the optimisation whilst it was still ongoing.
One requirement that emerged during the optimisation was that each of the bands representing the
different Teddington target flows should be present in the final solution. Early results saw the GA
collapsing the 600–700 Ml/day band out of existence, something that was thought unlikely to satisfy
the regulator. Accordingly, a minimum storage percentage for each band was incorporated into the
optimisation while it was running.

The environmental objective for this study is embodied in the Teddington target flow matrix,
detailing how much water must remain in the river at Teddington Lock. The key influence on this
matrix was the maintenance of levels for the purposes of fisheries, particularly for Atlantic salmon [21]
returning to the river to spawn. There is also a lesser component for the maintainance of navigation.
In the absence of a numerical model or criteria to allow the comparison of potential solutions for
this objective, it is not possible to undertake Pareto or qualitative multi-criteria analysis to compare
solutions [22] which would allow further investigation of conflicts and synergies in policy choices.
In lieu of such a possibility, the target flow matrix is applied as a hard constraint in the optimisation
model, such that the status quo must be met or exceeded, with no way of quantifying what benefit any
excess water might accrue for the environmental objective.

5. Conclusions

Optimal operational policies should, as in this case, be formulated as a multi-objective problem,
i.e., one with more than one objective. In this way, instead of a single optimal solution, this approach
leads to multiple solutions: a set of efficient or non-dominated solutions, also known as Pareto-optimal
solutions, that represent the optimal trade-off curve between the objectives. Each solution is optimal
in that it can only be improved for one objective, at the expense of another. The Pareto set gives a
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decision maker more flexibility in the selection of a suitable alternative. Each solution along the front
is considered to be equally optimal. In this instance, the second objective (curve complexity) is largely
a cosmetic consideration; however, it was one that was strongly valued by those in the water company.
For each of the two optimisations undertaken, eight candidate solutions were presented to the client
for their final selection.

The existence of a group of solutions, rather than a single one, offers additional advantages from
the engineering point of view, such as increased sensitivity analysis possibilities and selection according
to priorities, such as the attitude of the practitioner toward risk. It is possible to extend the application
of this approach to water resources management, such that further objectives might be considered,
including differential costs for supply sources, assessing infrastructure options to achieve a given DO,
maximising different level of service requirements (or conversely, minimising water shortages), etc.
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Abstract: We present a rigorous quantitative, systems-based model to measure a municipality’s
water portfolio security using four objectives: Sustainability, Resilience, Vulnerability, and Cost
(SRVC). Water engineers and planners can operationalize this simple model using readily available
data to capture dimensions of water security that go far beyond typical reliability and cost analysis.
We implement this model for the Phoenix Metropolitan Area under several scenarios to assess
multi-objective water security outcomes at the municipal-level and metropolitan area-level to water
shocks and drought. We find the benefits of adaptive water security policies are dependent on
a municipality’s predominant water source, calling for a variegated approach to water security
planning across a tightly interrelated metropolitan area. Additionally, we find little correlation
between sustainability, resilience, and vulnerability versus cost. Therefore, municipalities can enhance
water security along cost-neutral, adaptive policy pathways. Residential water conservation and
upstream flow augmentation are cost-effective policies to improve water security that also improve
sustainability, resilience, and vulnerability and are adequate adaptations to a short-term Colorado
River shortage. The Phoenix Metropolitan Area’s resilience to drought is higher than that of any
of its constituent municipalities, underscoring the benefits of coordinated water planning at the
metropolitan area-level.

Keywords: water policy; water portfolio planning; water resources management; systems assessment;
adaptive capacity

1. Introduction

Facing growing urban water demand and nonstationary water availability due to climate change,
a key challenge for municipal water planning is the development of theoretically and empirically
robust frameworks that are actionable for decision-making [1]. Metropolitan areas (MAs) complicate
water security planning for multiple reasons. Municipalities within a MA may differ in history, political
and economic power or structure, or demographics or have distinct locational advantages within
the conurbation. Consequently, these municipal characteristics may influence water rights seniority,
the ability to finance or build new infrastructure, acquire new water rights, or receptivity toward water
resource cooperation. These conditions create the potential for zero-sum water decisions amongst
municipalities within a MA. Further, water provision may occur through a mixture of private, public,
and quasi-public water utilities that may not align with municipal boundaries [2], adding complexity to
water portfolio planning. Therefore, water portfolio security is a systems-level characteristic manifest
at multiple adaptive decision scales from the municipal scale to the MA scale.

Water 2020, 12, 1663; doi:10.3390/w12061663 www.mdpi.com/journal/water29
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Traditionally, cost has been the dominant criterion for assessing water portfolios—subject to
minimum water quality and reliability criteria. This standard approach, while broadly successful,
struggles in the presence of confounding factors. First, decision pathway externalities—i.e., one agent’s
choice changes the landscape of available choices for other agents or create irreversible, non-resilient,
locked-in infrastructure pathways [3,4]. Second, discounting future economic and social costs
using time-value-of-money accounting fails to account for sustainability considerations fully. Third,
non-market benefits are difficult to monetize or undervalued—e.g., natural climate and nature-based
solutions [5,6], ecosystem services, green infrastructure solutions with multiple benefits, and the
risk to human life from critical water infrastructure failure. Fourth, Knightian risks arising from a
nonstationary shifting climate, inaccurate actuarial data, or the occurrence of unforeseeable Black
Swan disasters belie traditional cost and reliability metrics [7]. Finally, standard methods break down
when there are multiple independent planning timescales and decision boundaries. When we neglect
these confounding factors, we develop water portfolios biased toward cost efficiency and presume
rational technocratic decision-making at the expense of increased vulnerability, along with decreased
sustainability and resilience [8–10].

Generality, transferability, simplicity, and communicability have limited the impact of water
portfolio options modeling [11]. Previous work evaluating water portfolios options have developed
precise plans for efficient long-term capital infrastructure investments but rely on elaborate modeling
and require highly-detailed past, current, and forecasted financial and engineering data [3,11–14].
Others have evaluated the reliability, resilience, and vulnerability of water systems [15]. By contrast,
other water portfolio options models de-emphasize long-term prediction and instead emphasize flexible,
short-term adaptation [16], which has the practical benefit of (1) having lightweight requirements for
data and inputs that are already available in most municipalities and (2) no requirement for accurate
prediction of the long-term future.

For robust water portfolio security planning, precise systems-level metrics of sustainability,
resilience, and vulnerability must complement and contextualize traditional financial costs and
engineering reliabilities. Toward this end, we propose augmenting the standard cost-based (C)
approach with sustainability (S), resilience (R), and vulnerability (V) metrics: This is the SRVC model
for quantitative, systems-based water portfolio options analysis. We quantify sustainability as the length
of time a water portfolio can provide water before a stress event transitions to a water shock or triggers
adaptation. We use an ecologically based approach of source diversity to measure water resources
portfolio resilience [17] that we define as the ability of a water system to function while enduring
internal or external change [18]. Our short-term, event driven approach is in contrast to water portfolio
planning studies that have focused on long-term optimization to meet reliability goals [19] and planning
under uncertainty [20]. We measure vulnerability as a municipality-specific demand-to-availability
metric [21] that measures demand to total available municipal water allocation—i.e., pressure on a
municipality’s legal water allocation. We calculate costs as the net of benefits and costs to acquire
and convey new water sources and ecosystem services. Finally, as our framework only measures
the outcome of water portfolio configurations, we assume municipalities comply with standards and
regulations in all scenarios.

We have developed the SRVC model to provide a short-term, event-driven, policy-based
complement to long-term predictive water portfolio planning. Using the SRVC model, we assess
water security in the Phoenix metropolitan area (PMA) across SRVC metrics in response to multiple
short-term water shock scenarios. Since the SRVC model is inherently a multiscale, systems-based
approach, we assess water security at two scales: the municipal scale for 12 PMA municipalities
and at the MA scale. We developed ten scenarios to evaluate different Phoenix SRVC configurations
and answer the following research questions: (1) How long can a municipality or the MA sustain
day-to-day water supply in response to a supply shock? (2) What is the diversity and resilience of
available water options to municipalities and the MA? (3) How does vulnerability to a shock differ
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among individual municipalities and the MA as a whole? (4) How might municipalities develop
cost-neutral/affordable policy options that are more sustainable, resilient, and less vulnerable?

2. Materials and Methods

2.1. Water SRVC Model Data Requirements

Information for decision-making has a cost. Collecting data and building decision support models
are expensive, and fully dynamic, detailed systems modeling is potentially cost prohibitive for typical
municipal water decision-makers. Moreover, there are disadvantages to dynamic complex systems
modeling: in the presence of feedback and imprecise input data, errors can propagate and prevent
robust predictions [22]. As a result, lower-dimensional models have significant advantages in terms of
cost and robustness for complex systems. The SRVC model is not a dynamic systems model, but it is a
systems model that captures the basic system geometry and decision/adaptive pathway constraints.
Table 1 presents decision agent (municipality) data requirements for the SRVC model.

Table 1. Water Sustainability, Resilience, Vulnerability, and Cost (SRVC) model data requirements.

Requirement Description

1. The identity of each online and potential water source and its capacity limitations.

2. The operating and capital costs of each online or potential water supply option, where cost includes
monetized estimates of risk and insurance against risk.

3. The time delay required to develop each potential water source.
4. Sustainability of each water source measured as storage depletion at a given consumption rate.
5. Current and future Demand-to-Availability on online and potential water sources
6. Curtailment and conservation options available.

7. Quantities of water supply and consumption defining each planning scenario, e.g., climate change
and growth in population.

8. The legal, hydrological, and infrastructural capacity and utilization of that capacity to use each
online and potential water source.

9. Water supply deficit contingency plans and pathways.

2.2. Measuring Shock, Stress, Sustainability, Vulnerability, and Adaptation

Water SRVC model results rely explicitly on the system decision and an adaptation period, Δt.
A system’s Δt is the time constraint for adaptive policy decision making; it is a discrete interval
related to the duration of extreme events and disturbances, the velocity of adaptive policy and
infrastructure decisions to cope with the stress, system storage capacity at customary usage rates,
and the sustainability of alternative system states or adaptive options. Available adaptive options
within the decision timeframe, such as switching to groundwater storage credits to deal with short
term drought, are endogenized in the calculation of system resilience and vulnerability. Adaptive
options unavailable within the decision timeframe, such as building a new desalination plant to
respond to a one-year drought, are exogenized and considered alongside other exogenous drivers
in long-term planning scenario development. Stress becomes shock if demand exceeds total online
capacity, after adaptive options are exercised.

The Δt therefore determines the set of viable adaptive options we consider. For the Water SRVC
model, Δt is 1 year, which excludes adaptive options that are unsustainable beyond that timeframe
(Sustainability S < Δt is unsustainable), such as reliance on a three-day reservoir to adapt to a one-year
drought. A one-year Δt focuses water stress events to unplanned failure of a major water supply
infrastructure—e.g., canal or dam failure, or policy decision, or forest fire, or an extreme drought lasting
between one and several years that triggers a mandated water curtailment. The 1-year timeframe also
matches the reporting period for municipal water data and storage capacity of surface water reservoirs,
and annual groundwater usage is insignificant compared to aquifer storage at this Δt. A decadal or
centurial Δt would change these considerations significantly as groundwater storage exhaustion is
relevant water shock, and major infrastructural reworking is an adaptive option. Additionally, at that
Δt surface, water drought may be relevant, depending on drought duration. In this SRVC model case
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study, adaptive options that have a Δt� 1 year are viable such as purchasing new permanent water
rights or developing new physical water supply infrastructure. These adaptive options take much
longer than Δt to implement because acquiring and utilizing long-term water rights has capital costs
and/or legal and construction time delays, which make responding to a one-year water emergency
infeasible. Similarly, a seasonal or daily Δt yields a different adaptive option portfolio and changes
water security considerations by emphasizing operational measures, engineering reliability standards,
and emergency management. Naturally, municipalities must develop adaptive options for all Δt,
which is why the SRVC model explicitly considers timescale.

We now present a simple visual derivation to illustrate how to determine Δt and related quantities
(Figure 1). This time plot begins with an initial time t0 when the system departs from a prior equilibrium
state and te is the time (t) elapsed since t0: te = t− t0 Both capacity and demand “ramp” at average rates
(or slopes) mC and mD. When Demand (D) approaches Capacity (C) from below, the system becomes
increasingly stressed and increasingly vulnerable to disruptions in capacity. When the Magnitude (M)
of D exceeds C, a deficit (F) exists (F = D−C, for positive F), a functionally damaging shock (k) ensues
that reduces function by some percentage X (i.e., Fx : F50 corresponds to 50% damage to function).
The shock point in time (tk) and magnitude (Mk) exists where the capacity and demand curves are
equal. A shock point can occur for multiple reasons—canal or dam failure, or policy decision, or forest
fire, as mentioned previously—and could cause a supply shock, demand shock, or both. After the
shock begins, real demand drops to meet capacity, at the cost of degraded function. Degradation
persists until time tx, when function returns to normal after a shock creating a deficit Fx; the duration
of this shock is tr: tr = tx − tk, for positive tr. The Vulnerability (V) of the system to shock is indexed as
the ratio of demand to capacity (DTC = D/C), and the ratio for a shock of severity X% is DTCx.

Figure 1. Illustration of the geometry of a shock, including the role of buffers and deficits, the transition
from stress to shock (and recovery) at some future point in time, and ramp rates of demand and of
capacity. Note that excess demand is curtailed to equal capacity during a shock, creating damage and
that deficits can therefore only exist as a hypothetical or planning concept. Linear ramping is illustrated,
but this is usually a valid assumption only in the short term. This figure has decreasing capacity and
constant demand, but it is conceptually similar to the figure as drawn.
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The sustainability (S) of this system state may be estimated as the length of time (t) before a shock
ensues (S(t) = tk − t, where St = Δt at t0). By convention we choose the initial S(0) = t0 to define the
system’s sustainability. Over the long term as t becomes large, capacity must adapt (or ramp) at least
as fast as demand (mC ≥ mD) or demand must decrease to adapt to new capacity constraints (mD ≥ mC)
to support sustainable system function without shocks (Equation (1)). Over the short term, a Buffer (B),
(B(t) = C(t) −D(t), for positive B), allows demand to increase faster than capacity until the buffer is
exhausted at tk. Buffers and capacity include excess capacity and reservoirs (see Section 2.3 below).

S(t) =
B0

mD −mC
− te (1)

This geometry yields notable findings that we now discuss. Buffers are the key to absorbing
unexpected increases in DTC, but they can also breed complacency in adaptive decision making
because stress can become shock when B > 0 and dC/dD < 1. If we do not sense that we are consuming
a buffer, shocks appear by surprise after demand overshoots the carrying capacity; this is the essence
of classic sustainability models [23]. If we fail at t0 to take adaptive action to ramp up capacity and/or
ramp down demand, this delay increases DTC, decreases buffer, and eliminates some of our adaptive
options because we have less time. In this way, the SRVC model definition of sustainability comports
with the classic Brundtland Report sustainability definition [24]. Sustainability of a water resource
or water portfolio decreases when D > C, which can occur if mD outstrips mC to exhaust B0, if mC
becomes negative relative to a constant mD to exhaust B0, or adaptation occurs too late, and te becomes
greater than tk. By definition, if any these conditions occur, system function would degrade for current
and future generations.

2.3. The Components of Municipal Water Portfolio Adaptive Capacity

A municipality’s capacity is the lesser of demand or the capacity of the system’s hydrologic, legal,
infrastructural, financial, and economic components. There are five qualitatively different measures
of water capacity available to a municipality from each independent water source (i) during a Δt.
First, Total Online Capacity (C) is available without significant capital cost or delay, including both
the utilized and unutilized (or available) capacities, with capital cost judged relative to marginal
operating cost, and delay relative to Δt. Second, Online Capacity (U) is the utilized portion of capacity
from the source and is available without capital cost or delay. Third, Available Capacity (A) is the
unutilized capacity from a source and is available without significant capital cost or time delay relative
to the time constant; reservoirs are usually of this type. Fourth, Potential Capacity (P) is capacity
from an existing or new source available with a delay shorter than the adaptation period but with
significant, non-negligible cost. Fifth, Adaptive Capacity (O) for a water source is Oi = Ai − Pi and is
all water supply available during the adaptation period, which may or may not have a time delay
and/or capital costs. These five water capacity metrics are interrelated for each municipality and for
each scenario. We only consider a single adaptation period in this paper, but for serial adaptations
t2, t3, . . . , tn, each adaptation depends on previous adaptations. At this point, the SRVC model begins
to resemble the pathway mathematics [4,14]. Equation (2) and Figure 2 show the relationship between
municipal water capacity metrics.
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Figure 2. Graphical explanation of water source capacity and utilization before (0) and after (1)
adaptation. (A) A municipality uses some portion of its legal, hydrological, and infrastructural capacity
from a water source. (B) Multiple municipalities share a water source, and each uses and reserves
some portion of the water source. (C) If there is a mandatory water curtailment, post-curtailment total
capacity may be less than pre-curtailment utilization, creating a structural water deficit made whole by
securing a “potential” source of water to fill the deficit (the potential source could be a conservation
offset). (D) In a metropolitan area, a water curtailment scenario may affect each municipality differently,
such that some municipalities still have available water from baseline sources, but other municipalities
face structural water deficits.

For scenario (Sa), the subscript zero (0) represents the baseline or equilibrium water supply
portfolio at the start of the decision timeframe (BASE scenario), and subscript one (1) represents the
post-adaptation water supply portfolio at the end of Δt. The Supplemental Information contains C, U,
and A scenario data for the Phoenix Metropolitan Area (Tables S1–S7 in supplementary materials).

CSa,c =
∑

i
USa,i,c +

∑
i
ASa,i,c (2)

For a metropolitan area, the total online capacity across all cities for the metropolitan area is,

CSa =
∑

c

∑
i
CSa,i,c (3)

If Total Online Capacity exceeds Demand at current water prices (C ≥ D) after a scenario’s
curtailments or supply shortages, we assume no development of potential capacity, P, because a
municipality, in order to meet a short-term demand shock, would not expend capital to bring online
potential sources meant for meeting long-term demand growth. However, if C < D, then a structural
water deficit (positive F = D − C) exists, such that a municipality must bring P online, beginning with
the lowest cost P. Within the SRVC model, municipalities share P proportionally to structural water
deficit magnitude. If F is positive, the lowest cost adaptation may be the conversion of pre-adaptation
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available sources A0 into post-adaptation sources UA1, which shrinks post-adaptation available sources
A1 such that A1 = A0 − UA1. If A1 > F0, the utilized portion of the potential supply after adaptation,
UP1, is set equal to the deficit, such that UP1 = F0, and P1 = P0 −UP1. If A1 < F0, the post-adaptation
Shock Deficit SF1 = F0 −UP1. After adaptation, the municipality’s utilization is U1 = U0 +UP1 +UA1,
its capacity is C1 = U1 + A1, and its options are O1 = A1 + P1. Bringing P online strands capital cost
with exception for leasing water rights.

Measuring Municipal Water Portfolio Adaptive Resilience

We need to adopt a diversification-based approach to resilience based on keeping as many
independent options as possible open [25]. Premature commitment or investment in a backup water
source may backfire if that source becomes compromised, stranding valuable capital, and damaging our
financial capacity to adapt further [4,11]. Reversibility that avoids long-term commitment, and retains
a diversity of independent options, creates resilience. This definition of resilience mirrors existing
definitions of ecological resilience that implement a normalized Shannon diversity index (R) to measure
structural diversity [17]. Using this definition, municipal water portfolio resilience to a water stress
event depends on the number of independent water sources that are online and accessible during an
event and on the relative abundance of those sources (Figure 3) and thus maintain function while
enduring external shocks [18]. A municipality with only one water source and no potential options for
new sources during an unexpected water stress event has no resilience to that event, regardless of how
sustainable, abundant, and cost effective that source may be. In this model, resilience is therefore a
measure of the ability to maintain flexible decision options during current and future events.

Figure 3. A hypothetical example showing change in resilience of a water resources portfolio, as
measured by a normalized Shannon Diversity Index. As one water source (CAP M&I in this case) begins
to dominate the portfolio of supply options, (left to right), R approaches zero, and a municipality loses
the ability to adapt to an unexpected shortage if that shortage severely impacts the primary supply.

In Phoenix, the SRP and CAP water wholesalers deliver water from the same physical source at a
continental scale: Western U.S. surface water flows originating from mountain snowmelt within the
Colorado River Basin. However, SRP and CAP independently operate separate storage and delivery

35



Water 2020, 12, 1663

infrastructures that have multiple, distinct types of water rights. Within both systems, the distinct
types of water rights have their own discrete bundle of use restrictions, seniority, and vulnerabilities.
Therefore, owing to the governance the SRP and CAP systems, there is a great deal of independence
and decorrelation between the two water systems.

Resilience is computed over a municipality’s adaptive water supply options, O, using a normalized
Shannon Index (R) for each municipality, c, and normalized between 0 and 1 using the number (n) of
water sources (i) in its portfolio (Figure 3). p is the fractional proportion of the municipality’s adaptive
water supply options that lie with each independent source.

RO =
−∑i∈I p(Oi/

∑
i Oi) × ln (Oi/(

∑
i Oi)

ln n
(4)

Since we normalize RO using the maximum theoretical number of water sources available to a
municipality, the method enumerating those sources represents an important assumption. There are
two choices for the definition of the set of potential sources, i: “local” and “global” [26,27]. The local
set includes only the sources that are accessible to a specific municipal decision agent c. The global set
includes all sources that are accessible to any municipality within the metropolitan area. The correct
choice for an “apples to apples” comparison between the resilience of municipalities within a population
is the global set, because this choice reduces the resilience of municipalities with access to a small number
of independent sources relative to municipalities with access to more independent sources. If the
local set is used, the normalization for each municipality’s RO differs, rendering each municipality’s
RO incomparable.

We could calculate resilience based on only available options A. Calculating R using A provides
an indicator of resilience that considers only online backup water sources that do not incur significant
capital costs or time delays. This is a conservative resilience calculation that neglects many of our
adaptive options and is analogous to engineering or emergency response resilience calculation rather
than an adaptive resilience. Calculating R using O is less conservative because it includes expensive
adaptive options that involve capital investment, but this resilience will usually be higher because it
includes all viable short-term options. It is clear that, based on this logic, resilience not only implies a
“to” but also implies a “cost”—i.e., resilience to water supply deficits at a cost.

2.4. DTC, an Index of Municipal Water Portfolio Vulnerability

We calculate municipal water portfolio Vulnerability (V) as the ratio of demand-to-capacity (DTC),
which is mathematically identical to the consumption-to-availability ratio (CTA). However, these two
metrics are subtly different: CTA is an index of stress while DTC is a measure of vulnerability. In theory
CTA should not exceed a value of unity; however, in practice, CTA > 1 is common. This is because
of the way “availability” is defined in the typical CTA metric; availability is normally calculated at
an arbitrary timescale that is unrelated to the adaptation time constant of the system and may not
include reservoirs, potential capacity, P, or available capacity, A. This version of the Water SRVC
model employs DTC. With respect to a water shock, pre-adaptation demand can exceed capacity
but not post-adaptation; post-adaptation demand would decrease to meet capacity. In other words,
the adaptation of last resort is a reduction in demand through rationing or pricing. Because DTC
cannot exceed a value of unity without incurring functional damage, DTC is a vulnerability index—that
is, vulnerability to damaging shock—rather than a stress index like CTA. CTA indexes water stress,
not vulnerability, because vulnerability implies the risk of real social, environmental, or economic
damage or impact following an event [28].

Local Reserve Margin (LRM) in power systems engineering provides a sound analog to the Water
SRVC model’s DTC-based vulnerability index. For example, LRM less than 15% (i.e., DTC > 0.85)
significantly increases the likelihood of system demand failure during power stress events, leading to
brownouts or blackouts (i.e., shocks). Notwithstanding the vastly different adaptation timeframes,
the analogy between vulnerability, DTC, and LRM holds. Therefore, we believe that this DTC-based
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index is robust across a broad class of supply portfolio analysis contexts, not only in municipal water
supply. Curtailing demand to meet supply during a shock creates functional damage, both in the
power grid and in water supply.

For each municipality (c) and scenario (Sa), we can specify DTC for each water source, i, yielding
multiple water resource vulnerabilities for each municipality. Therefore, CTASa,c, which is also a
municipality’s Vulnerability to a water shock (Vc), is the volumetric weighted average of DTCSa,c,i
(Equation (5)). Further, this calculation is scalable to the metropolitan area, which yields the metropolitan
area’s vulnerability to the same.

VSa,c = DTCSa,c =
∑

i

[
(USa,i,c/CSa,i,c) × (USa,i,c/

∑
i
USa,i,c)

]
i

(5)

2.5. Water Supply Portfolio Cost

Cost in the Water SRVC model is the cost of bringing water supplies online for adaptation and
to cover F. These adaptive water supply costs include capital costs (or water prices), legal costs,
operational costs, and infrastructure construction. Therefore, adaptive cost is the delta between existing
costs and the levelized costs of adaptive options at an annual Δt timeframe (Equation (6)). To calculate
the cost of adaptation, we compute volumetrically weighted average costs of all water sources used
by the municipality under the scenario. We assumed that each municipality would purchase the
least expensive available water source per unit volume until exhaustion and then purchase the next
least expensive water source, and so forth. The baseline cost of each municipality’s water portfolio is
based on SRP surface water, CAP surface water, and groundwater cost data. Baseline per unit water
costs varied drastically due to unique contractual conditions for each municipality’s water resources
portfolio. Adaptive cost data to cover structural water deficits is based on Phoenix Active Management
Area (AMA) water market data [29].

CostSa =
∑

i(USa,i × $AFYSa,i,c,operational)

+
∑

i(UPSa,i × $AFYSa,i,levelized)
(6)

In the SRVC model, the cost metric is used as information to support and weigh decisions
S, R, V outcomes and is not intended to be used a sole or overriding criterion for water portfolio
decision-making due to the potential constraints and instability to water utility financing [30]

3. Case Study: The Phoenix Metropolitan Area Water Portfolio

Water decision-making and governance in the Phoenix metropolitan area (PMA) occurs at multiple
scales ranging from the municipality to regional water authorities and to federal agencies. This study
focuses on the PMA municipalities of Avondale, Chandler, Gilbert, Glendale, Goodyear, Mesa, Peoria,
Phoenix, Scottsdale, Tempe, and Tolleson, which comprise 85% of PMA population in Maricopa County,
Arizona [31]. PMA municipalities access shared, rivalrous water sources that have varying degrees
of excludability depending on law and infrastructure. Water sources include the Central Arizona
Project (CAP) (40%), which conveys Colorado River water; the Salt River Project (SRP) (36%), which
stores and delivers water from the Salt-Verde watershed; groundwater (7%), which is a significant
gross water supply with smaller net consumption because of aquifer recharge with treated effluent
and groundwater banking through long-term storage credits (LTSCs); and treated effluent (17%),
which is used primarily for parks and golf courses, or utilized by non-municipal power generators.
As described in the subsequent sections, all water sources have legal and infrastructural constraints on
their use (Table 2). Only Goodyear and Tolleson do not have access to all water sources; Goodyear does
not have access to SRP water and Tolleson does not currently have access to CAP water. An advantage
of studying a metropolitan area with municipalities that have uneven access to regional water sources
is that it allows for better understanding of how and to what extent SRVC metrics are interrelated.
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Table 2. Online and potential water sources for Phoenix metropolitan area (PMA) municipalities at the
annual decision timescale.

Current Online
Water Sources

Contractual Water Categories Description

Salt River Project Normal Flow
The “Normal Flow” a city would receive from the
Salt River had there been no surface water storage

system built along the Salt River.

Stored and Developed Water Water delivered to On-Project Lands as defined by
the 1910 Kent Decree.

Central Arizona Project

Municipal and Industrial (M&I)
Subcontracts

Water leased directly to municipalities by the Central
Arizona Water Conservation District

Indian Contracts

Water originally decreed for agricultural purposes on
Native American reservations in Central and

Southern Arizona but later obtained by
municipalities by lease or exchange

Non-Indian Agricultural
Subcontracts

Water originally decreed for agricultural purposes
Central and Southern Arizona but later obtained by

municipalities by lease or exchange

Central Arizona Project (CAP)
Priority Water

Water obtained by municipalities via an exchange
with the Wellton-Mohawk Irrigation District located
in Yuma County for main stem Colorado River water

Groundwater —

Potential Online
Water Sources

Contractual Water Categories Description

Type 2 Groundwater
Rights — Grandfathered groundwater right established before

Arizona’s 1980 Groundwater Management Act

Arizona Water Banking
Authority (AWBA) — Purchased Long-Term Storage Credit of surface

water banked by AWBA

Flow Augmentation —
Thinning overgrown forests in the Salt-Verde

Watershed.

Investing in irrigation efficiency in the Verde Valley
and pledging water savings to in-stream flow.

CAP and SRP delivery curtailment decisions occur each year after measurements of spring
snowmelt and projections of next year’s spring snowmelt. Each August, the U.S. Bureau of Reclamation
uses Lake Mead elevation projections to decide for or against a shortage declaration, which would
curtail CAP deliveries the following calendar year [32]. During the previous SRP curtailment, the SRP
governing board decided to curtail deliveries in the fall for reductions the following calendar year [33].
Given these decision-making and response timeframes, municipalities may have less than a year to
successfully adapt to water curtailments before they become a water shock. The Water SRVC model
utilizes these decision-making criteria as triggers for water curtailment scenarios. To successfully
adapt within CAP and SRP decision-making timeframes, PMA municipalities must exercise options for
available water rights or free up water from “soft” elastic demand through conservation measures. New,
non-traditional water options may result from increasing upstream flows in the Salt-Verde watershed
through forest thinning, agricultural efficiency upgrades, and farm fallowing. Given these factors, the
PMA water supply portfolio has multiple decision boundaries and planning timescales [34,35].

PMA municipalities have several annual-timescale adaptive water policy and supply options.
Supply-side options include redeeming LTSCs; short-term or long-term CAP water leases with
Indian and non-Indian agricultural; long-term contracts to purchase Colorado River water from
mainstem agricultural users; lease or purchase existing non-irrigation groundwater rights (called
Type 2 groundwater rights) within the PMA; and theoretically, interbasin groundwater transfers by
retiring agricultural groundwater surrounding the PMA. Additionally, flow augmentation projects
that leave agricultural flows in rivers and aquifers upstream of the PMA—fallowing, crop switching,
and irrigation efficiency—can increase Verde River flows [36]. These additional flows have potential to
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act as backup water supplies during drought. Demand-side policy options to offset lost supply include
outdoor water use restrictions, incentivizing mesic-to-xeric landscape conversions, and infrastructure
upgrades to reduce lost and unaccounted-for water. In addition to traditional supply-side and
demand-side options, nature-based options include expanding forest thinning in the Salt-Verde River
watershed, specifically the Four Forest Regional Initiative (4FRI) region. Forest thinning could increase
upstream runoff by up to 20% and increase reservoir water storage levels along the Salt-Verde system
in a cost-competitive fashion [37]. Mechanical forest thinning offers a limited benefit compared to
direct flow augmentation because runoff increases may last only for 6-years without continuous
forest thinning [37,38]. However, forest thinning has additional social and economic benefits such
as supporting rural economic development [39]. Notably, one drawback to upstream nature-based
options is that they do not benefit municipalities unless additional flows are guaranteed, which requires
legal assurances and certainty regarding flow increases from nature-based projects.

Regional climate models for the Colorado River basin project decreased flows due to increased
evaporation (over 75%) at the headwaters [40,41]. Within Arizona, downscaled global climate models
(GCMs) indicate the potential for increased temperatures and decreased runoff in the Salt-Verde
watershed. Specifically, these models indicate increased mean annual temperature by 2.4 to 5.6 ◦C and
decreased winter precipitation, potentially reducing mean annual runoff in the Salt-Verde watershed
to 77.4% ± 24.0% of normal [42]. Longer, hotter, dry periods will increase fire likelihood in overgrown
ponderosa pine forests in the Salt-Verde watershed [43]. Forest fires in the Salt-Verde watershed have
the potential to acutely affect SRP water supply volume and quality [44]. Given these projections,
future configurations of the PMA water resources portfolio include severe and unexpected water stress.

3.1. Surface Water Supply Options

Surface water delivered to PMA municipalities—either SRP or CAP—represent a bundle of “paper
water” types that are physically comingled but legally distinct.

SRP conjunctively manages a surface water reservoir system and groundwater to deliver water
to Avondale, Chandler, Gilbert, Glendale, Mesa, Peoria, Phoenix, Scottsdale, Tempe, and Tolleson.
SRP provides surface water to municipalities as either: (1) Normal Flow water or (2) Stored and
Developed water. Normal Flow water is the most senior water right among SRP water types and the
river flow to each SRP municipality under natural river conditions (prior to the SRP reservoir system).
Stored and Developed water is a junior SRP water right and a combination of surface water, pumped
groundwater, and LTSCs. SRP allocates Stored and Developed water to municipalities based on the
area “on-project” lands, which is the area of municipality land within the original SRP service area,
using a multiplier of 3 acre-feet per acre of on-project land (9.144 ML ha−1). SRP can reduce the Stored
and Developed water supply multiplier in response to severe water shortage. In 2003 and 2004, the SRP
governing board voted to reduce deliveries by 33% in response to ongoing regional drought [33,45].
Previously, the SRP governing board decided to curtail deliveries when reservoirs, which are along the
Salt and Verde rivers, were at 27% capacity. At the beginning of 2016, SRP reservoir capacity was at
57%. For SRP, annual deliveries average 945,195 ML year−1 while the 30-year median runoff into SRP
reservoirs is 659,093 ML year−1 [46]. At the current drawdown rate of 254,709 ML year−1, the SRP
reservoir capacity will dip below the 27% capacity benchmark for water delivery curtailment by 2020.

In the PMA, CAP water has most exposure to water stress due to its junior status on Colorado
River [47,48]. CAP water right types are Municipal and Industrial (M&I) Subcontracts, water leased
directly to municipalities by the Central Arizona Water Conservation District; M&I Priority, which is
CAP water obtained by municipalities for the purposes of M&I use as a result of a lease from the Gila
River Indian Community; CAP Agricultural Priority, which is water originally decreed for agricultural
purposes on Native American reservations in Central and Southern Arizona but later obtained by
municipalities by lease or exchange; CAP Non-Indian Agriculture, which is water originally decreed
for agricultural purposes Central and Southern Arizona but later obtained by municipalities by lease
or exchange; and CAP Priority water (P3), which is water obtained by municipalities via an exchange
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with the Wellton-Mohawk Irrigation District located in Yuma County for main stem Colorado River
water, thus giving these water rights priority over other types of CAP water [49]. Among CAP water
rights types, P3 & M&I water rights have the highest priority, followed by Agricultural and NIA water
rights [50,51]. In the SRVC model, surface water delivered to PMA municipalities is considered in C0

and A0 (see Tables S1–S8 in supplementary materials).

3.2. Groundwater Supply and Storage Options

The Groundwater Management Act of 1980 (GMA) established the Phoenix Active Management
Area (AMA), among other AMAs, and capped groundwater pumping to eventually achieve a safe-yield
condition, where natural groundwater recharge exceeds groundwater withdrawals. In essence,
the GMA codified a groundwater sustainability goal for the Phoenix AMA. ADWR regulates municipal
groundwater pumping within the Phoenix AMA [52]. PMA municipalities can bank excess water
as LTSCs via managed aquifer recharge. LTSCs are convertible from storage credits to real water to
lessen the impact of Colorado River shortages [53] as the 100-year average of the total groundwater
banked [54–63]. Therefore, if a municipality has 123,348 kL banked as LTSCs, that municipality can
convert up to 1233.48 kL year−1 of LTSCs to real water. In the SRVC model, groundwater delivered to
PMA municipalities is considered in C0 and A0 (see Tables S1–S8 in supplementary materials).

3.3. Effluent Water Supply Options

PMA municipalities utilize treated effluent for turf irrigation and aquifer recharge in the PMA [52].
A notable exception is the City of Phoenix that has contracted its effluent for cooling the Palo Verde
Nuclear Generating Station [64]. ADWR calculates municipal effluent generation as 40% of potable
demand, although ADWR may revise this number to accommodate instream recharge and direct
potable reuse. The Arizona Department of Environmental Quality (ADEQ) enforces greywater and
wastewater reuse rules to facilitate fit-for-purpose reuse, which assigns varying stipulations for reuse
of different water classes. In the SRVC model, effluent water supply is considered in C0 and A0 (see
Tables S1–S8 in supplementary materials).

3.4. Conservation and Nature-Based Water Supply Options

Water conservation, ecosystem management, improving upstream irrigation efficiency,
and upstream fallowing farms are potential new sources of water. For example, since landscape
irrigation comprises 40% of water use in the City of Phoenix [52], residential landscape water
conservation represents a large volume of convertible soft, elastic water demand. Nature-based water
sources developed by non-governmental organizations, such as The Nature Conservancy, through
irrigation efficiency projects, farm fallowing, crop switching, or mechanical forest thinning leave water
in the Verde River for riparian ecosystems and downstream users. Mechanical thinning of ponderosa
pine forests in the Salt-Verde watershed reduces the probability of forest fires and increases watershed
runoff. TNC provided a rough estimate of localized flow increases (but not systemic downstream
increases) based on preliminary modeling and field work conducted by The Nature Conservancy in
Arizona’s staff and subcontractors farm-based projects; these preliminary findings show an additional
54,110 ML year−1 of in-stream flow in the Verde River [65]. Mechanical forest thinning has the potential
to increase Salt-Verde watershed runoff by 26% [37]. In the SRVC model, water added to the Salt-Verde
river system through nature-based solutions is considered an adaptive option.

3.5. Water SRVC Model Assumptions

The Water SRVC model utilizes legally assured, secured water rights to structure model logic,
water rights access, water rights allocation, water rights utilization, and water curtailment adaptation.
Fundamental to the Water SRVC model is that municipalities access shared water sources that are
rivalrous, with varying degrees of excludability [66]. The Water SRVC models consider only the PMA
municipal and metropolitan boundaries because water sharing occurs at this scale. Owing to the
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excludability of the region’s water sources and the multiple decision boundaries, each Water SRVC
model outcome yields a different policy pathway.

With these assumptions and constraints, we developed the Water SRVC model with 2016 serving
as the base year. We obtained CAP delivery data to municipalities by water type from CAP delivery
reports [49]. Municipal and Industrial CAP deliveries are senior and protected among CAP water types
and minimally affected by the Water SRVC scenarios [51]. We obtained SRP delivery data by water type
from annual reports on water withdrawal and use data within the service district [46]. Additionally,
we obtained reservoir capacity and runoff data from SRP [67]. We obtained groundwater, groundwater
storage, and effluent data from ADWR [54–63]. Water supply costs were obtained from a confidential
market analysis produced for The Nature Conservancy by WestWater Research [29]. The market
analysis collected and summarized observed water rights prices by asset class in the Phoenix AMA
and other regional water markets in Arizona, in order to estimate the value of agricultural and urban
water in the Verde River Basin. Due to the confidentiality of this data, we cannot directly publish the
findings from this market analysis; however, we can publish the ranges of observed water-rights prices
and the conclusions derived from the confidential data. That said, historically, Colorado River water
tends to be more expensive than local sources, such as groundwater, stored groundwater, and Salt
River Project water (Table 3).

Table 3. Cost and potential capacity of PMA adaptive water options.

Adaptive Water Option
Phoenix Active

Management Area (AMA)
AWBA Balance

CAP Lease
(Short-Term)

CAP Lease
(Long-Term)

Type 2
Lease

Colorado River

Water Source AWBA CAP CAP Groundwater Colorado River

Total Annualized Cost a

($ ML−1 year−1) 100–500 100–500 100–500 100–500 100–500

Potential Capacity b,
P0 (ML) 1,373,503 b ~729,643 c ~729,643 c 38,376 d 972,857 e

a Cost data adapted from [29]; a range of 100–500 is displayed instead of the precise numbers used in this study as
these market cost data are private, sensitive, proprietary, and confidential; Colorado River and CAP Short-Term
Lease options have the highest costs among these five options. b Potential Capacity data calculated from [49]. c [68].
d [69]. e [70].

When a modeled curtailment created a structural water deficit, municipalities exercise water
portfolio options according to cost—starting with underutilized existing online water sources and
then the lowest cost, single-use potential source. While exact cost estimates are not shown as they are
confidential, Colorado River water tends to be more expensive than local sources. Further, due to
a lack of available data, we assume that operations, maintenance and repair costs (OM&R) remain
unchanged pre- and post-adaptation.

3.6. Water SRVC Model Scenarios

We evaluated one baseline scenario, two Colorado River shortage declaration scenarios, two SRP
shortage scenarios, two nature-based flow augmentation scenarios, one municipal conservation,
one scenario with simultaneous Colorado River and SRP shortage declarations, and one scenario with
municipal conservation in response to simultaneous Colorado River and SRP shortage declarations.
For simplicity, the municipal decision scenarios assume that municipalities take identical actions
with respect to conservation policies, namely municipalities reduce consumption by reducing soft,
elastic demand such as landscape irrigation. This initial SRVC model limits scenarios to a single stage
of adaptive decision-making over one year (Table 4). Considering long-term cascades of multiple
decisions over multiple years and under changing conditions remains future work.
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Table 4. Water security planning scenarios.

Scenario Description

Baseline Scenario (Base) Current normal operations of the SRP and CAP water systems
for PMA municipalities [46,54–63].

Colorado River Current Drought
Contingency Plan (CRB-D)

The U.S. Bureau of Reclamation declares a shortage on the
Colorado River due to the summer elevation of Lake Mead
dropping below 1075 ft. above mean sea level. CAP curtails
water deliveries to municipalities according to the current
drought contingency plan where Arizona takes deepest water
cuts [48,50,51].

Colorado River Draft Drought Contingency
Plan (CRB-C)

The U.S. Bureau of Reclamation declares a shortage on the
Colorado River due to the summer elevation of Lake Mead
dropping below 1075 ft. above mean sea level. CAP curtails
water deliveries to municipalities according to the draft
contingency plan currently discussed by Arizona, California,
and Nevada. Arizona takes deeper water cuts, but California
and Nevada also take water cuts when the elevation of Lake
Mead drops below 1075 ft. above mean sea level [48,50,51].

Drought in the Salt River Watershed (SRD)

The SRP governing board reduces the Stored and Delivered
Water multiplier to from 3 acre-feet per acre (9.144 ML ha−1) of
on-project lands to 2 acre-feet per acre (6.096 ML ha−1) due
ongoing drought in the Salt River Watershed. The scenario is
based on the 2003 decision by the Salt River Project to reduce
surface water deliveries to customers [33,45].

Increased Verde River Watershed flows from
Nature-Based Conservation (VR-NBF)

Augmentation of Verde River flow from various water
conservation programs in the Verde River watershed, such as
farm retirement and voluntary fallowing [65].

Increased Verde River flows due to
Upstream Forest Thinning (VR-FT)

Mechanically thinning ponderosa pine forests increases runoff
by 20%, up to 18.1 to 42.9 million m3 per year on average over
a 15-year thinning period [37,38]. However, increased runoff
declines after a six-year period [37].

Residential Conservation (PMA-RC)

Municipalities reduce water consumption by 10%, meeting or
exceeding Phoenix Active Management Area 4th Management
Plan Gallons Per Capita Day (GPCD) Targets. We chose a 10%
threshold because Tolleson, due to its small size, is not part of
the Phoenix AMA GPCD targets [71].

Prolonged Drought in Salt-Verde
Watershed (SRD-P)

The local impacts of climate change may permanently reduce
Salt-Verde River watershed runoff. SRP estimates the 30-year
median runoff is 659,093 ML year−1. Downscaled GCM
models estimate a 23% runoff reduction [42]; streamflow data
between 1996–2015 show a 64% reduction versus the long-term
average [42,44,46].

Combination of CRB-D and SRD
(SRD-CRB-D) A combination of scenarios CRB-C and SRD.

Combination of CRB-C, SRD, and PMA-RC
(SRD-CRB-RC) A combination of scenarios CRB-C, SRD, and PMA-RC.

4. Results

4.1. Structural Water Deficits

The PMA has a diverse water supply portfolio with variegated water sources and rights. Therefore,
there ought to be an uneven response to structural water deficits across municipalities under the
various curtailment scenarios. Indeed, structural water deficits vary dramatically depending on the
scenario and the municipality, ranging from a surplus or no deficit to 27% water supply deficits for
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a single municipality (Tolleson) and across several orders of magnitude across the PMA for a single
scenario. Notably, Avondale, Goodyear, and Peoria experience no deficits under any scenario due to
their large excess capacity relative to current demand.

Of the ten scenarios developed, seven focused on municipal-level impacts while the remaining
three focused on the impacts of flow augmentation programs in the Salt-Verde watershed.
The municipal-focused scenarios were the Baseline Scenario (BASE), CAP Shortage Default (CRB-D),
CAP Shortage Draft Plan (CRB-C), SRP Shortage (SRD), Municipal Conservation (PMA-RC),
CAP Default + SRP Shortage (SRD-CRB-D) and CAP Default + SRP Shortage + Conservation
(SRD-CRB-RC). Five of the seven municipal-level scenarios implemented water curtailments on either
the SRP or CAP (CRB-D, CRB-C, SRD, SRD-CRB-D, and SRD-CRB-RC) and four of the seven scenarios
created structural water budget deficits in municipality water budgets (CRB-C, SRD, SRD-CRB-D, and
SRD-CRB-RC).

The CRB-D and CRB-C scenarios compare the outcomes of Colorado River shortage declaration
under the current shortage plan and the draft contingency shortage plan. Due to how the different
shortage plans impact the different CAP water types, initial cuts to CAP under current shortage
guidelines did not induce structural water deficits in municipal water portfolios. However, the draft
contingency plan creates a 31,018 ML year−1 deficit at the PMA scale with Phoenix (22,453 ML year−1)
most affected by an order of magnitude, followed by Mesa (3344 ML year−1), Chandler (2363 ML
year−1), and Scottsdale (2292 ML year−1). LTSCs and Type 2 groundwater leases are adaptive water
options to cover a structural water deficit created by the CRB-D and CRB-C scenarios.

Despite being the less visible, regional water shortage scenario, a curtailment of Salt River supplies
would have more impact on the PMA. The SRD scenario creates a 77,257 ML year−1 metropolitan
area scale structural water deficit. In terms of water volume, the SRD scenario most affects Phoenix
(62,193 ML year−1) followed by Gilbert (11,194 ML year−1), Tempe (2245 ML year−1), and Tolleson
(1624 ML year−1); however, Tolleson is most affected in relative terms (27%). Due to the larger structural
water deficits, the Arizona Water Banking Authority becomes a strategic short-term consideration for
PMA municipalities.

Achieving a 10% water conservation goal across the PMA—whether through voluntary or
mandatory programs—created a surplus of 68,561 ML year−1. Specifically, for Phoenix, Gilbert, Tempe,
and Tolleson, municipalities with the largest absolute and relative structural water deficits in CRB-D,
CRB-C, and SRD, municipal water conservation can prevent or significantly reduce modeled structural
water deficits.

For PMA municipalities, groundwater provides a strategic buffer against structural water deficits
and induced water curtailments. This buffer is primarily due to existing LTSCs and the short-term
leasing of Type 2 groundwater rights. Therefore, purchasing banked groundwater from, for example,
the Arizona Water Banking Authority, is a strategic short-term consideration for PMA municipalities
to guard against hydrologically- or legally-induced shortfalls in their water portfolios.

4.2. Sustainability

Given the high inter-annual variability in precipitation in the Salt-Verde watershed [38],
our adaptive water policy decisions today could provide a vital and necessary buffer between
wet winters by doubling the SRP system’s sustainability. Without a wet winter to recharge SRP
reservoirs, the best-case sustainability scenario along the SRP system is a six-year delay before delivery
curtailments. At the current runoff levels in the Salt-Verde, which is approximately 246,696 ML year−1

less than 30-year median runoff, the SRP reservoir system will hit 27% capacity, which triggered the
previous curtailment, within a 4-year period. However, a combination of municipal conservation in
the PMA and flow augmentation in the Salt-Verde watershed (VR-NBF, VR-FT, PMA-RC) can postpone
when SRP reservoir capacity reaches historical curtailment levels. The consumption avoided through
municipal conservation programs is 1.4× to 3.4× larger than the expected structural water deficits
modeled in Scenarios CRB-C, SRD, SRD-CRB-D, and SRD-CRB-C. Additionally, the potential increase
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in annual runoff resulting from flow augmentation in the Salt-Verde watershed is approximately 0.8×
to 2.1× larger than the expected structural water deficits modeled. The sustainability of the SRP system
has six years of sustainability, corroborating [72]. A SRP shortage would affect the water portfolios of
Phoenix, Gilbert, Tolleson, and Tempe the most. Consequently, the municipalities would benefit most
from SRP system sustainability.

The sustainability scenarios evaluated the impact of drought on SRP reservoir capacity and how
far into the future SRP could postpone SRP water delivery curtailments before a shock ensues that
requires damaging water rationing (Table 5).

Table 5. Sustainability impact (S, ΔS) of water conservation and flow augmentation options based on a
2016 baseline year.

Scenario
Δ Salt River Flow

(ML year−1)

Curtailment Year
(S, ΔS)

BASE 0 2020 (4 year, -)
VR-NBF 3556 2021 (5 year, +1)
VR-FT 6413 2021 (5 year, +1)

PMA-RC 69,435 2022 (6 year, +2)
VR-NBF, VR-FT, PMA-RC 111,409 2022 (6 year, +3)

SRD-P −162,143 2020 (4 year, 0)
VR-NBF, PMA-RC, SRD-P −69,689 2020 (4 year, 0)

4.3. Resilience

There is a stark difference in resilience outcomes between scenarios, policy choices, and municipalities.
The resilience outcomes of CAP-dominated water portfolios were most impacted by scenarios CRB-D,
CRB-C, SRD-CRB-D, and SRD-CRB-RC. Conversely, the resilience outcomes of SRP-dominated water
portfolios were most impacted by SRP drought scenarios. (Figure 4). Municipal water conservation
and flow augmentation are potential options to increase water portfolio resilience. This increase in
resilience results from the creation of new water types (augmented flow) and increased surface water and
groundwater water availability as a strategic buffer. Reductions to water portfolio options created large
decreases in municipal water portfolio resilience; especially, if a shock reduced the number of available
water options from many options to one or two options.

Notably, a Colorado River shortage reduces resilience at both the individual municipality
level and the overall metropolitan area. Without the creation of new water sources, conservation,
or policy adaptations, groundwater storage credits are the last choice to cover structural water deficits.
For example, the Lower Colorado River draft drought contingency plan can increase the municipality’s
resilience by forcing the creation of new options that were not available or not considered viable options,
before a shortage declaration. The Supplemental Information contains the full table of resilience results
(Table S8).

4.4. Vulnerability

Phoenix SRVC model results show modest vulnerability differences between cities and between
scenarios (Figure 5). Some scenarios yield minor changes in vulnerability (CRB-D, CRB-C),
some scenarios yield increased vulnerability for all municipalities (SRD, SRD-CRB-D), one scenario
decreases vulnerability for all municipalities (PMA-RC), and one scenario produces strong increases
and strong decreases in vulnerability for different municipalities (SRD-CRB-RC). On a scale from
zero to one, a change in vulnerability of +/− 0.10 is large in absolute terms and represents a water
buffer of approximately 123,348 ML year−1. These differences are smaller in relative terms than the
differences in sustainability and resilience shown in earlier sections. Municipalities with CAP-dominant
water portfolios were most affected by scenarios CRB-D, CRB-C, SRD-CRB-D, and SRD-CRB-RC.
Conversely, SRP-dominant water portfolios were most affected by scenarios SRD, and SRD-CRB-D,
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and SRD-CRB-RC. Importantly, municipal conservation as a response to mandated water curtailments,
for most municipalities, soften the impact of water curtailments and reduced vulnerability to water
stress. The Supplemental Information contains a full table of vulnerability results (Table S8).

Figure 4. The resilience (RO
c ) and change from baseline resilience (ΔRO

c ) of a municipality’s water
portfolio. Overall, ΔRO

c is large based on each municipality’s portfolio choices.
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Figure 5. The vulnerability of a municipality’s water supply (VC) and change from the baseline scenario
(ΔVc). Overall, ΔVc is small based on each municipality’s portfolio choices.

4.5. Water Supply Costs

Cost changes to a municipal water portfolio pre- and post-adaptation varied based on the
difference in cost between existing water contracts and new water contracts (Figure 6). For some
municipalities, conveying existing LTSCs were cheaper than CAP supplies in CRB-D, CRB-C,
SRD-CRB-D, and SRD-CRB-RC. Municipalities with a heavy reliance on SRP supplies—such as
Phoenix, Gilbert, Tempe, and Tolleson—faced the sharpest per unit water cost increases due to
switching from a low-cost source (SRP) to sources with higher relative cost. Phoenix and Tempe show
modest changes in cost depending on their policy decisions, and other municipalities have little to
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no change in cost as a function of their policy decisions. In general, cost did not vary much across
scenarios and water supply options. We expected this because we excluded from the scope of analysis
the adaptive water supply options with dramatically higher costs than the current supplies (e.g.,
desalination). Upstream flow augmentation and residential conservation solutions are preferentially
chosen by the model based on cost because they are adequate to cover structural water deficits at lower
per-gallon costs to other adaptive water supply options. As explained in Table 3, the market cost data
is not released in the study due to its sensitive nature, so we are only able to present these aggregated
results and not the raw numbers used to calculate the results. These aggregated costs are calculated
using the methods explained in Section 2.5.

Figure 6. Aggregated cost data: the volume weighted cost ($ ML−1) to obtain new water to fill the
structural water deficits and change from baseline cost, for each modeled scenario, using methods
explained in Section 2.5. Data shown in Table S2. Only cities that must switch their water sources to
totally new sources (like Tolleson) at market prices during the event incur large cost increases.
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A municipality’s cost to bring potential sources online during drought is proportionate to the
volume of water required. Some municipalities would face much larger relative deficits and much
larger cost escalations than others, depending on the scenario considered. The escalation of cost is
predictable at a significant R2 of 0.94 using the equation Cost1/Cost0 = 2.785 F/C0 (Figure 7).

Figure 7. As water budget deficits grow, so does the cost to access available water sources and to bring
online potential water sources to fill the water deficit (Data in Table S8).

4.6. Tradeoffs between S, R, V, and C

In the PMA, water portfolio vulnerability and resilience (V/R) have a weak significant relationship
(R2~0.1) where increasing resilience decreases vulnerability (Figure 8). Just as many municipalities
and scenarios fall outside the confidence bounds of this relationship, as fit within the bounds. There is
even less of a relationship between S/R or S/V.

Figure 8. ΔRO
c plotted against ΔVC for all scenarios. As vulnerability to water stress increases,

the resilience of available water sources decreases—but with important exceptions. Points in the
upper left quadrant indicate win-win scenario outcomes where municipal water portfolio vulnerability
decreases and municipal water portfolio resilience increases. Points in the lower right quadrant indicate
lose-lose scenario outcomes where municipal water portfolio vulnerability increases and municipal
water portfolio resilience decreases. Points plotted in the upper right and lower left quadrant indicate
win-lose scenarios where municipal vulnerability increases while municipal resilience increases or vice
versa. See Table S8 for data.
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More importantly, there is little relationship between cost and the other three dimensions of
sustainability, resilience, and vulnerability (Figure 9). These four water security dimensions are mostly
independent. This means it is possible for a municipality to find win-win options (and lose-lose
options). A municipality can gain sustainability or reduce vulnerability at little to no cost. An exception
is that resilience does appear to come at an increased cost on average but only weakly and with many
exceptions (Figure 9, center).

Figure 9. ΔCost compared with ΔVC, ΔRO
C , and ΔSC, with each municipality and scenario representing

a mark on the scatter plot. Relationships between portfolio cost and the other dimensions of water
security are weak or absent. See Table S8 for data.

The exceptions matter, because there is no “average” municipality in the Phoenix metro. If we
isolate each of the twelve municipalities’ adaptive scenarios and regress C against S, V, and R for
each municipality, only eight out of thirty-six relationships have an R2-value greater than 0.25 and
for most relationships the slope is at or around 0 (Table 6). This means every municipality needs to
independently contemplate its adaptation decisions and water portfolio positioning and reach its own
conclusions; following other municipalities may lead to poor decisions.

Table 6. Municipal-level Vulnerability, Resilience, and Sustainability cost regressions.

Municipality
V vs. C RA+P

c vs. C ΔS vs. ΔCosttotal

Slope R2 Slope R2 Slope R2

Avondale −0.02 0.06 −0.02 0.12 −0.15 0.02
Chandler 0.01 0.01 −0.01 0.02 0.28 0.25

Gilbert 0.00 0.08 0.01 0.12 −0.09 0.36
Glendale 0.00 0.03 −0.01 0.19 0.18 0.04
Goodyear −4.25 0.07 1.46 0.02 0.00 0.00

Mesa 0.00 0.01 0.00 0.01 0.16 0.23
Peoria 0.00 0.02 −0.01 0.33 −0.18 0.02

Phoenix 0.00 0.23 0.01 0.43 −0.08 0.53

Phoenix Metro 0.00 0.00 0.01 0.60 −0.03 0.07
Scottsdale 0.00 0.01 −0.01 0.01 0.18 0.26

Tempe 0.01 0.31 0.01 0.66 −0.35 0.74

Tolleson 0.00 0.46 0.00 0.29 −0.01 0.09

5. Discussion

This paper develops and implements a systems-based Sustainability, Resilience, Vulnerability,
and Cost (SRVC) model for water portfolio security assessment that adds systems-level S, R, and V
dimensions to the traditional cost-and-reliability-based models. The SRVC model adds to a rich
literature on systems-based analysis of multi-stakeholder systems including the management of
municipal solid waste [73], streamflow analysis [74], wastewater management [75], and stormwater
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quality and management [76]. The results are promising and have implications for municipal water
portfolio planning and preparation for unpredictable annual-timescale disruptions. In the PMA,
we find that the S, R, and V dimensions are independent of each other and from cost. Therefore,
municipalities should be able to develop cost-neutral policy options that are more sustainable and
resilient and less vulnerable. For Phoenix metropolitan area municipalities, potential water portfolio
reconfigurations in response to an annual-timescale shock are differentiated along resilience and
sustainability metrics, rather than vulnerability or cost metrics. However, this finding does not hold
evenly across all Phoenix metropolitan area municipalities. The details matter, and adaptive options
must complement each municipality’s unique water portfolio. Municipal water portfolios dominated
by Salt River Project deliveries have different responses to unforeseeable infrastructure failures, regional
drought, or forest fires than portfolios relying primarily on Central Arizona Project water. The SRVC
model adds the information necessary for a municipality to identify cost-neutral adaptive water
portfolio configurations that are more sustainable, more resilient, and/or less vulnerable.

After a Colorado River shortage declaration, which would curtail Central Arizona Project deliveries
to the Phoenix metropolitan area, we find that resilience decreases as groundwater, in the form of
long-term storage credits, is the only remaining unused supply option. Future updates to this study will
also have to include modeled and/or observed increases to baseline OM&R costs as a result of a shortage
declaration. After stored groundwater, a combination of residential conservation and nature-based
flow augmentation programs can compensate for Colorado River drought and restore water portfolio
resilience without building new infrastructure to supply greywater. These options only become more
cost effective as OM&R costs along the CAP system increase after a water shortage declaration.

The most cost-effective adaptive options to improve S, R, and V—and mitigate the effects
of climate change, drought, and water curtailment on water security—are water conservation
and flow augmentation programs in the Salt-Verde watershed. Residential water conservation
programs are impactful win-win adaptive policy options in cities with comparatively high per-capita
consumption. Relying on conservation programs to enhance S, R, and V presents several challenges.
For example, an upstream conservation program to enhance streamflow will depend on willing
farmers, and willingness to participate may present challenges. Further, monitoring the contributions
of conservation to river flow augmentation is difficult given a number of factors contributing to flow
levels; however, headgates help in accounting for flow returned to the river. For municipalities,
monitoring changes in household-level water consumption is potentially easier through metering but
may harden demand over time, reducing the effectiveness of future conservation programs. Previous
research in the Los Angeles metropolitan area found that mandatory water restrictions and price
increases reduced water consumption more effectively than voluntary reductions [77]. Additionally,
conservation provides a smaller marginal benefit for municipalities with hardened residential demand.
Municipalities must retain the benefits of conservation rather than fall prey to efficiency paradoxes
(i.e., growth offsetting conservation gains) to successfully realize S, R, and V gains [78].

Flow augmentation in the Salt-Verde watersheds is a promising adaptive option. However,
the potential for flow increases remains uncertain, especially for forest thinning programs. Nonetheless,
increased runoff and in-stream flows can create co-benefits that include creating socio-ecological public
value from recreational activities and forest thinning jobs while reducing the probability of forest fire
and leaving more water for riparian ecosystems.

The role that the Central Arizona Project has played in facilitating water transfers (by trading on
the conveyance of Colorado River water) between Phoenix metropolitan area cities can serve as an
example for how the Salt River Project might help the cities adapt to drought. However, instead of
shifting demand around Arizona by allowing cities to consume water already slated for agricultural
use, the Salt River Project could play a role in conveying to cities the water that is made available
through conservation, flow restoration, and the provision of flow supporting instream ecosystem
services. However, no market for flow augmentation projects currently exists. Phoenix, Gilbert,
and Tempe are among the largest users of Salt River Project water in the metropolitan area, so they
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would be key participants in a market that would allow municipalities to purchase additional flows
by funding upstream watershed restoration and nature-based flow augmentation. Municipalities
that do not currently use the Salt River Project system have no initial incentive to participate in
such a market but might choose to participate if the market resulted in access to new backup water
supplies or water sharing agreements in partnership with the Salt River Project. Given that Phoenix
municipalities are already willing to pay for mainstream Colorado River water, nature-based projects
should be a cost-competitive option even with a small Salt River Project conveyance and management
fee. Third parties, such as NGOs, have potential roles in this system as intermediaries between
PMA municipalities and individual farmers, irrigation districts, and forest thinning operations by
administering programs. Such mechanisms could provide municipalities with a market or program to
invest in upstream environmental flows, improve rural economies, and mitigate ecosystem damage
while cost-competitively boosting urban water security, leveraging the water supply system to create
system-wide environmental and water security benefits [79].

Future research can consider a wider range of adaptive options and future scenarios such as
green infrastructure growth policies, a wider range of population and economic growth scenarios,
and longer-term shocks beyond the approximately annual event timescale. Future work could consider
cascading SRVC impacts from chained adaptive decisions (t2 and subsequent) and multiple decision
timeframes. Future work should introduce multiple-objective optimization to identify the best adaptive
pathways for each municipality. Future work may distinguish between recoverable and irrecoverable
or stranded capital costs to bring potential sources online because this distinction is relevant for decision
pathways involving multiple adaptive steps and for the financial feasibility of adaptation. This paper
does not consider the decision maker’s ability to pay, which is not a factor for PMA municipalities
because all options on the table are affordable at current prices given healthy budgetary and bonding
status. However, future versions of this method will address this by adding the ability to pay into the
methodology. Future work could apply this model to critical infrastructure planning problems beyond
the scope of water policy and address power systems, transportation systems, and food systems [80].

6. Conclusions

The resilience of the entire PMA is greater than its constituent municipalities. Given this,
cooperation during long-term planning and also on emergency response to water shortages and
droughts is an important win-win adaptive strategy for these municipalities, corroborating [14].
Diversification of supply is also an important means of enhancing water security through resilience,
although diversification could come at a cost to some municipalities. Municipalities with water
surpluses generated by conservation could potentially enter short-term water leases with other
PMA municipalities with structural water deficits, providing a municipality a revenue stream and
economic incentive to reach demand management goals. Historically, municipalities have paid higher
prices than other government entities (Federal and state) in water rights markets [81]. This should
provide motivation to overcome the financial and legal disincentives against municipal utility water
conservation [82]. Intra-metropolitan and intra-watershed fragmentation of water delivery and water
decision systems demonstrably damages resilience in a context of shared water sources; fragmentation
hurts small municipalities with narrow portfolios (e.g., Goodyear) more than the largest municipalities
that have diverse portfolios (e.g., Phoenix).

Supplementary Materials: The following are available online at http://www.mdpi.com/2073-4441/12/6/1663/s1.
Table S1: Total Online Capacity, Utilized Online Capacity, Available Capacity, and Structural Water Deficit
of Phoenix Metropolitan Area Municipalities–Baseline (ML). Table S2: Total Online Capacity, Utilized Online
Capacity, Available Capacity, and Structural Water Deficit of Phoenix Metropolitan Area Municipalities–CRB-D
(ML). Table S3: Total Online Capacity, Utilized Online Capacity, Available Capacity, and Structural Water Deficit of
Phoenix Metropolitan Area Municipalities–CRB-C (ML). Table S4: Total Online Capacity, Utilized Online Capacity,
Available Capacity, and Structural Water Deficit of Phoenix Metropolitan Area Municipalities–SRD (ML). Table S5:
Total Online Capacity, Utilized Online Capacity, Available Capacity, and Structural Water Deficit of Phoenix
Metropolitan Area Municipalities–PMA-RC (ML). Table S6: Total Online Capacity, Utilized Online Capacity,
Available Capacity, and Structural Water Deficit of Phoenix Metropolitan Area Municipalities–SRD-CRB-D (ML).
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Table S7: Total Online Capacity, Utilized Online Capacity, Available Capacity, and Structural Water Deficit of
Phoenix Metropolitan Area Municipalities–SRD-CRB-RC (ML). Table S8: The system statistics for each scenario.
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Abstract: This study was carried out to examine the impact of an artificial recharge site on groundwater
level and salinity using treated domestic wastewater for the Korba aquifer (north eastern Tunisia).
The site is located in a semi-arid region affected by seawater intrusion, inducing an increase in
groundwater salinity. Investigation of the subsurface enabled the identification of suitable areas for
aquifer recharge mainly composed of sand formations. Groundwater flow and solute transport models
(MODFLOW and MT3DMS) were then setup and calibrated for steady and transient states from 1971
to 2005 and used to assess the impact of the artificial recharge site. Results showed that artificial
recharge, with a rate of 1500 m3/day and a salinity of 3.3 g/L, could produce a recovery in groundwater
level by up to 2.7 m and a reduction in groundwater salinity by as much as 5.7 g/L over an extended
simulation period. Groundwater monitoring for 2007–2014, used for model validation, allowed one
to confirm that the effective recharge, reaching the water table, is less than the planned values.

Keywords: artificial recharge; groundwater; treated wastewater

1. Introduction

Water is a critical resource in many Mediterranean countries because of its scarcity and uneven
geographical, seasonal, and inter-annual distribution [1,2]. In a country with frequent water stress,
several national strategies were established in Tunisia to optimize the management of water resources to
meet growing freshwater needs and planning for climate change adaptation [3,4]. The use of reclaimed
municipal wastewater was considered one of the main axes in the national water strategy, mainly
for agriculture and groundwater artificial recharge [3]. Thus, treated wastewater (TWW) is used to
improve groundwater storage and reduce seawater intrusion in coastal aquifers. Previous studies have
demonstrated that such alternatives are reasonable when conventional freshwater sources become
very limited [5–9]. Artificial recharge using conventional freshwater has already been acknowledged
for inducing groundwater level rise and for improving water quality in several aquifers in Tunisia.
The Teboulba coastal aquifer registered a rise of groundwater level up to 30 m following the artificial
recharge in wells during six years [10]. The artificial recharge in the Zeroud riverbed of Kairouan
aquifer led to an increase of water table between 0.2 and 5.25 m for a distance of up to 8 km [11].
A positive impact of the artificial recharge in El Khairat wadi was confirmed by the authors of [12],
indicating an increase in water table between 0.4 and 2.6 m.

This study mainly focuses on the Korba aquifer, located in North-Eastern Tunisia. This aquifer
registered groundwater decline and water salinization over the past three decades due to high
groundwater pumping rates for agriculture uses. This serious threat has motivated many authors
to study seawater intrusion by modelling [13–15] or by hydro-geochemical investigations in order
to determine the spatial extension of the salinization or to identify the origins and the mechanisms
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governing its contamination [16–19]. The construction of the Korba–Elmida artificial recharge ponds,
using treated municipal wastewater, was among the actions undertaken by the water authority
for aquifer storage recovery to overcome groundwater level decline and salinity rise for the Korba
aquifer [20].

Numerical modelling and hydro-geochemical investigations were often used by scientists to
estimate aquifer storage or to carry out groundwater recovery based on exploratory simulations and
scenarios development [8,9,21–24]. They can also help to estimate the potential benefits for constructed
structures on hydrologic conditions under a range of management scenarios. Groundwater flow
and solute transport models are applied as predictive tools to plan and quantify the impact on the
local groundwater, and determine geochemical processes and the resulting recovery efficiency [25,26].
Basic descriptions of various physical and chemical equilibrium for solute transport models are
given by the authors of [26], indicating that the development of geochemical transport models or
hydrogeochemical models represents still new pursuit, although some mathematical flow models
date back to the late 1960s. Thus, solute-transport models are inherently more complex in terms of
conceptualization and governing equations, numerical methods, parameter estimation, and boundary
conditions, as well as concerns about model complexity [27]. It should be noted that analytical
geochemical methods and path way modelling were also used when geochemical data was available
to explain groundwater salinity variations and to support groundwater management and preventing
salinization [28,29]. Yet, numerical modelling was frequently used for coastal aquifers to simulate
seawater intrusion in natural and anthropogenic conditions and to predict also climate change
impact [13,26]. In this paper, we evaluate the impact of the constructed artificial recharge ponds on
groundwater level and water salinity by using 2D flow and solute transport models. First, we give
an overview for the hydrogeological characterization of the artificial recharge site, at a small scale.
Secondly, we simulate the predicted impact of the artificial recharge site built on flow and solute
transport calibrated models based on several scenarios. Sensitivity tests for the effective artificial
recharge are then performed during the artificial recharge period between 2009 and 2014, by using a
monitoring network for groundwater levels and salinities.

2. Materials and Methods

2.1. Study Area Description

The Korba aquifer is located in the Cap Bon Peninsula in Tunisia (Figure 1a). It covers an area
of 500 km2 and is bounded by the Mediterranean Sea to the south-east. The average annual rainfall
is about 450 mm per year computed for the period 1959–2009 using the national rainfall network
over the study area. The study area is characterized by its important agricultural activity, leading
to high water demand and a groundwater overdraft [30]. The shallow aquifer is composed of the
Plio-Quaternary formation, characterized mainly by sand surmounting the Miocene clay bedrock [30].
Groundwater levels and water quality have been monitored since the 1960s. Early measures showed
that water salinity did not exceed 3 g/L [31]. Starting in 1970, the groundwater level declined and water
quality degraded as well; an increase of the size of the affected areas was registered mainly in some
overexploited localities where the groundwater level declined below the sea water level and the salinity
exceeded 5 g/L reaching in some points 10 g/L [31]. This situation was a result of groundwater over
abstraction, which generated a reverse hydraulic gradient and seawater intrusion [13–18]. In addition,
other authors [18,30] attributed the groundwater salinization to the increase in irrigated agricultural
areas, which induced soil leaching and migration of fertilizers to the aquifer.

In order to overcome the problem of groundwater level decline and water quality deterioration in
the Korba aquifer, water authorities planned the construction of the Korba–Elmida artificial recharge
site, using treated municipal wastewater. The site location was selected after a feasibility study that
covered the Cap Bon region, considering several technical criteria related to geologic aspects, depth of
water table, uses of groundwater, location of nearby wastewater treatment plant, and other economic

58



Water 2020, 12, 341

constraints [20]. The selected site is located in the north-east of Tunisia, about 300 m north of the
Korba wastewater treatment plant and 1.5 km from the coast (Figure 1a). The artificial recharge site,
consisting of three recharge ponds with 1500 m2 each, was designed for a recharge rate of 1500 m3/day.
In fact, the monitoring of the actual recharge rate, which we realized between 2009 and 2014, ranged
between 800 and 1745 m3/day for duration of 0 to 10 h per day [32]. The TWW was transferred from a
nearby wastewater treatment plant (WWTP), which received an average inflow of 5000 m3/day with
an average salinity 3.3 g/L in the year 2003 [20].

 
Figure 1. (a) Location map for the Korba aquifer with the treated wastewater artificial recharge
site (TWWARS) and model setup structure and boundary conditions and simplified surface geology,
(b) scatter diagram calibration of steady state groundwater flow modelling, (c) and groundwater level
(GWL) map simulated for steady state (1971).

2.2. Hydrogeological Characterization

The efficiency of the artificial recharge depends on the aquifer hydrogeological
characteristics [5,33,34]. The site characterization was based on the field hydrogeological investigations
carried out before the project implementation and during artificial recharge period. Soil properties,
which control the flow rate of infiltration and the downward percolation, are of special importance to this
type of technique. Thus, subsurface formation was identified using well logs and test infiltration results.

A well (W), shown in Figure 2, was drilled up to a depth of 52 m (Figure 2a) and was used to
investigate the subsurface formations and to estimate the horizontal transmissivity and the storage
coefficient. In order to identify the unsaturated zone, eight complementary drills were performed to
check the thickness of sandstone layers. Suitable sites for artificial recharge were identified using four
surface infiltration tests (IF), followed by twelve infiltration tests in ditches (PM) (Figure 2b) to the
depth of 1.8 m corresponding to the depth of the planned artificial recharge ponds.
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Figure 2. (a) Log for well (W) and (b) infiltration velocity map with location for test infiltration in
subsurface (IF) and in ditches (PM).

2.3. Modelling Approach

The MODFLOW code was used to solve the 2D groundwater flow equation in saturated porous
media by means of the finite-differences method [35], and the MT3DMS code was used to solve the
solute transport equation [36]. Both codes were used within the Processing Modflow package [37].
The equations were resolved within a regular square grid of 25 × 104 m2 cell size. The models were
calibrated during steady and transient states for the period between 1971 and 1996, by using a manual
process based on the trial and error method, referring to measured values in monitoring network. They
were thereafter validated for the period 1997–2006. The model area was limited by the boundaries
of the Plio-quaternary outcrops (Figure 1a). At the upstream, the Miocene formation outcrop was
considered to be part of the modelling area. The bedrock is formed by Miocene clay formation with a
thickness ranging between 100 m upstream and 1800 m in the center of the aquifer. The groundwater
recharge was mainly assured by rain infiltration with about 7% of the average annual rainfall, as was
estimated by the authors of [13,38]. The natural outlet represents the sea, the salt areas (marshes),
and the downstream draining areas of the wadis. The coastal limit is presented by a fixed head
condition of 0 m, and a fixed water salinity of 38 g/L, which is the average value for the Mediterranean
Sea. Near the irrigated areas, salinity of recharged water was increased to consider irrigation return
flow as justified by [11,16].

The calibrated models were used to predict the impact of the planned artificial recharge on
groundwater level and salinity with a focus on the surrounded region. Several scenarios were used
considering hypothesis for natural and artificial recharge and groundwater pumping rates during the
period between 2007 and 2050. Model’s results were validated during the period 2007–2014 using the
actual recharge rates based on monitored values.
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3. Results and Discussions

3.1. Characterization of the Artificial Recharge Site

Hydrogeological setting performed before and after the artificial recharge allowed for the
characterization of the subsurface and surface zones. According to the drilled well (W) and the core
drills (Figure 2), subsurface formations are mainly sandy with thin sandstone layers. The hydraulic
conductivity of the sampled sand from the well, using a grain size analysis, was primarily calculated
to 3 × 10−4 m/s. Tests performed for several depths in the core drills showed a range of hydraulic
conductivity between 2 × 10−3 m/s for fine sand and 2 × 10−6 m/s for sandstone. Sampling analysis
confirmed that unsaturated zone is mainly composed of sand; more than 95% have grain size less than
2 × 10−3 m. The pumping test carried out in well W produced an estimate horizontal transmissivity of
4 × 10−3 m2/s and a storage coefficient varying between 4.5 × 10−4 and 6 × 10−4.

The infiltration test results, applied in surface and ditches, gave a vertical infiltration velocity
ranging between 1 and 65 m/day depending on the soil type. High values corresponded to sand,
whereas low values were linked to sandstone and consolidated sand. The south-east zone indicated
infiltration rates higher than 30 m/day, which can be considered as suitable values for artificial recharge,
leading to the conclusion that the selected site was well adapted for the construction of the artificial
recharge ponds.

3.2. Model Calibration and Validation

The calibration of the flow model during steady state allowed for the assessment of groundwater
recharge ranging between 7% and 11% of annual average rainfall for the Quaternary outcrops. These
values are close to those used by previous studies [13–15,38]. The calibration results were satisfactory
by comparing the simulated groundwater levels with the observed values (Figure 1b). The coefficient
of determination (R2) is about 0.97. The groundwater renewable resources are evaluated as 1.31 m3/s
during 1971, as shown in Table 1. Aquifer recharge was provided mainly from recharge at outcrops,
and wells’ pumping represented the main outlet fluxes. During transient state, the calibrated porosity
ranged between 0.05 and 0.35, which are close to the constant value of 0.12 used by [26], and those
provided by [14] ranging between 0.04 and 0.25. The general trends of groundwater decline were
reproduced by the calibrated model, with a maximum error of +/−1 m (Figure 3a). The results
confirmed that the most affected areas were located between Korba, Diar Elhojjej, and Tafeloune
agglomerations. The flow model was validated for the period 1997–2006. It reproduced close water
level variation for several piezometers as shown in Figure 3a.

Table 1. Calculated water balance in steady state (1971).

Boundary Conditions Input Output

(m3/s)

Fixed head (Sea) 0.033 0.091
Abstraction (wells) 0.892
Wadis’ drainage 0.057 0.331
Recharge (from rainfall)
Quaternary 0.307
Tyrrenian dunes 0.045
Pliocene 0.313
Miocene 0.166
Deep aquifer input (vertical leakance) 0.393

Total 1.314 1.314
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Figure 3. (a) Calibration and validation in monitoring wells during transient period (1972–2006).
Calibration was established during the period 1972–1996, and validation was performed during the
period 1997–2006; (b) simulated salinity during transient period (1972–2006); and (c) salinity map
for 2006.

The calibration of the solute transport modelling was performed using the calibrated flow model
for the period 1971–2006. The sea, represented by fixed head and fixed concentration conditions,
contributed to groundwater salinization by convection and dispersion. Figure 3b presents simulated
salinity results for the transient period. Calibration for salinity was not possible, in part due to the few
available measurements but mainly due to the complexity of processes [27]. Simulated salinity for
2006 (Figure 3c) confirms the existence of seawater intrusion along the coastal area between the two
water courses (Figure 1), spreading out in the aquifer up to 5 km.

3.3. Artificial Recharge Simulations

Two simulations (SIM1 and SIM2) were conducted during a forecast period from 2007 to 2050.
In SIM1, we maintained the same boundary conditions throughout the simulation period, assuming
the continuity of the current conditions of recharge and extraction rates as in 2006 and omitting the
additional artificial recharge rate from the treated municipal wastewater. According to this scenario,
the model predicted a groundwater decline of less than 2 m near the planned artificial recharge site by
the year 2050 and an increase in salinity reaching 12 g/L along the coast.

In SIM2, we considered the same boundary conditions as in SIM1 and assumed an additional
recharge flux of TWW of 1500 m3/day with a salinity of 3.3 g/L to be injected in the recharge pools,
represented by one cell in the model. The comparison of the simulated groundwater level for 2050
according to SIM1 and SIM2 showed that an increase reaching a maximum of 2.7 m can be achieved
(Figure 4a). The influenced area around the site, considering a minimum change of 0.1 m, is around
80 km2. Moreover, the groundwater salinity can be reduced under recharge conditions by a maximum
of 5.7 g/L near the site with a recovery area of around 26 km2 (Figure 4c). It extends over a 6 km
distance, including a 17 km2 of recovery area with a salinity variation of less than 1.5 g/L.
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Figure 4. Impact of artificial recharge in 2050: groundwater level increase (a) SIM2—SIM1 and
(b) SIM3—SIM1; groundwater salinity decrease: (c) SIM1—SIM2 and (d) SIM1—SIM3; and (e–g)
groundwater salinity variations in wells P1, P2, and P3.

Results relatives to wells P1, P2 and P3, located, respectively, downstream, upstream, and close
to the artificial recharge area as shown in Figure 4c, were used to compare the temporal evolution of
groundwater salinity. Figure 4e–g also shows that artificial recharge may reduce salinity, especially
near the ponds (P1 and P3). However, its impact was lesser away from the recharging ponds (P2).
Salinity decrease reached 4.2, 1.9, and 5 g/L, respectively, for P1, P2, and P3. The salinity decrease
occurred during the first ten years of the simulation by an annual decrease of 0.2 g/L (P1) and
became insignificant thereafter due to the constant boundary conditions for the aquifer recharge and
abstractions. The annual decrease was at a maximum in well P3, located close the ponds.

An additional scenario SIM3 was considered in which only 70% of the artificial recharge rate
would reach the water table following the evaporation and losses in the unsaturated zone. This value
would be justified for semi-arid regions, and would be close the rates calculated by [38] during the
artificial recharge in the plain of Kairouan. As a consequence of this decline, we obtained a lower
impact on groundwater level (Figure 4b,d). In fact, the positively influenced area was reduced to
58 km2 and the maximum increase of groundwater levels reached 1.6 m. For the salinity, the influenced
area was almost maintained, with a maximum decrease of 4.4 g/L near the recharge ponds.

3.4. Sensitivity Tests

In this section, we focus on the artificial recharge period between 2007 and 2014. In fact,
the artificial recharge was practiced during 2009–2014 with a rate ranging between 0 and 1745 m3/day.
Given the uncertainties related to the clogging, the evaporation from the site, and from the unsaturated
zone, we investigated whether the measured actual rates contributed effectively to the groundwater
recharge by using P3 as an observation well. Two additional simulations (SIM4 and SIM5) were
considered. In SIM4, the actual observed rates of the artificial recharge were used, while in SIM5,
we considered losses by evaporation and clogging, assuming that only 70% of the measured rates
was effective. In both simulations, we maintained an average salinity of 3.3 g/L for the TWW. In fact,
the measured salinity of the TWW varied between 3 and 5 g/L. For the starting year of recharge, 2009,
the variation of groundwater level for SIM4 is close to the observed values (Figure 5a). As of 2010, SIM5
fits better the observations. These results can be justified by a decrease in the efficiency of the artificial
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recharge pools due to clogging phenomena. In fact, we noticed that infiltration velocity decreased
during this period. Before the artificial recharge operation, the infiltration velocity was more than
30 m/d. In June 2010, we measured an infiltration velocity of about 1.3 m/d. It was the result of the
accumulation of suspended particles in subsurface soil, causing a decrease of the saturated hydraulic
conductivity. This decrease of infiltration velocity is consistent with those reported by the authors
of [39] during infiltration of TWW in a 3 m diameter column. The decrease of infiltration rates from 3.3
to 0.08 cm/h was due to the development of a clogging in the uppermost layer. The assumption of
considering an effective rate of 70% of the recharge rate is thus justified.

For the period 2011–2014, we registered a trend for a general decrease of measured groundwater
levels. Sensitivity tests were run in order to reproduce this decrease by reducing the infiltration rate
linearly over the simulation period, starting with 70% in 2009. The best simulation, SIM 6 presented in
Figure 5a, corresponds to an infiltration rate decreasing linearly with a negative slope of 0.12.

Regarding salinity, the observed variations do not match the simulated values of SIM 4, 5, and
6 (Figure 5b). However, they are much closer to the results given by SIM 2, which corresponds to
the projected artificial recharge with a rate of 1500 m3/day. Given that this volume is hard to achieve,
we elaborated further sensitivity tests on the salinity of TWW by reducing the average salinity input
value. The best simulation, SIM 7, corresponds to the same artificial recharge rates as for SIM 6 with
a TWW salinity of 1 g/L. Simulated salinity results are much closer to the observed values. Given
that the monitored salinity for the TWW varied between 3 and 5 g/L, we can assume that some of the
salinity was retained by the unsaturated zone.

Figure 5. Well P3 (a) Observed and simulated variations of groundwater level; (b) Observed and
simulated variations of groundwater salinity.

4. Conclusions

The Korba–Elmida artificial recharge pond using TWW was a pilot site to investigate the recharge
impact on groundwater level and salinity. The hydrogeological characterization allowed for the
calculation of vertical infiltration velocity, which reached more than 30 m/day near the artificial
recharge site. Sand formation was identified as the most suitable for infiltration. The planned recharge
rate of 1500 m3/day, and applied to an area of 3000 m2 (two ponds), is equivalent to 0.5 m/day, which is
very low compared to infiltration capacity of sand. Thus, there is still the potential to increase the rate
of the artificial recharge to enhance the impact on groundwater level and salinity.

The groundwater flow and transport models allowed for the prediction of the artificial recharge
impact on groundwater. The results of the simulations showed that, in the long-term, the artificial
recharge with a rate of 1500 m3/day would induce a maximum recovery of groundwater level of up to
2.7 m and a maximum relative decrease in salinity of 5.7 g/L. The influenced area encompassed up
to 26 km2 around the site, extending about 10 km belt along the coast. Hence, it was found that the
implementation of an artificial recharge site would reduce groundwater decline, improve water salinity,
and reduce seawater intrusion given that the water abstraction stays at the actual level. The results
of the simulations may have been affected by predictive rainfall, artificial recharge, and abstraction,
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considered constant for both simulations. The sensitivity tests based on modifying the recharge rate
and the reclaimed water salinity allowed for the calculation of different variabilities for groundwater
level and water salinity.

The sensitivity of the models to the effective artificial recharge was performed during the period
2007–2014 using the affective artificial recharge rates and the observed groundwater level and salinity.
We concluded that effective artificial recharge is less than the planned values. This can be justified
by the evaporation and losses in the unsaturated zone and by the clogging phenomena in the ponds.
Further, the impact of the artificial recharge is insignificant in terms of salinity.
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Abstract: The increasing frequency of extreme droughts and flash floods in recent years due to climate
change has increased the interest in sustainable water use and efficient water resource management.
Because the water resource sector is closely related to human activities and affected by interactions
between the humanities and social sciences, there is a need for interdisciplinary research that can
consider various elements, such as society and the economy. This study elucidates relationships
within the social and hydrological systems and quantitatively analyzes the effects of a multi-purpose
dam on the target society using a system dynamics model. A causal loop was used to identify causal
relationships between the social and hydrological components of the target area, and a simulation
model was constructed using the system dynamics technique. Additionally, climate change and
socio-economic scenarios were applied to analyze the future effects of the multi-purpose dam on
population change, the regional economy, water use, and flood damage prevention in the target
area. The model proved reliable in predicting socio-economic changes in the target area and can
be used to make decisions about efficient water resource management and water-resource-related
facility planning.

Keywords: climate change; multi-purpose dam; system dynamics; water management

1. Introduction

1.1. System Dynamics Approach for Water Management under Changing Environment

Water resource development studies originally focused on understanding natural phenomena
and on securing water resources. However, economic and social developments have necessitated
studies that consider not only engineering elements, but also their relationships with various human
and social elements, such as the economy, environment, and ecosystems. In recent years, interest in
securing and using sustainable water resources has increased due to the influence of climate change.
The water-resource sector is closely related to human activities, and they interact in more complex
forms because of diverse and complex changes in the humanities and social sciences. Therefore,
the interdisciplinary study to quantify the mutual effects of water resources and socio-economic
factors is potentially useful for establishing water resource policies and planning for large-scale water
resource facilities.

During the past five decades, a systems approach has been applied in many practical and
scientific fields, including management, ecology, economics, education, engineering, public health,
and sociology [1]. Among the systems analysis techniques, the system dynamics (SD), feedback-based
and object-oriented simulation approach, can define the complex relationships in water resources
systems and understand the dynamic correlation between socio-economic and hydrological systems
according to causality between the system components [2]. The SD scheme is popular because of its
advantages to handle the complex interactions among system components [3]. It studies the dynamic,
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evolving, cause-effect interrelations, and information feedbacks that direct interactions in a system over
time [4,5]. Using the SD approach, we can understand more accurately and fundamentally the problems
surrounding the water resources environment in an interdisciplinary modeling framework [6].

1.2. Literature Review of Systems Approaches for Water Resources Management

A hydro-system contains disparate but interactive components, which function as a unit and
should be handled as a whole [7]. The SD has been applied in the hydro-system modeling and water
resource management for more than 20 years [8]. Some representative SD application literature in the
water field are summarized as follows.

Ahmad and Simonovic [6] developed a system dynamics model for the simulation of reservoir
operation for flood management. The reservoir operation rules were suggested for high flow/flood
years for mitigation of flooding by changing the reservoir storage allocation, reservoir levels and
outflows in the Shellmouth reservoir on the Assiniboine River in Canada. The developed model was
beneficial to predict future system behavior and provide a decision for secured flood management.

Li and Simonovic [9] developed a model to simulate flood patterns by snowmelt under temperature
change in the spring season. The model is composed of five tanks representing snow, interception,
surface, subsurface and groundwater storage and capture a vertical water balance. They studied
hydrological processes in North American prairie watersheds where floods are significantly contributed
to by snowmelt. They found that snowpack accumulation and snowmelt are major importance on flood
generation and the temperature is a critical factor to determine the snowmelt rate and the physical
state of the soil.

Simonovic [10] developed a global water model (named, World Water Model), and conducted
a macro-scale assessment of global water resources availability. The study showed the relationship
between water resources and future industrial growth and revealed that water pollution is the most
important water problem in the future.

Xu et al. [2] constructed a simulation model to evaluate the sustainability of the water resources
system in the Yellow River basin. The model captured the dynamic characteristics of the main
components affecting water demand and supply. Scenario analyses were conducted by predicting future
water demand and supply conditions and evaluated future water sustainability in different sub-regions.

Stave [11] carried out a study to encourage the public to understand the value of water conservation
in Las Vegas, Nevada. The study described the process of building a strategic-level system dynamics
model for water management of the study area.

Simonovic and Rajasekaram [12] developed an Integrated Water Resources Management (IWRM)
model, in which the dynamic interactions between the quantitative features of available water resources
and the water use affected by socio-economic levels of development, population and physiological
features were simulated. The study developed 12 scenarios to investigate policy options in wastewater
treatment, economic and population growth, freshwater export, energy production and trade.

Neto et al. [13] developed a system dynamics model to analyze the complicated interrelationships
among the agents affecting the Sepetibza Bay environment. The model simulated various hypotheses of
economic growth and population increase on the watershed. The study explained how environmental
problems should be managed when the industry and population are expected to grow rapidly.
Furthermore, a model simulation through system dynamics can provide important information to the
policy decision-makers and the public related to water resources management.

Madani and Mariño. [14] conducted an integrated study and suggested a model based on a causal
loop to manage the complicated water system. The study showed that diverse options of demand
management and population control can be effective in addressing the water crisis, increasing water
storage capacity and controlling of groundwater withdrawal.

Khan et al. [15] developed a conceptual water balance model to simulate the hydrologic processes
including percolation, surface runoff, actual evapotranspiration, and capillary rise. Using the model,
the dynamic interactions between surface and groundwater in an irrigation area was simulated.
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The model further applied to simulate responses of different irrigation management scenarios and
reduce the cost of groundwater abstraction in lowland areas.

Davies and Simonovic [16] developed an integrated assessment model, ANEMI, which represents
nonlinear feedbacks between water resources, socio-economic, and environmental systems. The model
includes eight sectors, such as climate, carbon cycle, economy, land use, agriculture, population, natural
hydrological cycle, water use and quality.

Gaupp et al. [17] examined how storage capacity can improve water security in large river basins
using a water balance model. The model can simulate runoff, water use from surface and aquifer,
evaporation and trans-boundary discharges in BCUs (basin country unit) scale. The study showed the
balance between water for human use and water for the environment and helped to acknowledge the
limitations of over-reliance on water storage.

Di Baldassarre et al. [18] analyzed the system dynamics between supply–demand cycles and
reservoir effects using a causal loop diagram and demonstrated the case studies in Athens, Las Vegas
and Melbourne. The reservoir effect showed that the construction of reservoirs can supply abundant
water, but dependence on water infrastructure (e.g., reservoir) can also generate vulnerability and
economic damage when water shortages occur. The supply–demand cycle explained that increasing
supply enables agricultural, industrial or urban expansion, but it can also bring competition for limited
water resources.

Wang et al. [19] suggested a system dynamics modeling framework for the Integrated
Water Resources Management (IWRM). The model dealt with water demands, allocation, and
uses under climate, population and economic scenarios. The modeling framework provided a
comprehensive understanding of IWRM concepts and strategic trade-offs in efforts towards basin-scale
water sustainability.

System dynamics approaches were also applied to sewage and water supply operation and
maintenance problems. Park et al. [5] developed a system dynamics simulation model to predict
future operational conditions of a sewerage system and identify the most efficient operation scheme.
Using the model, the operating mechanism of the overall sewerage system was established in relation
to pipe maintenance. Park et al. [20] identified the feedback loop mechanisms that are inherent in
the management of water supply systems and showed the relationships between water supply rate,
revenue water ratio, average unit water price and investment costs for the water supply system.

As summarized above, the system dynamics techniques have been widely applied in water
resources management, flood control, climate change modeling, and policy-making decision support
aiming to understand and simulate the interaction among systems with social, economic, hydrological,
and environmental elements. However, little research has analyzed how water resource facilities
affect human society or predicted plausible future changes in socio-economic factors caused by
the construction of new facilities. Constructing a large water infrastructure (e.g., dam) can induce
significant changes in social and hydrological components in the affecting area. Thus, it is important to
analyze the quantitative effects of proposed water infrastructure on social, economic and hydrological
systems. Quantification analyses can provide decision-making support for policymakers who are
planning to construct water infrastructure.

1.3. Research Background and Purpose

In South Korea, most of the annual precipitation occurs in summer (between June and September),
causing frequent summer floods. From autumn to spring, on the other hand, prolonged droughts
occur. The concentrated precipitation can thus limit the stable use of water resources. Moreover, the
recent increase in the frequency and intensity of droughts and floods caused by climate change is
expected to make the sustainable water management more difficult. Therefore, efforts need to be made
to establish the sustainable use of water resources and prepare for climate change. Multi-purpose dams
are potential solutions to these problems because they enable water resource management through
efficient operations. They prevent flood damage by securing storage space prior to the flood season,
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and the stored water can meet the water requirements for living, industry, and agriculture during
non-flood periods, droughts, or dry seasons.

Multi-purpose dams also provide additional social and economic benefits to downstream areas.
For example, the flood control by the dam minimizes damage to crops and human life in downstream
areas, which can consequently reduce the number of emigrants that likely occur if the flood is not
controlled. Flood control, population influx, and water storage can affect a regional economy in the
long term.

In this study, we develop a system dynamics model to understand the cyclical relationship between
the socio- and hydro-sectors of an area. We apply climate change and socio-economic scenarios and
examine future changes in the socio- and hydro-sectors using the constructed model. In addition,
we attempt to quantify the effectiveness of water management by constructing a multi-purpose dam
in terms of changes in the residential population, gross regional domestic product (GRDP), and
flood/drought damages. The developed model can reflect the characteristics of the target area because
it is constructed based on an understanding of both the socio- and hydro-sectors. It can also simulate
changes in the two sectors caused by climate and socio-economic changes and improve the reliability
of long-term predictions by considering both sectors simultaneously.

In the methods section of this paper, we describe the causal loop structure used for system
dynamics model construction, which reflects the human and hydrological characteristics of the target
area. In the application and results section, we perform a model calibration by comparing the model
results with statistical data. Possible climate change and socio-economic scenarios for the target area
are simulated using the calibrated model. In this way, we quantitatively analyze the human and social
effects of a multi-purpose dam. Finally, the results of the study are summarized, and future research
directions are suggested.

2. Materials and Methods

2.1. Study Area

The Hoengseong multi-purpose dam (hereafter, H-dam), located in Gangwon-do, South Korea,
was selected to demonstrate the developed model. Figure 1 shows the location of the dam, Seom-river
and Hoengseong-gun and Wonju-si, which receive water from the dam. The construction of H-dam
started in December 1993 and was completed in November 2000. Table 1 lists the specifications of
the dam.

Figure 1. Location of the Hoengseong multi-purpose dam.
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Table 1. Specifications of the Hoengseong multi-purpose dam.

Height (m) 48.5
Length (m) 205.0

Basin area
(
km2

)
209.0

Designed flood level (EL.m) 180.0
Restricted water level (EL.m) 178.2

Low water level (EL.m) 160.0
Total storage capacity

(
million m3

)
86.9

Effective storage capacity
(
million m3

)
73.4

Before the construction of the H-dam, the middle and downstream areas of the Seom-river suffered
considerable flood damage in the wet season and serious water shortages in the dry season. To address
those problems, the dam was constructed in the Seom-river basin to supply water to small and
medium-sized cities in the downstream areas, such as Hoengseong-gun and Wonju-si. The dam plays
its role in preventing flood damage by securing a flood control capacity of approximately 9.5 million m3.
The population of the area (Hoengseong-gun and Wonju-si) was approximately 370,000 in 2015 [21].
Agriculture and industry were developed in the area, and the dam supplies domestic, industrial,
and agricultural water. Along with the construction of the H-dam, a water culture pavilion and a
Hoengseong lake trail were created near the dam to provide local residents with recreational spaces.
Additionally, the supply of maintenance water to the rivers in the downstream area improves the
environment, water supply, and irrigation. The dam also reduces floods, thereby contributing to the
stability and safety of residents.

Table 2 lists the statistic values of the study area in 2015, and the available data period. Note that
the dam operation started in 2002 and the data related to the dam is only available after year 2002.
The data used by the model were collected from the Water Supply Statistics [21], the Korean Statistical
Information service [22], and the Water Management Information System [23].

Table 2. Statistics of the study area.

Element Value in 2015 Available Data Period

Population 370,000 1965–2015
Residential land

(
km2

)
29.0 1991–2015

Industrial land (km2) 2.6 1965–2015
Agricultural land

(
km2

)
121.0 1965–2015

GRDP (billion KRW) 8,600 1991–2015
Annual rainfall (mm) 717 1965–2015

Annual water use
(
million m3

)
59 1965–2015

GRDP = gross regional domestic product

2.2. System Dynamics Model Construction

2.2.1. System Dynamics

System dynamics is a research methodology developed by Forrester, an industrial engineering
professor in the U.S., in 1961 [24]. This technique can be used to identify dynamic changes in an
entire system with a focus on causal relationships and the feedback between system components.
System dynamics has the following characteristics. First, it is not a single, one-way sequential line
of events; instead, it reflects the interactive influence of feedback mechanisms [25]. Therefore, it is
suitable for describing long-term changes in a target system, i.e., the future evolution and development
processes of the system. Second, it finds the causes of changes in the system from the feedback structure.
Because systems in modern society are complex, it is necessary to understand and analyze the feedback
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structure, which makes it possible to identify the causal relationships between components, rather
than favoring one-way thinking [26].

System dynamics uses a causal loop diagram to describe the feedback structure. A causal loop
diagram enables the visualization of causal relationships among the components that constitute the
target system. A causal loop uses arrows to represent the relation and direction between elements, as
well as (+) and (−) signs to indicate positive and negative correlations, respectively.

The modeling process uses system dynamics, which begins by defining the problem in the
target system of interest. Next, various elements that constitute the target system are examined
from a feedback perspective, and a causal loop is created to identify their causal relationships in
the conceptualization phase [27]. A model can be constructed based on this phase, and long-term
changes in the system are examined by simulating the target model through an appropriate scenario.
In this study, we used Vensim DSS [28] to construct a model using the system dynamics technique.
Vensim is the system dynamics simulation software developed by Ventana and is known to be useful
in conceptualizing, designing, simulating, and analyzing complex systems [29].

2.2.2. Causal Loop

Figure 2 shows the causal relationships among the components of the developed model.
An increase in population causes an increase in domestic water demand and urban land area
(residential, commercial, and industrial land). The increase in urban land raises the demand for
domestic and industrial water, but urban development in a limited land area causes a decrease in the
agricultural area, thereby reducing agricultural water demand. An increase in industrial and decrease
in agricultural land are related to the production per unit area, which affects GRDP. A growing GRDP
reflects a growing economy, which attracts people to an urban area and increases the demand for urban
land at the expense of agricultural land.

 
Figure 2. Schematic diagram of the causal loop in the proposed system dynamics model. The socio-
and hydro-elements are represented in orange and blue, respectively.

Precipitation affects dam inflow and outflow. Thus, large precipitation causes an increase in
dam inflow and outflow. When precipitation is small, the water stored in the dam is inevitably used
due to water shortage, which again affects the storage and outflow of the dam. Prior to the flood
season between June and September, the dam is required to maintain space for flood control. During
normal periods, its storage and outflow must be adjusted to supply sufficient water by means of dam
operation and management, such as securing storage by adjusting the water level of the dam and
determining outflow to ensure a stable water supply during the flood and non-flood periods of each

74



Water 2020, 12, 1062

year, respectively. A large outflow in the flood season could cause inundation in the downstream area,
resulting in damage to crops, and thereby affecting agricultural output and GRDP. In addition, a lack of
available water in the dry season affects agricultural production, which also decreases GRDP. Changes
in GRDP reflect a regional economy, which potentially affects the population migration of the area.

Based on these causal relationships, relational equations between the elements of each system can
be determined. Here, the historical data of the area can be used to estimate the relationships. For the
hydro-sector, the flooded area was included and dam operation was simulated using dam elements,
such as the actual storage, restricted storage, minimum storage, inflow, outflow, and precipitation.
For the socio-sector, a model was constructed using the population, residential land, industrial land,
agricultural land, GRDP, and amount of damage to crops due to natural disasters. The water demand
for domestic, industrial, and agricultural areas is also included in the model. The relationships among
those elements can be seen in Figure 2.

2.2.3. Sub-Modules of the Socio-System

The components of the socio-system are population, land use (residential, industrial, and
agricultural), water demand for the domestic, industrial, and agricultural sectors, GRDP, flood damage,
and water supply rate (a ratio of water supply to demand), as shown by the orange shaded terms in
Figure 2. Representative components reflecting the characteristics of the target area were selected to
analyze the quantitative change in each component caused by dam construction in the target basin.
The relational formulas between components were estimated using historical data and their causal
relationships. For model construction, we first analyzed the historical data of the elements to identify
the temporal pattern of each element and correlations among the elements. Based on the data analysis
results, we sketched the causal loop diagram. The relational formulas were then developed and applied
to the causal loop diagram to quantify the relations among the elements. Finally, the model calibration
was conducted by adjusting the parameters of the relational formulas to fit the simulation results to the
historical data. In the constructed model, the elements can affect each other because they are connected
in a feedback relationship that allows each element to change the other elements.

The population was calculated by accumulating the annual population increment or decrement
from the base year (Equation (1)). The increment or decrement was calculated considering births,
deaths, and the number of people moving in and out. In this case, the number of people moving in
and out was calculated by considering changes in land use (residential and industrial area), changes in
GRDP, and move-out due to the damage from natural disasters (floods or droughts) in the target area.
In Equation (1), P(tn) is the total population of year tn; P(t0) is the initial population in the first year of
the simulation period t0, and vp(t) is the net population increment or decrement (person/yr) in year t.

P(tn) = P(t0) +

∫ tn

t0

vp(t)dt. (1)

Figure 3a shows the flooded area and move-out rate of the target area in the past (1971–2001) due
to flood damage. Based on these results, the relationship between the two variables can be identified.
Figure 3b shows the relationship between the water supply rate and the move-out rate of the area
in the past (1971–2001), which was plotted to analyze the relationship between water shortages and
move-out rates. Flood damage was judged by the flooded area in Figure 3a, and drought damage
was judged by the water shortage (=1—water supply rate) in Figure 3b The move-out rate represents
the ratio of the average number of people who moved out in the following year(s) to the number of
people who moved out in the corresponding year. In Figure 3, positive move-out rates indicate that the
number of people who moved out of the area increased, thereby reducing the population calculation.
In other words, they indicate that when natural disasters, such as floods and droughts, occurred in the
area, the number of people who moved to other areas increased due to the experience of inundation,
damage to crops, and water shortages.
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Figure 3. Relationship between natural disaster occurrence and the move-out rate (a) Flooded area,
and (b) Water supply rate.

The move-out population for three consecutive years after a disaster was analyzed to identify
the relationship between damage and move-out rates. In the case of flood damage, the move-out
population increased for up to three years after considerable inundation damage. In the case of drought
(i.e., water shortage), the move-out population increased for a year any time the water supply rate
dropped below 0.7. Figure 3a shows the flooded areas and the three-year average move-out rates, and
Figure 3b illustrates the water supply rates and the one-year average move-out rates. These results
reveal that some residents of the target area evacuated because they no longer considered it safe after
they had experienced damage from flooding and drought. Therefore, population change could be
estimated reasonably by analyzing the number of people who moved out due to natural disasters.

The net population change was calculated using Equation (2), where birth(t) and death(t) are the
number of births and deaths in year t, respectively. Ii(t) is the industrial land change (km2/yr) in
year t, and rp/i is the population density in the industrial area (person/km2). Ir(t) is the residential
land change (km2/yr), and rp/r is the population density in the residential area (person/km2). Ig(t)
is the GRDP change (KRW/yr) of the area, and rp/g is the population growth per GRDP increment
(person/KRW). Note that 1 USD is equivalent to 1200 KRW. tp(t) is the number of people who moved
out due to the occurrence of flooding and drought. Thus, the population change is assumed to be
affected by changes in land use, GRDP, and disaster occurrence in the target area.

∫ tn

t0

vp(t)dt =
∫ tn

t0

(
birth(t) − death(t) + Ii(t) × rp/i + Ir(t) × rp/r + Ig(t) × rp/g − tp(t)

)
dt. (2)
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Land use was classified into residential, industrial, and agricultural areas. The residential area
was calculated using Equation (3), where, Ar(tn) and Ar(t0) are the residential land area (km2) in year
tn and the first year of the simulation, respectively. Ip(t) is the population change (person/km2) in year
t, and rr/p is the reciprocal of rp/r (km2/person). Ig(t) is the GRDP change (KRW/yr) in the area, and
rr/g is the residential land change per GRDP change (km2/KRW). IAa(t) is the agricultural land change
(km2/yr), and rr/Aa is the residential land change due to the agricultural land change (km2/km2). IAi(t)
is the industrial land change (km2), and rr/Ai is the residential land change due to the industrial land
change (km2/km2). Thus, the changes in the residential area are affected by population, GRDP, and the
land used for industry and agriculture.

Ar(tn) = Ar(t0) +

∫ tn

t0

(
Ip(t) × rr/p + Ig(t) × rr/g + IAa(t) × rr/Aa + IAi(t) × rr/Ai

)
dt. (3)

Similarly, the industrial area was calculated using Equation (4) and is affected by population,
GRDP, and land use for residences and agriculture. Ai(tn) and Ai(t0) are the industrial land area (km2)
in year tn and the first year of the simulation, respectively. Ip(t) is the population change (person/yr),
and ri/p is the reciprocal of rp/i (km2/person). Ig(t) is the GRDP change (KRW/yr) in the area, and
ri/g is the industrial land change per GRDP change (km2/KRW). IAr(t) is the residential land change
(km2/yr), and ri/Ar is the industrial land change due to the residential land change (km2/km2). IAa(t) is
the agricultural land change (km2/yr), and ri/Aa is the industrial land change due to the agricultural
land change (km2/km2).

Ai(tn) = Ai(t0) +

∫ tn

t0

(
Ip(t) × ri/p + Ig(t) × ri/g + IAr(t) × ri/Ar + IAa(t) × ri/Aa

)
dt. (4)

Finally, agricultural land was calculated using Equation (5) and is affected by GRDP, land used
for residences and industry, and the area damaged by flooding. Aa(tn) and Aa(t0) are the agricultural
land area (km2) in year tn and the first year of the simulation, respectively. Ig(t) is the GRDP change
(KRW/yr), and ra/g is the agricultural land change per GRDP change (km2/KRW). IAi(t) is the industrial
land change (km2/yr), and ra/Ai is the agricultural land change due to the industrial land change
(km2/km2). IAr(t) is the residential land change (km2/yr), and ra/Ar is the agricultural land change due
to the residential land change (km2/km2). Moreover, SA(tn) is the flooding area (ha) in year tn and
is calculated using Equation (6). Flooding damage frequently occurs in the flood season. Therefore,
the flooded area, SA(tn), was estimated using the total and maximum runoff in the flood season
(June to September). A regression equation was estimated using historical runoff data and flood
statistic values. Here, α and ß are the parameters for calculating the flooded area according to the total
and maximum runoff, respectively. Prior to dam construction, os(tn) and op(tn) represent the total
streamflow (m3) and maximum streamflow (m3/month), respectively, during the flood season. After
dam construction, os(tn) and op(tn) represent the total and maximum dam outflow (m3), respectively,
during the flood season.

Aa(tn) = Aa(t0) +

∫ tn

t0

(
Ig(t) × ra/g + IAi(t) × ra/Ai + IAr(t) × ra/Ar

)
dt− SA(tn) × 10−2 (5)

SA(tn) = α× os(tn) + β× op(tn). (6)

GRDP is an economic index representing the value created by economic activities. It is affected by
the population, industrial and agricultural production, and damage caused by flooding or drought
and is calculated using Equation (7). G(tn) is the GRDP (KRW) in year tn; rg/p is the production per
capita (KRW/person); rg/Ai is the production per industrial land area (KRW/km2), and rg/Aa is the
production per agricultural land area (KRW/km2). Additionally, Shortage(tn) is the water shortage
amount (m3) in year tn, and ua is the amount of water required per unit agricultural area (m3/km2).
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Thus, the fourth term in Equation (7) indicates the economic loss caused by water shortages in the
agricultural area. FD(tn) indicates the flood damage amount and is estimated as the sum of runoff,
maximum runoff, and flooded area during the flood season, as expressed in Equation (8). Here δ, ε,
and ζ are the parameters for calculating the flood damage according to the total runoff, maximum
runoff, and flooded area, respectively.

G(tn) = P(tn) × rg/p + Ai(tn) × rg/Ai + Aa(tn) × rg/Aa −
(
Shortage(tn) × 1

ua
× rg/Aa

)
− FD(tn) (7)

FD(tn) = δ× os(tn) + ε× op(tn) + ζ× SA(tn). (8)

The water supply rate is quantitatively calculated to determine the water supply availability in the
target area. Total water use includes domestic, industrial, and agricultural water consumption and river
maintenance flow, and the water supply capacity includes the streamflow (before dam construction) or
dam outflow (after dam construction). Therefore, the water supply rate is calculated as the ratio of
the water supply capacity to the total water use, as expressed in Equation (9), where WSR(tn) is the
water supply rate; TW(tn) is the total water demand (m3), and PO(tn) is the water supply capacity in
year tn. For agricultural water demand, it was assumed that 80% of the total demand would be evenly
consumed during the irrigation period (April–September), with the remaining 20% evenly allocated
to the non-irrigation period (October–March). The annual domestic and industrial water demand is
evenly distributed over the 12 months regardless of the season.

WSR(tn) = PO(tn)/TW(tn). (9)

Shortage(tn) is the water shortage (m3) in year tn, and is expressed as shown in Equation (10).

Shortage(tn) = TW(tn) − PO(tn). (10)

2.2.4. Sub-Modules of the Hydro-System

The blue blocks in Figure 2 indicate the components of the hydro-system: precipitation, dam
(inflow, storage, outflow, evaporation), and river maintenance flow. The dam operation model for the
simulation was constructed on a monthly basis. The monthly inflow into the dam was determined
by the monthly precipitation and watershed information, and the dam storage and outflow were
determined using the dam operation model.

The dam inflow was calculated using the monthly precipitation, dam basin area, and runoff
coefficient, as expressed in Equation (11). I(tm) is the dam inflow (m3/month) in month tm; P(tm) is
the monthly rainfall (mm/month); BA is the basin area (km2), and C is the runoff coefficient. Here,
the dam outflow is adjusted according to the inflow and storage, as obtained through the monthly
operation simulation.

I(tm) = P(tm) × BA×C× 10−3. (11)

In the dam operation model, the restricted storage and minimum storage were set considering the
specifications of the dam. Minimum monthly outflow was set by analyzing the water demand and
downstream river maintenance flow in the past. In particular, when the dam storage was insufficient
in the dry season or when restricted water supply was required, the minimum outflow was adjusted
according to the dam operation rule.

Equation (12) is a water-budget equation for a dam (Figure 4). Here, S(tm+1) and S(tm) are the
water storage (m3) of the dam in months tm+1 and tm, respectively. E(tm) is the evaporation (m3), and
O(tm) is the outflow (m3) from the dam in month tm.

S(tm+1) = S(tm) + I(tm) − E(tm) −O(tm). (12)
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Figure 4. Dam water-budget analysis.

The outflow can be calculated for two cases. In the first case, when the inflow exceeds the restricted
storage, the outflow is calculated using Equation (13). That is, the maximum value between the excess
of the restricted storage and the minimum outflow is determined to be the outflow. Here, SR(tm) is the
restricted storage (m3) in month tm, and minO(tm) is the predefined minimum outflow (m3).

O(tm) = max[S(tm) + I(tm) − E(tm) − SR(tm), minO(tm)]. (13)

In the second case, when the inflow fails to reach the restricted storage, the outflow is calculated
using Equation (14). That is, the maximum value between 50% of the water quantity obtained by
subtracting the evaporation from the inflow and the minimum outflow is determined to be the outflow.

O(tm) = max[(I(tm) − E(tm)) × 0.5, minO(tm)]. (14)

Note that the minimum dam storage is specified, and the dam operation is simulated within the
range of [minimum storage, restricted storage]. If downstream suffers flooding damages, the operators
would increase the storage capacity to store more water in the dam; on the other hand, under severe
droughts, the minimum outflow would be adjusted temporarily to secure water supply. In addition,
if the downstream area requires more water due to urbanization, the minimum outflow would be
increased (by changing the operation rules permanently) to supply the increased demand. In this way,
the feedback from downstream can be reflected in the dam outflow in the model.

2.3. Scenario Development

In this study, we developed and simulated three plausible future scenarios, namely the baseline
scenario, the extreme climate scenario, and the rapid urbanization scenario.

2.3.1. Baseline (Scenario 1)

The Representative Concentration Pathways (RCPs) describe four different 21st-century pathways
of greenhouse gases and atmospheric concentrations, air pollutant emissions, and land use [30,31].
Comparing four pathways, we chose the RCP8.5 as a baseline because this scenario seems to represent
the current conditions of the study site and plausible future condition. Note that the RCP8.5 indicates
no specific climate change mitigation target in the area [32]. The projected annual rainfall data were
obtained from the Korea Meteorological Administration, generated by multi-model ensemble means
from the CMIP5 (e.g., more than 20 models) under the RCP 8.5 scenario [33].

2.3.2. Extreme Climate (Scenario 2)

The extreme climate scenario, which is a modification of the Baseline scenario (Scenario 1),
hypothetically generates drought and flood years by manipulating precipitation to observe changes in
the social and hydrological components of the target area. Figure 5 shows the annual rainfall for the
next 30 years in the extreme climate scenario compared with scenario 1. For years of 2017, 2018, 2032,
and 2040 in blue circles, which correspond to flood years, the annual rainfalls are the same as scenario
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1, but the monthly rainfalls in the flood season (June to September) were purposely increased to induce
flood events. On the other hand, for years of 2021, 2028–2029, and 2042–2043 in brown circles, which
correspond to drought years, the monthly rainfalls of the past drought events (2014–2015 drought) in
the target area were applied. Note that the 2014–2015 drought was one of the worst droughts occurred
in the target area.

 

Figure 5. Annual rainfall with scenarios 1 and 2 (blue circle indicates flood years and brown circle
indicates drought years).

2.3.3. Rapid Urbanization (Scenario 3)

For simulation of rapid urbanization in the target area, the following assumptions were made for
the next 30 years: (1) higher-than-expected births, (2) an increase in water consumption per capita
due to improved living standards, and (3) an increase in production per unit of industrial land due to
technological developments. This simulation was conducted using the annual rainfall of the Baseline
scenario with dam operation.

3. Results and Discussion

3.1. Model Calibration

To determine the applicability of the developed model for future scenarios, we first performed
model calibration by comparing the statistical data with the simulation results of the model.
The construction of the H-dam was completed in November 2000, and operations began in 2002.
Therefore, the periods before and after dam construction were divided based on the year 2002. Table 3
summarizes the list of the parameters used for model calibration. The calibration was conducted using
a trial-and-error, until the simulation results follow the trend of the historical data (visual inspection)
and acceptable error is achieved by adjusting the parameters. Table 4 summarizes the overall root
mean square error (RMSE) between the historical data and the simulation results.

Table 3. Model calibration parameters.

Element Parameter Description Unit

Population
rp/i population density in the industrial area person/km2

rp/r population density in the residential area person/km2

rp/g
population growth

per GRDP increment person/KRW

Residential area

rr/p
residential land change
per population change km2/person

rr/g
residential land change

per GRDP increment km2/KRW

rr/Aa residential land change due to the agricultural land change km2/km2

rr/Ai residential land change due to the industrial land change km2/km2
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Table 3. Cont.

Element Parameter Description Unit

Industrial area

ri/p
industrial land change
per population change km2/person

ri/g
industrial land change
per GRDP increment km2/KRW

ri/Ar industrial land change due to the residential land change km2/km2

ri/Aa industrial land change due to the agricultural land change km2/km2

Agricultural area
ra/g

agricultural land change
per GRDP increment km2/KRW

ra/Ai agricultural land change due to the industrial land change km2/km2

ra/Ar agricultural land change due to the residential land change km2/km2

Flooded area
α

regression parameter
for total runoff -

β
regression parameter
for maximum runoff -

GRDP
rg/p production per capita KRW/person

rg/Ai

production
per industrial land area KRW/km2

rg/Aa

production
per agricultural land area KRW/km2

Dam operation C Runoff coefficient -
E Evaporation m3/month

Table 4. Calibration error root mean square error (RMSE).

Element RMSE Unit

Population 2095 person
Residential land 2.24 km2

Industrial land 0.18 km2

Agricultural land 1.30 km2

Flooded area 0.18 km2

Dam outflow 4.4 million m3

3.1.1. Population

The calibration period was from 1965 to 2015, and the results are shown in Figure 6. The population
of the target area in 1965 was approximately 240,000, which increased to approximately 370,000 by 2015.
The population did not change significantly until the early 1990s and has slowly increased since the
mid-1990s. It has increased continuously since the construction of the dam. Throughout the simulation
period, the simulated values closely followed the statistical data.

 

Figure 6. Calibration results—population.
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3.1.2. Land Use

The land use of the target area was divided into residential, industrial, and agricultural land.
The calibration period for residential land was from 1991 to 2015 due to a lack of data, and that
for industrial and agricultural land was from 1965 to 2015. Figure 7 shows the simulation results
for each land-use type. For residential land (Figure 7a), the area has increased continuously since
the 1990s, which is similar to the population change results. For industrial land (Figure 7b), the
area sharply increased in the late 1980s due to the industrial development and a population influx.
The developed model could not accurately reflect this sharp, rapid increase, but it did simulate the
overall increasing trend. For agricultural land (Figure 7c), the area has decreased continuously, likely
because of the conversion of farmland into residential and industrial land following urbanization and
industrialization. The model accurately simulated this decreasing trend.

 

 

 

Figure 7. Calibration results—land use (a) residential land, (b) industrial land, and (c) agricultural land.
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3.1.3. Flooded Area

The calibration period for the flooded area was 1971 to 2015, and the results are shown in Figure 8.
As shown in the figure, the flooded area decreased significantly after dam construction, which directly
exhibits the flood reduction effect of the dam. Although relatively large rainfall events occurred after
dam construction, there was no large inundation damage in the area downstream of the dam due to its
storage and outflow control. The dam simulation results also reflect this flood damage reduction effect.

 

Figure 8. Calibration results—Flooded area.

3.1.4. Dam Outflow

To calibrate the dam operation results, actual dam outflow data were compared with the simulated
outflows. The calibration period was 2002 to 2015, and the results are shown in Figure 9. In the target
basin, there were large differences in annual outflows between the years with large floods and those
with severe drought. Overall, the simulated values are similar to the statistical data.

 

Figure 9. Calibration results—dam outflow.

3.2. Scenario Analysis

3.2.1. Baseline (Scenario 1)

This scenario is a base scenario. Two simulations were performed, one on the assumption that the
dam was constructed as it is now (With DAM) and the other that it was not constructed (Without DAM),
and the results were compared and analyzed. From the comparison, the effects of dam construction
on the target area were quantitatively estimated for the following four elements: population change,
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GRDP, inundation damage, and water supply rate. The future simulation period for the scenario was
set to 30 years (2016–2045).

Population

In the simulation, the population was found to increase continuously following the previous
trend. As can be seen in Figure 10, the case with dam construction (With DAM) exhibited a faster
population increase than the case without dam construction (Without DAM). As of 2045, the population
was estimated to be approximately 460,000 and 380,000 for the With DAM(S1) and Without DAM(S1)
cases, respectively, resulting in a difference of approximately 80,000 people. Meanwhile, when the
number of people who moved out during 30 years (2016–2045) was compared, With DAM(S1) exhibited
approximately 10,000 fewer people than Without DAM(S1), apparently because efficient water resource
management through the construction of the multi-purpose dam reduced the number of people who
moved out of the target area by mitigating the damage caused by floods and droughts and inducing
the activation of the regional economy. In the case without dam construction (Without DAM), the
population increase in the target area was found to be slow due to an increase in the number of people
moving out and slow regional development because of the future flooding and drought damages.

 

Figure 10. Population comparison between the With DAM and Without DAM simulations for Scenario 1.

Gross Regional Domestic Product (GRDP)

Figure 11 shows the GRDP change patterns of the target area from 1991 to 2045. In the With
DAM(S1) case, it was predicted that GRDP would consistently increase by approximately 150 billion
KRW each year (on average) from approximately 7 trillion KRW in 2016 to 12 trillion KRW in 2045. In the
Without DAM(S1) case, on the other hand, GRDP decreased in 2006 and 2011 when large flood damage
occurred in the target area and again after 2014 and 2015 when severe drought damage occurred. From
2016, the GRDP of Without DAM(S1) is expected to increase by an average of approximately 60 billion
KRW each year for 30 years. Thus, the average GRDP increment of With DAM(S1) is approximately
2.5 times larger than that of Without DAM(S1). By 2045, the GRDP of the Without DAM(S1) case is
expected to be approximately 8 trillion KRW, about 4 trillion KRW lower than that in the With DAM(S1)
case. In the developed model, GRDP was affected by population, industrial land, agricultural land,
and damage by natural disasters. Therefore, the presence of the dam affected those variables, and they,
in turn, affected GRDP. If the developed model is used in planning for a new dam, it will be possible to
quantitatively analyze the future effects of dam construction on the economy of the target area.
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Figure 11. Gross regional domestic product (GRDP) comparison between the With DAM and Without
DAM simulations for Scenario 1.

Flooded Area

The flooded area clearly shows the difference between the With DAM and Without DAM cases.
As shown in Figure 12, approximately 4,500 ha of total inundation damage is expected to occur in the
Without DAM(S1) case between 2016 and 2045, which corresponds to approximately 90 billion KRW
when converted into a monetary value. For the With DAM(S1) case, however, almost no inundation
damage (approximately 15 ha) is expected. The future inundation damage reduction through dam
construction is expected to improve social values, such as economic vitality, by encouraging a population
influx into the area and securing the land.

 

Figure 12. Flooded area comparison between the With DAM and Without DAM simulations for
Scenario 1.

Water Supply Rate

Figure 13 shows the water supply rate for the target area from 1965 to 2045. The lowest water
supply rate before dam construction was 0.61 in 2001, followed by 0.64 in 1982. The annual rainfall
in 2001 was 780 mm, and that in 1982 was 900 mm, both significantly lower than the average annual
rainfall for the area. Moreover, when the situations in 2014 and 2015, in which severe drought occurred
in South Korea for two consecutive years, were simulated under the no-dam assumption, the water
supply rates were calculated to be 0.56 and 0.51, and the annual rainfall amounts were found to be 765
and 717 mm, respectively. In the With DAM(S1) case during the same period, the actual water supply
rates were 0.93 and 0.92, indicating that a stable water supply was possible.
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Figure 13. Water supply rate comparison between the With DAM and Without DAM simulations for
Scenario 1.

The average annual water supply rate for 30 years (2016 to 2045) was calculated to be approximately
0.95 for With DAM(S1) and 0.71 for Without DAM(S1), indicating that water supply will be
approximately 1.4 times more stable due to the dam construction.

3.2.2. Extreme Climate (Scenario 2)

Figure 14 shows the results of the simulation performed for the target area with the dam for the
next 30 years (2016–2045) using the RCP8.5 scenario (Scenario 1) and the extreme climate scenario
(Scenario 2). The population simulation results in Figure 14a show that the population in 2045 will
be approximately 460,000 in Scenario 1 and 440,000 in Scenario 2, for a difference of approximately
20,000 people. When the number of people who moved out during 30 years was compared, Scenario
2 had approximately 2000 more than Scenario 1. In Figure 14b, the GRDP simulation results exhibit
patterns similar to those for population change. The GRDP in 2045 is expected to be approximately 12
and 11 trillion KRW for Scenarios 1 and 2, respectively, for a difference of approximately one trillion
KRW. Figure 14c shows the flooded area simulation results. The total flooded area expected for the next
30 years was approximately 15 ha for Scenario 1 and 50 ha for Scenario 2, an insignificant difference.
In other words, no large inundation damage is expected to occur because of the dam operation, even if
large floods similar to those observed in the past occur in the target area in the future. Figure 14d shows
the simulation results for the water supply rate during the next 30 years. The 30-year average water
supply rate for Scenario 1 was approximately 0.95, and that for Scenario 2 was approximately 0.91,
indicating that the water supply rate could be reduced by approximately 4% by extreme drought events.
In the case of Scenario 2, the water supply rate for the three years from 2042 to 2044 dropped below
0.8 due to the occurrence of extreme drought for the two consecutive years of 2042 and 2043. These
simulation results indicate that water shortages might occur if extreme drought occurs consecutively
in the target area for a certain period, and therefore adequate preparation is required.

Based on the comparison of Scenarios 1 and 2, it is expected that future extreme climate events
in the target area are unlikely to cause significant changes in the social and hydrological elements.
In other words, massive damage caused by flooding or drought will probably not occur in the area if
the dam is properly operated, and the population and GRDP is also expected to increase consistently.
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Figure 14. Comparison of Scenarios 1 and 2 for (a) population, (b) gross regional domestic product
(GRDP), (c) flooded area, and (d) water supply rate.
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3.2.3. Rapid Urbanization (Scenario 3)

In Figure 15, the simulation results for total water use, which combines domestic, industrial,
agricultural, and river maintenance flow, and the water supply rate are compared between Scenarios 1
and 3. The simulation results for Scenario 3 show that the GRDP increased higher than that of Scenario
1. The increased GRDP then accelerated the population influx into the area and caused the expansion
of urban areas (residential and industrial), with a consequent reduction in agricultural land. Thus, the
demand for domestic and industrial water soared, but the demand for agricultural water decreased.
The target area receives most of its domestic and industrial water from the H-dam, whereas agricultural
water is supplied from small-scale agricultural reservoirs scattered in the basin. Therefore, irrigation
dependence on the H-dam is generally low.

 

 

Figure 15. Comparison of Scenarios 1 and 3 for (a) Annual water demand and (b) Water supply rate.

As shown in Figure 15a, the total water uses in 2045 is expected to be approximately 78 million
m3 in Scenario 1 and 95 million m3 in Scenario 3, for a difference of approximately 17 million m3.
In Figure 15b, the average water supply rate in Scenario 3 is approximately 0.81, which is significantly
lower than that for Scenario 1 (0.95). Thus, water supply shortages could occur if urbanization
and industrialization progress faster than expected in the target area. Therefore, sustainable water
management plans (e.g., water demand management, water reuse) should be established in conjunction
with H-dam operation.

4. Conclusions

For multi-purpose dams, which are representative of large-scale water resource structures built for
flood control and water supply, there is insufficient quantitative research on their effects on downstream
areas. In this study, we developed a system dynamics model and used it under different scenarios
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to quantitatively analyze the effects of a multi-purpose dam on the population, economic change,
response to disaster, and water supply in the downstream area. To apply the developed model, we
selected the Hoengseong multi-purpose dam in Gangwon-do, South Korea. Prediction simulations
were performed for the next 30 years (2016–2045), and the following conclusions were derived.

1. For Scenario 1, two case simulations were performed, one assuming dam construction (With
DAM) and the other assuming no dam construction (Without DAM), and the results were
compared to analyze the effects of the Hoengseong dam on the downstream area. When changes
for the next 30 years were simulated, the population and GRDP were predicted to increase by
approximately 80,000 and four trillion KRW, respectively, as of 2045 due to the 2002 completion
of the Hoengseong dam. Furthermore, the flooded area will decrease by approximately 4480 ha,
and the water supply rate will increase by approximately 1.4 times.

2. Scenario 2 simulated flood and drought years to analyze the effects of future climate changes
in the target area. When Scenarios 1 and 2 were compared and analyzed from 2016 to 2045, it
was concluded that future extreme climate events in the target area would not cause significant
changes to social and hydrological elements. It appeared that no massive damage caused by
flooding or drought would occur in the area, and the population and GRDP were expected to
increase consistently.

3. Scenario 3 assumed increases in births, water consumption per capita, and production per unit
of industrial land in the target area. The total water use, including domestic and industrial
water, was expected to increase due to urbanization and economic revitalization. The 30-year
average water supply rate dropped significantly; thus, water security plans would be required in
conjunction with efficient dam operations.

In this study, we developed a system dynamics model to examine the effects of a multi-purpose
dam on socio-economic factors of the downstream area. The model can be used as a decision-making
tool to present grounds for engineering decisions and assist policymakers in planning and constructing
a new multi-purpose dam. We also expect that the model can be adapted to perform effectiveness
analyses and planning for other water resource facilities in the future.
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Abstract: Sustainable Urban Drainage Systems (SuDS) have gained popularity over the last few
decades as an effective and optimal solution for urban drainage systems to cope with continuous
population growth and urban sprawl. A SuDS provides not only resilience to pluvial flooding but
also multiple other benefits, ranging from amenity improvement to enhanced ecological and social
well-being. SuDS modelling is used as a tool to understand these complex interactions and to inform
decision makers. Major developments in SuDS modelling techniques have occurred in the last decade,
with advancement from simple lumped or conceptual models to very complex fully distributed tools.
Several software packages have been developed specifically to support planning and implementation
of SuDS. These often require extensive amounts of data and calibration to reach an acceptable level of
accuracy. However, in many cases, simple models may fulfil the aims of a stakeholder if its priorities
are well understood. This work implements the soft system engineering and Analytic Network
Process (ANP) approaches in a methodological framework to improve the understanding of the
stakeholders within the SuDS system and their key priorities, which leads to selecting the appropriate
modelling technique according to the end-use application.

Keywords: SuDS; decision-making; Soft Systems; ANP; modelling; stakeholder

1. Introduction

In 2018, the percentage of the world’s population living in cities reached 55% and the level of
urbanisation in Europe reached 74% [1]. The urbanization process inevitably diminishes the porous
green spaces of cities. For instance, London loses the equivalent of 2.5 Hyde Parks of green space
annually. This urbanisation and population growth, accompanied by changes in rainfall patterns
due to climate change and the insufficient capacity of current sewer systems, is leading to increased
urban flooding. The increase in flooding has reached a level that triggers global concern because it not
only poses direct threats to human wellbeing and property safety but also has knock-on effects on
economic and social development. Therefore, to mitigate the risk of flooding in a sustainable manner,
Sustainable Urban Drainage Systems (SuDS), which fall within the context of Blue Green Infrastructure
(BGI) practices, have been proposed as one of the first strategies to pursue.

Traditional management of urban water systems considers all components independently in
a fragmented manner [2]. However, with new factors such as rapid urban growth driving water
system development as well as burgeoning needs for infrastructure rehabilitation and climate change
adaptation, integrated urban water modelling is currently expanding in new directions, stimulated by
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improvements in computational efficiency. Integrated 1D–2D modelling of the interactions between
urban drainage systems and urban landscapes during large pluvial flooding incidents has become
possible in the last decade (e.g., [3–5]). Modelling that extends beyond the strictly technical and
biophysical domain of the water system (e.g., social and economic domains) has also attracted increasing
interest in recent years [6].

Integrated Urban Drainage Models (IUDM) have been one of the most well-known and recognised
forms of integrated models. These typically consist of studying upgrade options for a local Wastewater
Treatment Plant, assessing ways of reducing Combined Sewer Overflow emissions or showing the
combined impact of different parts of the drainage system on receiving waters [7]. They recognise
both combined and separate drainage systems and can simulate real-time control (RTC) strategies for
optimisation of new and existing complex systems [8].

The advancements in modelling capabilities have increased the need for a universal approach
to select and develop urban drainage models, which are usually iteratively refined during model
development by finding a balance between the study objectives, model structure, data requirements
and availability and computational power efficiency [7]. Given the array of benefits provided by SuDS,
spanning several disciplines to maintain multiple ecosystem services [9], it is very important to manage
the level of modelling required to identify and quantify such benefits in the planning phase. The whole
process for developing a SuDS model, from building to testing, should follow a systematic approach,
starting with clearly defined aims and objectives and an initial assessment of data availability before
selecting the potential model features. Hence, the first and most important step is to understand the
aims and objectives of the modelling exercise.

This step is linked to understanding stakeholders’ priorities; in turn, that understanding is linked
to the whole decision-making process. In general, there are four main integrating approaches for
decision-making: Cost-Benefit Analysis (CBA), Multi-Criteria Analysis (MCA), Triple Bottom Line
(TBL) and Integrated Assessment (IA) [10].

CBA is one of the simplest forms of integrative approaches. It is usually applied as a pragmatic
tool for aiding decision making rather than as a framework. It has proved to be useful because of the
one single aggregated result obtained that helps to clarify and provide information about the costs
and benefits of alternatives [11]. CBA has been widely adopted in water engineering applications
traditionally because of its simple monetising approach [12]. Arrow et al. [13] provided a good
philosophical foundation for the role of CBA in the management of natural resources such as water.
CBA was used by Ossa-Moreno et al. [14] and Liu et al. [15] to capture the broader benefits of SuDS
and not focus only on the system’s performance regarding flood management and water quality
improvement. In those authors’ studies, they tried to compare the different technologies of SuDS
within the framework of a cost benefit analysis.

MCA is a structured approach for supporting decision-making when dealing with more than
a single criterion and allows relative importance to be placed upon each criterion by the user [16].
It is generally used as an analytical tool, but it can also be applied as an integrated framework by
coupling with appropriate problem structuring methods (PSMs) [17]. In the water resource planning
and management sector, MCA is heavily used for water policy evaluation, strategic planning and
infrastructure selection [18]. MCA was used by Ellis et al. [19] to assess the best choice of SuDS with
the aim of quantifying different and wider benefits of SuDS implementation. For the MCA evaluation,
the benefits were separated using primary and secondary criteria and indicators.

TBL is itself not a truly integrative approach, but it is included because it can be used as a
decision-making framework for guiding selection of indicators for measuring performances. It extends
corporate social responsibility from the concept of sustainability, motivating organisations to address
sustainability issues in a more integrated way [20]. A study by Viavattene and Ellis [21] combined the
TBL and MCA approaches. The TBL was applied to account for the economic, social and environmental
aspects of SuDS. MCA was used to enable the stakeholders to make a judgment among 16 different
criteria that included the wider benefits of SuDS, such as amenity and aesthetic benefits. Moreover,
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the user had the opportunity to rank different SuDS technologies regarding the criteria that they
had established.

IA is an emerging discipline that uses scenario management and stakeholder engagement while
emphasising on the process to bring together a broad set of disciplines characteristic of the decision
problem through [22]. Brouwer et al. [23] provided a comprehensive review of the IA concept and
methods for water and wetland management. Some of the integrative approaches adopted by IA are
system dynamics, Bayesian networks, agent-based models and expert systems.

Each of the above listed approaches has one or more limitation when dealing with SuDS
decision-making problems. CBA generally strives to identify the gains of the winners and thereby
unintentionally disregards the loss of the losers. MCA has three main problems: the first one is
that it assumes independence between the criteria, the second is that there is a possibility of double
counting and the third is the lack of transparency of the methods and the results. TBL suffices as a
corporate reporting and communication tool; therefore, the impact of secondary stakeholders such as
residents in the decision-making process is not fully accounted for. IA is an iterative adaptive approach,
which makes it qualitative in nature without a robust model.

These limitations in the previous approaches can be solved by applying a framework based on
systems thinking. The proposed framework is an application of the soft system methodologies to
map the stakeholders and their interactions; then, analyse the stakeholders’ priorities by applying
the Analytical Network Process (ANP) method. As mentioned by Saaty [24], “the ANP overcomes
the limitation of linear hierarchic structures and their mathematical consequences”. Furthermore, by
mapping and clustering the stakeholders, the assessment would be more robust and the procedure more
transparent. By assigning weights to the stakeholders according to their role in the decision-making
process, the ANP overcomes the limitations of CBA and TBL. In addition, by establishing links between
criteria, ANP solves the problems of MCA. Finally, the quantitative nature of the ANP where all entries
are assigned values overcomes the qualitative nature of the IA.

The ANP method has been successfully applied as a systematic selection process to guide
decision-making in various industries, such as information system technologies [25], commodities [26],
water and wastewater treatment [27,28], urban design [29] and renewable energy [30]. However,
a review of the state-of-the-art of ANP application studies revealed that, to date, no attempts
have been made to apply the ANP method in urban surface water management. Here, we seek
to make an important contribution by explicitly applying the systems thinking approach to urban
water management.

This study aims to introduce a methodological framework to manage SuDS modelling efforts
when multiple stakeholders are involved in a project, such as retrofitting Sustainable Urban Drainage
Systems (SuDS) in the UK to an existing urban environment, to deliver the maximum out of the
available resources and to suppress the tendency towards seeking complex models. That is achieved by
first identifying the key stakeholders and then analysing and understanding their priorities in relation
to the wider benefits of SuDS and using the ANP approach to determine the desired outputs required
from the modelling exercise.

2. Materials and Methods

2.1. Outline of the Proposed Framework

Hydrological Assessment and Management of green Infrastructure to Enhance Decision-making
(HAMIED) is a framework that allows systematic management of the modelling needs of the different
agents within the SuDS system of stakeholders in a series of steps, as outlined in Figure 1. The analysis
formulation presented in the figure allows for defining the usage of available SuDS modelling techniques
based on stakeholder needs.
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Figure 1. Hydrological Assessment and Management of green Infrastructure to Enhance
Decision-making (HAMIED): A framework to adapt the optimal Sustainable Urban Drainage Systems
(SuDS) modelling approach according to stakeholders’ priorities.

In the first step of the overall selection framework, a list of potential stakeholders involved in SuDS
projects is formulated. These stakeholders are then evaluated individually, and the interdependencies
between them are mapped. Then, the stakeholders are clustered based on their roles within the
decision-making process. In the next step, the priorities of stakeholders are evaluated with respect to
different aspects of the SuDS’ functions. Lastly, the appropriate modelling complexity is assigned to
each group of stakeholders according to their interest in SuDS. The detailed steps for implementing
the framework presented in Figure 1 are applied here to a full-scale UK case study, as explained in the
following sections.

2.2. Classification of Model Complexity

Hydrological models are often classified based on their spatial and temporal resolution.
Models vary in their temporal resolution, with daily models increasingly being replaced by models
running at sub-daily time steps (e.g., 1 or 5 min). Such fine resolutions are necessary to represent the
fast response typical of urban catchments. Spatial resolution of models ranges from single cell (of few
square meters in size) to large catchments (covering several square kilometres). The larger the spatial
scale is the smaller the confidence level in the model outputs is and the lighter the computational
capabilities needed. A model’s level of complexity is therefore defined based on the effort and cost
required to validate a model (data requirements, model setup, calibration, simulations and uncertainty
analysis) and the appropriateness of purpose and operational efficiency.

Urban hydrologic models can be grouped into five categories: (1) Conceptual (e.g., mass balance
of a rainfall-runoffmodel); (2) Lumped (e.g., rainfall-runoffmodel where the catchment is described as
a single entity); (3) Semi-distributed (e.g., rainfall-runoffmodel where the catchment is described as
small individual units); (4) Hydrologic Response Unit (HRU) based, where an HRU represents an area
with the same soil and land use type (e.g., rainfall-runoffmodel where similar hydrological behaviour
in each unit is represented); and (5) Grid-based spatially distributed (e.g., rainfall-runoffmodel where
the catchment is sub-divided into a raster system for representing the spatial variability of different
attributes). Each of these can be constructed with different spatial and temporal resolutions, requiring
various amounts of accurate data. A greater data requirement increases the computational resources
needed, so we propose a scale of model complexity from light, for models requiring the least amount
of data and effort, to very complex, for example, for fully distributed models (Table 1).
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Table 1. Proposed scaling for assessing urban hydrologic models’ level of complexity.

Type of Model Spatial Scale Time Scale Level of Complexity

Conceptual Site scale Event based Light
Lumped Site scale Event based/continuous simulation Moderate

HRU Catchment/regional Event based/continuous simulation Complex
Semi-distributed Catchment scale Event based/continuous simulation Complex
Fully-distributed Catchment scale Event based/continuous simulation Very Complex

Note: HRU, Hydrologic Response Unit.

2.3. Case Study

Counters Creek (CC) is one of the lost rivers of London and is situated on the boundary of the
London Borough of Hammersmith and Fulham (LBHF) and the Royal Borough of Kensington and
Chelsea (RBKC). This former river and its catchment (Figure 2) are now part of the sewerage system,
draining surface water from buildings and roads as well as wastewater from toilets, bathrooms and
kitchens. There are over 1700 properties across parts of LBHF and RBKC reported to be at risk of sewer
flooding [31]. One of the proposed solutions to address the problem is to retrofit SuDS in these hotspots.
Three streets in London, each with a nearby control street, were chosen to implement SuDS retrofitting
technologies. The SuDS featured in this case study included rain gardens, permeable pavement and
porous asphalt [32].

 
Figure 2. Counters Creek Catchment (in green) within the London Borough of Hammersmith (LBHF)
and The Royal Borough of Kensington and Chelsea (RBKC), London, UK.

Multiple stakeholders were involved in this pilot project, including the water company, the local
councils, the residents, the designers and a research institute, among others. Hence, the results
produced on the performance of different SuDS options differ in terms of the technical level needed for
each stakeholder, whose priorities with respect to the impact of SuDS on the urban system have to
be addressed.

2.4. Identification of Key Stakeholders

The multi-functionality of SuDS, spanning from hydrological [14] to environmental [33] and
socio-economic [34] functions, results in a wide range of benefits for each of the relevant sectors.
Due to this multifunctional nature of SuDS, the relationships between stakeholders are very complex.
Eventually, most SuDS functions involve multiple stakeholders that have different backgrounds and
purposes, which adds to the complexity of the problem (e.g., [35,36]).

To analyse the complex system of SuDS stakeholders in the UK, the Soft System Methodology
was applied [37]. A map of all stakeholders and their interdependencies was created and then
analysed using the N2 method [38] to decompose the complex stakeholder system into its independent
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components. The analysis of the stakeholder system with the N2 method assesses the degree of binding
and coupling in a system and therefore enables holistic stakeholder management and eventually
improved system efficiency. It also aids in understanding the behaviours of stakeholders by identifying
interconnectivity in the system [39].

The proposed algorithm is based on graph theory techniques [40] where a diagram in the shape of
a matrix is formed to record the interconnections between the system elements. It is used to assess the
degree of binding and coupling in a system and thereby determine the candidate architecture based on
the natural structure of the system. It is also used to identify and document the interconnectivity in a
system to help understand observed behaviour and to provide guidance for improvement. First, all
system elements or functions are listed along the diagonal of the N2 chart and changed to numbers for
convenience of grouping. Second, all of the isolated elements, the source and destination elements and
the critical element (the most influential element that has the most connections to other elements) are
identified from the system. Feedback loops where two elements are tightly bound to cascade flows
between elements are also recognised, as they determine the partition result. The N2 chart is then
clustered step-by-step to a state where no more clusters are allowed. The resulting clusters indicate
how stakeholder management should be designed and improved.

2.5. Understanding Stakeholders’ Priorities

2.5.1. Questionnaire Survey

A questionnaire survey is an effective and common way to study the perceptions, attitudes and
behaviours related to a certain activity [41]. To obtain stakeholders’ feedback on different aspects of
a SuDS project in the UK, an 8-question survey (can be found in the Supplementary Materials) was
developed for all stakeholders involved in the project. They were asked to provide their opinions on
multiple aspects related to technical, economic, environmental and social functions linked to SuDS
implementation. The survey was developed using Qualtrics and distributed through email and
personal communication.

The questionnaire started by providing the survey aim, an introduction to SuDS and the voluntary
and acceptance terms. The survey was designed to gather directly involved stakeholders’ perceptions
about SuDS and the importance of each SuDS function to them. The stakeholders where asked to answer
seven questions related to the wide array of SuDS benefits which were clustered in four groups based
on their aspects: (i) Economical, (ii) Technical, (iii) Social and (iv) Environmental and others. In total,
seven out of fourteen stakeholders responded to the questionnaire. Although a higher response rate
would have been more favourable and provided a wider spectrum of the population, the stakeholders
who responded were among the most influential ones in the decision-making hierarchy, which provides
the necessary robustness to the analysis conducted afterward.

2.5.2. Analytic Network Process (ANP) for Understanding Decision-Making in SuDS

The system of stakeholders mapped by the N2 method and the links between them increase the
complexity of selecting a modelling tool; therefore, a processing method is needed to disentangle these
interdependencies and assign the proper modelling tool for each group of stakeholders.

The Analytical Network Process (ANP), first proposed by Saaty [42], is a measurement theory
based on multiple criteria that is used to derive relative priority scales of absolute numbers from a series
of individual judgments that also belong to a fundamental scale of absolute numbers. These judgments
represent the relative influence of each of two elements with respect to an underlying control criterion
in a pairwise comparison process. The ANP synthesises the outcome of dependence and feedback
within and between clusters of elements through its supermatrix, whose entries are themselves matrices
of column priorities.

In the case of SuDS projects that could provide a wide range of benefits for multiple stakeholders,
because of the nature of the links between the criteria and the environments analysed, the ANP is the
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methodology that allows the best benchmarking and that provides accurate results compared to other
techniques, such as MCA [43].

For the evaluation of the ANP method, the open-source commercial program Super Decisions
was used [44]. Super Decisions is a free educational decision support software program that has the
necessary tools to create and manage the ANP models [26].

Each type of SuDS has different attributes and benefits, which result in different performance
values for a criterion defined within the four selected aspects of SuDS functions. A scoring system in
which each SuDS intervention could take a score that was scaled from zero (worst performance) to
one (best performance) was used in order to define the performance for each criterion. Additionally,
the performance of each SuDS was scored relative to the performance of all other selected SuDS
technologies. For that reason, it was decided to keep the reference from one source, and the UK
SuDS manual [27] was used for this purpose. The criteria were divided into two main categories,
(i) Quantitative and (ii) Qualitative, as shown in the Supplementary Materials (Table S1). The criteria
were directly linked to the questionnaire survey mentioned previously.

The first step in the process was to create the structure of the ANP network based on the criteria,
and the connections based on the relationships between the criteria. The problem was decomposed
into a rational system of network type. As shown in Figure 3 for a certain stakeholder, it consisted of
seven clusters in total, each of which contained nodes that represent the selected criteria.

Figure 3. Example ANP network structure for SuDS stakeholders’ priorities assessment. The connections
with the stakeholders ‘goals are represented by a continuous line; the connections of the main criteria
with the sub-criteria are represented by a dashed line; and the interactions among the criteria are
represented by a dashed dot line. The loops indicate inner dependence among the elements in the
cluster. ANP, Analytic Network Process; CAPEX, CAPital Expenditure; OPEX, OPerating EXpense.

The next step was to determine the relative importance between the criteria. Pairs of
decision-elements for each cluster were compared with respect to their importance to their control
policies [45]. In the ANP, the judgment and determination of relative importance was made by
answering a pairwise comparison [10].

The same network structure was created for each of the stakeholders who participated in the
survey, and these were linked together according to the weight of the respective stakeholder within the
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decision-making system. The weights were assigned based on the results of the stakeholder screening
from the N2, where the easily groupable stakeholders have the least weight and the self-acting
stakeholders have the strongest weight. For instance, the local authority is a major stakeholder in the
decision-making of SuDS; hence, it has a high weight compared to hospitals for example.

The next step was to make the supermatrix. It shows the intensity of the links between the
criteria for each stakeholder (e.g., how much technical performance aspects are correlated with the
economic aspects). This is a process similar to the creation of a Markov chain [45]. To achieve global
priorities in a system with interdependent influences, vectors of local priorities are incorporated in
the corresponding columns of a matrix. This supermatrix is actually a partitioned matrix in which
each segment represents a relationship between two clusters in a system. The software produces
the unweighted matrix, which shows the relative weights between the criteria based on the relative
importance obtained from the stakeholder.

In the final step, a stochastic weighted supermatrix is created. The software produces the limit
matrix, which is the long-run or limit priority of influence of each element on every other element.
More specifically, the weighted matrix is raised in a high power in order for the limit matrix to be
identified [42]. The values, which represent the stakeholders’ priorities, are then extracted from the
limit matrix.

3. Results and Discussion

3.1. Stakeholder Mapping

The stakeholder system map representing all UK stakeholders and their interdependencies for the
SuDS system is shown in Figure 3. According to the primary role of each stakeholder, the system is
divided into three main groups: Institutional, Design and Build as well as Adoption and Maintenance.

The Institutional group represents the government administration with approval power over
the water system. It consists of all stakeholders within the government (marked blue in Figure 4).
The Design and Build group (marked in orange) represents the consultants and contractors, which are
both employed by the developers. Lastly, the Adoption and Maintenance group (marked in
purple) represents an agreement system for adoption and maintenance consisting of adopters and
maintenance companies.

It is worth mentioning that interrelations still exist among the three groups due to the complexity
of the situation. Developers coordinate SuDS projects and have linkages to all three groups and all
users. Users/citizens utilize the results of SuDS projects, and they give feedbacks to designers in the
form of consultation. They can also give advice to the Institutional group as a non-statutory consultee.

The N2 method was then applied to the system to analyse the interdependencies between
stakeholders. In the UK system analysed, there are 14 stakeholders and 37 interdependencies in
total. As developers have connections to all other groups and have the most interactions among
all stakeholders, they were identified as the critical element. The users are the source element and
consultants and contractors are connecting elements. The un-clustered matrix created according to the
stakeholder system map is provided in Supplementary Materials (Figure S1). Each stakeholder was
then assigned a number for convenience of clustering (Supplementary Materials, Table S2).

The result of the grouping is shown in Figure 5, where all the government authorities, managing
companies, developers, owners and acting parties are grouped together. In other words, the Institutional
and Adoption and Maintenance groups should be managed together due to mutual interdependencies
through information flows. As there are no strong feedbacks from consultancies and construction
companies, they cannot be grouped, and hence they have been identified as isolated elements in the
system. This is consistent with the fact that in the UK, consultancies and contractors only form a
contract with developers and do not take part in the decision-making process. Users were defined as a
separate component of a system as well, because their acceptance and behaviour are drivers for the
whole SuDS system (more details of clustering are given in the Supplementary Materials, Table S2).
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Figure 4. Stakeholders system map for the UK SuDS system (blue colour for the Institutional group,
orange colour for the Design and Build group, purple colour for the Adoption and Maintenance group;
dotted arrows represent a feedback link). DEFRA, Department for Environment, Food and Rural Affairs;
EA, Environment Agency; SEPA, Scottish Environment Protection Agency; BGS, Blue Green Solution.

 

Figure 5. Results of the N2 method (orange colour for critical elements in the decision-making, i.e.,
Institutional group and Adoption and Maintenance group, and blue colour for source, i.e., users).
S8 and S9 correspond to consultancies that do the designs and the contractors that do the construction.
Stakeholder numbers (S1–14) correspond to those defined in Table S2.
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3.2. Stakeholder Priorities

The stakeholders selected for the survey were drawn from the results of the N2 method; at least
one stakeholder from each group was included in the ANP network (Table 2) to account for the key
elements of the SuDS.

Table 2. List of stakeholders who participated in the survey and their associated group according to
the N2 results.

Stakeholder No Position N2-No N2-Group

1 Local Authority Engineer S5 Institutional
2 Economist S4 Institutional
3 Public Realm Manager S2 Institutional
4 Head of Maintenance S13 Adoption and Maintenance
5 Designer S8 Design and Build
6 Water Utility S11 Adoption and Maintenance
7 Resident S14 Source

The priorities of each stakeholder were calculated using the ANP method facilitated by the
Superdecision software. Figure 6 illustrates the priorities of each stakeholder as well as the average
value, which can be seen as a proxy for a shared perception of SuDS. For a majority of the stakeholders,
the most important criteria were economic and technical, while the other criteria such as social ones had
lower priority. For all of the stakeholders apart from Stakeholder 7, the most important criterion was
the Operating Expenditure (OPEX). This was reasonable considering that the criterion of Durability,
which scores high as well, was related directly to the OPEX in the ANP network. The exceptions
to this pattern were Stakeholders 6 and 7. More specifically, for Stakeholder 6, the water company,
Groundwater Recharge was the second most important criterion since it is a major source of water for
them. For Stakeholders 7 and 3, who represent the residents and the environmentalists, respectively,
the most important criteria were social, environmental and wider benefits, with the most important
criterion being Biodiversity and Ecology.

The results show that not a single criterion was excluded from the stakeholders’ scoring,
which means that all of them are relevant but at different intensities. The mix of stakeholders
surveyed secures a balance between the trend of prioritising the physical benefits of SuDS (such as
OPEX) and the social and environmental benefits, especially as Stakeholder 7 is an insolvent stakeholder
in the N2 method (S14) with a high weight. This strengthens the generality of the results and increases
their credibility as a solid basis on which to build conclusions.
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Figure 6. Priorities of each stakeholder and the average value using ANP for the UK SuDS case study.
ANP, Analytic Network Process; CAPEX, CAPital Expenditure; OPEX, OPerating EXpense.

3.3. Selection of Modelling Approach

It is clear from Figure 6 that different stakeholders have different interests in SuDS; therefore,
it is necessary to understand their interests before beginning any modelling exercise. Stakeholders
may have different tolerances with respect to the reliability of the modelling results. For instance,
80% accurate results from a lumped model could be enough for a local council or resident to draw
conclusions about SuDS performance. On the other hand, a reliability in model outputs of less than
90% may not be accepted by designers or researchers whose work is used to write guidelines or to
construct SuDS where over design would result in unnecessary extra costs and under design may pose
a risk of failure.

From the ANP results, it can be seen that the more SuDS benefits are of interest to a certain
stakeholder, the less role they have in the actual implementation of SuDS projects and therefore the less
modelling complexity they need to make their decisions. This suggests that the simplicity associated
with the use of basic models such as conceptual or lumped designs can be acceptable by stakeholders
such as residents, local councils and policy makers, because their role in the realisation of SuDS projects
is at a high level. For instance, a simple scoring system is sufficient for citizens to learn about SuDS,
whereas for environmental regulators and water companies, a more granular models giving high
resolution results are needed to determine the level of SuDS performance. Lastly, the most complex
physically-based models are used in the technical design of a SuDS when the individual components
of the system are designed separately and then integrated to form a constructible and operational
design within the existing urban landscape.

103



Water 2020, 12, 632

Therefore, the decision about what level of complexity should be adopted in SuDS modelling
may now be attributed to stakeholders based on their priorities and according to their position in
the decision-making process (Table 3). This can help tailor the modelling exercise to better manage
the available resources without compromising the influence of the modelling results on stakeholder
decision making.

Table 3. Classification of stakeholders involved in SuDS and the desired level of modelling complexity.

Stakeholder N2-Group Key Priorities Base on ANP Model Complexity

Water Utilities Adoption and
Maintenance Technical and Economical Complex

Local Councils Institutional Economic and Social Moderate

Policy makers Institutional Technical, Economical,
Environmental and Social Moderate

Designers Design and Build Technical Very Complex

Researchers Design and Build Technical Very Complex

Residents Source Economic, Environmental
and Social Light

Environmental
regulators Institutional Environmental and Technical Complex

Note: Analytic Network Process (ANP).

4. Conclusions

SuDS projects provide a broad array of benefits, affecting diverse stakeholders. This paper
addresses the issue of providing a methodological framework to determine the optimal SuDS
hydrological modelling approach for the different stakeholders involved in SuDS projects.

The confidence levels of different modelling approaches and the extent to which they fulfil the
stakeholders’ goals are not well established, and a systematic investigation towards establishing these
thresholds is identified as a gap in the literature. Conducting complex and time-consuming modelling
exercises are rather more utilised when addressing any stakeholder needs.

Soft System Methodology evaluates the system holistically to characterise the decision-making
process and identify potential interventions to ameliorate the system in a loopback approach.
The stakeholders’ interests in SuDS were determined through a survey questionnaire addressed
to a population of the clustered stakeholders. The results of the survey were analysed using the
Analytical Network Process to determine their priorities.

With the N2 method it was possible to cluster 14 stakeholders into 4 groups where the Institutional
and Adoption and Management groups are managed together, the consultancies and contractors
are identified as separate groups and the users as the source group. The ANP results showed that
for the stakeholders identified as Institutional group, the key priorities are the economic, social and
environmental aspects of the SuDS. Whereas for the Adoption and Maintenance group, such as water
companies, the most important aspects were the technical and economic benefits of the SuDS. For the
consultancies and researchers, their first worry is the technical aspects of SuDS projects, among others,
depending on the nature of a project. Lastly, the residents who are the users of any SuDS intervention
are mostly interested in environmental and social benefits, and the economic impact on them.

By presenting a robust systems framework, it is possible to see how analysing the system of SuDS
stakeholders may enable future optimisation of implementation tools, starting with better management
of efforts utilised in hydrologic modelling of SuDS. The more direct action a stakeholder has in the
system the more complex the model he will need, compared to a less complex model needed for a
stakeholder who has a minor impact on the decision-making system.
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While this study establishes a methodological framework, it is important to apply such methods
in a computational case where different models are quantitatively compared and evaluated based on
the level of accuracy of the information they provide for a decision-maker in the SuDS system.
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Abstract: Regional water resource modelling is important for evaluating system performance by
analyzing the reliability, resilience and vulnerability criteria of the system. In water resource systems
modelling, several uncertainties abound, including data inadequacy and errors, modeling inaccuracy,
lack of knowledge, imprecision, inexactness, randomness of natural phenomena, and operational
variability, in addition to challenges such as growing population, increasing water demands,
diminishing water sources and climate change. Recent advances in modelling techniques along
with high computational capabilities have facilitated rapid progress in this area. In India, several
studies have been carried out to understand and quantify uncertainties in various basins, enumerate
large temporal and regional mismatches between water availability and demands, and project likely
changes due to warming. A comprehensive review of uncertainties in water resource modelling
from an Indian perspective is yet to be done. In this work, we aim to appraise the quantification of
uncertainties in systems modelling in India and discuss various water resource management and
operation models. Basic formulation of models for probabilistic, fuzzy and grey/inexact simulation,
optimization, and multi-objective analyses to water resource design, planning and operations are
presented. We further discuss challenges in modelling uncertainties, missing links in integrated
systems approach, along with directions for future.

Keywords: reservoir operation; stochastic dynamic programming; fuzzy optimization; reservoir-river
system; water quantity-quality management; climate change

1. Introduction

Water resource management is about the integration of various disciplines of hydrology for the
planning, management and optimum utilization of water resources following the competing needs and
demands of society. Integrated water resource management consists of four dimensions: (i) natural
element of water resources, considering the entire hydrological cycle and various components of it such
as rainfall, water in rivers, etc.; (ii) water users and stakeholders, including socioeconomic interests;
(iii) variability of water resources and users, such as spatial mismatch of water availability between
upstream and downstream river plains; (iv) temporal variability of water availability and demands [1].
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Globally regional hydrologic systems have long struggled for many decades with the planning and
management of water resources under growing population, increasing demands and climate change [2].
River water resource systems are under great stress as a result of unsustainable consumption patterns
and poor management practices [3]. The need for a regional water resource management model
accounting for water availability and demands, water quantity and quality has become prominent in
recent years under climate signals [4]. Based on several scientific studies, climate change is likely to
affect various subsystems of regional water resource systems, such as water availability for consumer
needs and food production, irrigation water demands, hydropower, water quality, etc., under an
increase in temperatures and changes in precipitation patterns [5]. Climate change has been identified
as one of the major driving forces in regional water resource systems management by several studies
globally [6–8] and in India [3,9,10].

A regional water resource management model is an integration of a water quantity and quality
estimation model, a water demand estimation model along with a decision making model [11].
For instance, a hydrological model is used to estimate the water availabilities in terms of inflows;
demand estimation models estimate factors such as drinking, irrigation and hydropower; water quantity
and reservoir operation models are used to estimate the optimal release policy and water allocations of
reservoir users; and water quality management models are used to estimate the optimal treatment
policies (Figure 1). Figure 1 shows a single reservoir–river system accounting for the upstream
catchment flows, evapotranspiration, overland flows, infiltration and in the downstream side water
withdrawals and return flows from irrigation. An integrated operation of reservoirs of a complete river
system, starting from the furthest upstream reservoir to the furthest downstream reservoir, should
include inflows to each reservoir, evaporation losses, power draft, releases, withdrawals and overflows
in the reservoir operation. While simulating and integrating the reservoir operation of major river
systems, the inflow to any particular reservoir should account for uncontrolled intermediate catchment
flows, irrigation return flows and controlled flows from the upstream reservoir [12].

 

Figure 1. An integrated regional water resource system management model.

110



Water 2020, 12, 1793

Integrated regional water resource management models have evolved to secure water resource
systems at the basin scale in terms of water quantity and quality, accounting for water availability
and the demands of various users [1]. In this context, water resource systems models have been
evolved in the past four decades in several aspects of single and multi-purpose reservoirs, optimization
models, knowledge-based decisions, real time operations, imprecision and uncertainty quantifications
and climate change [13]. Several review papers have articulated the evolution of water resource
management systems modeling, focusing on several key aspects in terms of optimization models, and
concluded the research gaps between the developed models [11,14,15]. One of the pioneering review
papers on reservoir systems analysis was by Simonovic [16], in which the gaps between research
studies and application of systems approach in practice were discussed and an optimization model for
reservoir sizing and the inclusion of knowledge-based technologies in single-multipurpose reservoir
analysis was recommended. Furthermore, most of the earlier review papers articulated on the evolution
of water resource management modeling at basin scale [17] integrated water resource optimization
models [18,19]. Very recent review studies focused on the application of evolutionary algorithms and
metaheuristic optimizations for optimal strategies of the planning and management of water resource
systems [20–24]. In this context, Mohammad-Azari et al. [23] have reviewed the application of Genetic
Programming to solve water resource systems analysis and stressed on the capability and superiority
of evolutionary algorithms in solving reservoir operation problems. Few earlier review papers focused
on reservoir operation challenges related to inflows [25], simulation and optimization techniques [26].

The integrated regional water resource management models are associated with various forms
of uncertainties accumulating from various stages of decision making [27]. Uncertainties arise at
each stage of the modelling and decision-making process due to random nature of input variables,
various parameters and models, imprecise goals of the users, priorities and social importance in
decision making by various stakeholders. Addressing these uncertainties is very important for precise
decision making and to avoid the failure of water resource system management [16]. The inclusion
of uncertainties of reservoir inflows in the water resource systems models was one of the basic
studies and have implemented by several researchers by considering inflow as stochastic variable [28].
The next prevailing uncertainty in reservoir operation is imprecise goals of the users, which has been
conventionally addressed using fuzzy set theory [29]. Identifying and addressing various sources
of uncertainties is one of the crucial tasks in water resource modelling to have better operating
policies with more dependability and flexibility in decision making. Review papers which can
articulate various studies of water resource management and associated uncertainties are limited
in the literature. Ahmad [15] reviewed reservoir operation models with fuzzy optimization along
with other optimization methods such as Artificial Neural Network (ANN), Genetic Algorithm (GA),
artificial bee colony and Gravitational Search Algorithm (GSA). A comprehensive review which can
include the uncertainty quantification in water resource systems modeling, various approaches so
far applied, research gaps and challenges is lacking in the literature. In this article, we review water
resource management systems models to address various sources of uncertainties by highlighting key
findings and identify important future research directions which can improve the understanding of
water resource planning and management.

India has large regional mismatches between water availability and demands, with increasing
withdrawals from surface and subsurface sources rising to unsustainable conditions [30]. India is an
agriculture-dominated country and about 70% of the population’s employment and economy depends
on agriculture sector. The timely supply of irrigation water with sufficient quantity is challenging given
the spatial and temporal mismatches of river water availabilities, increasing drinking and industrial
water demands under population growth and pressure to increase crop yields. The determination
of optimal water allocations for various sectors to fulfill various demands is of primary interest for
most of the reservoirs of India. Tremendous population growth, rapid urbanization, alterations in
agricultural patterns, unplanned growth of industries and failure of maintaining the environmental
standards are the major causes for poor river water quality systems in India [31]. The present research
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article explores some of the Indian case studies carried out in the field of water resource management
and uncertainty quantification. Sources and approaches to address uncertainties in the context of water
resource management and modelling are discussed with a focus on Indian case studies. Furthermore,
missing links in modelling, challenges remaining and future directions are noted.

2. Reservoir Operation and Associated Uncertainties

Reservoir operation has gained attention in water resource engineering for more than four
decades [32]. The reservoir operation systems models vary according to various components
of consideration such as drinking water supply, irrigation, hydropower, low-flow augmentation,
aquaculture, navigation along with flood control and management. Fundamentally, a regional water
resource systems management model is an integration of a reservoir operation model to define the
possible releases following the storage continuity equation and an optimization model to define the
optimal water allocation policies, accounting for the conflicting goals of the reservoir users and possible
demands (Figure 2).

= + − −
Figure 2. Water quantity control model of a reservoir.

For a given period of time, t, the inflows to the reservoir (Qt) and evaporation loss from the
reservoir during the period, t (Et), storage at the beginning of the period (St), storage at the end of the
period (St+1), the continuity equation forms the basis for the determination of the possible releases
(Figure 2). The release during the period, t, Rt, is the decision variable, with storage at the beginning of
the period, t, St, as the state variable in the reservoir optimization model with objective as to maximize
the total net benefit, Bt(St, Rt), during a year T [33]:

Maximize
∑T

t=1
Bt(St, Rt) (1)

0 ≤ Rt ≤ St + Qt (2)

St + Qt −Rt ≤ K (3)

Equations (2) and (3) represent constraints over the possible release, RT, restricting it to the
total water available in storage in period t (Equation (2)), and the end of period storage (St+1) is
restricted to the live storage capacity, (K) (Equation (3)). In general, the optimization model has
to be solved recursively until it yields a steady state policy within a few annual cycles [3]. In this
single objective reservoir operation model, the most influential variable for optimal release is the
reservoir inflows (water available for release) and it is highly uncertain, due to the upstream catchment
rainfall uncertainty and other basin characteristics. In addition, other hydrological variables such as
evapotranspiration, soil moisture, ground water flows, etc. which define crop water demands in the
downstream command area are also burdened with uncertainty due to randomness which can cause
stochastic or aleatory uncertainty in the reservoir operation [28].
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In this context, various studies considered the input variables of a reservoir operation model as
having a random nature and explicitly included in the optimization model through their probability
distributions [34]. The hydrologic variable uncertainty due to randomness has been addressed by
various authors by considering the reservoir inflow to follow a one-step Markov process through
transition probabilities over Indian case studies [35–37]. Conventionally, the uncertainty due to
the randomness of inflows in reservoir operation is addressed by applying stochastic dynamic
programming (SDP) [32]. In one of the pioneering works by Vedula and Mujumdar [38], a reservoir
operation model based on SDP was developed to find the optimal water allocations for irrigation
under multiple crops scenarios, where reservoir storage, inflows, and soil moisture are treated as state
variables in the decision-making process for Malaprabha reservoir, Krishna basin, Karnataka state,
India. Ravikumar and Venugopal [39] developed an optimal operation model using simulation and
SDP combination, where both demand and inflow are considered as stochastic and both are assumed to
follow first order Markov chain model, which is demonstrated with the Periyar Vaigai irrigation system
as one of the typical south Indian irrigation systems of India. Mujumdar and Kumar [12] developed
an integrated reservoir operation tool for providing the operation of the eight major reservoirs of
Narmanda river basin, India. The study developed a simulation model with eight major reservoirs, viz.,
Matiyari, Bargi, Barna, Tawa, Indira Sagar, Omkareshwar, Maheshwar and Sardar Sarvovar, as shown
in Figure 3. A computer simulation model was developed starting from the furthest upstream reservoir
(Matiyari) to the furthest downstream reservoir (Sardar Sarovar) by accounting for inflows to the
reservoir (including uncontrolled intermediate catchment flows, irrigation return flows and controlled
flows from upstream reservoirs), evaporation losses, power draft, releases, withdrawals and overflows
during every period until the end of simulation.

 

Figure 3. Integrated reservoir operation with major and medium reservoirs in Narmada river basin,
India, modified from Mujumdar and Nagesh Kumar [12].

Reservoir operation based on SDP has emerged as a promising tool to address the uncertainty of
reservoir input variables for various case studies of India, namely Hirakud reservoir [3,40], Malabrapha
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reservoir [38], Bhadra reservoir [4,37], Ukai reservoir [41], Kodaiyar Basin [42]. In recent years,
various forms of SDP, such as folded dynamic programming [34], two-phase stochastic dynamic
programming [43], deterministic dynamic programming (DDP) [44], etc., have become popular for
reservoir operation and management in India based on the abilities to improve the net benefit and to
overcome the dimensionality issues of SDP.

The reservoir operation stakeholders are often uncomfortable with sophisticated optimization
techniques, and need flexibility in specifying the goals and decision making, which causes uncertainty
due to imprecision in water resource systems models [45]. Fuzzy logic was identified as an appropriate
tool to address the uncertainty due to imprecision in defining the goals of the stakeholders [29]. In this
context, fuzzy water allocation models to address the uncertainty due to imprecision in defining the
goals of the reservoir users has been widely used all over the world [46] and in India [47–49]. A typical
fuzzy optimization model for reservoir operation works on specifying the goals of the users as fuzzy
membership functions and the mathematical formulation of a typical reservoir operation as a water
quantity control model, following Rehana and Mujumdar [4], which can be expressed as follows:

Maximize λ (4)

Subject to
f (qα) ≥ λ (5)

f
(
qβ
)
≥ λ (6)

f (qχ) ≥ λ (7)

qMin
α ≤ qα ≤ qD

α (8)

qMin
β ≤ qβ ≤ qD

β (9)

qMin
χ ≤ qχ ≤ qD

χ (10)

qα + qβ + qχ ≤WA (11)

0 ≤ λ ≤ 1 (12)

where WA is the amount of water available for allocation, which is the reservoir release, Rt, for a given
time period, t, from the reservoir operation model (Equations (1)–(3)) (Figure 2). The solution of the
resulting optimization problem will be q* and λ* where q* = {q∗α, q∗β, q∗χ} corresponds to the optimum
water allocation among the water users; viz., irrigation (α), water quality (β) and hydropower (χ),
and λ* is the maximized minimum satisfaction level in the system. The imprecise goals of reservoir
users will be represented using membership functions such as f (qα), f

(
qβ
)

and f (qχ) for irrigation,
water quality and hydropower, respectively. For each reservoir user, the minimum (qD

α , qD
β and qD

χ )

and desirable (qD
α , qD

β and qD
χ ) limits will be specified. The fuzzy optimization model works with the

objective function so as to maximize the minimum satisfaction level (Equation (4)) including the
imprecise goals of the reservoir users as fuzzy membership functions (Equations (5)–(7)), constraints
over water allocations to be within minimum and maximum limits (Equations (8)–(10)), constraints
over the total water available for allocation (Equation (11)) and constraints over the satisfaction level
ranging between 0 and 1 (Equation (12)).

In this context, fuzzy rule-based reservoir operation models have gained interest to address
the uncertainty due to impression in specifying the goals of various reservoir users [50].
Many researchers adopted fuzzy optimization models for optimum water quantity allocations
in reservoir operation [45,48,49,51]. A fuzzy rule-based model was developed by Panigrahi
and Mujumdar [45] for Malaprabha irrigation reservoir in Karnataka, a single purpose reservoir,
where the fuzzy membership functions have been constructed for inflow, storage, demand and
release. The inclusion of fuzzy membership in reservoir operation can address the uncertainty due to
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imprecision but not the uncertainty due to the randomness of input variables. Therefore, the integration
of SDP with fuzzy optimization for optimal reservoir operation has become a promising tool for the
development of long-term operating policies in recent years [4,52]. These models are advantageous
to address the uncertainty due to the randomness of reservoir inflows by applying SDP and due to
the imprecision in specifying the goals of the stakeholders by applying fuzzy optimizations. In this
context, a water quantity modelling method was developed by integrating SDP and fuzzy optimization
model by Rehana and Mujumdar [4]. This model addresses uncertainty due to randomness and
fuzziness combinedly in developing long-term operating policies which has been implemented on
Bhadra reservoir, India (Figure 2). Furthermore, such a SDP-fuzzy model was extended by Kumari
and Mujumdar [52] for Bhadra reservoir by considering the state variables of reservoir storage and soil
moisture as fuzzy variables and reservoir inflow as a random variable in modelling reservoir operation
using SDP. By considering the state variables as fuzzy variables in the formulation of SDP, uncertainty
due to imprecision originating due to consideration of single representative value of the state variable
can be addressed. One of the improvements in the developed model can be the consideration of
rainfall and potential evapotranspiration also as stochastic variables along with reservoir inflows,
but not as deterministic as considered in the study of Kumari and Mujumdar [52]. In another study by
Kumari and Mujumdar [53], a fuzzy set-based performance measure for irrigation reservoir system in
terms of fuzzy reliability, fuzzy resilience and fuzzy vulnerability to study the failure/success state of a
reservoir system was developed by relating evapotranspiration deficit of the crops and applied on
Bhadra reservoir system, Karnataka, India. To this end, the fuzzy-SDP reservoir operation models have
advanced in several means in addressing uncertainties of probabilistic and imprecision combinedly.
In this context, a few attempts have also been made by adopting fuzzy Markov chain-based SDP
models to address the probabilistic and fuzzy uncertainty at the same time by introducing the concept
of distribution with fuzzy probability to develop a fuzzy-Markov-chain-based SDP (e.g., [54,55]).

3. River Water Quality Management under Uncertainties

A water quality management model is essentially an integration of water quality simulation model
and an optimization model to manage the quality of river systems without violating the standards
specified by the pollution control agencies. A river water quality control model is necessarily a
decision-making process to maintain the ecological stability of the riverine environment involving the
pollution control boards (PCBs) and effluent dischargers. In this context, Waste Load Allocation (WLA)
models have been evolved for determining the required treatment levels or fractional removal levels for
various point and non-point sources of pollutants accounting for the water quality standards specified
by PCBs in an economically efficient manner. Majorly, WLA models run with the integration of a
river water quality simulation model and an optimization model dealing with the goals of dischargers
and pollution control boards [56]. In this context, a surface water quality model is a tool for the
better understanding of the mechanisms and interactions between anthropogenic residual inputs and
resulting water quality [57]. Water quality simulation models run by accounting for river hydrology
and hydraulic variables (streamflow, longitudinal slope, Manning’s coefficient, etc.), river water quality
parameters (dissolved oxygen (DO), biochemical oxygen demand (BOD), nitrates, temperature, etc.),
climate data (air temperature, wind speed, etc.), effluent discharge characteristics (pollutant DO,
BOD, temperature, etc.) to simulate the river water quality indicators along the river stretch under
consideration [57,58]. Meanwhile, an optimization model considers the resulting water quality for a
given pollutant loading along with the goals of the PCBs and industries releasing the effluents [59].

The input variables, such as streamflow, temperature, etc., of water quality simulation models
are random variables and therefore are associated with uncertainty due to their randomness [60].
Conventionally, the uncertainty due to randomness in the river water quality variables has been
addressed using probabilistic mathematical programming techniques [61]. Another major source
of uncertainty is associated with the imprecise goals of the dischargers and PCBs, which is usually
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addressed by fuzzy membership functions to represent the satisfaction levels of the users by most of
the Indian authors [56,59,62,63].

The pioneering work in the fuzzy river water quality management models was by Sasikumar and
Mujumdar [56]. The study developed a Fuzzy Waste Load Allocation Model (FWLAM), addressing
the uncertainty due to imprecision in specifying the goals of the dischargers and PCBs. In this context,
FWLAMs were evolved to address the uncertainty due to imprecision in specifying the goals of the
stakeholders [56] and fuzzy risk minimization waste load allocation model to address uncertainty due
to the combined randomness of input variables and fuzziness of decision makers’ requirements [64].
The mathematical formulation of a typical river water quality management model can be expressed
following Sasikumar and Mujumdar [56] as follows:

Maximize λ (13)

Subject to
f (Cl) ≥ λ (14)

f (xm) ≥ λ (15)

CL
l ≤ Cl ≤ CD

l (16)

xL
m ≤ xm ≤ xD

m (17)

0 ≤ λ ≤ 1 (18)

where Cl is the concentration level of water quality parameter at check point, l; xm is the fraction
removal level for discharger, m; CL

l and CD
l are the minimum and maximum permissible levels set

by PCBs, respectively; xL
m and xD

m are the minimum and maximum possible treatment levels specified
by the dischargers, respectively; λ as the satisfaction level of PCBs and dischargers. f (Cl) and f (xm)

represent the membership functions of PCBs and dischargers, respectively. The solution of the resulting
optimization problem will be xm* and λ* where xm* corresponds to optimum fraction removal level for
each discharger and λ* is the maximized minimum satisfaction level in the system.

Some improvements in water quality management models were made by Singh et al. [65]
by developing an interactive fuzzy multi-objective linear programming model to evaluate optimal
treatment efficiencies for various drains located along Yamuna across New Delhi, India. The study
allotted weights for DO deficits at each grid point to address the uncertainty in specifying the goals of
the decision makers with continuous interaction with decision makers.

Many studies considered risk of low water quality (LWQ) as one of the criteria to represent the
goal of the PCBs [59,63,64]. By considering this risk in the river water quality management models,
uncertainty due to a combination of randomness in the water quality concentrations along with
imprecision in defining the standards was addressed. The risk of LWQ is defined as the probability
of a fuzzy event of LWQ [64]. The conventional definition of LWQ is any concentration less than a
specified value, say, cmin

l , the minimum permissible level at check point, l. The crisp definition of risk
of LWQ, with a water quality indicator as DO, is given as:

rl = P(cl < cmin
l ) (19)

where rl is the risk of LWQ at check point, l; cl is the DO level at check point, l; cmin
l is the minimum

permissible level of DO at check point, l; P(cl < cmin
l ) is the probability associated with the occurrence

of the LWQ event. The fuzzy risk of LWQ is defined as the probability of occurrence of the fuzzy event
of LWQ. Fuzzy risk can be expressed as the expected degree of failure [64].

ril =

∫ ∞

0
μwil(cil) f (cil) dcil (20)
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where μwil(cil) is the membership function of the fuzzy set, Wil of LWQ and f (cil) is the probability
density function (PDF) of the concentration level, cil, for water quality indicator, i, at the checkpoint,
l in the river system. Based on the PDF, f (cil) of the LWQ indicator, i, and the membership function
μwil(cil) of the fuzzy set, Wil, of LWQ, direct or numerical integration may be performed to evaluate
the fuzzy risk, ril.

Sasikumar and Mujumdar [64] developed a fuzzy risk approach to address both uncertainty due
to randomness and uncertainty due to imprecision of the goals by considering the probability of risk
of LWQ as fuzzy event. The study was implemented over the Tunga-Bhadra river stretch, India to
estimate optimal fractional removal levels of the dischargers. A fuzzy risk minimization model was
solved by Ghosh and Mujumdar [63] to minimize the risk of LWQ using a non-linear optimization
model of Probabilistic Global Search Laussane applied to the Tunga-Bhadra river system, India.

In a conventional fuzzy optimization model, the membership parameters are assumed to be
fixed and values are assigned based on experience and judgement and are thus highly subjective;
for instance, the lower bound of DO is assigned as 5 mg/L and the upper bound is 8 mg/L. In general,
such membership parameters are defined based on the minimum and maximum permissible levels of
water quality standards, which may vary for each criterion such as public water supply, agricultural
and industrial water supplies, etc. [62]. This results in uncertainty in the membership parameters,
which can be considered as the next level of fuzziness in the fuzzy optimization models [62]. To address
the uncertainty in the membership parameters, Karmakar and Mujumdar [62] developed a grey fuzzy
waste load allocation model by considering the membership parameters as interval grey numbers
to represent as imprecise membership function. The study was implemented over Tunga-Bhadra
river system, India, by considering the imprecise fuzzy membership functions, which provided the
optimal treatment policy and satisfaction levels, both in the form of interval numbers, allowing the
decision-maker to select various alternatives required in a particular situation. A conventional approach
to solve grey optimization models is the two-step sub model method [62,66,67], which bifurcates the
parent uncertain model into two daughter models, one for the least favorable case and another for the
most favorable case. However, Rosenberg [68] and Yadav et al. [69] found issues such as infeasibility,
non-optimality and fat solutions in the two-step method. Any derived problem of an interval/grey
model by fixing a deterministic value of available interval numbers is known as the subproblem of the
parent model [70] or a deterministic equivalent of the interval/grey model. If the extreme optimum
solutions of all such subproblems have significant differences with the solutions obtained from a
given technique (two-step method in this case), then the solutions are known as fat solutions [71],
which necessarily implies a set of very uncertain outputs.

Huang and Cao [72] further developed a three-step method to resolve the infeasibility of the
solution in the two-step method, but made the issue of non-optimality more severe [73]. Yadav et al. [71]
proposed an interval-valued integer programming model based on interval analysis to overcome the
issues of two-step and three-step methods. Algorithms based on interval analysis are computationally
more rigorous than grey analysis, but pave the way for an effective and powerful methodology
to quantify the inexact or grey uncertainty. Therefore, interval analysis-based scalable algorithms
have the potential to make conventional uncertainty quantification techniques such as probabilistic
or fuzzy redundant. In this context, ‘Imprecision’ is a representation of disjunctive information,
which is characterized by a set of possible values for which the actual values are known to exist [74].
This characteristic of ordered disjunctive information has been incorporated in the Fuzzy Set Theory.
As per the literature of fuzzy mathematics, the ‘imprecision’ is analogous to ‘vagueness,’ [75], which is
a linguistic uncertainty and is often represented with fuzzy membership functions. On the other hand,
‘Inexactness’ is another representation of uncertainty when the exact value is unknown; however, the
range within this value exists is known [69]. The concept of inexact uncertainty is relatively new and is
extensively used in grey/interval systems. Inexactness may be represented with interval grey numbers,
where lower and upper bounds are known, but the distribution information is unknown.
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Another source of uncertainty is partial ignorance resulting from missing or inadequate data in
a time series of hydrological or water quality variables, which forms the input variables for a water
quality simulation model. Rehana and Mujumdar [59] developed an Imprecise Fuzzy Waste Load
Allocation Model (IFWLAM) to address the uncertainties not only due to randomness and fuzziness
but also due to missing or inadequate data by considering the input variables as interval grey numbers.
The developed model was implemented on Tunga-Bhadra river, India. A grey fuzzy risk of LWQ was
introduced in the WLAM, which is capable of evaluating grey fuzzy risk with corresponding bounds
of DO, rather than specifying a single value of risk. The consideration of fuzzy risk as an interval grey
number results in a range of fractional removal levels for the dischargers, which enhances flexibility in
decision making (Table 1).

Table 1. Results from the IFWLAM optimization models of upper and lower limit of fractional removal
levels for various dischargers along Tunga-Bhadra River, India.

Discharger
Risk Minimization Model (Ghosh

and Mujumdar [63])

Fractional Removal Levels

Lower Limit Upper Limit

1 0.77 0.69 0.69
2 0.77 0.68 0.69
3 0.65 0.35 0.68
4 0.77 0.52 0.69
5 0.75 0.35 0.69
6 0.77 0.36 0.69
7 0.77 0.35 0.69
8 0.77 0.35 0.69

In recent years, the development of water quality index has become popular among government
and related agencies for a quantitative measure of water quality status and for the evaluation of
river systems as a river water quality management problem [76]. In a typical water quality index,
various important water quality indicators will be integrated into a single water quality index,
which can be easily communicated among the stakeholders [77]. However, such indexing methods
with respect to water quality evaluation system are burdened with uncertainties originating from errors
in measurement, imprecision in characterization, classification and weighting system [31]. In this
context, few studies have considered fuzzy-based classifications in the evaluation of water quality
indices to address the uncertainty in the quality evaluation [78]. Singh et al. [31] considered the
attributes of the water quality parameters as linguistic variable and water quality index of a given
location was estimated by aggregating the attributes based on degree of importance to develop fuzzy
comprehensive water quality index. The study was implemented in various locations on the Yamuna
river, India and tried to address the uncertainty due to natural stream flows originating from rainfall
uncertainty and corresponding uncertainty in the prediction of water quality by considering the quality
attributes as fuzzy variables. In another recent study by Chanapathi and Thatikonda [78], a fuzzy-based
inference system was developed for defining the regional water quality index, the fuzzy-based regional
water quality index (FRWQI), based on ten water quality parameters to address the uncertainty due to
imprecision for the major rivers of India as: Wainganga, Bhima river, Subarnerekha river, Beas river, etc.

4. Water Resource Management under Climate Change Induced Uncertainties

Water resource systems management models have been advanced in recent years to consider
climate change as a driving force to develop adaptive policies in the decision making [79]. In
this context, climate change impact assessment in terms of reservoir operation and altered optimal
policies has been widely developed by many researchers all over the world [10,80,81]. The most
sophisticated and advanced techniques for the climate change impact assessment studies are statistical
downscaling models using the most credible general circulation model (GCM) outputs to predict
the projected scenarios of hydrological variables [82]. In this context, a few Indian case studies
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made efforts to integrate statistical downscaling models to predict the reservoir inflows under
climate change and addressed the associated uncertainty due to various climate model projections.
For example, Ghosh and Mujumdar [82] predicted monthly inflows to Hirakud dam, Mahanadi river
basin, using fuzzy clustering and the relevance vector machine as a downscaling model. Raje and
Mujumdar [83] used the conditional random field (CRF) downscaling model to predict the inflows
of Hirakud Reservoir, Mahanadi basin, India. Rehana and Mujumdar [4] used canonical correlation
analysis (CCA) to predict the monthly inflows of Bhadra reservoir, India. These studies predicted
reservoir inflow projections by considering the influence of various climate variables using statistical
downscaling models and GCM outputs. However, these models do not account for the uncertainties
of rainfall, catchment characteristics, soil and land use changes in the reservoir inflow prediction.
In this context, Shimola and Krishnaveni [84] studied the climate change impact on Periyar reservoir
inflows, Vaippar river, by considering a combination of change of precipitation and temperature and
regional climate change scenarios by integrating hydrological model, Soil Water Assessment Tool
(SWAT) [84]. However, this model does not integrate the modeled reservoir inflow projections along
with the reservoir operation model. Such integration can address the uncertainty originating from
uncertain climate change projections of reservoir inflows and resulting operating policies. In another
study, Adeloye et al. [10] evaluated the hedging-integrated reservoir rule curves on the current and
climate-change-perturbed future performance for Pong reservoir, Beas river in Himachal Pradesh,
using sequent peak algorithm and genetic algorithm as optimization model.

Climate change impact assessment on river water quality management has also gained much
attention in recent years [85,86]. Rehana and Mujumdar [87] employed CCA as a statistical downscaling
model with a threshold-based risk of LWQ model based on multiple logistic regression to develop
adaptive treatment policies for the projected scenarios under climate change with the Tunga-Bhadra
river system as a case study. The model considered uncertainty due to randomness and imprecision in
terms of imprecise fuzzy risk with an integration of climate change projection model. The projected
decrease in streamflows and increase in water temperatures tend to decrease DO levels and increase
the risk of LWQ events along the Tunga-Bhadra river system. The extreme risk of LWQ was predicted
to increase by 50.6% for the period of 2020–2040 compared with the current risk levels of 4.5% for
the Tunga-Bhadra river system under climate signals [88]. The fractional removal policy may reach
up to its maximum limits of 90% during the period 2070–2100, even though the effluents are at safe
permissible levels, indicating revised current standards for better river water quality management for
future scenarios under climate change uncertainty.

An integrated water resource management model under climate change, as shown in Figure 1,
is subjected to a range of uncertainties, including uncertainty due to hydrological models [89], climate
model and scenario uncertainty [90] and uncertainty due to downscaling models [91]. Such climate
model and scenario uncertainty in the water resource systems can originate due to inadequate
information of underlying geophysical processes, the variability of internal parameterization and
boundary conditions [92]. Climate change impact assessment studies of water resource management
are associated with various uncertainties originating from variation of climate change projections
resulting from various climate models, leading to GCM and scenario uncertainty [93]. A few other
sources of uncertainties are associated with climate model initial conditions, statistical downscaling
models, hydrological models and parameters [94]. In this context, few studies have attempted to
address the climate model uncertainties into water resource management [95].

Raje and Mujumdar [96] developed an uncertainty modeling framework for Mahanadi River at
Hirakud Reservoir in Orissa, India, to address GCM scenario uncertainties along with uncertainty in
the nature of the downscaling relationship with the Dempster–Shafer theory of evidence combination.
The results suggest that by linking regional impacts to natural regime frequencies, uncertainty in
regional predictions can be realistically quantified. Raje and Mujumdar [3] derived reservoir operating
policy for Hirakud reservoir, Mahanadi Basin, India by considering the reliability of hydropower
generation for the current scenario, with consideration of conflicts between hydropower, irrigation and
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flood control with the standard operating policy (SOP). The projected monsoon streamflows for current
and future scenarios for a range of GCM-scenario combinations were used with an integration of a
conditional random field (CRF)-downscaling model as the statistical downscaling model to address the
uncertainty in the climate model projections. The results of the study found a decrease in hydropower
and increase in vulnerability for the future, with a significant impact in terms of a decrease in reliability
and increase in vulnerability. The study also suggested revising the reservoir rules under climate
change with a projected decrease in inflow to the Hirakud reservoir.

Rehana and Mujumdar [4] developed an integrated regional water resource management model
addressing various sources of uncertainties in the prediction of a hydro-climatic variable projection
model, an irrigation demand quantification model, and a water quantity quality management model
using SDP and fuzzy optimization for Bhadra Reservoir-River system in Karnataka, India. A SDP model
is used to derive the optimal monthly steady state operating policy considering irrigation, hydropower
and downstream river water quality as reservoir users. The uncertainty due to the randomness
of reservoir inflows was addressed using SDP, and the imprecise goals of each reservoir user were
addressed by considering fuzzy memberships. A fuzzy water allocation model was developed for
obtaining the optimal allocations among various users of the reservoir under climate change.

Another prominent source of uncertainty is the variability of climate projections resulting from
different climate models and scenarios, which has been identified as climate model uncertainty in
water resource management modelling [93]. Certainly, a range of climate change projections resulting
from various models will provide flexibility in decision making [97]. However, combining projections
resulting from various GCMs and scenarios to have a single representative projection by deriving a
multimodal weighted mean has been widely applied to address climate model uncertainty in water
resource management [4] (Figure 4). In this context, Mujumdar and Ghosh [93] proposed a possibilistic
approach to address climate model uncertainty, with Hirakud dam inflow climate change projections,
located on Mahanadi river, Orissa, India, as a case study. The study developed the possibilistic mean
cumulative distribution function (CDF) by assigning weights to GCMs and scenarios based on their
performance in the recent years as well as for the future scenarios. The results of the study reveal that
the amount of uncertainty for a given inflow projection will increase with time, due to different climate
sensitivity among the models. Instead of using a single climate projection resulting from one GCM
and scenario, the use of such multimodal ensembles may be promising in water resource management
models under climate change.

 

Figure 4. Basin-scale water resource systems modeling and associated uncertainties.
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In another study by Rehana and Mujumdar [98], entropy weights to each GCM and scenario
projections were assigned based on the performance of the GCM and scenario in reproducing the
present climatology and deviation of each projections from the projected ensemble average. Entropy
weights were assigned to each hydro-meteorological variable defining water availability (reservoir
inflows) and demands (e.g., irrigation demands: rainfall and other meteorological variables affecting
evapotranspiration, etc.) in the reservoir operation. The multimodal weighted mean (MWM) projections
of various hydro-meteorological variables addressing the climate model uncertainty have been used in
the water resource management model developed for Bhadra reservoir, India as case study (Figure 4).

Uncertainties are expected to occur at every stage of the water resource management models and
their propagation at regional and local scales can lead to large uncertainty ranges and increasing the
complexity in decision making [27]. The climate model uncertainty originating from the mismatch
between various GCMs and scenarios can be considered as the first level of uncertainty, which can be
modeled by using the weighted mean hydro-meteorological projections in reservoir inflow modelling
(Figure 5a), and the estimation of projected demands (Figure 5b) in the reservoir operation. The second
level of uncertainty originates due to the imprecision and conflicting goals of the reservoir users leading
to uncertainty due to imprecision, which can be modeled by using fuzzy set theory. The third level of
uncertainty can arise from the inherent variability of the reservoir inflow leading to uncertainty due to
randomness, which can be modeled by considering the reservoir inflow as stochastic variable in SDP
and consequent uncertainties in resulting operating policies (Figure 5c). Since uncertainties accumulate
from various levels, their propagation up to the regional or local level leads to large uncertainty ranges
at such scales [27].

 

Figure 5. Regional water resource management model-associated uncertainties at each stage: (a) water
availability model in terms of reservoir inflows; (b) demand estimation model such as irrigation water
requirements; (c) operating policies in terms of storages. The results are for Bhadra river basin, India,
showing maximum and minimum values along with multi weighted mean (MWM) hydro-climatology.

Overall, while most of the studies tried to address climate model uncertainties in reservoir
operation models, the scope of improvements may be towards addressing hydrological model
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uncertainties, different downscaling models and various reanalysis data sources of uncertainties,
along with the stochastic and fuzziness uncertainties. The assessment of uncertainties in decision
making at each stage of reservoir operation has to be understood for the possible risk of failure of water
resource systems. This necessitates the development of holistic approaches to include various sources
of uncertainties at each stage of the water resource management model, from climate or weather
predictions to operating policies.

5. Challenges, Missing Links and Directions for Future

Water resource systems management models have emerged as promising tools for the effective
management of resources in economically efficient manner in recent years addressing various forms of
uncertainties. However, constraints and challenges still remain in terms of the inadequacy of water to
meet demands, rapidly growing population, urbanization, increased social and economic development
and uncertain future climate [99].

Most of the studies of water resource systems in India have focused on a single reservoir with single
or multi objective functions. Integrated water resource management can be developed, considering
various reservoirs of a river system, accounting for inflows, uncontrolled intermediate catchment flows,
irrigation return flows and controlled flows from an upstream reservoir [12]. The development of an
integrated river basin management which can include various reservoirs inter-connected in a river
basin and considering various forms of uncertainties can be potential area of research. Such integrated
water resource management studies may have challenges in implementation in terms of ungauged sub
basins of upstream catchments, a lack of detailed data on downstream releases, lack of information
about the inauthentic water abstractions, etc.

A water resource systems model has to integrate various sources of information, such as
hydrological, meteorological, pollutant, agricultural, demographic and socioeconomic. One of the
major challenges in water resource management models is the integration of various sources of
uncertain information which are burdened with spatial and temporal mismatches among scales.
Synthesizing various sources of information needs careful attention in terms of validation with field
observations not only at the individual scale but also at the integrated scale. Such holistic approaches
have the capability to capture the association between various subsystems of regional water resources.
In addition, integrated water resource management can improve agreement and cooperation between
various stakeholders for sustainable water management.

One of the major challenges which arises in the implementation of holistic approaches at various
spatial and temporal scales is the expected increase in climate extremes such as floods and droughts,
as the developed water resource systems models are based on the observed and historical data
and therefore bounded with the experiences faced in the past and do not consider the possible
anthropogenic and climate extremes. The sophisticated climate change impact assessment models
developed in recent years can provide a basis to understand projected changes in terms of hydrologic
variability and possible adaptive policies. However, such climate change impact assessment studies
are developed based on past historical observations under nonstationary assumptions with uncertain
information. Future advancements have to be made towards the development of universal water
resource management models under hydroclimate extremes along with operation and management by
addressing various sources of uncertainties.

The existing water resource management models so far developed are able to address various
forms of uncertainties such as randomness, imprecision, fuzziness, inexactness, lack of knowledge and
missing data, climate model uncertainties, models and parameters, etc. Most of these uncertainties
have been addressed at the individual scale but not in an integrated manner. There is a necessity
to integrate various sources of uncertainties to study resulting combined uncertainty and impact on
operating policies. Such uncertainty accumulation studies can be promising in the development of
approaches representing uncertainties originating at each stage of decision making.

122



Water 2020, 12, 1793

Another area for water resource management model evaluation is towards the development
of decision support systems (DSS) for real time operating policies which can act as a bridge to link
the model-generated decisions with practical water utility. Such models should work as real time
holistic approaches with an integration of weather forecasting models, hydrological models, reservoir
operation models and operating policies. The current real time water resource models are dedicated to
a single purpose, majorly as a flood controlling devices, with quantity control as a priority. The land
use and land cover changes of a natural landscape can intensify the sediments, nutrients and other
organic pollutants entering into inland water bodies such as reservoirs, lakes etc. Furthermore,
increasing pressure of crop yields has increased the use of fertilizers, which again has increased the
number of non-point sources of pollution to the rivers. Under these consequences, real-time water
management operating policies should work with an integration of quantity as well as quality as
priorities. The development of a general approach which can integrate quantity and quality aspects
integrating reservoir-river systems with a DSS in a web-based environment can be a promising tool
for the development of real-time operating policies. Formulating such real-time holistic approaches
necessitates close coordination and cooperation between various stakeholders, researchers, government
bodies and policy makers. It is important to identify all the beneficial and adverse ecological, economic,
environmental, and social effects in the context of long-term effects associated in water resource system
planning and management.

6. Conclusions

Water resource systems models have advanced in several directions, starting with modelling
approaches, uncertainty quantification, ease in decision making of stakeholders, along with climate
change impact adaptation. Uncertainty quantification in water resource systems models has been
identified as an active research topic in the research community. The major source of uncertainty
identified in reservoir operation is the random nature of streamflows and this has been addressed using
various forms of stochastic dynamic programming. Another major source of uncertainty considered
in the research community is the imprecision and vagueness in defining the goals of stakeholders.
Such uncertainty was defined as uncertainty due to fuzziness, which has been addressed by considering
the goals as fuzzy membership functions and associated satisfaction levels. Fuzzy optimization has
been used as a revolutionary algorithm in water resource management models that deals with the
uncertainty arising due to fuzzy goals of decision-makers. Fuzzy optimization models in water resource
systems have progressed further to address the next level of uncertainty associated with defining the
membership parameters by considering them as interval grey numbers. Uncertainty due to a lack
of knowledge and missing data has also been tackled by considering the grey fuzzy optimization
models. The consideration of hydrological variables as interval grey numbers has resulted in a range
of operating policies and provided flexibility to the stakeholders. Climate change-induced uncertainty
has emerged as a major source of uncertainty in water resource management models in recent years
under changes of hydrological extremes.

To summarize, we reviewed water resource management models and associated uncertainties
originating in modelling and decision making. Water resource management models such as reservoir
operation, water quantity allocation, waste load allocation, quantity-quality integrated models and
water quality index models were discussed. The recent developments in water resource management
under climate change were articulated. Several methods that deal with different sources of uncertainties
originating in the water resources modelling and decision making were critically evaluated with a
focus on Indian case studies. The research gaps, challenges, missing links and future directions in
water resource management models under uncertainties were discussed. This review suggests that
water resource management models are powerful computational tools that ought to be upgraded by
synthesizing various sources of uncertainties for real-time operation and sustainable policy making.
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Abstract: Canada’s vast regions are reacting to climate change in uncertain ways. Understanding
of local disaster risks and knowledge of underlying causes for negative impacts of disasters are
critical factors to working toward a resilient environment across the social, economic, and the built
sectors. Historically, floods have caused more economical and social damage around the world than
other types of natural hazards. Since the 1900s, the most frequent hazards in Canada have been
floods, wildfire, drought, and extreme cold, in terms of economic damage. The recent flood events in
the Canadian provinces of Ontario, New Brunswick, Quebec, Alberta, and Manitoba have raised
compelling concerns. These include should communities be educated with useful knowledge on
hazard risk and resilience so they would be interested in the discussion on the vital role they can
play in building resilience in their communities. Increasing awareness that perceived risk can be
very different from the real threat is the motivation behind this study. The main objectives of this
study include identifying and quantifying the gap between people’s perception of exposure and
susceptibility to the risk and a lack of coping capacity and objective assessment of risk and resilience,
as well as estimating an integrated measure of disaster resilience in a community. The proposed
method has been applied to floods as an example, using actual data on the geomorphology of the
study area, including terrain and low lying regions. It is hoped that the study will encourage a
broader debate if a unified strategy for disaster resilience would be feasible and beneficial in Canada.

Keywords: disaster; risk; perception; community; resilience; Canada

1. Introduction

The impacts of geo-hydrologic hazards in the last two decades of the 20th century were
felt by three-quarters of the population worldwide [1]. Since the 1900s, the most economically
damaging disasters from natural causes in Canada were floods, wildfires, drought, and extreme cold.
Recent research has linked specific flooding events, as well as a general rise in the intensity of wet
weather in the northern hemisphere, to the effects of rising greenhouse gas levels and global climate
change [2]. Past studies intended to focus on disaster response founded on a top-down approach,
but the focus has now shifted to a community-based approach [3–9] that stresses resilience building.
After the Hyogo Framework for Action (HFA), 2005–2015 [10] launched a movement for building the
resilience of nations and communities to disasters. The Sendai Framework for Disaster Risk Reduction
(SF-DRR) 2015–2030 [11] serves as a continuum to the commitment supported by the United Nations
Office for Disaster Risk Reduction (UNDRR). The SF-DRR notes the need for improved understanding
of disaster risk in all its dimensions of exposure, vulnerability, and hazard characteristics, as well as
the strengthening of disaster risk governance [11]. Potential variations in the understanding of risk,
resilience, susceptibility, and coping capacity allow for interpretations and applications in managing
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disasters. Scholars have analyzed and explained perceptions of risk, as a component of the social
factors, which interacts with the geographic context to create vulnerability [12], as part of the cultural
arrangements of society to cope with flood events [13], and as determinants of vulnerability [14,15].

The role of risk perceptions in improving the resilience of people and communities is widely
recognized as an essential component [16]. While it is not possible for societies and citizens to directly
influence the natural sources of hazards, much can be done to mitigate their risk by understanding
and managing the consequences they could experience should a disaster occur—this is addressed by
resilience [17]. The idea of disaster-resilient communities goes beyond estimating monetary losses alone
but also accounting for multiple dimensions, including technical, organizational, social, and economic
facets [18]. The world risk index (WRI) focuses on the understanding of risk, which is defined as the
interaction of physical hazards and the vulnerability of exposed elements [19]. It also demonstrates
through the assessed risk for 173 countries that the vulnerability of a society or a country is not the
same as exposure to natural hazards [19].

The most comprehensive definition of resilience is developed by the UNDRR, “The ability
of a system, community or society exposed to hazards to resist, absorb, accommodate, adapt to,
transform and recover from the effects of a hazard in a timely and efficient manner, including
through the preservation and restoration of its essential basic structures and functions through risk
management.” Communities or systems that can creatively reorganize themselves in the wake of
disruptive events are considered resilient [20,21]. Studies have argued that community resilience is
one of the main priority mechanisms for disaster risk reduction [22–27].

Coping capacity is deeply intertwined with resilience building and is a component of the broader
term “capacity” that includes capacity assessment and capacity development [28]. It is the ability of
people, organizations, and systems, using available skills and resources, to manage adverse conditions,
risk, or disasters. The capacity to cope requires continuing awareness, resources, early warnings,
and good management, both in normal times as well as during disasters or adverse conditions.
Coping capacities relate to complex inter-linked factors, including coordination between institutions
designed to provide support in disasters and consolidation of knowledge and methodologies to assess
and deal with the identified risks at the local and national levels [11].

Disaster resilience has been the main focus in disaster-prone regions in recent times [29–36].
The latest emergency management (EM) strategy for Canada [37] also focuses on disaster resilience in
the wake of intensifying natural disasters in the country [38,39] and recommends prioritizing resilience
building, disaster prevention, and mitigation activities. According to this program, the concept of
resilience is defined as “the capacity of a system, community or society to adapt to disturbances
resulting from hazards by persevering, recuperating or changing to reach and maintain an acceptable
level of functioning.” The EM strategy [37] identified five priority areas and activities approved by
federal/provincial/territorial (FPT) governments in Canada to strengthen overall resilience:

i. Enhance whole-of-society collaboration and governance to strengthen resilience.
ii. Improve understanding of disaster risks in all sectors of society.
iii. Increase focus on whole-of-society disaster prevention and mitigation activities.
iv. Enhance disaster response capacity and coordination and foster the development of

new capabilities.
v. Strengthen recovery efforts by building back better to minimize the impacts of future disasters.

The EM strategy supports the FPT governments’ vision to strengthen Canada’s EM capabilities
to prevent/mitigate, prepare for, respond to, and recover from disasters, to reduce disaster risk and
increase the resiliency of all individuals and communities in Canada. Frequent flooding is a serious
concern in Canada, as was evident from the recurring spring floods in Ontario, Quebec, and Toronto
Islands during 2017–2019. Previous recent significant floods include the 2013 southern Alberta floods,
the 2013 Toronto urban flood, the 2014 Saskatchewan and Manitoba floods, the 2011 Manitoba flood,
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and the 2017 British Columbia flood. A potential flooding concern for Toronto Islands is in place in
2020 as Lake Ontario levels may rise in spring.

Although the importance of community perception of risk in the decision-making process
has been extensively discussed in the literature [4,8,40–44], the concept has not been applied in
practice in a significant way across disciplines. Some of the reasons for that include difficulty in
measuring the perception of different actors in the system, assessing the impact of the inclusion of
opinion in risk assessment and disaster risk reduction (DRR) policy, and, most of all, designing and
collecting relevant data. Perceived resilience is key to comprehend and estimate as it relates to how
people perceive risk (exposure to hazards), vulnerability (susceptibility), and their capacity to cope
including the institutional support. In survey-based qualitative research, it has been established that
post-disaster experiences of affected communities show their preference for coping actions align with
their individual personalities [3,45–48]. It is clear that pre-disaster preparedness and capacity building
very much depends on how people “feel” about the probability of another disaster to occur in their
community [3,49]. A recent study has used a questionnaire survey to evaluate risk perception for risk
awareness and to increase resilience in schools [50]. It is worth noting here that people’s participation
in community-based disaster management must not merely be an illusion of inclusion [51,52].

There is considerable interest in disaster resilience as a mechanism for mitigating the impacts on
local communities, yet the identification of metrics and standards for measuring resilience remains a
challenge [53]. By measuring baseline characteristics of communities, changes in disaster resilience
over time can be monitored by estimating the individual drivers of the disaster resilience (or lack
thereof)—social, economic, institutional, infrastructure, and community capacities [53]. Conventionally,
quantitative methods for disaster risk assessment are better understood and also preferred as they
tend to be based on numbers and indices [19,54–57]. However, interactions between the makeup of
the communities, their priorities, and general vulnerabilities, and the geomorphology of the region
are natural and must be integrated holistically in risk and resilience assessment [12,58–64]. On the
other hand, qualitative methods are generally based on surveys, focus groups, questionnaires, and
interviews. The data collected from these methods is then examined, thematized, and analyzed for the
understanding and interpretation of a variety of phenomena [65–67]. Qualitative techniques are useful
for measuring the impact of policy, needs-assessment of communities, and understanding of people’s
behaviour and preferences during and post-disaster [68,69]. While the most common approach in
research is to apply one of the two methods, quantitative or qualitative, this study integrates both
techniques with the intent to capture people’s perception as well as the reality on the ground. Therefore,
the focus of this study is to explore how to evaluate and incorporate people’s perceptions of risk,
exposure, susceptibility, and coping capacity to realize gaps between perceived disaster resilience and
objectively assessed disaster resilience. Once these gaps are identified, mitigation measures, coping
capacity building efforts, and adaptivity initiatives can be developed and implemented with greater
success. Based on these principles, a national strategy must be considered and prepared for a more
comprehensive application for disaster risk management. The following sections outline the data used
in the study, the methodology developed and used on a Canadian city, discussion of the results, and
concluding remarks.

2. Materials and Methods

The method proposed in this study is an adapted and extended version of the world risk index
(WRI) method [19]. While the WRI measures disaster resilience only objectively, the technique proposed
here evaluates people’s perception of disaster resilience (function of exposure, susceptibility, and coping
capacity) and incorporates their opinion into the assessment of perceived resilience. Previous studies
have shown that a questionnaire survey is a useful tool to capture risk awareness and perception of
the population to help plan future risk management efforts and encourage a resilience culture in the
community [47,50]. In this study, objective and perceived resilience are being evaluated and compared,
gaps between perceived and actual resilience are identified, and an integrated resilience is calculated,
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as well. Community participation is essential in effective and successful disaster management in
communities, and this point has been validated by various studies that are based on simulation-based
planning tools, basically to engage stakeholders in a user-friendly manner [55,70].

Perceived measurements—In order to incorporate people’s perceptions, we have used
questionnaire surveys to collect data from four different locations in the City of Brampton in the Greater
Toronto Area (GTA) of Canada (Figure 1). The selection of the survey sites was made based on a
good representation of the community. Specifically, a sports and community centre (survey location 1)
that also houses the public library and a swimming pool, a multicultural community centre (survey
location 2), a church (survey location 3), and a restaurant (survey location 4), are places regularly
used by the community. We received 100 responses to the questionnaire consisting of 29 questions
designed to reflect people’s perceptions of threats from natural hazards, how they would cope in
emergencies, their background, and how they engage in their local environment. We explained the
nature and intent of the study to each participant, including what is meant by risk, how it is a function
of different elements, including exposure to hazards. However, it should be noted that at the time of
the survey, the exact buffer zones to estimate exposure had not been determined and, therefore, were
not communicated to the survey participants. The precise nature of the questions and how they relate
to model parameters is given later in this section. People’s perceptions are treated as representative of
the entire city for demonstrating the methodology leading to the perceived assessment of community
resilience (Table 1).

  
(a) (b) 

Figure 1. (a) Part of the Greater Toronto Area (GTA) for perspective purposes showing the City of
Mississauga and the City of Toronto in the south and southeast of Brampton; (b) the four survey
locations in Brampton: survey location 1: South Fletcher’s Sportsplex community centre, survey
location 2: Brampton multicultural community centre; survey location 3: New Birth Tabernacle,
a non-denominational faith gathering center; and survey location 4: a local restaurant.

We have used the Thiessen polygons method to aggregate the surveyed areas for the entire city
by dissemination areas (DAs)—areas of equal density of population, for perceived assessment of
the parameters used in the methodology (Figure 2). The Thiessen polygon technique appropriately
assigns areal significance to each survey site by constructing perpendicular bisectors to the lines
joining each site with those immediately surrounding it. These bisectors form a series of polygons,
each polygon containing one site. The data collected at a site gets assigned to the whole area covered
by the enclosing polygon.
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Figure 2. The City of Brampton survey sites and Thiessen polygons (TP) for perceived parameters’
assessment. The TP technique appropriately assigns areal significance to each survey site.

It is worth noting here that two survey locations, BBQ and Tabernacle church, shown in Figure 1b,
were lumped together as one entity, “BBQ and Tabernacle” for calculations in GIS. The reason being,
the total number of responses collected from the two locations combined was rather small (14) compared
to the other sites.

As demonstrated in Table 1, three parameters, namely exposure, susceptibility, and lack of
coping capacity, are appropriately extracted from the responses to the survey questions by assigning
binary values to them. Each parameter is comprised of several variables, representative of the
parameter [19,71–73]. Although we have presented a select set of variables to represent each of the
three parameters to demonstrate the method, these should not be taken as exhaustive. Disaster types,
geomorphology, landuse of the region, and demographics of the population must be taken into account
in the determination of these variables. The three parameters are allocated weights according to
their assumed influence in this particular case study [55]. The weights can vary depending on the
impact of each parameter on community resilience. For example, a known dangerous environment
(high exposure), a prosperous and educated neighbourhood (low susceptibility), and an accessible
network of emergency services (high coping capacity) must guide how the parameters can be weighted.
For example, the residential development in the Barker reservoir in Houston, Texas, that got flooded
during Hurricane Harvey [74], will have a high exposure. Table 1 summarizes the proposed process,
including a guide to assigning binary values to individual variables as part of the methodology
developed to account for people’s input in the process of resilience assessment. For example,
the parameter exposure is based on dangerous locations such as:

• River (flood risk)
• The transportation network (risk from derailment, explosion, oil spill)
• Chemical plants and hazardous industries
• Transmission lines (elevated health risk from high voltage corridors)
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• Oil and gas pipelines (toxic spills)
• Garbage dumpsites (a potential failing of large piles, health, and environmental hazard)

The parameter, susceptibility, comprises the following seven variables:

• Ownership/renting status of the residence
• Crowdedness factor based on the number of members in the household
• Language ability—English or French
• Employment status
• Job satisfaction
• Age—assuming that the very young and the very old would be more susceptible to the exposure

to the disaster risk
• Persons with disability

Similarly, the parameter, lack of coping capacity comprises the following variables:

• Level of education
• Family income
• Means of transportation (personal or public)
• Social network support
• Disaster experience by family or friends
• Importance of disaster preparedness
• Engagement in local politics as a proxy of participation

Objective measurements—We have used the 2011 census of Canada for demographic information,
Municipal Property Assessment Corporation (MPAC) average property values, slopes and terrain of the
region, and landuse. The landuse data is valuable for determining the location of critical infrastructure
and critical facilities for the assessment of objective parameters. The GIS software, ArcGIS, is used
for data processing and analysis according to the dissemination area (DA) map of the study area.
Appendix A lists all the data sources. Figure 3 shows the municipal boundaries and dissemination
areas in the GTA. Figure 4 presents datasets, cropped for the City of Brampton, used for parameters
estimation proposed in this method.
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(a) (b) 

Figure 3. (a) GTA municipal boundaries, and (b) dissemination areas. City of Brampton is shown in purple.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 4. Objective datasets for the City of Brampton (purple boundary): (a) watercourses, (b) landuse,
(c) pipelines in red and transmission lines in green, (d) the highways in red and the railways in black,
(e) dumpsites in yellow circles, and (f) emergency services.

The landuse data in Figure 4b includes residential (green), commercial (dark purple), government
and institutional infrastructure (green), industrial (dark blue), parks and recreational (red), and open
area (blue). Similarly, in Figure 4f, emergency services include fire stations (red), police stations (dark
blue), and hospitals in green. It should be noted that none of the dumpsite buffers fall within the
boundary of the city and, therefore, do not contribute toward exposure in this case study.

Table 2 summarizes the process of quantifying individual variables within each of the three
parameters as part of the methodology. Real datasets explained and illustrated in Figure 4 earlier have
been used in the measurement of the model parameters: exposure, susceptibility, and lack of coping
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capacity. Some of the processed data are shown in Figure 5. For example, exposure is determined
based on whether or not a resident is located in proximity of (within a kilometer of) a highway, railway,
river, industrial site, pipeline, transmission line, oil and gas facility, or dumpsite. Similarly, objective
assessment of susceptibility is derived from census data, including the residence type, the age of its
construction, the property value, language skill, employment status, and disability rate. The lack of
coping capacity is derived from census and GIS data; it includes, income, education, a distance of more
than one kilometer from emergency services, a fire station, police service, or ambulance service. See
Figure 5 for the visuals of the buffer zones.

Table 2. List of parameters and variables for the objective assessment of community resilience. The
total of all assigned weights

∑
Wi = 1.

Parameter Criteria to Assign Binary Values to Variables

Exposure Weight
W1

Variable Binary value = 0 Binary value = 0 Remarks

Highways, Railway
tracks, River and

creeks, Industries, Oil
and gas pipelines,

Dumpsites–stockpiles,
Low lying areas
(terrain/slope)

If no exposure to a
potential hazard

If within 1 km
buffer zone of any
of the potentially

hazardous
situations

Add all binary
assigned values to
get total exposure

Susceptibility
Weight W2

Variable Binary value = 0 Binary value = 1 Remarks

Residence type Detached/semi Rented apartment

Add all binary
assigned values to

get total
susceptibility

Age of property
construction Post-1980 Pre 1980

Language very well/good moderate/poor/blank

Employment Full
time/self-employed Part time/retired

Age >20 and <65 < 20 and >65

Disability No Yes

Property value >400 K ≤400 K

Lack of Coping
Capacity Weight

W3

Variable Assign value = 0 Assign value = 1 Remarks

Education College and higher Less than college

Add all binary
assigned values to

get total lack of
coping capacity

Income >50 K ≤50 K

Disaster preparedness:
Hospital ≤1 km >1 km away

Disaster preparedness:
ambulance service ≤1 km >1 km away

Disaster preparedness:
Health emergency

services
≤1 km >1 km away

Disaster preparedness:
Police station ≤1 km >1 km away
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(a) 

 

(b) 

 
(c) 

 
(d) 

Figure 5. The City of Brampton: dissemination areas superimposed (a) with buffer zones of 1 km
around the transportation network, railways in blue and highways in pink; (b) transmission lines in
pink and gas pipelines in blue; (c) rivers in blue to demarcate exposure zones; and (d) buffer zones
of 1km around emergency services to assess lack of coping capacity including fire stations in yellow,
police stations in blue, hospitals in red, and ambulance services in a light purple.

The overall resilience is calculated using Equations (1) to (6), derived from the WRI method [19].
Precisely, Equation (1) calculates the Lack of Resilience using objective data for the three parameters that
are individually normalized. The parameters can be weighted using weights thought to be appropriate
for this case study for demonstration purposes. The weights (W1, W2, W3) are open to adjustment in
individual cases depending on the potential influence of the parameters, as well as the objective of
the study. For example, a vulnerable community is perceived as more susceptible in comparison to
an affluent neighbourhood. Residential development well outside of flood zones indicates a lower
level of exposure even though the population may be regarded as vulnerable. If the community is at a
substantial distance from a healthcare facility, it may reflect a lack of coping capacity in emergencies.
Therefore, in this scenario, it will make sense to allocate a lower percentage of weight to “Exposure”
and higher percentage to “Lack of Coping Capacity” and “Susceptibility.” For the application and
demonstration of the methodology, we have assigned weights to the parameters as given in Equation
(2) for both objective and perceived calculations.

Equation (3) gives the estimate of Resilience using objective data, Equation (4) estimates Resilience
using perceived data, and Equation (5) determines the combined Resilience by summing up the
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perceived and objective Resilience estimates. We propose here that the combined Resilience is a way to
account for perceived and real measures of community resilience.

Lack of ResilienceObjective

= W1 × ExposureObjective + W2 × SusceptibilityObjective
+W3 ×Lack of Coping CapacityObjective,

(1)

where
∑

Wi = 1

Lack of ResilienceObjective

= 0.2× ExposureObjective + 0.4× SusceptibilityObjective
+0.4 ×Lack of Coping CapacityObjective

(2)

ResilienceObjective = 1− (Lack of Resilience)Objective (3)

ResiliencePerceived = 1− (Lack of Resilience)Perceived (4)

Resiliencecombined = ResiliencePerceived + ResilienceObjective (5)

The estimated total resilience has been calculated by normalizing the combined resilience estimates
using Equation (6):

Resilience =
Resiliencecombined −MIN (Resiliencecombined)

(MAX (Resiliencecombined) −MIN (Resiliencecombined))
(6)

It is noteworthy that Equations (3) and (4) were calculated using normalized and unweighted
individual parameters in Equation (2), leading to an adjusted maximum total value of perceived
(and objective) Resilience. The objective and perceived resilience calculations are done using the
same formula.

3. Results

The findings of the research are illustrated through Figures 6–8. Objective and perceived measures
were made for the survey sites. The actual datasets on the geomorphology of the study area, including
rivers and low lying regions, indicate that the method has been applied to a flooding scenario as an
example. As mentioned earlier, two survey locations, namely, BBQ and Tabernacle church, were lumped
together as one entity, “BBQ and Tabernacle” for calculations in GIS due to the small number of
responses from the two locations. Each of the three parameters was calculated separately to achieve
perceived and objective estimates of them for each survey location. Figure 6 shows objective measures
of the three model parameters, namely, Exposure, Susceptibility, and the Lack of Coping Capacity
calculated for survey location 2, the Community Centre. Similar maps were obtained for perceived
measures of the three parameters. Also, similar maps were developed for other survey locations.
In total, 12 maps were obtained for objective and perceived estimates of the three parameters for the
three survey locations. Although it may be desirable for the readers to visualize the step-by-step
development of these maps, to avoid overcrowding of illustrations, selected graphs are presented here.
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(a) 

 
(b) 

 
(c) 

Figure 6. Objective measures of the three parameters for one of the three survey areas: (a) exposure,
(b) susceptibility, and (c) lack of coping capacity. Similar maps were obtained for the other two survey
areas but are not shown here.

Figure 7 shows the integrated (perceived plus objective) measure of Resilience for the three survey
locations, separately. Figure 8 is a picture of the perceived and objective Resilience measures for the
entire City of Brampton, and Figure 9 represents the integrated resilience map for the city. Each of the
three parameters was normalized before being weighted in Equation (1). Therefore, as can be seen
in Figure 8, the two resilience maps show estimates of up to 63 for perceived Resilience and up to
89 for the objective Resilience. It is noteworthy that the method suggests the ideal resilience value to
be 100. Therefore, objective resilience gives a better level of resilience in the study area as compared to
perceived measure of resilience. In essence, the maximum value of objective resilience is higher than
perceived resilience, and the higher the value of resilience, the better in each case scenario.

 
(a) 

 
(b) 

 
(c) 

 

Figure 7. The measure of total resilience (perceived plus objective) for the three survey sites: (a) Location
1, (b), Location 2, and (c) Location 3.
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(a) (b) 

 

Figure 8. Resilience maps aggregated for the City of Brampton (in percentage): (a) perceived,
and (b) objective.

Although Figure 8 is the key outcome of this study, Figure 9 has been arrived at by combining the
two resilience measures, showing the regions of variable resilience. It is useful to see how the two
measures of resilience may have aligned with each other, positively or negatively. In future research, it
would be helpful to subtract the two resilience measures from each other and visualize where the gaps
are between the public perception and the reality on the ground. The shades of green indicate levels of
resilience of the community, the darker, the better. The shades of yellow and parts of red are in regions
where rivers and creeks flow. The areas shown in red indicate low resilience due to a variety of reasons
such as industrial areas, flood zones, low lying areas, and a dense network of watercourses.

 
Figure 9. Integrated resilience map for the City of Brampton (normalized); higher resilience value
indicates a higher level of resilience.

4. Discussion and Conclusions

The core objective of this study was to develop a methodology to capture community perceptions
of flood hazard risk based on their exposure, susceptibility, and lack of coping capacity, and incorporate
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those perceptions into estimating community resilience. Inspired by the world risk index (WRI),
we have successfully demonstrated that the WRI determinants can be used to explain the difference
between how risk is perceived and the factual picture presented by the objective data. We estimate
objective resilience using actual data related to exposure (dangerous locations), susceptibility (derived
from demographic data), and lack of coping capacity (derived from a combination of census and
landuse data). The two resilience measures, perceived and objective, were combined by adding them
and normalizing the resulting combined resilience. It should be noted that the perceived and objective
parameters were normalized at the unweighted stage that justifies the similar treatment of the two
(perceived and objective). The study should be used as a decision-making tool to enhance the resilience
of communities based on their circumstances.

We used a questionnaire to engage people, but it should be noted that some of the nuances of the
methodology were under development at the time of the survey. The randomly selected respondents
were residents of the City of Brampton, as reflected by their use of the community centre, sports centre,
the church and the restaurant used as survey locations. We acknowledge the small sample size of
100 participants that may have led to a rather underwhelmingly visual difference in the perceived
and objective resilience measures. The reason for that to happen could be the fact that a small sample
from each survey site was used to represent an entire region determined by the Thiessen polygon
method. Furthermore, with a limited representation of the community in the study area, the perceived
data estimates are bound to have uncertainties that can be addressed with extensive survey data.
The determination of the buffer zones for different exposure variables was made by treating the
variables such as highways and rivers in a similar manner. However, this aspect needs to be improved
by allowing different buffer zones for various variables.

In summary, this research makes a reasonable preliminary attempt toward achieving a better
representative measure of the resilience of a community in the context of disasters and emergencies.
Future research is recommended for examining current disaster mitigation policies in Ontario, engaging
representative communities to capture their perceptions, and looking at how specific changes can be
made in those policies to improve their relevance and outcome for a diverse population. Solutions to
disaster risk reduction and preparedness strategies lie in meaningful consultation with stakeholders,
no matter how insignificant some may seem. We recommend future research to refine the methodology
along with its various aspects presented here. The approach should also be user-friendly for a broader
application. In Canada, the most frequent hazard, flooding, and other disasters are managed by the
local authorities first; the province assists if local capacities prove to be insufficient; and eventually,
the federal government helps if the consequences are too severe. In many cases, the federal help arrives
when it is too late due to unclear guidance, inconsistent messaging, political and ideological differences
among actors, and conflicting priorities. There is a need, now more than ever before, to develop a
national strategy for resilience to all disasters to enable an environment of swift impact assessment of
events and allocation of resources across the nation.
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Appendix A List of Data Sources

Data Source

Exposure

Highways
DMTI Spatial, 2015
http://geo.scholarsportal.info/#r/details/_uri@=2347499980

Rail Lines Ontario Ministry of Natural Resources, 2012

Industrial Sites
Canada, Federal Government Open Data Program, created by request,
2016

GTA Pipes, Transmission Lines DMTI Spatial, 2014
Slope and DEM DMTI Spatial, 2015 (retired)
Major Rivers Provided by Toronto and Region Conservation Authority
Susceptibility

Home Ownership Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Age of Construction Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Language Skills Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Employment Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Age Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Disability Statistics Canada, by request, 2017

Property Value
online real estate listings (ReMax), geocoded by address in ArcGIS
Online

Coping Capacity

GTA Fires Stations http://geo.scholarsportal.info/#r/details/_uri@=3739967620
GTA Police Stations http://geo.scholarsportal.info/#r/details/_uri@=3739967620
GTA Hospitals http://geo.scholarsportal.info/#r/details/_uri@=3570906326

Ambulance Stations
Addresses gathered from publicly available information at municipal
websites, Wikipedia, and Google; geocoded using ArcGIS Online

Income Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Education Statscan, 2011 census data via http://dc1.chass.utoronto.ca/census/
Miscellaneous

Watercourses Ontario Ministry of Natural Resources, 2011
Watersheds Ontario Ministry of Natural Resources, 2011

Dissemination Areas
University of Toronto Census Analyzer
http://dc1.chass.utoronto.ca/census/

Land Use
DMTI Spatial, 2014 http://geo.scholarsportal.info/#r/details/_uri@
=2785150059$DMTI_2014_CanMapRL_Topo_LUR_ALL_PROV

Census Tracts
University of Toronto Census Analyzer http://dc1.chass.utoronto.ca/cgi-
bin/census/2011nhs/displayCensus.cgi?year=2011&geo=ct

GTA Municipalities
DMTI Spatial, 2014 http://geo.scholarsportal.info/#r/details/_uri@
=4044335176$DMTI_2014_CanMapRL_Streets_MUN_ALL_PROV

Education
DMTI Spatial, 2015
http://geo.scholarsportal.info/#r/details/_uri@=4062179246
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Abstract: In recent years, complexities related to a variety of sustainable development criteria
and several preferences of stakeholders have caused a serious challenge for selecting the more
desirable urban water strategy within watershed. In addition, stakeholders might have several risk
attitudes depending on the number of criteria satisfied by water strategies. Accordingly, a risk-based
consensus-based group decision-support system model is proposed for choosing the more desirable
water strategy, using the external modified ordered weighted averaging (EMOWA) and internal
modified ordered weighted averaging (IMOWA) operators. The operators calculate the scores of
strategies in several risk-taking attitudes of group decision-making, considering the sustainable
development criteria. Additionally, the consensus-seeking phase is considered using a risk-based
weighted Minkowski’s method. This model is successfully implemented for the Kashafroud urban
watershed in Iran, for selecting the more desirable urban water strategy in 2040. Accordingly,
in the completely risk-averse viewpoint, the stakeholders select the combined supply-demand
management strategy satisfying all of the criteria. In contrast, in the completely risk-prone standpoint,
the stakeholders choose the demand management strategy satisfying at least one criterion. Developing
the risk-based consensus-based group decision-support system model is suggested for integrated
urban watershed management for selecting the more desirable strategy, satisfying the sustainable
development criteria.

Keywords: integrated urban watershed management; group decision-support system; risk analysis;
group consensus; Kashafroud watershed

1. Introduction

According to the recent reports published by United Nations, the population of the world has
been estimated at 7.7 billion people in 2019 and projected to continue its increasing trend to around
8.5 billion in 2030, 9.7 billion in 2050, and 10.9 billion in 2100 [1]. Furthermore, it is predicted that most
of the world population will live in urban regions rather than rural areas. The growth of the urban
population faces some challenges, including unsuitable urban planning and management, insufficient
public services, social and cultural anomalies, economic problems associated with urban poverty,
environmental contamination, and supplying secure and sustainable water [1,2].

Amongst the aforementioned urban challenges, the water supply is one of the most serious.
Concerning water supply, water withdrawal from renewable resources, water transfer, treatment of
wastewater, water allocation for several demands, satisfying security and sustainability, and consensus-
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seeking among urban stakeholders with different preferences are the main issues [2,3]. Therefore,
the water supply issues should be met by implementing desirable water strategies, which consider
multiple sustainable development criteria [4]. Additionally, the several preferences of multiple
stakeholders regarding the relevant water demands should be satisfied and group consensus could
be achieved [5]. Accordingly, Parkinson et al. have presented the integrated urban watershed
management (IUWM) approach, which has been developed for better management of water and
wastewater strategies in an urban setting [6].

One of the most complicated challenges for implementing IUWM is increasing the variety
of sustainable development objectives, including water resources sustainability, environmental
sustainability, socio-economic sustainability, and the related criteria [4,7]. This has led to a serious
problem for selecting the more desirable urban water strategy, by which the sustainable development
objectives and the important relevant criteria should be satisfied, in addition to achieving the group
consensus among the stakeholders. Accordingly, implementing IUWM requires evaluation of the
water strategies for supplying the urban demands, while considering the sustainable development
criteria and the final group agreement [8,9].

The other significant challenge for implementing IUWM is related to the variety of risk-taking
attitudes of stakeholders’ groups [10]. The risk-taking attitudes represent the number of criteria that
should be satisfied by the urban water strategies [11,12]. The risk-taking cases, which are identified
by the risk-taking degrees, are expressed by some linguistic phrases such as “selecting the more
desirable strategy for satisfying all criteria” in the completely risk-averse viewpoint, “selecting the
more desirable strategy for satisfying at least one criterion” in the completely risk-prone standpoint,
and the other cases between these two limits [13,14].

In order to take on the aforementioned challenges, an appropriate model for IUWM should be
developed to consider the sustainable development objectives, risk-taking attitudes of stakeholders,
and a final group consensus in evaluation of urban water strategies. Simonovic and Bender analyzed the
collaborative planning-support system (CPSS) model, as the subset of the decision-support system (DSS)
model, which considers all relevant aspects of sustainable water resources planning and management,
especially in the process of criteria selection [15]. In the group decision support system (GDSS)
approach, the main three issues, such as selection of criteria, generation of alternatives, and evaluation
of alternatives based on the criteria are considered based on the balancing and reinforcing aspects for
better decision analysis [16–18]. Accordingly, developing a group decision-support system (GDSS)
model within an urban watershed needs to analyze a multiple criteria decision-making (MCDM)
process, in which the final criteria and water strategies are selected, the strategies are evaluated with
respect to the criteria, and the water strategies are ranked for several risk-taking cases.

For analyzing the MCDM process in a GDSS model, a large variety of methodologies have
been utilized, of which the most frequently used methods have been well demonstrated in the
literature [19]. The most important methods are classified into four categories, including: scoring
methods [20], distance-based methods [20–23], outranking methods [20,24–26], and pair-wise
comparisons methods [27,28]. The differences between these methods are related to their strategies for
solving MCDM problems.

For risk analysis in the MCDM process, some of the risk-based methodologies have been utilized.
The most commonly used method is using the family of the ordered weighted averaging (OWA)
operator, which considers the risk analysis in the decision-making process [4,8,9]. The OWA family
includes a group of operators with several properties. In this family, the most frequently used
operators are the OWA, induced ordered weighted averaging (IOWA), and hybrid weighted averaging
(HWA). The OWA operator considers only the risk-taking attitudes and disregards the criteria weights.
The IOWA operator considers the risk-taking attitudes and the importance orders of criteria, whereas it
ignores the criteria weights. The HWA operator considers the risk-taking attitudes and criteria weights,
while disregards the stakeholders’ power weights [11,12].
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In recent years, related to the context of urban water management, several studies have been done
based on MCDM methodologies [29–37]. However, in this paper, a risk-based consensus-based GDSS
model is developed for IUWM within the study area of an urban watershed. Accordingly, the following
improvements are performed in this study that are distinctive comparing to similar works in IUWM:

• Developing a comprehensive GDSS model for IUWM based on group risk considerations and
group consensus measuring.

• Improving the OWA operator properties, considering the risk-taking attitudes of decision-making,
importance degrees of criteria, and the stakeholders’ power weights simultaneously.

• Considering the two types of aggregation, including the external modified ordered weighted
averaging (EMOWA) and the internal modified ordered weighted averaging (IMOWA),
for selecting the more desirable urban water strategy in several risk-taking attitudes of stakeholders.

• Selecting final criteria for the MCDM process by use of a risk-based group consensus method.
• Seeking group consensus among stakeholders during the GDSS process by use of a risk-based

weighted Minkowski’s method.

Accordingly, in order for sustainable water resources management, this research makes the
connection between the outputs of watershed modeling and the inputs of a GDSS model for analyzing
the risk-based MCDM process. This paper can be used to select the most effective sustainable
development criteria of watershed by the stakeholders of the watershed. Additionally, it can assist
water scientists and analysts of water resources management to analyze the several impacts of
implementing water strategies on the selected sustainable development criteria. Furthermore, it can
help all stakeholders to identify the conditions of watershed including several demands, probable
water supply resources, and the related impacts on the criteria, which result in better decision making
for a sustainable watershed. Ultimately, this study leads to a collaborative group consensus among
stakeholders and, consequently, facilitates integrated watershed management.

This paper is organized as follows: Section 2 proposes the flow diagram and explains the
complete analysis of the risk-based consensus-based GDSS model for the urban watershed. In addition,
this section introduces the study area of the urban watershed, the criteria, the urban water strategies,
and the participating stakeholders in the decision-making process. The methodology is also applied
for IUWM of the study area. In Section 3, the results, including the scores of urban water strategies,
the group consensus measurements, and the final ranking of strategies, are obtained in several
risk-taking cases. Section 4 discusses the results and effects of several risk-taking cases on the scores
and ranking of the strategies. Finally, Section 5 concludes this paper and proposes future research.

2. Materials and Methods

2.1. Overview of the Methodology

In watershed planning and management, especially for IUWM, the stakeholders have several
opinions about the importance degrees of sustainable development criteria. Accordingly, the final
most effective criteria should be selected based on stakeholders’ group consensus. Additionally,
the several water strategies, which are classified in three categories of supply management, demand
management, and combined supply-demand management, should be evaluated with respect to the
selected criteria. The impacts of watershed modeling outputs related to each water strategy on each
criterion is considered as the evaluation value of that corresponding strategy with regard to that
corresponding criteria. Therefore, the evaluation values of water strategies should enter to the MCDM
process of the GDSS model as its inputs for analyzing the model.

In order to analyze the GDSS model based on the risk-taking considerations of the group of
stakeholders and group consensus, the risk-based consensus-based GDSS model is developed for
urban watershed management in this study. In the risk analysis, a type of OWA operator is proposed
to improve the properties of the OWA, IOWA, and HWA operators. Therefore, the stakeholders
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can evaluate the water strategies with respect to the selected criteria and rank the strategies in each
risk-taking attitude of the group. Indeed, each stakeholder and the group of stakeholders can determine
that, in each risk-taking case, which water strategy is more desirable and how many criteria are satisfied
by that strategy. By using a risk-based weighted Minkowski’s method, the stakeholders’ group
consensus is controlled, and the level of group consensus is determined in each risk-taking case. If the
final group agreement is reached, the GDSS process is terminated; otherwise, the threshold level of
agreement is reconsidered, or the iterated GDSS process continues based on evaluating other water
strategies until the final agreement is achieved.

2.1.1. The Proposed Risk-Based Consensus-Based GDSS Process

The proposed flow diagram of the risk-based consensus-based GDSS process for the IUWM
is represented in Figure 1, which includes the six phases of identification and selection, weighting,
evaluation, aggregation and risk analysis, consensus-seeking, and ranking:

Figure 1. Proposed risk-based consensus-based group decision support system (GDSS) process for the
integrated urban water management (IUWM). MOWA: modified ordered weighted averaging.
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In the process, first, m′ initial water strategies are scored by each of the p stakeholders. Additionally,
n′ initial criteria are weighted by each of the p stakeholders. Accordingly, C′ =

{
C′1, . . . , C′i′ , . . . , C′n′

}
is assumed as the set of initial criteria; S′ =

{
S′1, . . . , S′j′ , . . . , S′m′

}
is considered as the set of initial

feasible strategies; and Sth. =
{
Sth.1, . . . , Sth.k, . . . , Sth.p

}
is the set of stakeholders. After selection

of final strategies and criteria, m final strategies are evaluated with regard to n final criteria by
each of the p stakeholders. For convenience, C = {C1, . . . , Ci, . . . , Cn} is assumed as the set of final
criteria, and S =

{
S1, . . . , Sj, . . . , Sm

}
is considered as the set of final feasible strategies. Additionally,

λ =
(
λ1,λ2, . . . ,λp

)T
is the vector of the stakeholders’ power weights, where λk ≥ 0. In addition,

w(k) =
(
w(k)

1 , w(k)
2 , . . . , w(k)

n

)T
is the vector of criteria weights in the kth stakeholder’s viewpoint

(w(k)
i ≥ 0 ,

∑n
i=1 w(k)

i = 1 , k = 1, 2, . . . , p).

2.1.2. Identification and Selection Phase

In Steps 1 and 2 of the proposed process (Figure 1), the stakeholders are identified to select
final sustainable development criteria and choose final water strategies based on the stakeholders’
group consensus.

In order to select the final appropriate criteria from a large number of criteria, first the
Delphi methodology is used to extract the initial criteria from the large number of sustainable
development criteria by obtaining the opinions of stakeholders through a survey process [15,38,39].
After that, considering the watershed facts comprises meteorological, hydrological, and hydrogeological
characteristics of the watershed, priorities of the watershed, and concepts of sustainable development
criteria, all stakeholders are asked about the relevant preferences of the initial criteria. The final
sustainable development criteria are selected from the set of initial criteria based on the primitive
consensus-based weighted Minkowski’s method using Equation (1):

Consensus(G)
(
C′i′
)
= 1−

⎧⎪⎪⎨⎪⎪⎩
p∑

k=1

{
λk ×

∣∣∣∣w′(G)
i′ −w′(k)i′

∣∣∣∣2}
⎫⎪⎪⎬⎪⎪⎭

1
2

, i′ = 1, 2, . . . , n′ (1)

where λk is each stakeholder’s final power weight. The power weight is determined primarily by
the linguistic variable followed by defuzzifying the equivalent fuzzy number and obtaining each
stakeholder’s final power weight. w′(k)i′ and w′(G)

i′ denote the preference values of the i′th initial
sustainable criteria based on the kth stakeholder’s viewpoint and group viewpoint, respectively,
where w′(k)i′ is determined like the stakeholders’ final power weights, and w′(G)

i′ =
∑p

k=1 λk ×w′(k)i′ .

In addition, Consensus(G)
(
C′i′
)

is the consensus measurement for the i′th initial criteria. According to
the group consensus-seeking literature, a threshold level of agreement (TLA) is determined by group
of stakeholders to control the final agreement level between the individual stakeholders’ viewpoints
and the overall group opinion related to the initial criteria. The criteria that satisfy the condition of
Consensus(G)

(
C′i′
)
≥ TLA are selected as the final sustainable water criteria and considered as the inputs

of the risk-based GDSS model.
Regarding the generate water strategies in the group decision-making process, the design theory

has been widely accepted, as it is one of the most frequently used methodologies [16,40]. Accordingly,
the C-K theory (concepts–knowledge) has been considered as a generative process that allows
stakeholders to describe and analyze innovative design processes for generating strategies [41,42].
For operationalizing the C-K theory, the method of K-C-P (knowledge-concepts-proposals) has been
proposed to manage the GDSS design process, in which multiple stakeholders could be included [43].

In this study, all details about watershed conditions, including meteorological, hydrological,
and hydrogeological characteristics of watershed, water resources, water demands, and properties
of sustainable development criteria, are provided for stakeholders within the questionnaire during
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the survey process [16]. Post-survey, all stakeholders are asked to comment about the initial water
strategies. The final water strategies are chosen from the set of initial strategies according to the
primitive consensus-based weighted Minkowski’s method using Equation (2):

Consensus(G)
(
S′j′
)
= 1−

⎧⎪⎪⎨⎪⎪⎩
p∑

k=1

{
λk ×

∣∣∣∣a(G)
j′ − a(k)j′

∣∣∣∣2}
⎫⎪⎪⎬⎪⎪⎭

1
2

, j′ = 1, 2, . . . , m′ (2)

where a(k)j′ and a(G)
j′ represent the preference values of the j′th initial water strategy based on the kth

stakeholder’s viewpoint and the group viewpoint, respectively, where a(k)j′ is determined like the

stakeholders’ final power weights, and a(G)
j′ =

∑p
k=1 λk × a(k)j′ . In addition, Consensus(G)

(
S′j′
)

is the

consensus measurement for the j′th initial water strategy. According to the group consensus-seeking

literature, the strategies that satisfy the condition of Consensus(G)
(
S′j′
)
≥ TLA are chosen as the final

water strategies and considered as the inputs of the risk-based GDSS model. The other strategies are not
chosen but have the chance to be reconsidered in the iterative process of the GDSS model. Additionally,
these strategies could be analyzed in the K-C-P methodology for generating new strategies.

2.1.3. Weighting Phase

Regarding Step 3, the criteria weights are determined. In the MCDM problems, several
methods have been applied for calculating criteria weights [38,44]. One of the most commonly
used methodologies is the entropy method, which represents the dispersion of a criterion in evaluations
of strategy [39,45]. In this study, the entropy method is utilized to calculate the entropy weight of each
criterion by using Equation (3):

u(k)
i =

1 + K
∑m

j=1

{
a(k)i j × log

(
a(k)i j

)}
∑n

i=1

{
1 + K

∑m
j=1

{
a(k)i j × log

(
a(k)i j

)}} (3)

where K = 1/ log(n) is a constant value, n and m are the numbers of final criteria and final strategies,
respectively, and a(k)i j is the normalized value of a(k)i j . a(k)i j represents the evaluation value of the jth

strategy with respect to the ith criterion based on the kth stakeholder’s viewpoint. u(k)
i is the entropy

weight of the ith criterion in the kth stakeholder’s viewpoint.
In this paper, in addition to the entropy weight of each criterion as an objective weight, the linguistic

importance degree of each criterion is also considered as a subjective weight, which represents the
stakeholders’ preferences related to that corresponding criterion.

In order to express the stakeholders’ viewpoints, some of the methodologies have been proposed
based on the fuzzy set theory and fuzzy logic [46]. In water resources management problems, the three
types of response, such as crisp response, linguistic fuzzy response, and conditional fuzzy response,
could be utilized for analyzing input values [47].

In this study, the linguistic fuzzy response is used for determining the importance degrees of
criteria, which utilizes fuzzy membership functions and concludes accurate outputs [48]. Accordingly,
each stakeholder determines the importance degree of each criterion by using one of the linguistic
members from the set of S = (No importance, Very low importance, Low importance, Slightly
low importance, Moderate importance, Slightly high importance, High importance, Very high
importance, Perfect importance) [49,50]. The linguistic importance degrees of criteria are fuzzified
by the trapezoidal-triangular fuzzy membership functions [51,52]. The trapezoidal-triangular fuzzy
membership functions, which are used for importance degrees of criteria and the stakeholders’ power
weights, are represented in Figure 2:

152



Water 2020, 12, 1305

 
Figure 2. Trapezoidal-triangular fuzzy membership functions of linguistic variables. No importance
(NI), very low importance (VLI), low importance (LI), slightly low importance (SLI), moderate
importance (MI), slightly high importance (SHI), high importance (HI), very high importance (VHI),
and perfect importance (PI).

The fuzzified variables are defuzzified by using the centroid method [51,53,54]. Accordingly,
the defuzzified importance degree of each criterion (subjective weight) is determined using Equation (4):

ẃ(k)
i =

∫
μ
(
ẃ(k)

i

)
× ẃ(k)

i × d
(
ẃ(k)

i

)
∫
μ
(
ẃ(k)

i

)
× d

(
ẃ(k)

i

) , i = 1, . . . , n ; k = 1, . . . , p (4)

where ẃ(k)
i is the defuzzified importance degree of the ith criterion in the kth stakeholder’s viewpoint.

μ
(
ẃ(k)

i

)
is the trapezoidal-triangular fuzzy membership function of ẃ(k)

i .

The linguistic variables and the defuzzified values are presented in Table 1.

Table 1. Linguistic variables and the equivalent fuzzy interval and defuzzified values [51].

Linguistic Variable Fuzzy Numbers Defuzzified Value

No importance (NI) (0.00, 0.00, 0.00, 0.01) 0.001
Very low importance (VLI) (0.00, 0.00, 0.00, 0.20) 0.063

Low importance (LI) (0.00, 0.10, 0.00, 0.20) 0.106
Slightly low importance (SLI) (0.20, 0.20, 0.20, 0.20) 0.200
Moderately importance (MI) (0.50, 0.50, 0.20, 0.20) 0.500

Slightly high importance (SHI) (0.80, 0.80, 0.20, 0.20) 0.800
High importance (HI) (0.90, 1.00, 0.20, 0.00) 0.894

Very high importance (VHI) (1.00, 1.00, 0.20, 0.00) 0.937
Perfect importance (PI) (1.00, 1.00, 0.01, 0.00) 1.000

The final weight of the ith criterion in the kth stakeholder’s viewpoint is determined by using
Equation (5):

w(k)
i =

ẃ(k)
i × u(k)

i∑n
i=1 ẃ(k)

i × u(k)
i

(5)

Like the process illustrated for determination of the subjective weight for each criterion, the final
power weight for each stakeholder (λk) is also determined using Equation (6):

153



Water 2020, 12, 1305

λk =

∫
μ(λk)× λk × d(λk)∫
μ(λk) × d(λk)

, i = 1, . . . , n ; k = 1, . . . , p (6)

2.1.4. Evaluation Phase

Regarding Step 5, a decision matrix is formed for each stakeholder, in which m strategies are
evaluated with regard to n criteria. Each element of decision matrix (a(k)i j ) represents the evaluation
value of the jth strategy with regard to the ith criterion based on the kth stakeholder’s viewpoint.

The stakeholders’ decision matrices are then normalized by using the first type of linear
normalization method, which is applicable for both the positive and negative criteria based on
Equations (7) and (8), respectively [55]. a(k)i j is the normalized evaluation value of a(k)i j :

a(k)i j =
a(k)i j

a(k)∗i

where a(k)∗i = maxj

{
a(k)i j

}
(7)

a(k)i j =
a(k)∼i

a(k)i j

where a(k)∼i = minj

{
a(k)i j

}
(8)

2.1.5. Aggregation and Risk Analysis Phase

In GDSS for watershed management, a group of stakeholders have several risk-taking attitudes
towards decision-making, which are expressed by linguistic phrases such as “selecting the more
desirable water strategy based on satisfying all of criteria” in the completely risk-averse (completely
conservative or completely pessimistic) viewpoint and “selecting the more desirable water strategy
based on satisfying at least one criterion” in the completely risk-prone (completely nonconservative or
completely optimistic) standpoint. In addition, the other risk-taking attitudes such as “most of, many of,
half of, some of, and a few of” are applied between these two cases [13,56]. Accordingly, the risk-
taking degree of θ has been assigned for each of the risk-taking cases [57,58]. Several risk-taking cases,
equivalent linguistic phrases, and the relevant risk-taking degrees are presented in Table 2.

Table 2. Risk-taking cases, equivalent linguistic phrases, and relevant risk-taking degrees [58].

Risk-Taking Case Equivalent Linguistic Phrase Risk-Taking Degree (θ)

Completely risk-averse Satisfies all of the criteria 0.001
Risk-averse Satisfies most of the criteria 0.091

Fairly risk-averse Satisfies many of the criteria 0.333
Neutral risk Satisfies half of the criteria 0.500

Fairly risk-prone Satisfies some of the criteria 0.667
Risk-prone Satisfies few of the criteria 0.909

Completely risk-prone Satisfies at least one criterion 0.999

Regarding Step 7, for each risk-taking case, a corresponding risk-based order weights vector of
v = (v1, v2, . . . , vn)

T, vi ≥ 0,
∑n

i=1 vi = 1 is determined. The order weights are determined for several
risk cases and the relevant risk-taking degrees of θ based on the regular increasing monotone (RIM)
fuzzy linguistic quantifier and using Equation (9) [13,56,58,59]:

vi =
( i

n

)( 1
θ )−1
−
( i− 1

n

)( 1
θ )−1

, i = 1, 2, . . . , n (9)
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2.1.6. External Aggregation

In the external aggregation, the order weights vector for each risk-taking case is utilized to
calculate the scores of water strategies in each stakeholder’s opinion. In order to complete Step 8,
an n-dimensional function of F : In → J is used for a weighted normalized matrix related to each
stakeholder for aggregating its evaluation values within the first aggregation. In this function, I denotes
the set of evaluation values of each strategy, and J represents the corresponding score.

Therefore, according to the external risk analysis through the EMOWA operator, the evaluation
values of each strategy associated with each stakeholder are aggregated to calculate the score of that
corresponding strategy in several risk-taking cases using Equation (10):

F(k)
EMOWA

(
w(k)

1 a(k)1 j , . . . , w(k)
n a(k)nj

)(
Sj
)
=

n∑
i=1

⎧⎪⎪⎨⎪⎪⎩
⎧⎪⎪⎨⎪⎪⎩
( i

n

)( 1
θ )−1
−
( i− 1

n

)( 1
θ )−1

⎫⎪⎪⎬⎪⎪⎭× b(k)i

⎫⎪⎪⎬⎪⎪⎭ (10)

where v = (v1, v2, . . . , vn)
T is the risk-based order weights vector associated with n criteria, for which

vi ≥ 0 ,
∑n

i=1 vi = 1. Additionally, b(k)i is the ith largest value of the
(
w(k)

1 a(k)1 j , w(k)
2 a(k)2 j , . . . , w(k)

n a(k)nj

)
vector related to each stakeholder’s weighted normalized evaluation matrix. Finally, F(k)

EMOWA

(
Sj
)

is the
score of the jth strategy from the kth stakeholder’s viewpoint. In Equation (10), the scores of strategies
from each stakeholder’s viewpoint is calculated for several risk-taking cases.

Regarding Step 9, in the second aggregation, a p-dimensional function of FG : Ip → J is applied
to a group of stakeholders for aggregating their scorings related to each strategy. In this function,
I denotes the set of stakeholders’ scorings related to each strategy, and J represents the corresponding
group score.

Therefore, the second aggregation step is accomplished, in which the stakeholders’ scorings
related to each strategy are aggregated to calculate the group score of that corresponding strategy in
several risk-taking cases by using Equation (11):

FG
EMOWA

(
Sj
)
=

p∑
k=1

⎧⎪⎪⎨⎪⎪⎩λk

n∑
i=1

⎧⎪⎪⎨⎪⎪⎩
⎧⎪⎪⎨⎪⎪⎩
( i

n

)( 1
θ )−1
−
( i− 1

n

)( 1
θ )−1

⎫⎪⎪⎬⎪⎪⎭× b(k)i

⎫⎪⎪⎬⎪⎪⎭
⎫⎪⎪⎬⎪⎪⎭ (11)

where λk is the kth stakeholder’s power weight, and FG
EMOWA

(
Sj
)

is the score of the jth strategy from
the viewpoint of the group. In Equation (11), the scores of strategies from the group of stakeholders’
viewpoints is calculated for several risk-taking cases.

2.1.7. Internal Aggregation

In the internal aggregation, the order weights vector for each risk-taking case is directly used
to calculate the scores of water strategies in the group of stakeholders’ viewpoints. Accordingly,
in the one-step aggregation, an n-dimensional function of FG : Ip → J is used for the group weighted
normalized matrix related to the group of stakeholders for aggregating its evaluation values. In this
function, I denotes the set of group evaluation values of each strategy, and J represents the corresponding
group score.

Therefore, with respect to the internal risk analysis performed by the IMOWA operator,
the evaluation values of each strategy associated with the group of stakeholders are aggregated
to calculate the score of that corresponding strategy in several risk-taking cases using Equation (12):

F(G)
IMOWA

(
w(G)

1 a(G)
1 j , . . . , w(G)

n a(G)
nj

)(
Sj
)
=

n∑
i=1

⎧⎪⎪⎨⎪⎪⎩
⎧⎪⎪⎨⎪⎪⎩
( i

n

)( 1
θ )−1
−
( i− 1

n

)( 1
θ )−1

⎫⎪⎪⎬⎪⎪⎭× b(G)
i

⎫⎪⎪⎬⎪⎪⎭ (12)
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where v = (v1, v2, . . . , vn)
T is the risk-based order weights vector related to n criteria, for which

vi ≥ 0 ,
∑n

i=1 vi = 1. Additionally, b(G)
i is the ith largest value of the

(
w(G)

1 a(G)
1 j , w(G)

2 a(G)
2 j , . . . , w(G)

n a(G)
nj

)
vector related to the group weighted normalized evaluation matrix. Finally, F(G)

IMOWA

(
Sj
)

is calculated
as the score of the jth strategy from the group of stakeholders’ viewpoints for several risk-taking cases.

2.1.8. Group Consensus-Seeking Phase

Regarding Step 10 (Figure 1), group consensus should be controlled to confirm that a final
agreement is reached among stakeholders about water strategies. Accordingly, the consensus
measurement for each strategy is calculated in order to control the final agreement amongst stakeholders
associated with all water strategies.

In recent years, various methodologies have been utilized for calculating consensus measurements.
Most of the frequently used methodologies have been classified in the two general approaches [60–65].
The first approach has been developed based on the hard consensus, in which the consensus
measurements are calculated concerning the similarity of individual preferences compared with
the group opinion [5]. Next, this is compared with the threshold level of agreement (TLA) index.
The second approach has been developed according to the soft consensus, in which the individuals
change their opinions collaboratively, until a consensus is reached [66,67].

In this paper, a hard consensus approach is utilized for seeking consensus among stakeholders
for the first implementation of the risk-based GDSS process. After the first implementation, a soft
consensus approach is used in the iterative implementation of the risk-based GDSS process if a final
agreement is not reached. First, the risk-based weighted Minkowski’s method is applied to calculate the
consensus measurements for water strategies. In this study, the Euclidean Minkowski’s distance is used
for calculating the consensus measurement of each strategy, which implies a simple squared weighting
and the related parameter of q equals 2 (q = 2). Regarding the relationship between the Minkowski’s
parameter of q and the risk-taking degree of decision-making [68], the Euclidean Minkowski’s method
minimizes the distance between the individual viewpoints and the group opinion regarding water
strategies leading to a consensus amongst the majority of stakeholders [69]. By using the Euclidean
distance, the score of each water strategy (F(k)

EMOWA

(
Sj
)
, j = 1, 2, . . . , m), determined by individual

stakeholders, is compared with the score of that corresponding strategy, determined by the group of
stakeholders (F(G)

EMOWA

(
Sj
)

or F(G)
IMOWA

(
Sj
)

, j = 1, 2, . . . , m). The consensus measurement for each water
strategy is calculated based on the EMOWA and IMOWA results, using Equations (13) and (14):

Consensus(G)
EMOWA

(
Sj
)
= 1−

⎧⎪⎪⎨⎪⎪⎩
p∑

k=1

λk ×
∣∣∣∣F(G)

EMOWA

(
Sj
)
− F(k)

EMOWA

(
Sj
)∣∣∣∣2
⎫⎪⎪⎬⎪⎪⎭

1
2

, j = 1, 2, . . . , m (13)

Consensus(G)
IMOWA

(
Sj
)
= 1−

⎧⎪⎪⎨⎪⎪⎩
p∑

k=1

λk ×
∣∣∣∣F(G)

IMOWA

(
Sj
)
− F(k)

EMOWA

(
Sj
)∣∣∣∣2
⎫⎪⎪⎬⎪⎪⎭

1
2

, j = 1, 2, . . . , m (14)

where Consensus(G)
EMOWA

(
Sj
)

and Consensus(G)
IMOWA

(
Sj
)

are the consensus measurements for the jth water
strategy, where its score is calculated based on using EMOWA or IMOWA in several risk-taking
cases, respectively.

According to Equations (13) and (14), it is considered that the lower distances between the
individual stakeholders’ viewpoints and the overall group opinion associated with each water strategy
leads to higher consensus measurement for that strategy.

To control the hard consensus in this study, the TLA index is determined as the linguistic
variable of “slightly high” and defuzzified to the corresponding crisp value of 0.800. The consensus
measurements for strategies are compared with the selected TLA. Accordingly, the final agreement
amongst stakeholders is achieved when ∀ j, Consensus(G)

EMOWA

(
Sj
)
≥ TLA for external aggregation or
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∀ j, Consensus(G)
IMOWA

(
Sj
)
≥ TLA for internal aggregation. Otherwise, the risk-based GDSS process is

iterated, and the soft consensus approach is implemented. According to this issue, all stakeholders are
asked about their preferences related to the generation of new strategies, considering the combination
of rejected strategies. The generation of strategies’ process could be modeled by the K-C-P methodology.
The iterative risk-based GDSS process is then implemented based on the evaluation of newly generated
strategies, the combined rejected strategies, and the previously agreed strategies with respect to the
final selected criteria. This process is iterated until a sufficient level of agreement is achieved amongst
all stakeholders.

Ultimately, after a final agreement among all stakeholders, the water strategies are ranked based
on the group scores in the several risk-taking cases.

2.2. Study Area

The study of the risk-based GDSS model is performed on the Kashafroud urban watershed area,
which is located in North-Eastern Iran with a longitude of 58◦20′ up to 60◦08′ and latitude of 35◦40′
up to 36◦03′ (Figure 3). The Kashafroud watershed is one of the largest and the most populated
watersheds in Iran. The mean, minimum, and maximum watershed elevations above sea level are
1846 m, 390 m, and 3302 m, respectively. The watershed has a total area of 1,565,000 ha and a growing
population that is estimated to reach 5,100,000 by 2040 [70]. The total urban water demand is predicted
to reach 490 million cubic meters (MCM) by 2040. This watershed has a cold and arid climatic, and the
mean annual precipitation is less than 250 mm [71].

 
Figure 3. Location of the Kashafroud watershed in North-Eastern Iran.

In recent years, the Kashafroud urban watershed has encountered challenges, including an
increase in the variety of water demands, quantitative and qualitative degradation of water resources,
and relevant conflicts among stakeholders [72,73]. In efforts to resolve the challenges, the integrated
water resources management (IWRM) approach for the Kashafroud watershed was proposed by the
Iran Ministry of Energy in 2010. Since 2015, the IWRM project for this watershed has been analyzed
based on the MODSIM modeling by common collaboration between the ToossAb Water Engineering
Consultant Company and Iran Water Resources Management Company. The summary of the average
40-year long-term hydrological and hydrogeological budget entail results from comprehensive studies
performed for this project, including the meteorological and climatic, hydrologic, hydrogeologic,
and socio-economic issues [74–77] (see Appendix A, Table A1). Additionally, for several urban,
agricultural, industrial, and environmental water demands of the Kashafroud watershed, the current
water consumptions have been specified, and the water demands of 2040 have been predicted [71,78–80]
(see Appendix A, Table A2).

According to the detailed data obtained from reports and several analysis on the watershed
data, the most competitive water strategies have been modeled by the collaboration of the Iran
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Water Resources Management Company and ToossAb consultant company based on the iterative
calibration-validation process within the MODSIM modeling project [81].

However, a GDSS model should be developed for the Kashafroud watershed based on the IWRM
project data and MODSIM modeling outputs considering the stakeholders’ participation in a group
MCDM process. This study proposes the risk-based GDSS model for evaluating the predefined water
strategies with respect to the criteria while improving the properties of the risk-based operator for
modeling GDSS, analyzing the effects of several risk-taking attitudes of stakeholders based on strategies
ranking, and investigating the stakeholders’ consensus.

2.2.1. Stakeholders

A thorough and extensive study was performed in efforts to analyze the risk-based consensus-based
GDSS process for the Kashafroud watershed. The six most influential stakeholders in the urban
watershed decision-making process, including governmental stakeholders and non-governmental
organizations (NGOs), were selected based on the study. The governmental stakeholders’ members
include experts, deputies, and chief executive officers (CEOs). Details on the six identified stakeholders
and the relevant members for Kashafroud urban watershed are presented in Table 3.

Table 3. List of stakeholders and the relevant members collaborated in the Kashafroud GDSS model.
NGOs: non-governmental organizations.

Stakeholder’s ID Stakeholder’s Name Stakeholder’s Role
Number of
Members

Members’ Roles

Sth.1
The state regional
water company

Regional water
management

authority
9 1 CEO, 2 deputies,

6 experts

Sth.2
The state agricultural

organization
Agricultural
water user 2 1 deputy, 1 expert

Sth.3
The urban water and
wastewater company

Potable urban water
and wastewater user 4 1 CEO, 1 deputy,

2 experts

Sth.4
The state industrial
township company Industrial water user 1 1 CEO

Sth.5
The state

environmental
protection agency

Environmental
water user 2 2 experts

Sth.6
The NGOs as the

representative
of people

Water and
environmental

resources defenders
3

2 faculty members,
1 farmers’

representative

2.2.2. Initial Criteria

In order to qualify the four sustainable development objectives for the Kashafroud watershed,
including water resources sustainability, environmental sustainability, economic sustainability,
and social sustainability, a detailed survey was distributed in the urban watershed to collect viewpoints
from the relevant stakeholder members. The survey was conducted through one-on-one interviews,
collaborative workshop meetings in the presence of all members, and responses from the provided
questionnaires. Fifty-three multiple criteria in the four categories of sustainable development objectives
were reviewed by the stakeholders in the primitive screening process. Considering the watershed
conditions and related priorities, 21 criteria were voted as the initial criteria and are represented in
Table 4. These criteria are defined according to reports provided by the United Nations Educational,
Scientific, and Cultural Organization (UNESCO), International Association of Hydrogeologists, and the
national reports provided by Iran Water Resources Management Company in the IWRM project [82–86].
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Table 4. The initial sustainable development criteria for the Kashafroud watershed [82–85].

Objective Initial Criterion Criterion ID

Water resources sustainability

Water stress C’1

Groundwater dependency C’2

Adjustable protentional of Surface Water Resources C’3

Development of groundwater C’4

Percentage of water supply for agricultural demand C’5

Percentage of water supply for potable urban demand C’6

Percentage of water supply for industrial demand C’7

Percentage of water supply for environmental demand C’8

Renewable water resources per capita C’9

Potable water consumption per capita C’10

Industrial water consumption per capita C’11

Reliability for water supply C’12

Balancing between using surface water and groundwater C’13

Groundwater unsustainability C’14

Surface water dependency on other watersheds C’15

Environmental sustainability Purified sewerage ratio C’16

Economic sustainability
Potable water losses C’17

Benefit per cost ratio C’18

Social sustainability

Conflict resolution amongst water stakeholders C’19

Creating job opportunities C’20

Social equity C’21

The initial criteria were weighted in the final screening process to select the final criteria based on
a group consensus.

2.2.3. Water Strategies

After the investigation of several water strategies by the Ministry of Energy and the watershed
stakeholders, the most competitive urban water strategies were selected by the stakeholders for the
IWRM project to make a decision about choosing the more desirable strategy within the Kashafroud
watershed [81]. Table 5 presents the five final water strategies for the Kashafroud urban watershed
classified by supply management, demand management, and combined supply-demand management.

The main reasons for the selection of these five competitive strategies by the stakeholders include:

• Classification of the strategies within supply management, demand management, and combined
supply-demand management.

• Investigating the effects of Doosti Dam on supplying the several demands, as well as the influences
of substituting other water strategies instead of this project.

• Comparing the supply management and demand management approaches in regard to the several
sustainable development criteria.

• Comparing the role of the two under-studied supply management projects, including the Idelik
inter-basin water transfer and the utilization of purified wastewater on agricultural lands.
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Table 5. The urban water strategies for the Kashafroud watershed by the 2040 vision.

Type of
Strategy

Strategy ID

The Existing
water Resources

The Under-Studying Supply
Management Strategies

The Under-
Studying Demand

Management
Strategies Dependency on

Water Transfer
from Doosti DamWithdrawal from

Existing Dams
and Groundwater

Reservoir

Utilization of
Purified

Wastewater on
Agricultural lands

Idelik Inter-Basin
Water Transfer

Improving Water
Network Efficiency

and Modifying
Cropping Pattern

Supply
management

S1 Yes No No No Yes

S2 Yes No Yes No Yes

S3 Yes Yes No No Yes

Demand
management S4 Yes No No Yes Yes

Combined
supply-demand

management
S5 Yes Yes Yes Yes No

The existing water resources include the Ardak, Kardeh, Torogh, Dolatabad, Chalidarreh, and Esjil
dams, as well as the groundwater reservoir. The under-studying supply management strategies include
the utilization of purified wastewater on agricultural lands and the Idelik inter-basin water transfer.
However, the Idelik project might cause conflicts between the stakeholders of the northern watershed
and the Kashafroud watershed. The multi-criteria effects of this project and utilization of purified
wastewater on agricultural lands are compared for the strategies S2 and S3.

The Doosti Dam is considered as a structural supply management that plays an active role
in supplying water for the Kashafroud watershed. However, this project has high operation and
maintenance costs, and its implementation could lead to dependence on the transboundary river basin.
Therefore, the stakeholders’ approach is to substitute more reliable water strategies instead of the dam
for providing urban water.

The under-studying demand management strategies include improving water network efficiency
and modifying cropping patterns, which are typical for strategies S4 and S5. The difference between
these two strategies is that the strategy S4 is considered as just a demand management approach with
dependency on the Doosti Dam, while the strategy S5 is considered as both a supply and demand
management approach with no dependency on water transfer from the Doosti Dam.

The existing and under-studying strategies of the Kashafroud watershed are shown in Figure 4.

2.2.4. Data Collection

In order to analyze the risk-based GDSS model for selecting the more desirable water strategy,
two types of data were collected. The first type of data is related to the criteria, including the selection
of final criteria and weighting of the final criteria. The second type of data is associated with the
strategies, including the evaluation of strategies with respect to the final criteria.

Accordingly, for collecting the first type of data, a survey questionnaire was prepared, and the
21 members of the six stakeholders were interviewed to capture their viewpoints about the importance
degrees of the initial criteria and the final criteria, using the linguistic answers (no importance, very low
importance, low importance, slightly low importance, moderately importance, slightly high importance,
high importance, very high importance, and perfect importance) (see Appendix B, Table A3)

For collecting the second type of data, the results of the MODSIM modeling project and the data
from the meteorology and climatology, hydrology, hydrogeology, and socio-economic reports [74–77,79],
as well as information from the reports of urban, agricultural, industrial, and environmental water
demands for the Kashafroud watershed, were utilized for evaluation of the water strategies with
respect to the sustainable development criteria (see Appendix A, Tables A1 and A2; see Appendix C,
Table A6).
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Figure 4. Location of Kashafroud in Iran and the existing and the under-studying water strategies.

2.2.5. Final Criteria Selection

Regarding Step 2 of the GDSS model (Figure 1), in order to consider the four sustainable
development objectives for evaluating the five water strategies, the final criteria should be selected from
the initial criteria. The first step in the survey process is an interview with the stakeholders, where the
definitions of the initial criteria are explained. Next, the provided questionnaires are completed by the
21 members of the six stakeholders, in which the linguistic importance degrees of the initial criteria
are assigned (see Appendix B, Table A4). In the end, the members’ viewpoints of each of the six
stakeholder’s community are aggregated. The aggregated results related to the six stakeholders on the
defuzzified weights of the initial criteria and the stakeholders’ defuzzified normalized weights are
presented in Figure 5.

 

Figure 5. Assigned weights for the initial criteria by the stakeholders of the Kashafroud watershed.
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The initial criteria weights are utilized to calculate the relevant group consensus measurements
using Equation (1). The group consensus measurement results of the initial criteria are presented in
Figure 6.

 

Figure 6. The group consensus measurements of the initial criteria for the Kashafroud watershed.

In order to select the final criteria from the 21 initial criteria, the group consensus measurements
that are higher than the determined TLA (TLA = 0.800) are selected as the final criteria. According
to Figure 6, the 10 black-filled criteria of C′1, C′2, C′5, C′9, C′12, C′14, C′16, C′17, C′18, and C′21 have
been selected as the final sustainable development criteria, which are the most preferable criteria in the
group viewpoints for the decision-making process within the watershed. The final selected criteria
that are marked by C1, C2, C3, C4, C5, C6, C7, C8, C9, and C10, are defined in Table 6 [82–85].

Table 6. The final sustainable development criteria for the Kashafroud watershed by the 2040 vision.
TWW is the total water withdrawal (includes urban, agricultural, and industrial and water withdrawal);
TWS is the total water storage; EGW is the exploitation from groundwater; TEWR is the total exploitation
of water resources (TWW + environmental water withdrawal); SAWD is the supplied agricultural
water demand; AWD is the agricultural water demand; SWR is the surface water resources; RGW is the
renewable groundwater resources; P is the population; SPWD is the supplied potable water demand;
PWD is the potable water demand; SIWD is the supplied industrial water demand; IWD is the industrial
water demand; SEWD is the supplied environmental water demand; EWD is the environmental water
demand; GWD is the groundwater discharge; GWR is the groundwater recharge; PS is the purified
sewerage; US and IS are the urban sewerage and industrial sewerage, respectively; and B and C are the
amount of benefit and cost values of the implementation of the water strategies, respectively.

Criterion ID Criterion Definition Data Resource

Water stress C1 TWW/TWS [81,86]
Groundwater dependency C2 EGW/TEWR [71,75,76,78–81]

Percentage of water supply for
agricultural demand C3 SAWD/AWD [78,81]

Renewable water resources per capita C4 (SWR + RGWR)/P [70,81,86]
Reliability for water supply C5 0.25×

(
SAWD
AWD + SPWD

PWD + SIWD
IWD + SEWD

EWD

)
[71,78–81]

Groundwater unsustainability C6 GWD/GWR [81,86]
Purified sewerage ratio C7 PS/(US + IS) [71,79,81]

Potable water losses C8 Percentage of water distribution losses [71]
Benefit per cost ratio C9 B/C [77]

Social equity C10
0.333× (0.970× SAWD

AWD + 1× SPWD
PWD +

0.970× SIWD
IWD

[71,78–81]
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2.2.6. Final Criteria Weights

Following Step 3, each stakeholder determines the importance degree for each selected criterion
using linguistic variables (see Appendix B, Table A5). The linguistic variables are fuzzified and
defuzzified. The defuzzified weights of the criteria in viewpoints of the stakeholders are presented in
Figure 7.

Figure 7. The defuzzified weights of the selected criteria in each individual stakeholder’s viewpoint.

Finally, the criteria are weighted based on the entropy method. According to Step 4, the stakeholders’
power weights are determined by using linguistic variables, which are finally defuzzified. Consequently,
the final criteria weights in the individual stakeholders’ viewpoints are presented in Figure 8.

Figure 8. The final weights of the selected criteria in each individual stakeholder’s viewpoint.

The final criteria weights in the group viewpoint are represented in Figure 9.
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Figure 9. The final weights of the selected criteria in the group viewpoint.

2.2.7. Decision Matrix (Evaluation Matrix)

Regarding Step 5, the decision matrix is formed for evaluating the five water strategies with respect
to the 10 selected sustainable criteria (see Table 6). The decision matrix elements are common among
the six stakeholders. In the decision matrix, each evaluation value is the influence of implementing
each water strategy on each criterion, which is obtained from MODSIM modeling outputs report [81],
the data related to the hydrologic report [75], the hydrogeologic and budget reports [76,86], the socio-
economic report [77], and the several demands reports [71,78–80] (see the data source in Table 6).
Accordingly, the evaluation matrix of the water strategies with respect to the sustainable development
criteria for the Kashafroud watershed is presented in Table 7 (see Appendix C, Table A6).

Table 7. Evaluation matrix of the water strategies with respect to the criteria for the Kashafroud watershed.

Selected Criteria Dimension S1 S2 S3 S4 S5

C1
(−) Nondimensional 0.958 0.973 1.136 0.919 1.012

C2
(−) Nondimensional 0.753 0.742 0.704 0.728 0.742

C3
(+) Nondimensional 0.798 0.818 0.890 0.828 0.869

C4
(+) m3/Person 269.8 269.8 251.9 253.4 245.0

C5
(+) Nondimensional 0.943 0.948 0.966 0.950 0.961

C6
(−) Nondimensional 1.027 1.027 1.133 0.980 1.081

C7
(+) Nondimensional 0.248 0.248 0.555 0.241 0.541

C8
(−) Nondimensional 0.232 0.232 0.232 0.171 0.171

C9
(+) Nondimensional 1.101 1.103 1.081 1.418 0.941

C10
(+) Nondimensional 0.915 0.921 0.944 0.925 0.938

It is noticeable that, in the decision matrix, some of the criteria, including C3 , C4 , C5, C7, C9,
and C10, are positive (C+), and the other criteria, including C1 , C2 , C6, and C8, are negative (C−).

3. Results

3.1. Risk Analysis-Based Scores of the Water Strategies

According to Step 6, the decision matrix is first normalized; then, the weighted normalized decision
matrix is formed for each of the stakeholders. Regarding Step 8, the weighted normalized decision
matrix associated with each stakeholder is applied to implement the external risk analysis-based
aggregation process. The scores of strategies in each stakeholder’s viewpoint are calculated in several
risk-taking cases. The results are presented in Figures 10 and 11 for the two risk-taking cases of
completely risk-averse and completely risk-prone standpoints.
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Figure 10. Scores of the water strategies in each stakeholder’s viewpoint (satisfying all criteria).

Figure 11. Scores of the water strategies in each stakeholder’s viewpoint (satisfying at least one criterion).

Following Step 9, the scores of water strategies in the viewpoint of a group of stakeholders are
calculated based on the two types of EMOWA and IMOWA operators. Figures 12 and 13 represent the
scores of strategies in each group viewpoint in several risk-taking attitudes, based on the EMOWA and
IMOWA operators, respectively:

165



Water 2020, 12, 1305

Figure 12. The external modified ordered weighted averaging (EMOWA) scores of the Kashafroud
water strategies in the group viewpoint for the risk cases.

Figure 13. The internal modified ordered weighted averaging (IMOWA) scores of the Kashafroud
water strategies in the group viewpoint for the risk cases.

3.2. Group Consensus Measurements of the Water Strategies

Regarding Step 10, the consensus measurements of water strategies in the viewpoint of a group of
stakeholders are calculated based on the Euclidean Minkowski’s distance-based method two types of
EMOWA and IMOWA operators. According to the group decision-making amongst the stakeholders
of the Kashafroud watershed, the TLA index is selected as the linguistic variable of “slightly high”,
which equals a numerical value of 0.800. Accordingly, the consensus measurement of each water
strategy is compared with the numerical value of TLA.

Figures 14 and 15 represent the consensus measurements of water strategies in a group viewpoint
in the several risk-taking attitudes, based on the EMOWA and IMOWA operators, respectively. The TLA
of 0.800 is represented by the dashed line.
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Figure 14. The EMOWA group consensus measurements of water strategies in the risk cases.

Figure 15. The IMOWA group consensus measurements of water strategies in the risk cases.

3.3. The Final Ranking of the Water Strategies

Finally, according to Step 11, the watershed strategies are ranked based on the group scores
calculated by the two types of EMOWA and IMOWA operators in the several risk-taking cases, presented
in Table 8. Additionally, the number of criteria that are satisfied in each case are specified [13].

Table 8. The final ranking of water strategies for the Kashafroud watershed in the risk-taking cases.

Type No. 1: EMOWA Operator

Satisfaction of
criteria by
strategies

Satisfies at
least one (1)

criterion

Satisfies
few of (2)

the criteria

Satisfies
some of (3)
the criteria

Satisfies
half of (5)

the criteria

Satisfies
many of (7)
the criteria

Satisfies
most of (9)
the criteria

Satisfies all
of (10) the

criteria

S1 2 3 5 5 5 5 5
S2 3 2 4 4 4 4 4
S3 5 5 3 3 2 2 1
S4 1 1 1 2 3 3 3
S5 4 4 2 1 1 1 2

Type No. 2: IMOWA Operator

Satisfaction of
criteria by
strategies

Satisfies at
least one (1)

criterion

Satisfies
few of (2)

the criteria

Satisfies
some of (3)
the criteria

Satisfies
half of (5)

the criteria

Satisfies
many of (7)
the criteria

Satisfies
most of (9)
the criteria

Satisfies all
of (10) the

criteria

S1 3 3 4 5 5 5 5
S2 4 4 5 4 4 4 4
S3 2 2 2 3 2 2 3
S4 1 1 1 2 3 3 2
S5 5 5 3 1 1 1 1
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4. Discussion

Discussion about the results of the risk-based consensus-based GDSS modeling for the Kashafroud
urban watershed is illustrated in four subjects, including 1—importance degrees of the criteria in
the viewpoints of the group of stakeholders, 2—scores of water strategies in each stakeholder’s
viewpoint and the group of stakeholders’ opinions, 3—group consensus measurements for the
strategies, and 4—final ranking of the water strategies.

According to the results of criteria weights in group viewpoint (Figure 9), the stakeholders’
group assigned the most weight to the criteria C7 and C1, respectively. In the viewpoint of the group,
the priority of the criterion C7 (purified sewerage ratio) in comparison with the other criteria shows
that utilization of purified wastewater for some agricultural demands could reduce its withdrawal
from groundwater resources, which instead be used to supply the increasing urban potable demand.
Additionally, the relative priority of C1 (water stress) emphasizes the importance of a close ratio
between water withdrawal and renewable water resources in a semi-arid climate in order to control
the withdrawal from other water resources. On the other hand, the group of stakeholders assigns the
least weight for the criterion C8 (potable water losses), because the criterion C8 has no significant effect
on water stress in comparison with the other factors.

Regarding the results related to the scores of water strategies in each stakeholder’s viewpoint
(Figures 10 and 11), in the completely risk-averse case, each stakeholder desires to select the strategy that
satisfies all criteria. In this conservative viewpoint, half of the stakeholders choose the strategy S3 as the
more desirable strategy. These stakeholders have the supply management approach with an emphasis
on utilization of purified wastewater for agricultural irrigation and dependency on water transfer from
the Doosti Dam. Vice versa, in the completely risk-prone standpoint, each stakeholder desires to select
the strategy that satisfies at least one criterion. Therefore, in this nonconservative standpoint, half of
the stakeholders choose the strategy S4 as the more desirable strategy. These stakeholders have just
the demand management approach while considering the water transfer from the Doosti Dam. As it
is expected from the risk analysis results, the scores of strategies in each stakeholder’s viewpoint in
the completely risk-prone viewpoint (completely optimistic viewpoint) are greater than the scores in
the completely risk-averse viewpoint (completely pessimistic viewpoint). The completely optimistic
viewpoint emphasizes on a fully positive and fully nonconservative approach of each stakeholder,
while the completely pessimistic standpoint emphasizes on a fully negative and a fully conservative
approach of each stakeholder.

With respect to the results of the group scores of water strategies (Figures 12 and 13), the group
scores of strategies are increased from the completely risk-averse viewpoint to the completely risk-prone
standpoint. Risk-averse cases have a conservative viewpoint and emphasize a pessimistic approach
from stakeholders in the GDSS process, while the risk-prone cases have a nonconservative standpoint
and emphasize an optimistic approach from stakeholders. For several risk-taking cases, the trend of
changes for EMOWA scores is almost the same as the trend of changes for IMOWA scores, except
for the completely risk-averse case. According to the EMOWA results, in the completely risk-averse
viewpoint, strategy S3 is selected as the more desirable strategy by the group. On the other hand,
in the completely risk-averse viewpoint of the IMOWA results, strategy S5 is chosen as the more
desirable strategy by the group. It means that, for the Kashafroud watershed, the completely risk-averse
viewpoint of the EMOWA operator emphasizes a supply management approach with dependency on
water transfer from the Doosti Dam, whereas the completely risk-averse viewpoint of the IMOWA
operator emphasizes a combined supply-demand management approach with no dependency on
water transfer from the Doosti Dam. On the other hand, in accordance with the EMOWA and IMOWA
results, in the completely risk-prone standpoint, strategy S4 is chosen as the more desirable strategy
by the group. For this watershed, the completely risk-prone viewpoint of the EMOWA and IMOWA
operators emphasizes a demand management approach with dependency on the water transfer from
the Doosti Dam.
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Following the results of group consensus measurements (Figures 14 and 15), the consensus
measurements of all water strategies in several risk-taking cases are higher than the selected TLA,
except for the strategy S3 in the completely risk-averse viewpoint (which has a consensus measurement
with a really small distance to the selected TLA of 0.800). Therefore, a final group agreement amongst
the stakeholders was reached. Additionally, according to the results of Figures 14 and 15, it is observed
that the group consensus measurements have an increasing trend from a completely risk-averse
viewpoint to a completely risk-prone standpoint. It is therefore more difficult to achieve group
consensus by satisfying all criteria by the water strategies in the completely risk-averse viewpoint than
accomplishing a group consensus by satisfying just one criterion by the strategies in the completely
risk-prone standpoint. In addition, changing the Minkowski’s parameter of q from 1 to infinity,
the deviation and conflict between the individual and group viewpoints about the water strategies
increased, which caused a decrease of group consensus measurements on strategies. After the
achievement of the group consensus, the final ranking of water strategies can be implemented
to determine the more desirable strategy in several risk-taking cases in both the EMOWA and
IMOWA operators.

Consequently, according to the results of group scores achieved by the EMOWA and IMOWA
operators, the final ranking of water strategies is determined in several risk-taking cases (Table 8).
Regarding the EMOWA results, in the three risk-prone cases, the strategy S4 is selected as the more
desirable water strategy. In the neutral risk and the two risk-averse cases, the strategy S5 is chosen as
the more desirable strategy. Additionally, in the completely risk-averse case, the strategy S3 is selected
as the more desirable strategy. In accordance with the IMOWA results, in the three risk-prone cases,
the strategy S4 is selected as the more desirable water strategy, while, in the neutral risk and the three
risk-averse cases, the strategy S5 is chosen as the more desirable strategy.

5. Conclusions

In modeling the GDSS for effective urban watershed management, there are numerous stakeholders
and beneficiaries with several opinions and preferences that should be used to evaluate water strategies
with respect to sustainable development criteria for selecting the more desirable water strategy.
The stakeholders’ group may have several risk-taking attitudes, each of which risk-taking cases is
related to satisfying the number of criteria by water strategies. The risk-taking attitudes vary from a
completely risk-averse viewpoint to a completely risk-prone standpoint. The completely risk-averse
viewpoint (completely conservative opinion) believes that all criteria should be satisfied by water
strategies, while the completely risk-prone standpoint (completely nonconservative opinion) believes
that at least one criterion can be satisfied by strategies. The other risk-taking attitudes are expressed
between these two limited risk-taking cases. Accordingly, for analyzing the effect of risk-taking cases
on the selection of the more desirable water strategy, the risk-based consensus-based GDSS model
should be developed for effective urban watershed management.

In this research, in order to select the more desirable water strategy for the Kashafroud watershed,
the risk-based EMOWA and IMOWA operators were proposed in the two types of external and
internal aggregations to calculate the group scores of water strategies with respect to the criteria.
These operators consider the importance degrees of criteria, the risk-taking degrees of the stakeholders’
group, and the stakeholders’ power weights simultaneously. Additionally, the group consensus-seeking
process was implemented based on the weighted Minkowski’s method, in which the group consensus
measurements for strategies have been calculated using the squared mean deviation between the
individual and group viewpoints of stakeholders. Finally, the ranking of the water strategies was
determined in several risk-taking attitudes of the group of stakeholders with respect to the EMOWA
and IMOWA scores for the strategies.

Therefore, the proposed methodology, including the main phases of water strategies’ scoring,
group consensus measuring, and the water strategies’ ranking, was successfully developed for the
study area of the Kashafroud watershed. The scoring results related to the EMOWA and IMOWA
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operators represents that the group scores of the water strategies are dependent on the risk-taking
attitudes of the stakeholders within the watershed. Accordingly, for each strategy, the group scores in
the risk-prone cases (at least one, a few, and some of the criteria satisfied by the strategies) are greater
than the group scores in the risk-averse situations (many, most, and all of the criteria satisfied by the
strategies). In addition, the group consensus measuring results shows that the final agreement among
the stakeholders for all strategies was almost fully achieved. According to the findings of each strategy,
the group consensus measurements in the risk-prone cases are greater than the group consensus
measurements in the risk-averse situations. Finally, regarding the ranking results of strategies, for the
risk-averse viewpoint in the EMOWA results, the group of stakeholders has a conservative approach
and tend to select the strategy of S3 as a supply management strategy, which satisfies all sustainable
development criteria, while, in the IMOWA results with the risk-averse viewpoint, the group of
stakeholders tends to choose the strategy of S5 as a combined supply-demand management strategy.
For the risk-prone standpoint in both EMOWA and IMOWA results, the group of stakeholders have
a nonconservative approach and like to select the strategy of S4 as a demand management strategy,
which satisfies at least one sustainable development criteria.

Besides the advantages of the proposed risk-based consensus-based GDSS model in this study,
there are some issues that should be improved in future studies, which include:

• Improving the GDSS model for use of the other input variables in the MCDM process, including
the combination of crisp and linguistic data, as well as fuzzy interval valued data.

• Considering the alternative generation process during the GDSS modeling by use of the design
theory, such as the K-C and K-C-P methodologies.

• Modeling the other probable water strategies such as climate changes strategies; additionally,
changes in the percentage of water supply for the agricultural demand with respect to more
several criteria.

• Resolving probable conflicts among stakeholders within the GDSS model using the game-theoretical
Nash Bargaining solution.

For future studies, it is suggested to develop this proposed risk-based consensus-based GDSS
model for any other watershed management by generating several water strategies based on
the stakeholders’ group consensus, which considers the combination of agricultural, industrial,
and environmental demands and climate changes conditions. Furthermore, a conflict resolution
process among stakeholders within the risk-based consensus-based GDSS process for resolving the
probable conflicts of preferences among the watershed stakeholders should be analyzed. Additionally,
an analysis of the varieties of the Minkowski’s parameter and its effect on the group consensus
measurement should be studied for future research.
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Appendix A

A.1. The Average 40-Year Long-Term Hydrological and Hydrogeological Budget of Kashafroud (1975–2015)

The summary of the results related to the average 40-year long-term hydrological and
hydrogeological budget for the Kashafroud watershed (1975–2015) are presented in Table A1 [74–77].

Table A1. Long-term hydrological and hydrogeological budget of the Kashafroud watershed [74–77].

Hydrological Budget

Mean annual
precipitation (MCM) Mean annual runoff (MCM) Mean annual soil moisture (MCM)

Plain Highland Plain Highland Plain Highland

Evaporation Infiltration Evaporation Infiltration

896 1953 21 342 758 117 1279 332

Hydrogeological Budget

Mean annual groundwater recharge from (MCM) Mean annual groundwater
discharge by (MCM) Mean annual

changes in
reservoir (MCM)Rainfall Surface

runoff Agricultural reversible water
Urban and
Industrial

reversible water
Withdraw Outflow from

aquifer

449 207 181 180 1105 31 −119

A.2. The Estimated Water Consumptions and Predicted Water Demands for Kashafroud by the 2040 Vision

Additionally, for several urban, agricultural, industrial, and environmental water demands of the
Kashafroud watershed, the current water consumptions have been specified, and the water demands
by the 2040 vision have been predicted, which are presented in Table A2 [71,78–80].

Table A2. Water consumptions and water demands for the Kashafroud watershed by 2040 [71,78–80].

Current Water Consumptions

Annual consumptions from surface water resources (MCM) Annual consumptions from groundwater resources (MCM)

Agricultural water Urban water Industrial water Agricultural water Urban water Industrial water

173 173.5 1.5 806 227 32

Predicted Water Demands by the 2040 Vision

Urban demand
(MCM)

Equivalent
Produced

sewerage (MCM)
Agricultural demand (MCM)

Allocable
sewerage for

demand (MCM)

Industrial demand
(MCM)

Equivalent
Produced sewerage

(MCM)

Environmental
water demand

(MCM)

489 382 806 404 90 52 43

Appendix B

B.1. Sample Questionnaire for the Selection of the Final Criteria

(1) Firstly, please overview the definitions of the initial criteria. After that, overview Table A3
containing the sustainable development objectives and the relevant initial criteria. Ultimately, give your
viewpoint about the importance degree of each of the following criteria for the decision-making process and
water resources planning and management in the study area of the Kashafroud urban watershed. (Please
mark √ as a linguistic importance degree for each criterion within just one of the 4th to 12th columns of
the table, according to the name of the criterion and the description of that corresponding criterion.)

• Please note that, in Table A3, the 21 initial criteria (taking into account the sustainability objectives
including water resources sustainability, environmental sustainability, economic sustainability,
and social sustainability) are specified and defined. Choose your priorities so that you can
ultimately choose from all four objectives to be included in the final decision-making process.
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Definitions of criteria:

• C’1: (Urban water withdrawal + Agricultural water withdrawal + Industrial water withdrawal)/
(Total water storage);

• C’2: (Exploitation from groundwater resources) / (Urban water withdrawal + Agricultural water
withdrawal + Industrial water withdrawal + Environmental water withdrawal);

• C’3: (Adjustable water potential from surface water resources—adjusted surface water resources
by hydraulic structures) / (Surface water resources);

• C’4: (Groundwater withdrawal) / (Renewable groundwater resources);
• C’5: (Supplied agricultural water demand) / (Agricultural water demand);
• C’6: (Supplied potable urban water demand) / (Potable urban water demand);
• C’7: (Supplied industrial water demand) / (Industrial water demand);
• C’8: (Supplied environmental water demand) / (Environmental water demand);
• C’9: (Surface water resources + Renewable groundwater resources)/(Population);
• C’10: (Sold urban water to urban water consumer) / (Urban water population);
• C’11: (Industrial water withdrawal) / (Industrial employed population);
• C’12: 0.25 × {(Supplied agricultural water demand) / (Agricultural water demand) + (Supplied

potable urban water demand) / (Potable urban water demand) + (Supplied industrial water
demand) / (Industrial water demand) + (Supplied environmental water demand) / (Environmental
water demand)};

• C’13 (Qualitative): Balancing between the supply and withdrawal from surface water and
groundwater resources;

• C’14: (Groundwater discharge) / (Groundwater recharge);
• C’15: (Entranced surface water + Transferred surface water) / (Surface water resources + Entranced

surface water + Transferred surface water);
• C’16: (Purified sewerage) / (Urban sewerage + Industrial sewerage);
• C’17: (Total urban water withdrawal for water distribution network—sold urban water to urban

water consumer) / (Total urban water withdrawal for water distribution network);
• C’18: (Total benefit of implementation of water strategy) / (Total cost of implementation of water

strategy);
• C’19 (Qualitative): Resolving conflicts among stakeholders in agricultural water, potable water,

industrial water, and environmental water;
• C’20 (Qualitative): Creating job opportunities in agricultural, industrial, and service sectors during

the implementation and operation periods of the strategies; and
• C’21: 0.25 × {0.970 × (Supplied agricultural water demand) / (Agricultural water demand) + 1

× (Supplied potable urban water demand) / (Potable urban water demand) + 0.970 × (Supplied
industrial water demand) / (Industrial water demand)}.
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Table A3. Sample questionnaire for the linguistic importance degrees of the initial criteria.

1 2 3 4 5 6 7 8 9 10 11 12

Objective Criterion Definition
Linguistic Importance Degree

NI VLI LI SLI MI SHI HI VHI PI

Water resources
sustainability

C’1: Water stress

C’2: Groundwater
dependency

C’3: Adjustable
protentional of Surface
Water Resources

C’4: Development of
groundwater

C’5: Percentage of water
supply for
agricultural demand

C’6: Percentage of water
supply for potable
urban demand

C’7: Percentage of water
supply for
industrial demand

C’8: Percentage of water
supply for
environmental demand

C’9: Renewable water
resources per capita

C’10: Potable water
consumption per capita

C’11: Industrial water
consumption per capita

C’12: Reliability for
water supply

C’13: Balancing between
using surface water and
groundwater

C’14: Groundwater
unsustainability

C’15: Surface water
dependency on other
watersheds

Environmental
sustainability

C’16: Purified
sewerage ratio

Economic
sustainability

C’17: Potable
water losses

C’18: Benefit per
cost ratio

Social
sustainability

C’19: Conflict resolution
amongst water
stakeholders

C’20: Creating job
opportunities

C’21: Social equity

NI: no importance, VLI: very low importance, LI: low importance, SLI: slightly low importance, MI:
moderate importance, SHI: slightly high importance, HI: high importance, VHI: very high importance, and PI:
perfect importance.
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B.2. Stakeholders’ Individual Viewpoints about the Importance Degree of the Initial Criteria

Table A4. The linguistic importance degrees of the initial criteria in the individual’s viewpoints.

Member’s ID
Initial Criterion ID

C’1 C’2 C’3 C’4 C’5 C’6 C’7 C’8 C’9 C’10 C’11 C’12 C’13 C’14 C’15 C’16 C’17 C’18 C’19 C’20 C’21

Sth.11 P VH N VH P SH SL H P SH SL P VH P SL VH H SL H H H
Sth.12 P P M VH H SL L L SH SL H M SH P VL M M VH M M SH
Sth.13 P P VL VH M VH VH VH H M VL P VH P SH P P M H SL VH
Sth.14 P VH L VH H VH H H M L SL VH VH P H M SH M L VL H
Sth.15 P P SL H P VH VH SH P VH VH P VH P VH P VH VH VH M P
Sth.16 P VH H VH H VH VH VH P VH VH VH VH P H VH VH H SH M H
Sth.17 VH H SH VH VH VH VH VH P H VH VH VH VH H H H VH SH VH P
Sth.18 P P M VH P VH VH VH VH VH VH P VH P SL P P P VH VH P
Sth.19 P P L VH P L M VL H L M VH VH P H P SL VH SL H VH

Sth.21 P P M VL P SL SL VH L L SL P VH P M P M P H VH P
Sth.22 P P M VL P SL M M P L SH P VH P M P VL VH VH H VH

Sth.31 P P M VH P VH VH M P VH VH P VH P VL P P VH VH H P
Sth.32 P P VH VH P VH VH VH P VH VH P VH P VH P P P VH VH P
Sth.33 P P VL M P VL VH H P VH SH P VH M VH P M VH VH M P
Sth.34 VH H VL M P SH M SL SH H M P VH VH VH SH H M SH H SH

Sth.41 P P M N P SL VL SL P L VH P SL P SH P L P M M P

Sth.51 P H H M M L VH SL VH H VH H M VH H SH SL L M SH M
Sth.52 P SH H VH P VH SH VH H VH SH P VH P SH P P SH H M SH

Sth.61 P P N L VH H VH H P H VH SL VH P SL H N VH VH SL M
Sth.62 P P N L VH H VH H VH H VH M VH P SL VH N P VH SL VH
Sth.63 P P H VH VH M M M VH H M VH M VH SH M SL SL SL H VH

B.3. Sample Questionnaire for Weighting the Final Criteria

(2) Please overview the Table A5 containing the final selected criteria. Give your viewpoint about
the importance degree (linguistic weight) of each of the following criteria for the decision-making
process and water resources planning and management in the study area of the Kashafroud urban
watershed. (Please mark √ as a linguistic importance degree for each criterion within just one of the
4th to 12th columns of the table, according to the name of the criterion and the description of that
corresponding criterion.)

Table A5. Sample questionnaire for the linguistic importance degrees of the final criteria.

1 2 3 4 5 6 7 8 9 10 11 12

Objective Criterion Definition
Linguistic Importance Degree

NI VLI LI SLI MI SHI HI VHI PI

Water resources
sustainability

C’1: Water stress

C’2: Groundwater
dependency

C’5: Percentage of water
supply for agricultural
demand

C’9: Renewable water
resources per capita

C’12: Reliability for
water supply

C’14: Groundwater
unsustainability

Environmental
sustainability

C’16: Purified
sewerage ratio

Economic
sustainability

C’17: Potable
water losses

C’18: Benefit per
cost ratio

Social
sustainability C’21: Social equity
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Appendix C

Determination of the Water Strategies’ Evaluation Values

In order to select the evaluation values of each water strategy with respect to the final sustainable
development criteria for the risk-based GDSS model, the related variables have been extracted from
the relevant IWRM project reports [71,74–77] and MODSIM modeling report [81], which have been
provided by the Iran Water Resources Management Company and ToossAb Water Engineering
Consultant Company and approved by the Iran Ministry of Energy. Indeed, the variables of the GDSS
modeling for the Kashafroud watershed are related to the outputs of the IWRM project and MODSIM
modeling project, which have been already analyzed for this study area.

The input data that should be entered into the MODSIM modeling includes the following:

1. Monthly data for the simulation of the model, including the data of the hydrometric stations
related to the surface water, as well as the data of the aquifer unit hydrograph associated with the
groundwater resources.

2. Monthly evaporation from the reservoir of each dam.
3. Monthly water withdrawal from the aquifer.
4. Monthly existing water consumptions for the base strategy, including urban, agricultural industrial,

and environmental waters.
5. Estimated infiltration fraction (return flow) from urban, agricultural, and industrial consumptions.

Accordingly, the output data that are taken out from the MODSIM modeling includes the simulated
results in hydrometric stations and aquifer unit hydrograph, which are compared with the observed
data, based on an iterative calibration-validation process.

The parameters that are involved in the model calibration include the return water to aquifers
from agricultural, urban, and industrial consumptions, the surface runoff infiltration values into the
groundwater reservoirs, the outflow groundwater, and, if necessary, the efficiency of used water.

Additionally, the model calibration criterion for surface flows is primarily the hydrometric stations
and the water resources budget data of the study area.

In addition, the model calibration criterion for the aquifers and groundwater reservoir is primarily
the unit hydrograph of the aquifer and then the water resources budget data of the study area.

Accordingly, the model calibration is done in two parts: surface water and groundwater. In the
surface water calibration, the output data from the station in the model is compared with the
hydrometric station data within the watershed.

To calibrate and validate the outputs of the groundwater reservoir, it is done by calculating the
changes in groundwater volume from the unit hydrograph of the aquifer. This is implemented for the
modeling period. Then, the changes in the volume of the aquifer are compared with the changes in the
volume of the groundwater reservoir in the simulated model. It should be noted that the calibration
of the surface and groundwater due to the dependence of the parameters on each other should be
performed simultaneously.

Ultimately, in order to determine the evaluation values of each water strategy with respect to each
sustainable development criteria, the related data (see Table 6, Appendix B—Definitions of criteria) are
extracted from the IWRM project reports [70,71,75–80,86], as well as the relevant variables are obtained
from the outputs of the MODSIM modeling project report [81]. Accordingly, the detailed variables
used for calculation of the evaluation values of the five water strategies with respect to the 10 final
selected sustainable development criteria are presented in Table A6:
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Table A6. The detailed variables for the determination of the evaluation matrix of the water strategies.

S1 S2 S3 S4 S5

C1
(488.2+880.3+71.5)

(1503.3)
(488.2+902.3+71.5)

(1503.3)
(488.2+981.9+71.5)

(1356.7)
(437.2+792.7+65.8)

(1410.3)
(437.2+831.7+65.8)

(1319.4)

C2
(1092.45)

(488.2+880.3+71.5+10.9)
(1092.45)

(488.2+902.3+71.5+10.9)
(1092.45)

(488.2+981.9+71.5+10.9)
(951.19)

(437.2+792.7+65.8+10.9)
(999.09)

(437.2+831.7+65.8+10.9)

C3
(880.3)
(1103.4)

(902.3)
(1103.4)

(981.9)
(1103.4)

(792.7)
(956.8)

(831.7)
(956.8)

C4
(1533.8×106)
(5686046)

(1533.8×106)
(5686046)

(1432.2×106)
(5686046)

(1440.8×106)
(5686046)

(1392.9×106)
(5686046)

C5 0.25× (0.798 + 1 + 1 + 0.973) 0.25× (0.818 + 1 + 1 + 0.973) 0.25× (0.890 + 1 + 1 + 0.973) 0.25× (0.828 + 1 + 1 + 0.973) 0.25× (0.869 + 1 + 1 + 0.973)

C6
(1110.95)
(1082)

(1110.95)
(1082)

(1110.95)
(980.4)

(969.69)
(989)

(1017.59)
(941.1)

C7
(105.858)
(426.667)

(105.858)
(426.667)

(236.976)
(426.667)

(94.445)
(391.41)

(211.775)
(391.41)

C8 0.232 0.232 0.232 0.171 0.171

C9 1.101 1.103 1.081 1.418 0.941

C10
0.333×

(0.97× 0.798 + 1× 1 + 0.97× 1)
0.333×

(0.97× 0.818 + 1× 1 + 0.97× 1)
0.333×

(0.97× 0.890 + 1× 1 + 0.97× 1)
0.333×

(0.97× 0.828 + 1× 1 + 0.97× 1)
0.333×

(0.97× 0.869 + 1× 1 + 0.97× 1)
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Abstract: Investigating the impact of climate change on the management of a complex multipurpose
water system is a critical issue. The presented study focuses on different steps of the climate change
impact analysis process: (i) Use of three regional climate models (RCMs), (ii) use of four bias correction
methods (BCMs), (iii) use of three concentration scenarios (CSs), (iv) use of two model averaging
procedures, (v) use of the hydrological model and (vi) use of the system dynamics simulation model
(SDSM). The analyses are performed for a future period, from 2006 to 2055 and the reference period,
from 1971 to 2000. As a case study area, the Lim water system in Serbia (southeast Europe) is used.
The Lim river system consists of four hydraulically connected reservoirs (Uvac, Kokin Brod, Radojnja,
Potpec) with a primary purpose of hydropower generation. The results of the climate change impact
analyses indicate change in the future hydropower generation at the annual level from −3.5% to
+17.9%. The change has a seasonal variation with an increase for the winter season up to +20.3% and
decrease for the summer season up to −33.6%. Furthermore, the study analyzes the uncertainty in the
SDSM outputs introduced by different steps of the modelling process. The most dominant source of
uncertainty in power production is the choice of BCMs (54%), followed by the selection of RCMs
(41%). The least significant source of uncertainty is the choice of CSs (6%). The uncertainty in the
inflows and outflows is equally dominated by the choice of BCM (49%) and RCM (45%).

Keywords: system dynamics; system analysis; complex water system; uncertainty assessment; climate
change; regional climate models; averaging procedures; HEC-HMS; Lim river; Lim water systems

1. Introduction

Water resources management relies on the application of a systems approach to deal with
complex problems [1]. This approach uses a systems analysis in finding solutions for complex water
problems trying to balance between conflicting social, ecological and economic concerns that affect
the decision-making process [2]. This study uses one of the two main techniques of systems analysis
-simulation. In particular, the system dynamics simulation based on the causal, stock and flow
diagraming is implemented. System dynamics simulation is an appropriate approach for the analyses
of interconnecting processes and functional relationships of the water resource system components [3].
Using systems analysis, the water resources professionals are able to define plans, design and define
reservoir operations for complex water systems under present and future climates.

1.1. System Dynamics Simulation Approach for the Climate Change Impacts Assessment

Water resource management is affected by changing climate conditions combined with accelerated
environmental and social changes [4]. An increase in temperature, changes in the precipitation pattern,
an increase in the frequency and magnitude of extreme climatic events and a decrease of the snow
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cover are some of the climate change implications with significant impacts on water resources [5].
The intensification of the hydrological cycle under a changing climate will result in higher flows
during the winter season and lower flows for the summer and autumn months. The demand for
freshwater, water for irrigation, hydropower generation and instream flows to sustain river health
are likely to increase due to a rapid increase in the population. Hence, it is evident that the existing
reservoir operations will need to address the challenges of the imbalance between water supply and
demand [6,7]. The changing climate is therefore expected to affect the management of complex water
resource systems significantly [8]. The implications of climate change on water resource management
will affect the planning and real-time operation stages of water systems [6]. Under the changing
climate, population growth and water technology deployments, the water systems in the planning
stage should explicitly consider the trade-offs between releases from the reservoirs to maintain normal
operational levels, environmental flow, water demand for industry and households, agricultural
irrigation and hydropower generation. For the case of existing reservoirs, the design capacity of
the reservoir storage and hydropower plant (HPP) characteristics need to be re-evaluated together
with the real-time reservoir operations in the changing climate conditions. The revisions may end by
suggesting the use of both, non-structural and structural measures [9]. For example, the addition of a
turbine to an existing power plant due to higher flows in winter is a structural measure, while the
change of reservoir operating rules is considered as a non-structural adaptation measure. The latter
adjusts levels in reservoirs over the winter and spring months, increasing the releases through the
turbines, and consequently increasing the hydropower generation [10]. Applying adaptive real-time
reservoir operation rules and water management policy for the river basins impacted by climate change
can reduce the vulnerability associated with the hydropower generation and should be an effective
non-structural measure capable of responding to changing climate conditions [10].

1.2. System Dynamics Simulation Modelling Processes and Its Uncertainty

Several system dynamics simulation modelling studies have been performed in the past focusing
on the reservoir operations and adaptation measures under the changing climate conditions [9–13].
The climate change impact studies use the following steps to estimate the impacts on the reservoir
system operations: (1) Selection of the global climate model/s (GCMs) and/or regional climate model/s
(RCMs), (2) selection of the concentration scenarios, (3) correction of raw climatic data from the climate
models using bias correction methods (BCMs), (4) application of averaging procedures to combine the
outputs from the climate models, (5) application of the hydrological model to estimate the inflows for
the reservoir system simulation model, (6) development of the system dynamics model and operational
rules to transform available water resources in space and time considering the constraints of the system
and needs of the users.

To close the science-practice gap, it is required to provide a clear understanding of the uncertainty
within the climate change impact analysis processes [4]. The uncertainty associated with future
climate variations and natural hydrologic variability represents a great challenge for the water resource
system management [14]. The reservoir inflows are the most significant contributor of uncertainty to
water resources management. The sources of uncertainty in the reservoir inflows originate in model
parameters and the model structure [14].

Furthermore, inflows can be uncertain due to differences in the space and time distribution
scales [15]. However, the greatest uncertainty in the hydrological outputs under the present and
future climate conditions stems from the uncertainty in the model structure, not the parameters [16].
The significant uncertainty in the inflows, and consequently in the outflows, is associated with the
choice of the climate model, rather than the concentration scenario and choice of the hydrological
model [17,18]. The statistical post-processing tools contribute to the highest level of uncertainty in the
reservoir inflows, propagating it to the hydropower generation [8]. To provide scientifically based
advice to decision-makers, it is highly recommended to use different approaches for each step of the
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climate change impact modelling process. Integrating uncertainties into the decision-making process
of reservoir management can increase the utility of the decision support tools [4].

1.3. The Goals of the Study

This study is carried out for the Lim water system that includes the Lim and Uvac rivers (Serbia,
southeast Europe), Figure 1. The primary purpose of the system is the hydropower generation.
In addition, the Lim water system mitigates adverse hazardous events and improves the downstream
water quality [19]. Variation of the inflows and hydropower generation mostly depend on the climate
conditions. Therefore, the primary goal of the presented study is to assess the climate-related impacts
on the Lim river basin using the simulation model of hydraulically connected reservoirs (Figure 1).

Figure 1. Location of the Lim water system reservoirs (a) together with the longitudinal profile (b).

The assessment of the climate-related impacts on the hydropower generation of the Lim water
system has been performed in [19]. A traditional engineering approach (flow duration analyses
under present and future climates) was used to estimate the impacts of the changing climate on the
hydropower generation [20]. This study extends the World Bank analyses using an approach based on
the system analysis and simulation of climate-related impacts on the Lim water system [1]. It employs
the climate change impact analysis processes and corresponding steps implemented in this study
are illustrated in Figure 2. The impact assessment is obtained by using three RCMs, three CSs, four
BCMs, two averaging techniques, a single hydrological model and system dynamics simulation model
(SDSM). The BCMs transform raw precipitation from the climate models. Subsequently, averaging
procedures are used to identify the processes that contribute to the uncertainty in the SDSM outputs.
Next, the hydrological model is used to convey the climate change signal to the watershed response.
Finally, the SDSM is used to capture the complex system structure and assess the climate change-related
impacts on the outputs of SDSM within the Lim river basin.
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Figure 2. The climate change impact analysis process used in the study.

The goals of the study are therefore multifold: (1) To develop the SDSM and to propose adaptive
operational rules for the existing system reservoirs within the Lim river basin, (2) to assess the impacts
of the changing climate on the SDSM outputs, (3) to quantify the contribution of the uncertainty of
each individual climate change impact analysis steps on the system performance using SDSM.

The rest of the paper is organized as follows. The description of the Lim water system is presented
in Section 2. Section 3 describes the SDSM of the Lim water system alongside the operational rules of
the reservoir system. The methodology for the uncertainty assessment within the different steps of the
impact assessment process is presented in Section 4. The assessment results and their discussion are in
Section 5, while conclusions end the paper in Section 6.

2. Lim Water System

The Lim water system is located in Serbia (southeast Europe) and extends over an area of around
3600 km2. It represents a multipurpose complex system including four hydraulically connected
reservoirs (the Potpec, Uvac, Kokin Brod and Radojnja). The locations of the Lim water system
reservoirs alongside the longitudinal profiles of the Lim and Uvac rivers are depicted in Figure 1.
The Potpec reservoir lies on the Lim river, while the remaining three reservoirs, namely the Uvac, Kokin
Brod and Radojnja, are located on the Uvac river. The Lim and Uvac rivers are part of the international
trans-boundary Drina river system [19]. The Lim river and Uvac river (the biggest tributary of the Lim
river), are respectively 220 km and 115 km long. The specific water yield of the Uvac river is 9.9 l/s/km2,
while the contribution of the Lim river is much greater, ranging from 26.0 l/s/km2 to 43.8 l/s/km2 [21,22].

The primary purpose of the Lim water system is the hydropower generation (Table 1). In addition,
the Lim water system is used for mitigation of floods, and downstream water quality control by
regulation of the outflows over the low-flow season. The management of the Lim water system
depends on the actual volume of water stored in the reservoirs, inflows and energy demand.

Table 1. The characteristics of reservoirs in the Lim water system.

Reservoirs
Year
Built

Drainage
Area
(km2)

Annual
Inflows
(m3/s)

Active
Volume
(106m3)

Maximal
Operational

Level
(m.a.s.l.)

Minimal
Operational

Level
(m.a.s.l.)

Spillway
Capacity

(m3/s)

Spillway
Crest

Elevation
(m.a.s.l.)

Potpec 1967 3605 79.9 19.8 437 423.6 3000 439
Uvac 1979 920 9.5 160 988 940 1050 986
Kokin
Brod 1962 1170 13 209 888 845 1400 885.5

Radojnja 1959 1331 13.5 4.1 815 805 1400 816.2

The concrete gravity dam of the Potpec reservoir is 46 m in height and 215 m in length (Figure 1a).
The power plant has three turbines (51 MW) for power generation with the maximal and minimal
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discharges of 165 m3/s and 18.5 m3/s, respectively. Active storage of the Potpec reservoir is 19.8 × 106 m3.
Three gated spillways are located at the middle part of the dam with the capacity of 3000 m3/s. The Uvac,
Kokin Brod and Radojnja reservoirs are hydraulically connected. They satisfy the demand for the
hydropower generation and provide storage for attenuation of flood waves (Figure 1). The Uvac
reservoir is the second largest reservoir within the Lim water system with active storage of 160 × 106 m3.
The Kokin Brod and Radojnja reservoirs are located on the downstream river section (Figure 1a,b).
The Kokin Brod reservoir has the largest active storage of 209 × 106 m3. Downstream of the Kokin Brod
reservoir is situated the Radojnja reservoir with the active storage of 4.1 × 106 m3. The lateral flow
between the Uvac and Kokin Brod reservoirs is equal to 2.5 m3/s, while the lateral flow which contributes
to the Radojnja reservoirs is 0.5 m3/s. The dams of the Kokin Brod and Radojnja reservoirs are rockfill
dams, while the Uvac dam is an earthfill dam. The dams of the Uvac, Kokin Brod and Radojnja
reservoirs are 110 m, 82 m and 42 m high and 307 m, 1220 m and 361 m long, respectively. The Uvac and
Kokin Brod power plants have turbines with the maximal discharge of 43 m3/s (36 MW) and 36 m3/s
(2 × 10.7 MW), respectively. The Radojnja reservoir is hydraulically connected with diversion-type
turbines at the Bistrica power plant by the 8 km pressure tunnel (Figure 1a,b). The Bistrica power plant
has two turbines (2 × 18 m3/s, 2 × 51.5 MW) and is located at the Lim river nearby the Potpec reservoir.
The pressure tunnel conveys the water from the Uvac river to the Lim river providing a significant
contribution to the total annual flow at the Potpec reservoir (77.6 m3/s). Note that the total annual
inflow of the Radojnja reservoir is equal to 14.4 m3/s. The maximal spillway capacities of the Uvac,
Kokin Brod and Radojnja reservoirs are 1050 m3/s, 1400 m3/s and 1400 m3/s, respectively.

3. System Dynamics Simulation Model of the Lim Water System

3.1. General Approach

The presented climate change impact analysis study organization is shown in Figure 2. Three RCMs
from the EURO-CORDEX initiative are selected [23]: WRF361H (DWD—Deutscher Wetterdienst), RCA4
(SMHI—Swedish Meteorological and Hydrological Institute) and RACMO 22E (Royal Netherlands
Meteorological Institute). The selected RCMs driven by the boundary conditions from GCMs are
illustrated in Figure 2. Climate simulations cover the case study area with the datasets at a high spatial
resolution of 0.11 degrees (~2.5 km). Such RCM resolution is selected since it can reproduce extreme
precipitation behavior. Furthermore, the availability of the simulated climate for the future period under
the RCP 2.6, RCP 4.5 and RCP 8.5 emission trajectories is used. Selected climate options cover a wide
range of future socioeconomic scenarios and projected CS. Furthermore, the EURO-CORDEX collection
also offers climate simulations from many RCMs with different spatial resolutions. For example,
HIRHAM5 and REMO2009, REGCM3 and HadRM3Q16, RACMO2 and RCA provide the simulated
precipitation and temperature with spatial resolutions of 12.5 km2, 25 km2, and 50 km2, respectively.

Then, BCMs are applied to statistically correct climate model outputs. Selected BCMs include
empirical quantile mapping—EQM [24], gamma quantile mapping—GQM [25], gamma-Pareto quantile
mapping—GPQM [13] and constant scaling—CS [26]. Next, the averaging methods are used to estimate
average climate signals from multiple RCMs and BCMs. The simple model averaging [27] is introduced
to analyze uncertainty in the climate models, statistical post-processing tools and concentration
scenarios (CSs). The Bates-Granger averaging [28] is used to form the median of the ensemble using
the weighted realizations from each RCM and BCM. Using the averaging procedures, a set of climate
scenarios are formed. Then, the hydrological modelling system (HEC-HMS) version 4.2.1 is used
to derive a watershed response under the climate scenarios [29]. The model hydrological structure
includes six modelling components: Meteorological input, snow, precipitation loss, direct runoff,
baseflow, and river routing. The applied structure of the hydrological model is capable of performing
continuous hydrological simulation under present and future climates [30,31]. Average climate outputs
are used by the hydrological model to obtain the inflows for the Lim water system reservoirs (Figure 1a).
The inflows are then used by SDSM to simulate the Lim water system performance. The SDSM is
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developed using the Vensim system dynamics simulation software [32]. The SDSM transforms (in
space and time) the outputs of the hydrological model through the hydraulically connected system of
reservoirs resulting in the spillway, turbine flow and environmental reservoir releases. A description
of the SDSM is provided in the following section.

3.2. The System Dynamics Simulation Model

3.2.1. Reservoir Operations

The Lim water system reservoirs regulate downstream flows in time and space to meet the demand
for the hydropower generation, attenuate flood waves and improve the downstream water quality.
The reservoir capacity of the Lim water system is divided into three parts [33]: Active storage, dead
storage and flood storage. The active storage capacity of the reservoirs is used for the hydropower
generation and environmental flow management, while the flood storage capacity is reserved to reduce
the flooding downstream. The dead storage capacity of the reservoirs is required for the sediment
deposition. The existence of large reservoirs on the Uvac river enables the active storage capacity
of the Uvac and Kokin Brod reservoirs to be separated into two parts: Over-year storage capacity,
and within-year storage volume. The Radojnja and Potpec reservoirs participate only in daily flow
regulation due to the smaller reservoir capacity.

Operations of the Lim water system are driven by technically experienced staff of the public power
utility “Elektroprivreda Serbia” to meet the needs of the Serbian power system over the peak demand
hours. However, the change of climatic conditions will intensify the hydrological cycle, leading to
changes in the annual and seasonal streamflow distribution. Since reservoirs are built to alter the
natural spatial and temporal distribution of streamflow, flexible operational rules, associated with
the use of the active storage capacity, are required to deal with the annual and interannual changes
of the inflows. The climate change impacts on the operational rules of the Uvac and Kokin Brod
reservoirs, which can regulate the seasonal and annual flow variations, are much more important
than the impacts on the Radojnja and Potpec reservoirs operating at a daily basis. Accordingly, the
over-year storage capacity and within-year storage volume of the Uvac and Kokin Brod reservoirs is
re-optimized. The operational rules at the monthly time scale are developed using the yield model
solved by the sequent peak method [33]. This method enables the adaptation of reservoir operations
according to the changes in the multi-annual and seasonal flow distributions [10]. In this way, the
release policy is adapted to the climate signal changes because the climate drivers are the main forcing
factor of flow variations. For the Radojnja and Potpec reservoirs, multi-annual and interannual flow
distribution does not affect their regular operations and, therefore, the standard operational policy is
applied [33].

The operational rules for the reservoirs shown in Figure 3 identify the storage volume zones
associated with a particular release policy. The Uvac and Kokin Brod reservoirs have the within-year
storage capacity below zone 2 because the distribution of the within-year inflows requires additional
reservoir capacity (Figure 3a,b). For this purpose, monthly hydropower releases with 50% reliability
are used to define the optimal yields and the corresponding reservoir release rules. Zone 1 indicates
the release policy to satisfy the variations between the annual inflow distribution and annual yield
estimated as a median of the actual annual hydropower releases (Figure 3a,b). Maximal operational
levels and the upper bound of zone 2 correspond to zone 3 (Figure 3a,b). If at any time t the storage
volume is in zone 3, releases from the Uvac and Kokin Brod reservoirs cannot be greater than the
maximal turbine discharge given at 43 m3/s and 37.4 m3/s, respectively. Within zone 2, releases from
reservoirs at any time t should not be higher than the optimal yield with a probability of 50% for each
month. Releases in zone 1 can be also made to satisfy any demand lower or equal to the annual yield
for the Uvac (9.3 m3/s) and Kokin Brod reservoirs (11.3 m3/s). If the water levels in the reservoirs are
beyond the limits of zone 3, there are no hydropower releases. Consequently, spillway releases from
the reservoirs can be made to reduce the actual storage in the reservoirs to spillway crest elevations
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(Table 2). The storage above these elevations is considered as the flood storage volume for the Uvac
and Kokin Brod reservoirs.

Figure 3. Reservoir release rules for the Lim water system: (a) Uvac reservoir, (b) Kokin Brod reservoir,
(c) Radojnja reservoir, (d) Potpec reservoir.

The Radojnja and Potpec reservoirs use the standard operational policy. The active storage
capacity is divided in accordance with their minimal, normal and maximal operation levels. In the
first zone, minimal and normal operational levels are used to set operational rules related to the first
part of their active storage (Figure 3c,d). The release policy made within the first zone is to satisfy any
demand limited with the maximal and minimal turbine discharges (Table 1). The maximal release
policy is made in the second part zone 2 corresponding to the installed turbine capacity of the Bistrica
(36 m3/s) and Potpec (165 m3/s) HPPs. Note that the upper limits of zone 2 represent the maximal
operational levels of the powerplants. If at any time t the water levels rise above zone 2, spillways are
activated reducing the water levels below the maximal operational levels. In addition to operational
flood rules, releases from these reservoirs have to be made to improve the downstream water quality.
The release has to meet environmental flows standing at 1.2 m3/s and 13.9 m3/s for the Radojnja and
Potpec reservoirs, respectively.

Table 2. The characteristics of hydropower plants in the Lim water system.

Hydropower
Plant

Type
Number

of
Turbines

Maximal
Discharge

(m3/s)

Instaled
Power
(MW)

Annual
Energy

Generation
(GWh)

Maximal
Water

Head (m)

Minimal
Water

Head (m)

Potpec Non-diversion 3 165 52 216 38.4 25.6
Uvac Non-diversion 1 43 36 72 100 55

Kokin Brod Non-diversion 2 37.4 21.4 60 73 -
Radojnja Diversion 2 36 103 370 378 345

3.2.2. System Dynamics Simulation Model of the Lim Water System

The SDSM of the complex Lim water system is developed in the Vensim software [32]. The SDSM
uses a stock and flow diagraming to capture the system structure. The stock and flow diagrams use
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four graphical objects to represent a complex system structure: (1) Stocks, (2) flows, (3) auxiliary
variables and (4) arrows. The reservoirs of the Lim water system are modelled as stocks because
they represent state variables accumulating over time. Inflows to and releases from the reservoirs
are modelled as flows. They are attached to stocks and change the state of the accumulated water in
reservoirs. Other variables in the Lim water system SDSM are represented using auxiliaries. Arrows are
connecting stocks, flows and auxiliary variables to close the system structure. They convey information
from one variable to another. The stock and flow diagram of the Lim water system is presented in
Figure 4. The model simulation uses monthly time step and hydrological model outputs under current
conditions. Three reservoirs on the Uvac river, namely the Uvac, Kokin Brod and Radojnja, are in
series. The hydropower and spillway releases of the Uvac reservoir are the inflows for the Kokin Brod
reservoir together with an additional contribution of lateral flows. Similarly, the outflow from the
Kokin Brod reservoir is the major inflow of the Radojnja reservoir, which represents the last reservoir in
the series. The hydropower releases of the Radojnja reservoir (the Bistrica HPP) contribute to the inflow
of the Potpec reservoir transferring water from the Uvac river to the Lim river (Figure 3). Note that the
spillway and environmental releases from the Uvac reservoir continue to flow downstream the Uvac
river until its confluence with the Lim river (Figure 1). Alongside outflows from the Radojnja reservoir,
the Potpec reservoir at the Lim river receives more significant inflow from the major course-the Lim
river. The SDSM is developed to follow the release policy described in Section 3.2.1. As any reservoirs,
the Lim water system reservoirs, accumulate their flows in the following way [1]:

Reservoir(t) =
∫ t

t0

[In f low(t) −Out f low(t) − Losses(t)]dt + Reservoir(t0), (1)

where In f low(t) and Out f low(t) are the values of the reservoir flows at any time t between the initial
time t0 and current time t, while Losses(t) are the cumulative losses (evaporation and seepage) from
the reservoirs over time t0 and t. Reservoir(t) and Reservoir(t0) denote the actual volume of reservoirs
in m3 at time steps t and t0, respectively.

Figure 4. Stock and flow diagram of the Lim water system consisting of four reservoirs (Uvac, Kokin
Brod, Radojnja and Potpec).
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Evaporation losses in Equation (1) are estimated due to their importance, especially for reservoirs
with large storage capacity (Uvac and Kokin Brod reservoirs). For the monthly evaporation rates from
the surface of reservoirs, the Blaney–Criddle formula is applied [34]:

Losses(t) =
p(0.457·T + 8.128) × Sur f ace_area(t)

1000
, (2)

where T is the mean monthly temperature in degrees Celsius at time t, p is the percentage of mean
annual daytime hours for each month over the year and Sur f ace_area denotes the area of reservoirs in
square metres at time t.

Although seepage losses contribute toward the total releases from the Lim water system, there are
no available information on driving factors (e.g., seepage rates, geological formation, permeability, soil
moisture conditions) to estimate the seepage rates from the reservoirs. Therefore, the SDSM model
does not account for seepage losses.

Inflows in Equation (1) are natural streamflows simulated by the HEC-HMS (Section 3.1).
They are transformed over time and space in accordance with the release policy described in
Section 3.2.1. The outflows in Equation (1) account for the hydropower (Release_hydropower)
and spillway (Release_spillway) releases as well as environmental flow releases (Release_env). The
hydropower releases for reservoirs are expressed as a function of time depending on inflows in the
system (In f low) and a random term (RND):

Release_hydropower(t) = In f low(t− 2) + RND
(
0, σ2

)
. (3)

The discrepancy in the seasonal pattern between the inflows and hydropower demand is simulated
with a time delay function in the Vensim software. The time delay of two months is used considering
the observed inflows and turbine releases. In addition, uncertainties in hydropower releases are
simulated by the random term RND

(
0, σ2

)
under the assumption that it follows the normal distribution.

The differences among the observed inflows and hydropower releases serve as a basis to estimate the
variance of the random term (σ2) with the median having the value zero.

Based on the simulated turbine flows, the following equation is used for the hydropower
calculation:

Hydropower(t) =
9.81× 106Release_hydropower(t) × H(t) × μ

3600× 1000
, (4)

where Hydropower(t) is the megawatts of power produced in time t, H(t) is the net head in metres of
water available for the hydropower generation during time t and μ is the turbine efficiency.

Spillway releases (Release_spillway) are solved simultaneously until the water level in reservoirs
reaches the spillway crest elevation. The spillway release curves are linearly interpolated to determine
Release_spillway at time step t. Moreover, if the outflows on the downstream sections of the Uvac and
Lim river are below the values required to maintain the river health, an additional release from the
Radojnja reservoir (Release_env = 1.2 m3/s) and Potpec reservoir (Release_env = 13.9 m3/s) are calculated
to meet these requirements.

4. Uncertainty Assessment within the Climate Change Impact Analysis Process

The outflows from the Lim system of the reservoirs and corresponding hydropower generation
reflect the release policy acting to modify the natural hydrological regime to satisfy the multiple
water needs (e.g., demand for hydropower generation, flood mitigation, environmental flow releases).
Inflows under the changing climate, as the main inputs into the system dynamics simulations, increase
the total level of uncertainty due to uncertainty in climate modelling (choice of climate model, bias
correction tools and concentration scenarios) and statistical post-processing (selection of the averaging
method). The system dynamics modelling and model’s ability to capture the complex system structure
accurately can add extra uncertainty to the SDSM outputs. There are several uncertainty assessment
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approaches (e.g., Monte-Carlo simulation [35], GLUE [36], direct variance method [37]). Since this
study aims at quantifying how different steps of the impact analyses process influence the SDSM
simulated variables, the direct variance method is selected. It is a straightforward approach capable of
assessing the contribution of each step to the total uncertainty by varying the samples and calculating
the variance of the ensemble. As a robust statistical method, the variance method represents the proxy
measure for determining the uncertainty in the climate change impact analysis process. The drawback
lies in the fact that it considers individual variations of each step as a proxy measure of uncertainty,
rather than using the hindcast process accuracy during the recorded period. The mean variances σ2 of
particular variables (e.g., hydropower generation, inflows, outflows) with respect to the selection of
RCMs, BCMs and CSs are estimated in the following way:

σ (RCM)2 =
1

NRCM − 1

∑N

i=1

(
YRCM(i) −Y(i)

)2
, (5)

σ (BCM)2 =
1

NBCM − 1

∑N

i=1

(
YBCM(i) −Y(i)

)2
, (6)

σ (CS)2 =
1

NES − 1

∑N

i=1

(
YCS(i) −Y(i)

)2
. (7)

A simple model averaging method is used with equally weighted variables YRCM, YBCM and YCS
from each RCM, BCM and CS [27]:

Y(RCM) =
1

NBCM + NCS

∑
j

∑
k

Yj,k, i = WRF; RCA4; RACMO, (8)

Y(BCM) =
1

NRCM + NCS

∑
i

∑
k

Yi,k, j = EQM; GQM; GPQM, (9)

Y(CS) =
1

NRCM + NBCM

∑
i

∑
j
Yi, j, k = RCP 2.6; RCP 4.5; RCP 8.5, (10)

where the numbers of selected RCMs, BCMs and CSs are denoted as NRCM, NBCM and NCS, respectively.
Next, the Bates-Granger averaging is applied to estimate the average values of the ensemble Y

with all individual realizations of RCMs, BCMs and CSs [28]:

Y =
1

NES

∑
i

∑
j

∑
k
βi, j·Yi, j,k, (11)

where βi, j are the weights of each RCM and BCM obtained with respect to their hindcast accuracy
over the reference period. The contributions of each climate change impact analysis step (RCMs, CSs,
BCMs) to the total uncertainty are estimated as follows:

ΔRCM =
σ2

RCM

σ2
RCM + σ2

BCM + σ2
CS

× 100, (12)

ΔBCM =
σ2

BCM

σ2
RCM + σ2

BCM + σ2
CS

× 100, (13)

ΔCS =
σ2

ES

σ2
RCM + σ2

BCM + σ2
CS

× 100, (14)

where ΔRCM, ΔBCM and ΔCS denote the percent contribution of uncertainty introduced by RCMs, BCMs
and CSs, respectively.
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5. Results and Discussion

5.1. Model Verification

The SDSM is developed for four reservoirs of the Lim water system (Figure 1). Simulations are
performed using the monthly time step. The Lim water system model (Figure 4) is implemented in the
Vensim software which allows an easy modification of the system structure (by the manipulation of
four graphical objects) and model simulations using different dataset. In this study, the outputs of the
hydrological model are used as inputs to system dynamics simulations. Hydrological simulations are
conducted with a variety of climatic datasets including the observed and simulated climate (Section 3.1).
The HEC-HMS deterministic hydrological model is set for the Lim river basin and Lim water system.

The SDSM structure of the Lim water system is verified over the referenced period. The SDSM
simulation results are compared with the observed values of the inflows, outflows and hydropower
generation from 1971 to 2000. Note that the simulated climate dataset considered seven realizations
from three RCMs (WRF, RCA4, RACMO), and four BCMs (EQM, GQM, GPQM, CS) by applying the
simple model averaging method (Section 4). In addition, the average ensemble value is estimated
with the Bates-Granger averaging. In this manner, eight time series for each variable of the SDSM are
determined for the reference period of 1971–2000. The simulated inflows and outflows from the system
of reservoirs at the Lim and Uvac rivers are shown in Figure 5, while Figure 6 shows the hydropower
generation for each powerplant within the system. The median values of inflows/outflows for each
reservoir well match the observed values (Uvac—9.5 m3/s; Kokin Brod—13.5 m3/s; Radojnja—13.5 m3/s;
Potpec—79.9 m3/s). The simulated medians of monthly inflows/outflows depend on the climate data
analyzed. They are in the range of 8.2–10.4 m3/s, 11.7–15.0 m3/s, 11.8–15.4 m3/s and 74.3–91.3 m3/s for
the Uvac, Kokin Brod, Radojnja and Potpec reservoirs, respectively. Similarly, the simulated annual
hydropower generation for most HPPs reasonably fit the observed long-term values (Uvac—72 GWh,
Kokin Brod—60 GWh, Bistrica—370 GWh, Potpec—216 GWh). This is highlighted for the Uvac
and Kokin Brod power plants where the medians of the annual hydropower generation are equal to
63.9–76.2 GWh and 60.9–72.8 GWh, respectively. The annual hydropower generation for the Bistrica
(281.6–340.6 GWh) and Potpec (170.8–210.5 GWh) powerplants are somewhat overestimated, perhaps
due to uncertainty in the reservoir elevation–volume rating curves available for these reservoirs.

Figure 5. Cont.
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Figure 5. Monthly inflows to and outflows from the Lim water system reservoirs (Uvac, Kokin
Brod, Radojnja and Potpec) estimated with the following climate datasets: (a) Observed climate,
(b) weighted climate simulations, (c–e) regional climate model simulations—WRF, RCA4, RACMO,
(f–i) bias correction methods—EQM (empirical quantile mapping), GQM (Gamma quantile mapping),
GPQM Gamma Pareto quantile mapping), CS (constant scaling).

Figure 6. Annual hydropower generation of the Lim water system estimated with the following
climate datasets: (a) Observed climate, (b) weighted climate simulations, (c–e) regional climate model
simulations—WRF, RCA4, RACMO, (f–i) bias correction methods—EQM, GQM, GPQM, CS.

5.2. Future Projections

The verified SDSM model of the Lim water system is used to obtain the long-term prediction of
system outflows and hydropower generation. The selected RCMs, BCMs and averaging procedures
(Figure 2) are used to derive the precipitation and temperature for the Lim and Uvac river basins under
RCP 2.6, RCP 4.5, RCP 8.5 concentration scenarios. The combinations of the different climate change
modelling steps are shown in Figure 7a, while Figure 7b illustrates realisations of each climate dataset
for the observed period of 1971–2000 and future period of 2006–2055 under the RCP options. Climate
realisations under the aforementioned options cover the synchronous period with a length of 50 years.
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Therefore, the available climate outputs for the entire time period are used in the study since they
provide more uncertain estimates of the future climate.

Based on the different climate data set realizations, the HEC-HMS is used to estimate inflows into
the reservoir system for the future period of 2006–2055. The simulation model is then utilized to obtain
24 time series for each system variable under different concentration scenarios for the future period
of 2006–2055. These time series include 21 realizations from each RCM/BCM combination and three
realizations for the entire ensemble. The latter uses the weighted precipitation and corresponding
hydrological response, derived from the Bates-Granger averaging, to obtain reservoir outflows and
hydropower generation. This averaging method weights the selected RCMs and BCMs based on
their hindcast accuracy. Therefore, the members of the ensemble that reproduce better climate drivers
are heavily weighted providing the minimum possible uncertainty in the projected inflows used for
system dynamics simulations.

 
Figure 7. Climate scenarios within the Lim river basin: (a) Combination of RCMs (regional climate
models), BCMs (bias correction methods), and averaging procedures, (b) realisations of each climate
dataset combination for the baseline time period of 1971–2000 and future time period of 2006–2055
under RCP (representative concentration pathway) 2.6, RCP 4.5, and RCP 8.5.

The projected changes in annual inflows of the Uvac river reservoirs are in the range from −3.5%
to 12.5%. In contrast, the Lim river shows less significant annual change in the inflows ranging from
−5.9% to 4.9%. Variation in the hydrological inputs has an impact on the hydropower generation
shown as relative change in the electricity production with respect to the reference period of 1971–2000
(Table 3). The expected changes in the annual hydropower generation are from −3.5% to +17.9% and
from −2.7% to +7.9% for the Uvac and Lim reservoirs, respectively. The projected annual change in the
outputs of the SDSM significantly depends on the concentration scenarios. The most severe option is
RCP 8.5 with an annual decrease of the hydropower generation of −7.9%, while the RCP 4.5 scenarios
shows an increase in the hydropower generation for the analyzed reservoirs (+9.6%). The annual
decrease of the hydropower generation for the Uvac river reservoirs is equal to −2.3% under the RCP
2.6 scenario.
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The impacts of climate change on the hydropower generation for the Lim water system are
also analyzed by the study given in the literature [19]. This analysis encompasses the future period
from 2011 to 2040 with regard to the reference period from 1961 to 1990. Two RCMs are used for
further hydroenergetic analysis under RCP 4.5 and RCP 8.5 concentration scenarios, namely CCLM
4-8-19 and ALADIN 5.2 [19]. The study uses the traditional engineering approach based on the flow
duration curve under climate change [20]. This approach allows the estimation of the percentage of
corresponding turbines working time. The findings suggest that the changes in annual electricity
production for the Lim river reservoirs are in the range from −6.3% to +9.4% [19]. In spite of the
different modelling approach used in the study presented in this paper, the results show a significant
agreement. For example, the estimated annual change in the electricity production for the Potpec
reservoir is from −7.9% to +2.7% (Table 3).

Table 3. The relative annual change (%) in the hydropower generation of the Lim water system (future
period of 2006–2055 production compared to the baseline period of 1971–2000 production).

Emissions Scenarios Uvac HPP Kokin Brod HPP Bistrica HPP Potpec HPP

RCP 2.6 −3.5 −1.6 −1.8 +2.7
RCP 4.5 +8.1 +17.9 +15.3 −3.0
RCP 8.5 −0.7 −1.0 −2.4 −7.9

Since the seasonality adds an important variation in the hydropower generation, the traditional
approach based on the flow duration curve is not capable of capturing the changes in the seasonal
power generation [20]. Higher temperature over the year will modify the seasonality of the inflows
available for the hydropower generation [38]. The natural climate variation is also an important factor
which affects the variation in seasonal flows [39]. In this study, the system dynamics simulation
approach is employed to assess the changes in the seasonal electricity generation which depends
on the inflows available for power generation and demand for electricity in Serbia. In the SDSM
the turbine flows are simulated as a time delay function of the inflows and random terms (Equation
(3)) to ensure that the changes in the hydropower generation follow the seasonal variations of the
inflows. Figure 8 shows the hydropower generation for both, the reference period of 1971–2000 and
the future period of 2006–2055 under RCP 2.6, RCP 4.5, RCP 8.5 scenarios. The simulated values are
estimated by the Bates–Granger averaging of the climate dataset (Section 4). The most prominent
change in the seasonal hydropower generation pattern can be seen for the Uvac HPP (Figure 8a) and
Potpec HPP (Figure 8d). These reservoirs receive unregulated inflows with the modified seasonal
distribution due to the changing climate. Therefore, an increase in the hydropower generation within
the winter months (January–March) ranging from +1.6% to +20.3% can be expected. A rapid decrease
in monthly flows over the summer and autumn months brings about the lower level of electricity
generation from August to September (from −2.8% to −33.6%). Large variations in the seasonal power
generation are noted for the downstream HPPs at the Uvac river, Kokin Brod HPP and Bistrica HPP
(Figure 8). These variations can be attributed to the dynamics of the multiple reservoir operations since
the operations of the upstream reservoir (Uvac reservoir) has an effect on the downstream Kokin Brod
and Radojnja reservoirs [3].
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Figure 8. Seasonal distribution of the hydropower generation (gigawatt hours (GWh)) for the
hydropower plants (HPPs) of the Lim water system: Bold line—baseline period 1971–2000, thin
lines—future period 2006–2055 under RCP 2.6, RCP 4.5, RCP 8.5. ((a) Uvac HPP, (b) Kokin Brod HPP,
(c) Bistrica HPP, (d) Potpec HPP).

Monthly values in the hydropower generation are also used to analyze the impact of the the
changing climate on the simulation outputs of SDSM. The box plots of monthly predicted inflows,
outflows and hydropower generation for the reference period (1971–2000) and future period (2006–2055)
are shown, respectively in Figures 9–11. Based on the monthly values, the duration curves for each
realization of SDSM are calculated to examine the changes in the lower and higher values of the
monthly hydropower generation. A decrease in the lower values of the hydropower generation are
between −9.8% and −5.6% for the RCP 2.6 and RCP 8.5 scenarios, respectively. However, an increase
in the hydropower generation for the case of the RCP 4.5 scenario equal to 10% is observed. Higher
values of the hydropower generation suggest an overall increase of 3% for the RCP 2.6 and RCP 8.5
scenarios, while the RCP 4.5 shows that the change in the hydropower generation is negligible.

Figure 9. Cont.
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Figure 9. Box plots of the monthly inflows into the Lim water system (Uvac, Kokin Brod, Radojnja and
Potpec).

Figure 10. Box plots of the monthly outflows from the Lim water system reservoirs (Uvac, Kokin Brod,
Radojnja and Potpec).
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Figure 11. Box plots of the monthly hydropower generation of the Lim water system power plants
(Uvac, Kokin Brod, Bistrica and Potpec).

5.3. Uncertainty Assessment

Sources of uncertainty within the climate change impact studies of the Lim water system have not
yet been evaluated, mainly because of the oversimplified method used to assess the climate change
impacts on the hydropower generation [19]. However, the unawareness of the uncertainty in the SDSM
outputs may introduce high risk into the system planning and management activities.

This study employs the different climate change impact analysis process (Figure 2). It should
be noted that some of the steps in the assessment process are limited to single modeling approaches.
For instance, in this study only one hydrological model is used as well as only one system dynamics
model. Therefore, the assessment of the uncertainties introduced by these approaches requires a model
ensemble. Significantly more attention is devoted to the assessment of the uncertainty introduced by
the selection of climate models, statistical post-processing tools and concentration scenarios. A spread
of variance in the monthly time series of inflows, hydropower generation and outflows from the system
of reservoirs are analyzed as a proxy measure to quantify the contribution of uncertainties introduced
by the choice of RCMs, BCMs and CSs to the total uncertainty. The variance of each step is calculated
by Equations (5)–(7). A higher spread of variance corresponds to a higher uncertainty in the process
analyzed and vice versa. The entire ensemble is used to assess the spread of variance of the individual
climate change impact analysis process steps. The Bates–Granger averaging estimates the weights of
different process steps based on their ability to reproduce the variables within the reference period
of 1971–2000. Subsequently, the estimated weights are applied for the future period of 2006–2055.
The simple averaging of the SDSM outputs is performed by Equations (8)–(10). Finally, the application
of Equations (12)–(14) provides the contribution of each step uncertainty (RCM, BCM, ES) to the total
uncertainty in the SDSM outputs.

The inflows and outflows from the reservoirs of the Lim water system, as well as the hydropower
generation of HPPs, are selected to quantify the contribution of different modelling steps to the total
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uncertainty. The results presented in Table 4 suggest that the largest source of uncertainty in the SDSM
variables is contributed by the choice of BCMs followed by the contribution introduced by the choice of
RCMs. The least significant source of uncertainty is obviously the choice of CSs. These findings agree
with the results from the previous study done for Canada [8]. The results of the broader literature
indicate that the climate models are the predominant source of uncertainty in the projection of monthly
flows during most of the annual cycle, while the statistical post-processing methods are the most
important source of uncertainty in the extreme flows [37].

The inflows and outflows from the Lim water system reservoirs shows a similar contribution of
uncertainty arising from different modelling steps. Uncertainty introduced by BCMs is slightly higher
(~49%) than uncertainty introduced by RCMs (~45%). It is clear that the lowest source of uncertainty is
introduced by CSs, accounting only for 5%. However, the uncertainty contribution in the hydropower
generation has a quite different distribution (Table 4). Note that the highest level of uncertainty is
introduced by the choice of BCMs (~54%), followed by the choice of RCMs (about 41%) and emissions
scenarios contributing only ~6%.

Table 4. The contribution of the different climate change impact assessment steps uncertainty (RCMs,
BCMs, CSs) to the total uncertainty in the predicted inflows, outflows and hydropower generation of
the Lim water system for the future period (2006–2055).

Modelling Steps
Uncertainty within the Different Processes (%)

Inflows Outflows Hydropower Generation

RCMs 44.7 45.7 40.6
BCMs 49.0 49.2 53.5

CSs 6.3 5.0 5.9

The different distribution between the contribution of uncertainty in the SDSM outputs can
be attributed to their nature. Namely, the hydropower generation is calculated using Equation (4)
accumulating the uncertainties from the inflows and reservoir water levels. It is, therefore, evident that
multiplying the individual sources of uncertainty increases the uncertainty in the selection of BCMs.
In contrast, the uncertainty in the hydropower generation introduced by the selection of RCMs is lower
than the uncertainty in the inflows/outflows (~41%) and the uncertainty contribution from the choice
of concentration scenarios (~5–6%). This finding suggests that the different RCMs and BCMs exhibit
similar tendencies in each concentration scenario.

6. Conclusions

The study focuses on the development of the system dynamics simulation model of the complex
water resources system alongside the operational rules under present and future climates. The main
objective of the study is to estimate the climate change impacts on the performance of the Lim water
system represented by the outputs of the simulation model using different climate change impact
analysis process steps. In addition, the study assesses the uncertainty contribution of each process step
to the total uncertainty of the system performance.

The Lim water system in Serbia (southeast Europe) is selected as a case study. This water system
includes four hydraulically connected reservoirs at the Lim (Potpec reservoir) and Uvac rivers (Uvac,
Kokin Brod, Radojnja reservoirs). The primary purpose of the Lim water system is the hydropower
generation, followed by flood mitigation and downstream water quality management. Different climate
drivers introduce variation in the inflows of the Lim water system resulting in different hydropower
generations. Therefore, addressing the impacts of the changing climate on the Lim reservoir operations
is of high importance for the region.

The study uses the following process steps to assess the climate change-related impacts: Three
RCMs, four BCMs, three CSs, two averaging procedures, single hydrological model and one SDSM.
The raw precipitation data from the RCMs under the RCP 2.6, RCP 4.5 and RCP 8.5 concentration
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scenarios are corrected using the multiple BCMs. Then, the simple and weighted averaging methods
are applied to the precipitation datasets to quantify the contribution of process uncertainty to the
total uncertainty in the system performance. Prior to the system dynamics modelling, the HEC-HMS
hydrological model is applied to transform the climate data information into the hydrological response
(flow). The SDSM is built using the Vensim system dynamics simulation software and uses the
inflows derived by the HEC-HMS hydrological model. The system dynamics simulation model of the
Lim water system is developed in a holistic manner to evaluate the climate-related impacts on the
system outflows and hydropower generation. For the reservoirs with multi-annual and seasonal flow
regulation (Uvac and Kokin Brod reservoirs), the reservoir operations are developed using the yield
model solved by the sequent peak method. Reservoirs with daily regulation (Potpec and Radojnja
reservoirs) use the standard operational policy. Note that the proposed operational rules can be
adjusted in accordance with the changes in the seasonal flow distribution.

The projected changes in the hydropower generation of the Lim water system depend on the
inflows into the reservoirs and their available water volume. The findings suggest that the change in
annual power production can be expected in the range from −3.5% to +17.9%. More severe change is
expected at the seasonal level with the decrease in annual production ranging from −2.8% to −33.6%
for the summer and autumn seasons. A rapid increase in power production is reported for the
winter months, from +1.6% to +20.3%. The study also provides the quantification of the uncertainty
contribution for each process step using the variance method. The most dominant source of uncertainty
in the hydropower generation is introduced by the choice of BCMs (53.5%) followed by the choice of
RCMs (40.6%). The least contribution of uncertainty comes from the choice of CSs (5.9%). However,
the contributions of uncertainty of different process steps to the uncertainty in the inflows into and
outflows from the Lim system reservoirs have different distributions. The choice of BCM and RCM
contribute to 45.7–44.7% and 49.0–49.2%, respectively. The ES contributes the least to the uncertainty
in the predicted inflows/outflows (5.0–6.3%). In contrast to the inflows or outflows, the hydropower
generation accumulates the uncertainties in the inflows and reservoir water levels, resulting in the
different distribution of uncertainty contributions.

The findings point out the importance of analyzing the operation of the Lim system reservoirs
under changing climate conditions to support a more efficient decision-making. Future research should
concentrate on investigating additional sources of uncertainty, particularly those stemming from the
reservoir operation and hydrological model structure. That will require the use of multiple operational
rules obtained by different reservoir operations modelling approaches [33] and the use of different
hydrological models [40,41].
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Abstract: Stochastic dynamic programming (SDP) is a widely-used method for reservoir operations
optimization under uncertainty but suffers from the dual curses of dimensionality and modeling.
Reinforcement learning (RL), a simulation-based stochastic optimization approach, can nullify
the curse of modeling that arises from the need for calculating a very large transition probability
matrix. RL mitigates the curse of the dimensionality problem, but cannot solve it completely as
it remains computationally intensive in complex multi-reservoir systems. This paper presents
a multi-agent RL approach combined with an aggregation/decomposition (AD-RL) method for
reducing the curse of dimensionality in multi-reservoir operation optimization problems. In this
model, each reservoir is individually managed by a specific operator (agent) while co-operating
with other agents systematically on finding a near-optimal operating policy for the whole system.
Each agent makes a decision (release) based on its current state and the feedback it receives from
the states of all upstream and downstream reservoirs. The method, along with an efficient artificial
neural network-based robust procedure for the task of tuning Q-learning parameters, has been
applied to a real-world five-reservoir problem, i.e., the Parambikulam–Aliyar Project (PAP) in India.
We demonstrate that the proposed AD-RL approach helps to derive operating policies that are better
than or comparable with the policies obtained by other stochastic optimization methods with less
computational burden.

Keywords: multireservoir operations; optimization; multi-agent reinforcement learning;
aggregation–decomposition; neural networks

1. Introduction

Multi-reservoir optimization models are generally non-linear, non-convex, and large-scale in
terms of the number of variables and constraints. Moreover, uncertainties in stochastic variables
such as inflows, evaporation, and demands make it difficult to find even a sub-optimal operating
policy. In general, two types of stochastic programming approach are used to optimize multi-reservoir
systems operations under uncertainty, i.e., implicit and explicit. In implicit stochastic optimization
(ISO), a large number of historical or synthetically generated sequences of random variables such as
streamflow are generated as the input for a deterministic optimization model. The generated results
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represent different aspects of the underlying stochastic process, such as spatial or temporal correlations
among random variables involved in the process. Optimal operation policies are then acquired by
performing post-processing analysis on the outputs of the deterministic optimization model solved for
different input sequences (samples).

Different optimization models have been used in water reservoir problems through ISO, including
linear programming (LP) [1,2], successive LP [3], successive quadratic programming [4], method of
multipliers [5], and dynamic programming (DP) [6]. ISO is computationally intensive in large
multi-reservoir systems, especially the highly non-linear ones, because solving a large-scale non-linear
optimization is often tedious and time-consuming. More importantly, this approach does not directly
lead to optimal operating rules as functions of hydrological variables available at the time of decision
making; so a post-processing technique such as multiple linear regression [7], neural nets [8], and fuzzy
rule-based modeling [9–11] may be used in deriving operating policies.

In the explicit stochastic optimization (ESO), probability distributions of random variables
are used to derive a transition probability matrix (TPM) required for modeling dynamics of the
underlying stochastic process. Several stochastic optimization methods have been applied to optimal
multi-reservoir operations problems such as chance-constrained programming [12,13], reliability
programming [14–16], the Fletcher–Ponnambalam (FP) method that does not require discretization
or inflow scenarios [17–19], stochastic LP [20], stochastic dynamic programming (SDP), with some
approximations for dimensionality reduction [21–35], stochastic dual DP (SDDP) [36–40], sampling
SDP (SSDP) [41], and reinforcement learning (RL) [6,42,43].

SDP is one of the most widely-used explicit stochastic methods in reservoir operations which
requires models to derive the TPM, and the optimal steady-state policy is guaranteed to be global for a
given discretization. However, the application of SDP is limited since perfect knowledge about the
underlying stochastic model is needed, and the computational effort increases exponentially by the
size of the system or the number of state variables (the curse of dimensionality). More details on SDP
is presented later in the corresponding section.

In order to address the drawback of deriving TPM for SDP, RL can be applied in a similar
framework as SDP but in a simulation-based setup. In RL, an agent (operator) learns to take proper
actions through independent interaction with a stochastic environment. In one of the first RL application
in water management in literature, Bhattacharya et al. [44] developed a controller for a complex water
system in the Netherlands using coupled artificial neural networks (ANN) and RL model, where RL
is just used to mitigate the error of the ANN. They also stated that RL and its combinations could
be very helpful in water management problems such as reservoir operations, but such works did
not appear in literature until 2007. Lee and Labadie [6] compared the performance of RL with some
other optimization techniques in a 2-reservoir case study. They used all possible actions as a set
of admissible actions. This choice can make the applicability of the learning method inefficient as
some actions-state pairs are practically impossible (infeasible), an issue that is dealt with in detail
later. Mahootchi et al. [42] applied a method called opposition-based RL (OBRL) in a reservoir case
study where the agent takes an action and its opposite action simultaneously in order to speed up the
convergence of RL. Castelletti et al. [45] developed a new method based on RL and tree-based regression
called Tree-based RL (TBRL), which uses operational data through the learning process. They applied
TBRL to a system that consisted of one reservoir and nine run-of-the-river hydro plants. In comparison
with SDP, TBRL is computationally more tractable and has better performance, especially during floods.
More recent applications of RL to multireservoir operations optimization can be seen in [46,47].

Although RL is capable of eliminating the need for prior perfect knowledge of the underlying
stochastic model of the environment, as the learning can be performed using historical operational
data, and also provides some computational advantages, it still suffers from the curse of dimensionality
for large-scale problems. As a remedy, this paper presents an RL-based model combined with an
aggregation–decomposition (AD) approach (referred to as AD-RL) that reduces the dimensionality
problem to efficiently solve a stochastic multi-reservoir operation optimization problem.
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2. Aggregation–Decomposition Methods and Reinforcement Learning

2.1. Reservoir Operation Optimization Model

In the following, the objective function and constraints for the optimization model of the reservoir
operations are described.

2.1.1. Objective Function

In reservoir problems, releases and/or storage values of reservoirs are the decision variables and
the objective function may be defined as the maximization of net benefit or minimization of a penalty
function. A general form of the objective function in a multi-reservoir application can be written as:

f
(
Rt
)
=

N∑
i=1

N∑
j=1

T∑
t=1

ft
i j

(
st

i , Rt
ij, Dt

i

)
(1)

where f is the cost or revenue function which could be a function of st
i (the storage volume of reservoir

i at the beginning of time period t), Rt
ij (release from reservoir i to reservoir j in time period t),

Dt
i (the demand to be met by reservoir i in time period t), and N denotes the number of reservoirs.

2.1.2. Constraints

There are three types of constraint in reservoir operations. The first type is balance equations
which are in fact equality constraints referring to the conservation of mass (in appropriate units) with
respect to inflow to and outflow from the reservoirs as expressed below:
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where It
i is the amount of incremental natural inflow to every reservoir i in period t, vt

i is the loss
(e.g., evaporation) from reservoir i in period t, Rt

il is the amount of inflow from upstream reservoir i
to reservoir l in period t, ND is the number of downstream reservoirs, NU is the number of upstream
reservoirs. δi j is an element of the routing matrix that is 1 if ith reservoir is physically connected to jth
reservoir and is zero otherwise.

The second set of constraints are upper and lower bounds on reservoir storage variables. The upper
bounds may consider the flood control objective or physical reservoirs storage capacities, while the
lower bounds may take the objectives of sedimentation, recreation, and functionality of power
generation into account. The constraints can be expressed as:

Smint
i ≤ st

i ≤ Smaxt
i (3)

where Smint
i and Smaxt

i are the maximum and minimum storage volumes of reservoir i in time period
t, respectively.

The last set of constraints are upper and lower bounds of reservoir releases. The purpose of these
constraints is to provide a minimum instream flow for water quality and ecosystem services and to
supply water to meet different demands while considering capacities of outlet works and preventing
downstream flooding. These constraints are often modeled as:

Rmint
i ≤

N∑
l=1

Rt
il × δil ≤ Rmaxt

i (4)

where Rmint
i and Rmaxt

i are the maximum and minimum releases from reservoir i, respectively.
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2.2. Stochastic Dynamic Programming (SDP)

Discrete SDP is a popular method for stochastic optimization of reservoir operations [45].
The solution of SDP for long-term operations is typically a steady-state operating policy representing
optimal decisions (e.g., the volume of releases) for all possible combinations of states (e.g., storages
of reservoirs, etc.) which is obtained through solving the Bellman’s optimality equation iteratively.
The state of the system is usually divided into some specific discrete values and the recursive function
(a function of the state and the decision vectors) is updated in every iteration based on the estimated
value function, Vt(i), defined as the maximum accumulated reward from period t to a termination
point in time for a given state i. The value function is obtained based on the optimality equation
proposed by Bellman [48] as:

Vt(i) = max
a∈A(i)

∑
j

Pt
i j(a) ×

[
rt

i j(a) + γVt( j)
]

(5)

where Pt
i j(a) is the probability of transition from state i to state j when an action a in period t is

taken, rt
i j(a) is the reward function pertinent to action a for that transition in period t, A(i) is the

set of admissible actions for state i, and γ is the discount factor. Equation (5) is solved backward,
i.e., t : T, T − 1, · · · , 1 where T is the last time period.

SDP suffers from a dual curse which makes it unsuitable to cope with large-scale problems [45].
First, the dimension of the optimization problem grows exponentially with the number of the state and
decision variables (the curse of dimensionality). Therefore, the SDP algorithm is not computationally
tractable in systems where the number of reservoirs is more than a few. Second, prior knowledge
about the underlying Markov decision process (explicit model) of inflow variables, including state
TPM and rewards, is required (curse of modeling). This prior knowledge may be difficult to access
due to the complexities of multi-reservoir systems or insufficient data [6], considering the spatial and
temporal dependence structure of inflow stochastic variables.

The attempts to overcome the curse of dimensionality can be categorized into two main classes,
namely, methods based on function approximation and aggregation/decomposition. In methods based
on function approximation, the combination of a coarse discretization size and approximation of value
functions is used in order to save the quality of the extracted policy. Different methods are applied to
approximate value function, including Hermitian polynomials [27], cubic piecewise polynomial [24],
and ANN [22].

In the aggregation/decomposition-based methods, the original problem is broken down into
some tractable sub-problems solvable by SDP. Each sub-problem is related to one specific reservoir
(might be more than one reservoir in some cases) which is connected to other reservoirs based on the
designed configuration. The main goal in each sub-problem is to find the best release policy for that
reservoir based on two different state variables: actual and virtual states. Turgeon [34] developed a
simple aggregation/decomposition method for a serial or parallel configuration called one-at-a-time
where an N-reservoir problem changed into N one-reservoir sub-problems. The sub-problems are
solved successively by SDP. Turgeon [35] also modified their method by considering only the potential
hydropower energy of the downstream reservoirs in addition to the corresponding state of the
actual reservoir.

The technique of state aggregation may also be performed in a different way in which some
unimportant action-state pairs are systemically eliminated. For instance, Mousavi and Karamouz [26]
considered eliminating infeasible action-state pairs in order to speed up the convergence of DP-based
methods in multi-reservoir problems. Saad and Turgeon [29] also developed a method to eliminate
some components of state vector based on principal component analysis which was modified by
Saad et al. [31] through applying censored data algorithm.
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Some researchers also combined both aggregation and function approximation techniques to
alleviate the curse of dimensionality in SDP. Saad et al. [30] aggregated a 5-reservoir problem into
one-reservoir problems which were solved then using SDP.

In this study, we use the aggregation/decomposition methods proposed by Archibald, et al. [21],
and Ponnambalam and Adams [28]. The detailed description of these methods is presented in the
following sections.

2.3. Aggregation–Decomposition Dynamic Programming (AD-DP)

The aggregation-decomposition method, proposed by Archibald et al. [21] and referred to as
aggregation–decomposition-dynamic programming (AD-DP), decomposes the original problem into
some sub-problems equivalent to the number of reservoirs. All sub-problems could be solved in parallel
using SDP. The set of state variables for each sub-problem can be defined as the beginning storage
for actual (focus) reservoir, the summation of beginning storages of all upstream reservoirs (virtual
up-stream reservoir), and the summation of beginning storages of all down-stream reservoirs (virtual
down-stream reservoir). The decisions at each period are the next state of the upstream reservoirs,
released from the focus (actual) reservoir and the next state of the non-upstream reservoirs. The main
limitation of AD-DP is that the total storage of the virtual upstream and non-upstream reservoirs in
each iteration of SDP should be proportionally distributed among the respective reservoirs based
on their capacities. Given the end-of-period storage for the virtual reservoir, one could analogously
find the end-of-period storages for these upstream reservoirs as well. Archibald et al. [21] note that
the proposed aggregation/decomposition method in a multi-reservoir system would end up with a
near-optimal release policy, however, it is still more restrictive than the method that we describe next.

2.4. Multilevel Approximation-Dynamic Programming (MAM-DP)

Ponnambalam and Adams [28] proposed a decomposition method to overcome the main restriction
of Turgeon’s model [35] in which only the serial or parallel configurations can be tackled. The number
of reservoirs considered was only two (one virtual), and the objective function was separable by the
reservoir. In multilevel approximation-dynamic programming (MAM-DP), the state variables for each
reservoir can be defined similarly to AD-DP [21]; however, the virtual reservoir only includes the
summation of all characteristics (inflow, capacity, minimum storage, etc.) of the rest of the reservoirs
(e.g., the capacity of this virtual reservoir is the total summation of capacities of all corresponding
reservoirs). The way of decomposition generally depends on the presented configuration (i.e.,
decomposition might be different from one problem to another; in Ponnambalam and Adams [49]
the algorithm proceeded from upstream to downstream, so the virtual reservoir only considered
downstream reservoirs).

2.5. Reinforcement Learning (RL)

RL [50] is a computational method based on learning through interaction with the environment.
Despite the SDP, RL does not presume knowledge about the underlying model as the knowledge
about the environment is gained through real-world experience (on-line) or simulation (off-line).
Using simulation, RL is able to overcome the curse of modeling; however, RL only mitigates the curse
of dimensionality to some extent as it searches the feasible action-state pairs heuristically.

The basic idea of RL can simply be described as a learning agent interacting with its environment
to achieve a goal [50]. In reservoir operations, the agent is the operator of a reservoir who makes the
decisions over the release (as the action) based on a policy while the state space consists of a set of
discrete values of storage.

Beyond the agent and the environment, there are four main sub-elements in RL: a policy, a reward
function, a value function, and optionally a model of the environment [50]. The model components of
RL determine the next state and the reward of the environment based on a mathematical function.
Figure 1 illustrates a schematic perspective of RL.

207



Water 2020, 12, 2688

Figure 1. The schematic view of reinforcement learning.

2.5.1. Action-Taking Policy

The chance of taking an action in a specific state is actually a trade-off between exploration (taking
an action randomly) and exploitation (taking the best action), which leads to four common action
policies in the literature: random, greedy, ε-greedy and Softmax. In the random policy, there is no
action preference. In the ε-greedy policy, greedy action (a∗) in each state is chosen most of the time;
however, once in a while, the agent tries to choose an action in the set of admissible actions with
the probability of ε|A(i)| where ε is the probability of taking non-greedy actions and A(i) is the set of
admissible actions for state i. In the greedy policy, the agent picks the best one among all admissible
actions in each iteration, with respect to the last estimate of the action-value function for all admissible
actions in the respective state. In contrast to the greedy policy, the Softmax policy derived from the
Boltzmann’s distribution can be defined in which the proportion of exploration versus exploitation
changes as the process of learning continues.

2.5.2. Admissible Actions

The agent should choose an action among candidate actions, which are called possible actions.
Evaluation of all state-action pairs is computationally expensive and makes the learning process
inefficient. According to the stochastic environment of reservoir operations, some actions might be
infeasible to take in some conditions of stochastic variables (e.g., minimum inflow and maximum
evaporation) and some are always infeasible. One may define the set of admissible actions based on the
worst condition of stochastic variables. However, adopting a such pessimistic approach [42] limits the
number of admissible actions, eliminating some actions which might be infeasible in rare conditions;
so it is not efficient in terms of finding the optimal policy. Considering the best possible conditions of
stochastic variables, the set of admissible actions can be defined using an optimistic approach.

2.5.3. Q-Learning

Q-learning [51] is an RL formulation which has been derived from the formulation of SDP.
The value function in SDP is substituted with an action-value function, which is a value defined for
every pair of action-states, instead of every state in the value function. Since the learning process is
implemented by direct interaction with the environment, value functions have to be updated after each
interaction. To find an updated value function based on the Bellman equation, all admissible actions
in the respective state and period must be tested with respect to this equation, and the best value is
chosen as a new value function. Therefore, we can introduce another terminology called action-value
function, Q(i, a), demonstrating the expected accumulated reward when a decision maker starts from
state i and takes action a. Using these new values, the formulation of SDP in the Bellman equation can
be written as follows:

Qt(i, a) =
∑

j

pt
i j(a)

[
rt

i j(a) + γmax
b∈A( j)

Qt+1( j, b)
]

(6)
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where rt
i j(a) is the immediate reward in period t when the action a is taken for the transition from

state i to state j, and b and b∗ are admissible actions and the best one with respect to the next state
j, respectively.

As demonstrated in Equation (6), the action-value function is the expected value of the sequence

of data in the form of
[
rt

i j(a) + γmax
b∈A( j)

Qt+1( j, b)
]
. Using the Robbins–Monro algorithm [52], it is simple

to find a new formulation as follows:

Qt(i, a)← Qt(i, a) + α×
[
rt

i j(a) + γmax
b∈A( j)

Qt+1( j, b) −Qt(i, a)
]

(7)

where α is called the learning parameter. Q-learning is a model-free algorithm in which the transition
probabilities are not used for updating the action values.

2.6. Aggregation/Decomposition Reinforcement Learning (—RL)

In this section, a new method, namely aggregation/decomposition RL (AD-RL) is proposed
in which Q-learning, is used jointly with AD-DP method. Furthermore, the way of using
aggregation/decomposition has been derived from [21] which was generalized in [25].

As mentioned above, Archibald et al. [21] proposed an aggregation/decomposition method in
which the original problem should be decomposed to n sub-problems where n is the number of
reservoirs. All these sub-problems can be individually solved using SDP or Q-learning. The release
of each actual reservoir in each sub-problem is a function of states: the beginning storage of focus
(actual) reservoir, the total beginning storage of upstream and non-upstream reservoirs. This means
that two virtual reservoirs are assumed to be connected to the actual reservoir in which one is stated in
its upstream and the other is in its downstream. As has been explained in Archibald’s technique [21],
to decompose the original problem, the upstream and non-upstream should be properly defined. In this
decomposition technique, the upstream reservoirs are initially specified. The rest of the reservoirs
are, therefore, non-upstream reservoirs. Based on his definition, the upstream reservoirs of an actual
reservoir in a sub-problem are those whose releases directly or indirectly reach the focus (actual)
reservoir. We defined the non-upstream reservoirs as those which directly or indirectly receive the
release from the focus (actual) reservoir. The rest of the reservoirs are upstream ones. Based on some
numerical examples, we found that the new definition of virtual reservoirs would end up with a
superior release policy in SDP or Q-learning.

Indeed, there are different interrelated sub-problems in AD-RL that are connected to each other
through the releases from actual reservoirs. That means that action (release) taken for each focus
(actual) reservoir in a sub-problem in one period is used as an input to the actual reservoir in the next
sub-problem in the same period. Therefore, it can be assumed that every sub-problem is conducted
by a specific agent and all these agents could share their information through their releases in every
interaction of the learning process in AD-RL. Therefore, AD-RL might be interpreted as a multi-agent
RL algorithm in which every agent should make a proper decision using its own information and
the information received from other agents, including releases and the beginning storages for their
respective actual reservoirs. Moreover, the feedback for each agent in the next stage (e.g., the next
period) comes from the respective agent and other agents after making their decisions. This feedback
includes the next end-of-period storages and the immediate reward for all actual reservoirs in the
sub-problems. In other words, each agent should be individually trained until it converges in a
steady-state situation in which an optimal policy for that agent can be obtained. The schematic way of
training is illustrated in Figure 2.
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Figure 2. Schematic of aggregation/decomposition reinforcement learning (AD-RL) algorithm.

As illustrated in Figure 2, each agent should interact directly with a specific environment; however,
it has indirect interaction with other environments pertinent to other agents. In other words, AD-RL
can be projected to a traditional RL in which there are multiple agents (the upper dotted-line box in
Figure 2) and multiple environments (the lower dotted-line box in Figure 2) instead of having a single
agent and single environment. Therefore, at the time of decision making, each agent should access
the beginning storages of all reservoirs. The training part for each agent (updating the action-value
functions) should be individually accomplished. The immediate rewards used in the training part for
one specific agent come from the reservoir which is related to that agent and from the non-upstream
reservoirs that are related to other agents. The developed algorithm (AD-RL) can be summarized as
the following steps:

Step 1—The original problem is decomposed to some sub-problems in which the first sub-problem
starts for the most upstream reservoir where no releases flow to that reservoir. The last sup-problem
is, therefore, one with no downstream reservoirs. As previously mentioned, for each sub-problem,
there are two virtual reservoirs: upstream and non-upstream reservoirs. The non-upstream reservoirs
should be initially defined. The rest of the reservoirs are upstream reservoirs.

Step 2—For each sub-problem, the states for the respective agent should be defined as follows:

• The beginning storage of focus (actual) reservoir (st
i)

• The summation of beginning storage of all non-upstream reservoirs (Snut
i)

• The summation of beginning storage of all upstream reservoirs (Sut
i)

Step 3—all admissible actions (releases), Ai
(
st

i

)
, should be properly defined (based on the optimistic

or the pessimistic procedure)
Step 4—Initialize the values of Q-factor for each agent i in all possible state-action pairs
Step 5—Start with initial beginning storages for all reservoirs (s1

i ) and set t = 1
Step 6—For all agents,

• Calculate the beginning storages of upstream (Sut−1
i ) and non-upstream (Snut−1

i ) reservoirs.

• Take an action (release) using one of the action-taking policies such as Softmax, ε-greedy, greedy,
or random. For instance, if using ε-greedy policy, the probability of release (Rt

i) from reservoir i in
period t in state st

i is calculated as follows:

Pst
i
(
Rt

i

)
=

⎧⎪⎪⎪⎨⎪⎪⎪⎩
1− ε+ ε

(
∣∣∣Ai( st

i)
∣∣∣) Rt

i = Rgt
i

ε
(
∣∣∣Ai(st

i)
∣∣∣) Rt

i � Rgt
i

(8)
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where Rgt
i is the best (greedy) release (action) for a given state up to the current period for agent i.

Note that Rgt
i might be a vector, including multiple actions (releases) because there could be more than

one outlet (decision variable) for one focus (actual) reservoir in a sup-problem.
Step 7—The next state of the actual reservoir in every sub-problem is calculated for all agents

using the respective balance equation as the dynamic of the system.

st+1
i = st

i + It
i + Rut

i −Rt
i (9)

where Rut
i is the total releases to focus (actual) reservoir i from its upstream reservoirs. The decision

taken by an agent (Rt
i) in a sub-problem might not be feasible because the storage bounds are not

satisfied. In this situation, the next state (the end-of-period storages) are replaced with the respective
maximum or the minimum storages, and the releases are revised using the balance equation. Note
that the final releases after revision process are used for computing the immediate rewards while the
actions (releases before the revision process) are used for training (i.e., updating Q-factors).

Step 8—update the Q-factors for all agents as follows:

Qt
i

(
Sut

i , st
i , Snut

i , Rt
i

)
← Qt

i

(
Sut

i , st
i , Snut

i , Rt
i

)
+

α×
⎡⎢⎢⎢⎢⎢⎣rt

i + γ max
b∈Ai(st+1

i )
Qt+1

i

(
Sut+1

i , st+1
i , Snut+1

i , b
)
−Qt

i

(
Sut

i , st
i , Snut

i , Rt
i

)⎤⎥⎥⎥⎥⎥⎦ (10)

where rt
i is the reward used to update Q-factors for each action-state pair. There are two types

of immediate reward for each agent in every sub-problem: actual and virtual. In the first type,
the immediate reward of each agent is considered. Whereas the release from one reservoir might
be used multiple times in the downstream, in the virtual type of immediate reward for each agent
the benefits of this release should be calculated multiple times in those reservoirs which directly or
indirectly receive this flow. For example, where all reservoirs generate power, the release from the
most upstream reservoir can contribute the power generation multiple times with different benefit
functions in all downstream reservoirs. The total immediate reward for every agent in the respective
sub-problem is the summation of actual and virtual immediate rewards.

Step 9—If the stopping criterion is not satisfied, increment t and repeat steps 6–8; otherwise, go to
the next step.

Step 10—Find the decision policy using the following equation:

Poti
(
Sut

i , st
i , Snut

i

)
= arg max

b∈Ai(st
i )

Q
(
Sut

i , st
i , Snut

i , b
)

(11)

3. Problem Settings and Results

3.1. Case Study: Parambikulam–Aliyar Project (PAP)

We consider the Parambikulam–Aliyar Project (PAP) from India as this multi-reservoir system
has been studied using AD-DP and FP methods in [28,49,53], respectively. We provide only the
minimum details that are interesting to know here about the system and to correspond with the
numbering of reservoirs different here than in [53]; detailed explanations of these reservoirs, their data
and corresponding benefits and policies can be obtained from the above works. For the purpose
of comparing results with those of four other methods reported in the literature, we use the same
problem and objective functions, although that is not a restriction of the AD-RL method. In other
words, any other highly non-linear or even discontinuous objective functions can easily be handled by
the proposed model as RL is basically a simulation-based technique.

PAP, as studied, is presented in Figure 3. The PAP system comprises of two series of reservoirs
in which the left-side reservoirs are more important in terms of the volume of inflow and demands
(i.e., the demands and inflows are remarkably high compared to other side). The number inside the
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triangle depicting each reservoir in Figure 3 represent the live capacities, which can be considered as
the maximum storage volume and the minimum (live) storage is zero. The subscript of inflow also
represents the index of the reservoir and is used later for explanations.

Figure 3. Parambikulam–Aliyar Project (PAP) system as studied.

The main purpose of this project is to conduct water from western slopes of Anamalai Mountains
to irrigate the eastern arid area in two states (Tamilnadu and Kerala), and hydropower and fishing
benefits are the secondary incomes of the project. Many operating constraints exist agreed upon in
the inter-stage agreement between these two different states that should be taken into consideration
for constructing any optimization model; the details are not provided here and are available in the
original papers. The objective function is defined as;

Max Z(Rt) = Max
N=5∑
i=1

N=5∑
j=1

T=12∑
t=1

bt
i ×Rt

ij (12)

where bt
i is the benefit per unit release which is given in Table 1 and is useful later to understand

MAM-DP’s objective function. Note that the above simple linear objective function has been chosen
to be exactly the same as the objective function used in the literature for other methods to which we
compare our proposed model, and it is not a restriction.

Table 1. The benefit per unit release.

Reservoir
Periods

1 2 3 4 5 6 7 8 9 10 11 12

1 0.6 1 1 0.05 0.2 0.2 0 0 0 0 0 0
2 0.8 0.9 1 0.4 0.4 0.7 0.8 0.8 0.8 0 0 0
3 0.1 0.25 0.3 0.22 0.25 0.4 0.5 0.4 0.4 0.3 0.2 0.2
4 0.55 0.9 1 0.22 0.28 0.42 0.58 0.62 0.44 0 0 0
5 0.25 0.35 0.35 0.25 0.35 0.3 0.3 0.3 0 0 0.2 0.25

It is worth noting that 20% loss should be considered for all releases flowing from the third
reservoir (Paramabikulam reservoir) to the fourth reservoir (Tirumurthy) because of the long tunnel
used for water flow between these reservoirs.

The lower release bounds are set to zero for all periods. Table 2 also illustrates the upper bounds
for all different connections in the PAP case study (i.e., the release from reservoir i to reservoir j). It is
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assumed that these bounds are the same for 12 months. The diagonal elements in this table indicate
the total maximum releases for each of the five reservoirs.

Table 2. The upper bounds of release.

Res. 1 Res. 2 Res. 3 Res. 4 Res. 5

Res. 1 173.62 123.9 49.72 - -
Res. 2 - 115.4 - 57.7 57.7
Res. 3 - - 66.67 - -
Res. 4 - - - 105.12 -
Res. 5 - - - - 49.23

The hydrological data available on a monthly basis for the five reservoirs is in Figure 4. The average
monthly inflows to the first, second, third and fifth reservoirs are almost the same in which the rainy
season starts from December to May. However, the main proportion of rainfall in the fourth reservoir
occurs during the monsoon period (from May to September).

Figure 4. The average monthly inflows in million cubic meter (MCM).

Given the available inflows for each month and the non-normal highly skewed nature of the inflows,
the Kumaraswamy distribution was found to be the best fit and a few examples are shown in Figure 5.

 

Figure 5. Examples for the probability density functions of inflows to reservoirs [19].
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Furthermore, based on the nature of PAP case study, there are high correlations
between the first reservoir (Tamilnadu Sholayar), the second reservoirs (Parambikalami and
Tunacadavu-Peruvarippallam), the third reservoir (Lower Aliyar) and the fifth reservoir
(Kerala Sholayar) in terms of natural inflows (Table 3). The inflow to reservoir 4 is independent
of other reservoirs’ inflows.

Table 3. The cross-correlation between inflows to reservoirs.

Res. 1 Res. 2 Res. 3 Res. 4 Res. 5

Res. 1 1.0 0.8 0.8 −0.1 0.9
Res. 2 0.8 1.0 0.8 0.1 0.8
Res. 3 0.8 0.8 1.0 0.3 0.7
Res. 4 −0.1 0.1 0.3 1.0 0.0
Res. 5 0.9 0.8 0.7 0.0 1.0

The PAP project is solved using three other different optimization methods, including the MAM-DP,
AD-DP and FP techniques in order to verify the performance of the proposed AD-RL. Two different
methods of aggregation/decomposition are used in MAM-DP and AD-DP which are explained in the
following sub-sections.

3.2. MAM-DP Method Applied to Parambikulam–Aliyar Project (PAP)

As observed in Figure 6, the PAP problem can be decomposed into four two-reservoir sub-problems
for using the 2-level MAM-DP [28]. The values R̃12, R̃13 and ˜R24 + R25 are the releases whose conditional
probabilities should be calculated from the respective sub-problems. Having solved all sub-problems,
the optimal policy for the whole PAP case study can be obtained using the results of all sub-problems’
policies (R13 and R3 from sub-problem 1; R12 from sub-problem 2; R25 from sub-problem 3; R24, R4, R5

and from sub-problem 4).

Figure 6. The sub-problems of PAP using the multilevel approximation-dynamic programming
(MAM-DP) method [28].

Furthermore, defining an objective function for each sub-problem is a challenging issue. Here, it is
assumed that the maximum possible benefit for each sup-problem is achieved from the releases in the
downstream reservoirs. For instance, in the first period the benefit per unit release for R12 in the first
sub-problem is 1.95 (the sum of the benefit per unit release from reservoirs 1, 2 and 4).

3.3. AD-DP Method Applied to PAP Project

All sub-problems of the PAP project using the AD-DP [21] aggregation method are demonstrated in
Figure 7. The reservoir with a thick borderline in each sub-problem is a virtual reservoir whose release is
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not what actually occurs in reality. For instance, the release out of virtual reservoirs 1 and 3 in the second
sub-problem does not really flow into reservoir 2, and it is divided between reservoirs 2 and 3.

 
Figure 7. The sub-problems of PAP using the aggregation–decomposition dynamic programming
(AD-DP) method [28].

As illustrated in Figure 7, the first sub-problem consists of two state variables (the storage of
reservoir 1 and the storage of virtual reservoir which is made up from four reservoirs 2, 3, 4 and 5)
and three decision variables (the next storage of the virtual reservoir, release from reservoir 1 to
reservoir 2 and release from reservoir 1 to reservoir 3). The second sub-problem comprises three
state variables and four decision variables. Other sub-problems have two state variables and two
decision variables. Furthermore, for these sub-problems, one more assumption (in addition to the
one explained in the section on AD-DP regarding the division of storages of the virtual reservoirs)
should be taken into consideration in which the release from each virtual reservoir with more than one
outlet downstream (e.g., reservoirs 1 and 2) should be proportionally divided based on the respective
capacity of the outlets.

3.4. Fletcher–Ponnambalam (FP) Method Applied to PAP

In the FP [17] method, having assumed a linear decision rule, the first and the second moments of
storages are available in analytical forms. Substituting these new moments in the objective function
produces an analytical expression for the first and second moments of releases, spills, and deficits of
each reservoir in each period. All these expressions are dependent on a single parameter for each
reservoir in each period. A non-linear optimization is solved directly for the objective function while
the statistical moments of storages, releases and probabilities of containments, spills and deficits are
also available for all reservoirs. More details can be seen in [53].

3.5. AD-RL Method

To find a near-optimal policy by the Q-learning algorithm, a proper action-taking policy should
be chosen. The discount factor (γ) for the learning step is 0.9 while the respective parameters including
the learning factor (α) and ε (in ε-greedy policy) or τ (in Softmax policy) should be accurately set.

As previously mentioned, the main advantage of the Softmax policy is to explore more at the
beginning of learning while increasing exploitation as learning continues. This behavior is controlled
using the values of Q-factors while converging to the steady-state situation, that is, the action with a
greater Q-factor should have a higher chance to be chosen in every interaction. However, while applying
this policy, it is observed that the values of all Q-factors become almost close to each other as they
converge to the steady-state situation. In other words, Softmax might end up with almost identical
probabilities for admissible actions. Therefore, this action-taking policy may lead to a poor performance
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through converging to a far-optimal operating policy, which our numerical experiments accomplished
herein confirmed this result too.

Despite the Softmax policy, in ε-greedy policy, the rate of exploration is constant over the learning
process that may not guarantee reaching a near-optimal policy. To tackle this issue, the whole learning
process can be implemented as episodic starting, with a big ε in the first episode and decrease the
rate in the next episode. An episode comprises a predefined number of years that the learning
(simulation) should be implemented. The initial state at the beginning of the learning in every episode
can be randomly selected. It is worth mentioning that the value of ε in every episode is constant.
To implement this way of learning in the PAP case study, we considered two different parameters:
ε1 and ε2. The value of ε1 equals one in the first episode, so there will be no difference between all
admissible actions in terms of probability of being selected. Parameter ε2 is the rate of exploration in
the last episode, then the rate of exploration for other episodes is determined using a linear function of
these two parameters.

The learning factor (α) is also an important parameter that should be precisely specified. There are
different methods to set this parameter [54]. It has been specified based on the number of updating for
each action-state pair using the following equation:

α =
B

NOV (i, a)
(13)

where B is a smaller-than-one predefined parameter. The role of this parameter is to cope with the
asynchronous error in the learning process [54].

We use a robust ANN-based approach to tune the above-mentioned parameters. The respective
input data for training the corresponding multilayer perceptron ANN is obtained using a combination of
different values chosen for parameters ε2 and B. To have a space-filling strategy, the values considered for
each parameter should be uniformly distributed over its domain (for example B takes values of 0.1, 0.3,
0.5, 0.7 and 0.9). Given the sample values chosen for these parameters presented in Table 4, there will be
25 different input data representing all possible combinations for these parameter values. AD-RL will
be implemented then for each individual set of these input combinations 10 times. Given the operating
policy for each implementation of Q-learning, one can run the respective simulation to obtain the expected
value of the benefit. The expected value (μ) and the semi variance (σsemi) of all 10 expected values of
benefit value obtained from the simulations are calculated using the following equations:

μ =

∑NR
i μi

NR
(14)

σsemi =

∑NR
i { (μi − μ)2

∣∣∣∣μi < μ }
NR − 1

(15)

where NR is the number of runs (10 in our experiments), and μi and σsemi are respectively the mean
and semi variance values of objective function obtained by ith run.

Table 4. Values of B, ε1, ε2 for making input data.

Parameters Values

B 0.1 0.3 0.5 0.7 0.9
Initial exploration factor (ε1) 1 1 1 1 1
Final exploration factor (ε2) 0 0.1 0.3 0.5 0.7

Recall that Q-learning is a simulation-based technique. Therefore, it could end up with different
operating policies at the end of the learning process because of different sequences of synthetic data
being generated over the learning phase. Obtaining more robust results for different runs of Q-learning
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(less variation of expected values at the end of simulation for different Q-learning implementations) is
a good sign for the respective fine-tuned parameter values. To take the robustness of the results into
account in ANN training task, one can use a function of the performance criterion (μ − σsemi in our
experiments) as a desirable output.

To demonstrate how efficient the proposed tuning procedure is, one of the five reservoirs in the
PAP case study (Tamilnadu Sholayar reservoir) is selected which can be considered a one-reservoir
problem. Similar to what has been undertaken for training data, Q-learning is implemented for the
test data set consisting of 100 data in our experiments, and the respective performance criterion is
obtained for each test data. The outputs of the networks for these test data can be found using the
trained network. The best outputs obtained from Q-learning and the trained networks are compared
then to each other. If all or the most of these two different outputs are the same, we conclude that the
training phase for tuning the parameters has been performed appropriately.

Table 5 demonstrates top- 3, 4, 5, 10, and 15 best sets of parameters in terms of the defined
performance criterion (μ− σsemi). For instance, 3 out of 5 best sets of parameters based on the output
of the trained network are among the 5 best sets of parameters based on the Q-learning approach.
Figure 8 illustrates the comparisons between the performance obtained from the neural network for
the top 20 sets of parameters and the respective ones based on Q-learning. It shows that the function
trained maps the input data to desirable data appropriately. Such a training procedure can, therefore,
be used in cases with a larger number of reservoirs.

Table 5. The number of the same sets of parameters according to estimated-by-artificial neural network
(ANN) and actual (obtained-by-Q learning) performances for top-N set.

N

N 3 4 5 10 15

The number of the same sets in top n sets 1 3 3 9 14

Figure 8. The estimated and real performance of top 20 sets based on estimated performance.

Having the trained network using 25 examples given in Table 5 for the five-reservoir case study
(PAP project), one can select and sort a number of the best parameter sets using 100 test data (Table 6).
We used the first set of parameters to implement AD-RL.
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Table 6. Top three parameter sets obtained by the ANN-based parameter tuning approach for AD-RL
algorithm applied to PAP.

Rank Performance Criteria ε2 B.

1 1347.447 0.3 0.9
2 1346.325 0.4 0.9
3 1345.93 0.2 0.9

The AD-RL algorithm was implemented 10 times, each with one hundred episodes for the learning
process. Each episode comprises 1000 years. Table 7 reports the average and the standard deviation of
the annual benefit for all mentioned techniques applied in the PAP case study. It is worth noting that the
average and standard deviation reported for the AD-RL method are their mean values obtained from
running ten simulations. The AD-DP, MAM-DP, and AD-RL results are also determined by applying
them to the same problem (PAP). Finally, the FP1 and FP2 results are from Mahootchi et al. [53] where
FP1 and FP2 correspond to different approximations for estimating releases from upstream reservoirs
for the Kumaraswamy distributed inflows. See [53] for details.

Table 7. The average expected value and the standard deviation of annual benefit.

Methods Ave. Std.

MAM-DP * 1432.2 249.6
AD-RL * 1353.9 224.1

FP2 1289.5 230.4
FP1 1262.5 211

AD-DP * 1268.0 231.6

* Results from the methods implemented in this paper.

Figure 9 compares the average benefit for all 10 runs of Q-learning. This is a good verification
showing how robust the Q-learning algorithm is. It also verifies that the derived-by-Q learning policy
for all different 10 runs outperforms the policies derived by FP and AD-DP.

Figure 9. The average expected value of the objective function for 10 different runs.
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4. Discussion

In above section, we presented the results of the proposed aggregation decomposition-reinforcement
learning (AD-RL) approach for optimizing the PAP multi-reservoir system operations and compared
them with those of three other stochastic optimization methods including MAM-DP, FP, and AD-DP.
In terms of the average optimality criterion (objective function value), the AD-RL’s solution was the
second best result after that of MAM-DP. Because both mean and standard deviations are important,
from Table 7 it is clear that the solutions of MAM-DP, AD-RL and FP1 are non-inferior and dominate the
solutions of FP2 and AD-DP. Although computational run times are not always the best way to compare
complexity in these methods where the number of simulations can be easily changed without much
loss in optimality, the AD-RL method was three times faster than MAM-DP for the results presented
above. This is important as MAM-DP and AD-RL were the top two ranked methods using mean objective
function values. Moreover, as AD-RL was performed using the parameters tuned by a trained ANN,
the solutions found by the proposed method in the PAP case study were reasonably robust. In other words,
performing the AD-RL technique with different synthetic sequences of data leads to almost similar results.
In this regard, assessing the performances of the investigated methods against different reservoir inflow
scenarios associated with different runs, the standard deviation of the objective function for the AD-RL
method was reasonably good compared to those of other stochastic methods investigated. This risk
measure for the AD-RL approach was considerably lower than that resulting from the MAM-DP approach.

Overall, compared to other stochastic optimization methods, the results obtained by the proposed
AD-RL approach were promising in terms of the optimality and robustness of the solutions found and
the required computational burden.

5. Conclusions

In this paper, an aggregation/decomposition model combined with RL was developed for
optimizing multi-reservoir systems operations, in which the whole system is controlled using a number
of multiple co-operating agents. This method addresses the so-called dual curses of modeling and
dimensionality in SDP. Each agent (operator) finds the best decision (release) for its own reservoir
based on its current state and the feedback it receives from other agents represented by two virtual
reservoirs, including one each for upstream and non-upstream reservoirs, respectively. An efficient
approach based on neural networks was also proposed for tuning the model parameters in order to
achieve a robust solution methodology. The developed methodology and original methods that did
not use the RL method were applied to the Parambikulam–Aliyar Project (PAP) for which results from
other methods were available for comparison.

For the PAP case studied herein, the average performance of the model (based on multiple runs)
was compared with the performances of other stochastic optimization techniques, including multilevel
approximation dynamic programming (MAM-DP), aggregate dynamic programming (AD-DP), and that
of the Fletcher–Ponnambalam (FP) method (reported from the literature). The policies obtained by the
AD-RL revealed that the proposed AD-RL approach outperformed FP and AD-DP methods in terms of
the objective function criterion while having a comparable performance with MAM-DP but with a less
computational time, which can be promising for large-scale problems.

As the proposed method is based on simulation, any other objective functions including
non-linear/discontinuous ones can be considered which is a challenging issue for most other stochastic
methods and is left for future studies.
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Abstract: Wine constitutes the dominant Italian agricultural product with respect to both production
quantity and economic value. Italy is the top wine producer worldwide in terms of volume and
the second one below France in terms of national income. As the Italian agricultural production
accounts for 85% of the national freshwater appropriation, the country’s agricultural sector strains
freshwater resources, especially in the central and southern regions, which constitute important
winemaking areas in terms of quantity and quality. To this end, we first perform a review of the
existing research efforts on wine water footprint assessment to investigate the water dynamics of
wine production in Italy compared to the rest of the world. The results indicate a prevalence of
studies on the water footprint of Italian wine, emphasising the need for deeper research on the
sector’s water efficiency. Then, we aim at exploring the major drivers, barriers, and good practises
for systematic water stewardship in the Italian winemaking industry, considering the product and
territorial characteristics. This research is anticipated to contribute towards providing insights for
practitioners in the Italian wine sector to develop water-friendly corporate schemes for enhancing the
added value of their products.

Keywords: freshwater resources; water footprint; water management; wine production; winemaking
sector; Italy

1. Introduction

The winemaking industry plays a critical role in the economy of the primary sector of the Southern
European and Mediterranean regions [1]. Thus, there is an increased pressure towards minimising the
environmental impacts of wine production [2] to improve the sustainability of the sector in terms of
climate change and natural resources [3]. More specifically, consumers’ environmental expectations
further motivate winemakers to adopt green technological interventions for efficient water use during
irrigation or wastewater reuse [4]. In addition, given that a considerable number of consumers,
especially young ones [5], express willingness to pay a premium for a sustainable wine label [6], the
production of water-friendly wine could be an ambitious strategy for increasing profitability through
quality improvement [7].

The winemaking efficiency in terms of freshwater use can be expressed through the water footprint
(WF) concept, which refers to the total volume of freshwater consumed and polluted at national,
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corporate, or product levels [8]. Specifically, WF is a multidimensional indicator that consists of three
components: (i) green water addresses the absorption of rainwater by plants (i.e., the proportion
of precipitation that infiltrates into the unsaturated soil zone and is temporarily stored in soil and
vegetation canopy [9]), (ii) blue water refers to the consumption of surface or groundwater during
irrigation and processing activities, and (iii) grey water constitutes the freshwater quantity used for
assimilating pollutants during farming and manufacturing given specific water quality standards [8].

In Italy, agricultural production is responsible for 85% of the country’s freshwater appropriation
(This percentage is calculated as the ratio of the WF of crop production, grazing, and animal water
supply to the total WF of national production in Italy, which are both provided in annual average
values during the reference period 1996–2005), of which 81% refers to green WF, 8% refers to blue WF,
and 11% refers to grey WF [10]. In the case of the winemaking sector, the average WF of Italian grapes
equals to 488 L per kg of fresh fruit, of which 76% corresponds to green water, 7% corresponds to blue
water, and 17% corresponds to grey water [11]. In terms of wine, the average WF of a glass (0.125 L)
of Italian wine is 88 L [12]. Notably, a considerable number of research papers further quantify the
WF of different wine varieties across the regions of the country. Apart from water use, emphasis is
further placed on water scarcity issues of the Italian territory. In fact, the national agricultural sector
poses considerably high stress on freshwater resources [13], particularly in Southern Italy [14], which
constitutes an important winemaking area in terms of wine quantity and quality [15].

Although the water impact of wine is relatively low compared to other agricultural
commodities [11], its high production volume and its economic value in Italy render research
on the WF of Italian wine essential. In fact, wine constitutes the top national agricultural product in
terms both of quantity and value [16]. Compared to the rest of the world in 2017, Italy constituted the
first producer concerning wine volume (4.25 billion L, excluding juice and must) [1], and the second
one below France regarding economic value (12.1 billion Euro) [17]. In addition, the country came
third following the United States and France (2.26 billion L) in respect to wine consumption, while it
was second both below Spain in terms of export volume (2.14 billion L) and below France concerning
export value (5.87 billion Euro) [1].

Notably, scientific research on the WF assessment of wine is growing rapidly [18]. As water
management across supply chains is considered as vital for the long-term sustainability of the
winemaking industry [19], this work aims at (i) reviewing the existing WF assessment efforts during
wine production to explore how the wine WF research is diffused worldwide (Section 2), (ii) investigating
the drivers and barriers of water stewardship in the Italian winemaking sector as an identified global
leader in the field of study (Section 3), and (iii) discussing water stewardship policies applicable to
the Italian wine production (Section 4). Overall, this paper aims at highlighting the need for water
management in the wine industry, especially in water-scarce countries where it constitutes a major
economic activity. To this end, we anticipate that this research will contribute towards supporting
winemaking practitioners in identifying good practices in water management and launching efficient
water-related corporate schemes through overcoming barriers motivated by impelling drivers.

2. Water Footprint of Wine: Literature Background

In this section, we perform a review of the global wine WF literature to identify the position of the
Italian case studies in this research field. Within the extant literature, we have identified 20 articles in
total that include the terms “water footprint” (or “water management” or “freshwater resources”) and
“wine” (or “winemaking”) in the Scopus and Web of Science databases. Then, we present the major
descriptive statistics of the review findings along with a brief discussion. Finally, the taxonomy of the
Italian literature provides a detailed analysis of the papers under study in a structured manner.

The WF of a product is defined as the total volume of freshwater used directly or indirectly
across its end-to-end supply chain [20]. Figure 1 illustrates the different stages of a wine supply chain,
highlighting the viticulture and the vinification phases as the prevalent WF contributors. To quantify
the WF of wine, several methodological approaches exist; the WF assessment manual that focusses on
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the volumetric measurement of water consumption and pollution [8] and the life cycle assessment
(LCA) techniques (e.g., the ISO 14046 [21]), further including the impact of water scarcity (which varies
spatially and temporally) on the WF indicator [14], constitute the most common ones. Although a
comparison among the different WF assessment approaches is considered out of the scope of this
research, a more detailed analysis of their unique charasterics is provided by Chenoweth et al. [22].

Figure 1. Typical wine supply chain.

2.1. Research Efforts Worldwide

Several case studies on wine WF assessment have been identified in the literature, indicating
the increasing academic interest in evaluating the use of freshwater resources in the winemaking
sector worldwide. Outside Europe, efforts have been made to quantify the WF of New Zealand’s
wines. First, a combination of an LCA-based approach and a hydrological water-balance technique was
implemented to quantify the volume of water consumed and polluted during wine production in two
New Zealand regions [23]. In a later study, the authors extended the WF research of New Zealand’s
wine by comparing the results obtained using diverse methodologies, further including the traditional
WF assessment method, to investigate freshwater utilisation from different perspectives [24]. In North
America, a US study assessed the greenhouse gas emissions, the energy use, and the freshwater
use across the life cycle of wine produced in California, beginning from the cultivation of grapes
up to their delivery at the winery gate, to provide a holistic evaluation of the wine’s environmental
impact [25]. Moreover, a preliminary research effort was made for assessing the grey WF associated
with wastewater produced during the winemaking process in a Canadian winery and co-treated
by municipal wastewater treatment plants [26]. In Latin America, a recent study quantified the
consumptive blue and green WF of several varieties of grapes for wine production in five Argentinian
regions, using different irrigation systems [27].

Within Europe, although the majority of research on wine WF assessment has been documented
across southern countries, two publications refer to Northern Europe. In Romania, the WF of a
bottled wine produced in a medium-sized winemaking plant was quantified in the stages of viticulture
and vinification, further evaluating the socio-economic potential of winemaking and the related
water-related schemes within the country [28]. In Hungary, a recent study developed a framework
for WF assessment during grapes’ cultivation and processing to optimise the consumption of both
rainwater and freshwater consumed [29]. Moving to the south, several researchers evaluated the
WF of Iberian wines. More specifically, an evaluation of both direct and indirect freshwater use
was performed for a Portuguese white wine variety during the viticulture and the winemaking
stages, further analysing the related environmental impacts of water use [30]. In addition, a more
comprehensive analysis included the LCA of the carbon, water, and energy footprints, as well as the
material intensity and solid and water wastes, of a bottle wine during the phases of grapes’ cultivation,
wine production, bottling and packaging in Portugal [31]. More recently, the water-related ISO 14046
was used to analyse the WF profile of a Spanish grape variety for vinification and to address the
impacts due to water scarcity and degradation from a life cycle perspective [32]. Moreover, an indicator

225



Water 2020, 12, 369

of water depletion, mainly due to irrigation during the viticulture stage, was evaluated in the context
of a complete LCA of an aged red wine produced in Catalonia, Spain [33].

2.2. Italian Case Studies

An increased number of case studies on wine WF has been mapped across the Italian territory.
Lamastra et al. [34] proposed a new WF quantification approach (Valutazione Impatto Viticoltura
sull’Ambiente – V.I.V.A. tool) to improve the WF assessment manual technique [8], emphasising in detail
the calculation of the grey WF of six different wine varieties of a Sicilian winery. Bonamente et al. [35]
quantified the direct green, blue, and grey WFs of a typical red wine produced from a blend of grape
varieties by a medium-sized winery in Umbria, based on the V.I.V.A. tool [34] and following the ISO
14046 principles [21]. In a later study, the authors performed a combined carbon and WF assessment
in the life cycle of the Italian red wine using the same dataset and methodological approach [36]. In
the same vein, Rinaldi et al. [37] performed a cradle-to-grave analysis for juxtaposing the carbon
and WF indicators of a red and a white wine of an Umbrian producer, using the same system
boundaries, functional unit, and input data, based on the relevant ISO guidelines [21]. In Umbria
again, Bartocci et al. [38] calculated the carbon, ecological, and WF, along with several LCA-related
environmental impacts, for two different varieties of grapes during cultivation, wine production,
vinegar ageing, and bottling, following the ISO approach [21]. Recently, Borsato et al. [39] compared
the WF outcomes of a volumetric (i.e., the V.I.V.A. tool [34]) and two LCA-based approaches (i.e.,
Available WAter REmaing – AWARE [40] and Water Scarcity Index [14]) during the production of a
white wine variety in Northeast Italy to improve water management. Miglietta et al. [41] investigated
the WF of two types of wines indicated with designation of origin whose vineyards are situated
in Northern (Piedmont) and Southern (Sicily) Italy to compare the geographical impact of grapes’
cultivation on freshwater consumption and pollution. More recently, Miglietta et al. [42] quantified
the water efficiency (i.e., the ratio of total wine WF to total wine production) and the economic water
productivity (i.e., the ratio of wine price to wine WF) of all Italian wines indicated with appellation of
origin. In addition, Miglietta and Morrone [43] studied the virtual water flows and economic water
productivity of wine trade between Italy and Balkan countries. The latter three research efforts were
conducted based on the WF assessment manual estimates [8].

Figure 2 illustrates the distribution of the case studies on wine WF assessment by country. Notably,
Italy dominates the wine WF research (i.e., nine out of 20 studies), confirming (i) the leading role of the
Italian winemaking industry both within the country [16] and abroad [1], and (ii) the increased water
scarcity concerns in the region [14], followed by New Zealand, Portugal, and Spain (i.e., two out of
20 studies each). Notably, there is an apparent absence of WF studies for French wines, despite the
major economic impact of the country’s winemaking sector worldwide [17], which is potentially due
to lower water scarcity indices compared to Italy [14]. In addition, Figure 3 depicts the distribution of
the studies by year of publication. In fact, the research on wine WF assessment has received a rather
constant interest during the last 6.5 years (i.e., the first paper was identified in 2013), exhibiting an
average of 2.9 studies per year worldwide and 1.2 studies annually in Italy.

Finally, Table 1 provides a taxonomy of the literature in the field of wine WF assessment in Italy.
More specifically, the type of the study, the period in which the data were collected, the location of the
study, the wine variety examined, the winemaking phase considered, the WF assessment method used,
as well as the type and volume of the WF quantified, are documented to provide detailed information
in the field of wine WF assessment in a supplementary manner. Notably, a comparative analysis
of the studies could be challenging due to significant differences concerning the (i) methodological
approaches implemented, (ii) databases utilised, (iii) assumptions articulated, and (iv) temporal or
spatial characteristics considered. However, as the diverse WF assessment approaches exhibited
vary with respect to the manner that they quantify water use [22], it is not infeasible to compare WF
results derived from different methods, even though the calculations are performed using the same
dataset [44]. In fact, Bonamente et al. [36] confirm this statement through providing different results
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compared to Bonamente et al. [35], although they use the same input data. Even by applying the same
methodology, the different wine variety types [34], as well as the diverse climatic and geographical
conditions of the Italian regions from North to South [41], influence the wine WF assessment findings.
Nevertheless, in general, green water emerges as the typical source of water for wine production, even
in semi-arid environments such as Central Italy.

Figure 2. Distribution of studies on wine WF assessment by country.

Figure 3. Distribution of studies on wine WF assessment by year.
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3. Water Stewardship in the Italian Wine Industry: Drivers and Barriers

The food and beverage industry’s contribution to global freshwater withdrawal is well documented
in the extant scientific literature, while freshwater resources are dwindling at an alarming rate [18]. As
satisfying the supply of food products requires a sufficient and consistent availability of freshwater
resources, collaborative and harmonised interventions across supply chains are essential in order to
ensure sustainable and efficient water use [45]. Considering that the Italian wines exhibit substantial
WFs especially in water-stressed areas, we discuss the main drivers and barriers of water management
in the wine sector based on the existing Italian research efforts. Table 2 summarises the identified
drivers and barriers along with a taxonomy of the citing articles.

Table 2. Drivers and barriers of water stewardship in Italy.

Type Description References

Drivers

Linkage between water-related environmental
aspects to space–temporal pressures

Lamastra et al. [34];
Bonamente et al. [35];
Miglietta et al. [42];

Miglietta and Morrone [43]

Global trade and makers’ attentiveness to
sustainable wine supplies and

sustainable marketing

Bonamente et al. [35];
Bartocci et al. [38];
Borsato et al. [39];

Miglietta et al. [42];
Miglietta and Morrone [43]

Consumers’ profitable purchasing behaviours
towards sustainable wine supplies, particularly

when linked to particular territorial culture
and history

Bartocci et al. [38];
Miglietta et al. [42]

Correlation between freshwater quantity/quality
and wine quality

Lamastra et al. [34];
Miglietta et al. [41]

Proliferation of the literature with studies and
methodologies on water management allowing

for benchmarking

Bonamente et al. [36];
Rinaldi et al. [37]

Institutional policies and funding schemes
supporting water management initiatives

Borsato et al. [39];
Miglietta et al. [41]

Production effectiveness deriving from water
stewardship, particularly from an end-to-end

supply chain perspective

Bonamente et al. [36];
Bartocci et al. [38];
Miglietta et al. [42];

Miglietta and Morrone [43]

Barriers

Lack of standardisation of system boundaries to
apply and assess the impact of water
management policies and practises

Bonamente et al. [36];
Rinaldi et al. [37];
Borsato et al. [39]

Limited contextualisation of water management
operations, particularly with reference to the

economic water productivities

Lamastra et al. [34];
Miglietta et al. [42]

Structural and computational diversification of
methodologies assessing the impact of water

management policies and practises

Bonamente et al. [35];
Bonamente et al. [36];

Borsato et al. [39];
Miglietta et al. [41]

Variations in functional characteristics of wine
production setting (e.g., local climatic conditions,

production processes, etc.)

Bonamente et al. [36];
Borsato et al. [39];

Miglietta and Morrone [43]

Proliferation of eco-labelling options limiting
business differentiation possibilities Miglietta and Morrone [43]
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3.1. Drivers

From an environmental point of view, the elevated global water stress levels foster the adoption
and application of water management policies and practices in the wine industry [19]. More specifically,
wine quality is correlated to grapes’ quality, thus motivating the wine industry to investigate irrigation
practises [34]. In particular, a wine’s identify is defined by grape maturation, aroma, and coloration [46],
which are attributes that are amenable to the vine’s geographical location and climate conditions that
determine the chemical composition and sensory characteristics of grapes [47].

As freshwater appropriation is characterised by space–temporal dimensions, the adoption of
advocated practises in the winemaking industry is eminent to mitigate water stress phenomena at both
local and global freshwater bodies [33,35,43]. This need is even more pronounced in regions where the
nexus of water scarcity, vineyards, production seasonality, and climatic conditions’ severity aggravate
water consumption. In this regard, targeted institutional and state-specific policies and directives
(e.g., European Program of Sustainability, New Zealand Winegrowing Program, Italian initiative on
Valutazione dell’ Impatto in Vitivinicoltura sull’ Ambiente) motivate circular economy and water-use
minimisation in wine [39], while they further support investments in related infrastructure to protect
water quality and quantity [41]. Furthermore, the plethora of research studies and corporate reports
pertinent to water consumption across the wine supply chains operations allows benchmarking [36,37],
thus further enabling the continuous improvement and proliferation of water management policies
and practises among industry stakeholders.

From a socio-economic angle, water security has a prominent role in the United Nations Sustainable
Development Goals, as it is recognised as a key determinant to the delivery of a viable ecosystem to future
generations and a critical factor towards ensuring continuity to food manufacturing operations [48].
In particular, securing freshwater resources’ sustainability allows winegrowers to improve economic
water productivity of their wine supply chains (i.e., monetary value attained per cubic meter of water
used), hence ensuring high-quality winery products at a low level of water use [42]. In addition, the
implementation of water management policies and practises (e.g., water reuse) allows grape growers
and wine manufacturers to reduce the resources’ scarcity burden linked with their production [35,36].
To a greater extent, reducing the utilisation of freshwater as a production material results in operational
cost savings for companies [43].

From a market perspective, consumers’ awareness and attentiveness over the sustainability impact
of wine products drive demand growth in the sector, especially in case water-related eco-certification
is provided [39]. Indicatively, Rugani et al. [49] critically analysed LCA and carbon footprint-based
studies on the wine-making industry and stressed that carbon footprint labelling in wines provides
a market differentiation element that could influence consumers’ purchasing behaviour. Moreover,
wine produced with sustainable techniques has a greater export potential [42], while customers have a
willingness to pay a premium price for environmentally friendly wine products [38]. Specifically, given
that around 80% of wine sales occur in-store, clear communication of sustainably produced wine is
deemed critical for increasing sales [50]. Therefore, as sustainable marketing has nowadays a dominant
role in consumer purchasing behaviour and market sales, the communication of the water-related
identity of wines could be an additional driver for approaching water-sensitive market segments.
To some extent, consumers and policy-makers should also become aware of the virtual water flows,
particularly blue water, embedded in international wine trade, considering that agri-food trade greatly
influences water appropriation in a country [43]. To this end, national initiatives and businesses in
the wine sector actively engage multispectral WF mitigation initiatives to reduce operating costs and
communicate the water stewardship of their products to increase consumer value. In particular, better
communication to consumers could be achieved via calculating a single-score indicator for labelling
purposes [5,51].

In the case of the Italian wines, which are traded under the “controlled designation of origin” and
“controlled and guaranteed designation of origin” labels, the adoption of water management policies
can deliver a compelling marketing narrative linked to the territorial culture and history of each
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specific production wine site, promote the valorisation of local freshwater resources, and ultimately
drive rural development [41]. Notably, on average, young wine consumers in Italy value water saving
labelled wines and demonstrate a willingness to pay a premium price for such product offerings;
determinats include wine consumption frequency, environmental-friendly attitude, label use, and label
trust [5]. Therefore, as young consumers represent the most common market segment regarding wine
consumption, policy-makers could act as a driving force for supporting the winemaking industry to
adopt more environmental-friendly production methods (e.g., the Common Agricultural Policy of the
EU [52]).

3.2. Barriers

Notwithstanding the pronounced need to apply water management policies and practises in
the winemaking industry [46], dominant barriers hinder their adoption and maturity. The greatest
peril in this process regards the poor alignment between water and agricultural policies [43], which is
supported by the existence of different views among scientists regarding the system boundaries to
apply water management policies (e.g., indirect WF from raw materials, transportation, end-of-life
processes, etc.) [36,37,39]. Indicatively, Italian wines are associated with a lower WF exclusively
due to the particular production specifications to guarantee designation of origin (i.e., irrigation and
fertilisation are prohibited) [41]. To that effect, WF assessment methodologies generate different results
even in the case that the same water management techniques are considered [35].

To a greater extent, established methodologies used for the ex ante evaluation of manufacturing
operations’ water impact (e.g., LCA) myopically leverage secondary data sources and neglect
geographically related characteristics, such as diverse climatic conditions and applied production
techniques [36,39]; thus, inconsistencies and discrepancies in the derived results are possible, but
they have a detrimental effect on specific regions considering the localised supply of the embedded
production inputs. At a more granular level, an evident gap in existing databases regarding indirect
water consumption (e.g., green water) further raises evaluation challenges [36]. The lack of detailed data
input further inhibits the contextualisation of the results in real-world operations [34], subsequently
affecting the decision-making over the investments in related practises.

Furthermore, most water management-related studies focus on the academic merit of the applied
methodological approaches in the pursuit of accuracy and precision of calculations. However, business
stakeholders, who in principal operationalise water mitigation policies, cannot make inferences about
the associated economic water productivities [42]. Moreover, the diverse alternative eco-labels for
certifying the adoption of good practices for freshwater utilisation does not always provide businesses
with an opportunity to differentiate from the competition [43].

4. Discussion

Food production and consumption are considered to have a rather detrimental impact on the
environment [39,53]. Particularly, in the winemaking industry, sustainability is a key driver for
competitiveness, market differentiation, and process innovation [4]. WF could become a meaningful
indicator in sustainability initiatives for wines (as lower water consumption is also connected with a
better wine quality and taste [41,42]); thus, the winemaking industry is exploring practises to improve
the related environmental impact.

At a national level (e.g., Chile, Australia, New Zealand), frameworks to inform sustainability in
the winemaking industry exist. Flores [3] reviewed the process-based winemaking frameworks in six
countries and reported three categories where common water management practises are recognised: (i)
soil management—protection of water resources from pollution, (ii) water management—registration of
water use, selection of irrigation system, and control of water quality, and (iii) wastewater—monitoring
of effluents and treatment of winery wastewater. Focussing on wastewater treatment, in countries
such as France, Italy, and Spain, where the wine cellars are generally located close to urban areas, the
use of advanced biological processes is crucial [54].
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At a more granular level of operations and to cultivate grapes that result in high-quality wines,
agricultural practices are required to enable the control of particular properties of grapes, such as
the concentration of phenols, which determine the taste, color, and mouthfeel of wine. From a WF
point of view, regulated deficit irrigation at the phenological stage is applied to increase the phenols’
content [27]. Alongside the different quality of the cultivated grapes for winemaking, irrigation
systems and practises are also dictated by the edaphoclimatic and related infrastructure conditions at
each region. Indicatively, in the province of Mendoza, Argentina, 88% of the vineyards are irrigated
through surface irrigation (i.e., gravity-based systems), whereas the remaining vine-growing area is
irrigated through pressurised systems (e.g., dripping) to grow wine grapes of different qualities [27].
Moreover, the selection of good practices in water management for the winemaking industry could be
influenced by the assessment methodology applied [39]. Overall, this selection depends on a range of
decision-making constituents. More specifically, alternative irrigation options (e.g., drip, deficit) [55,56]
and wastewater treatment techniques (i.e., aerobic, anaerobic, or their combination) [54] result in
different levels of water savings. In addition, the implementation of digital technologies (e.g., sensors
used during viticulture) [57,58] or holistic approaches for water-friendly activities across the whole
wine supply chain [59] can further support an advanced and complete water stewardship plan. An
indicative list of WF mitigation practices in the winemaking industry is tabulated in Table 3.

Table 3. Indicative good practices for water stewardship in the winemaking industry.

Good Practice Description Aims References

Application of drip
irrigation

Drip water slowly to the roots
of plants, either above the soil

surface (via micro-spray
heads) or below the soil

surface (via buried dripperline
or drip tape)

� Minimise evaporation
� Improve

water-use efficiency
� Save nutrients

Borsato et al. [39];
Christ and Burritt [55]

Application of deficit
irrigation

Irrigate during
drought-sensitive growth

stages of a crop and leverage
available rainfall in other crop

cycles

� Improve
water-use efficiency

� Control vegetative
vigour and production
quality of grapevines

Civit et al. [27];
Chaves et al. [56]

Application of partial
root-zone drying

techniques

Irrigate about half of the root
system of a crop and leave the

other half to dry

� Improve
water-use efficiency Christ and Burritt [55]

Digitalisation of
irrigation system

Monitor water requirements
and use via sensors

� Monitor
evapotranspiration,
precipitation, soil/leaf
water content

� Improve
water-use efficiency

Aiello et al. [57];
Tsolakis et al. [58]

Treatment of winery
wastewater

Use aerobic or anaerobic
techniques to biodiograde

organic compounds, remove
nitrogen, phosphorous, heavy

metals, and pathogens

� Monitor effluents
� Purify industrial water
� Promote water reuse

(e.g., for
irrigation purposes)

Bolzonella et al. [54]

Training of employees
and application of

water-friendly processes
along the production line

Apply process changes and
reuse water during wine

processing

� Reduce industrial water
consumption in cleaning,
disinfecting, cooling,
and heating operations

�
Monitor/mitigate effluents

Oliver et al. [59]
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5. Conclusions

The Italian wine industry constitutes a global leader in terms of production quantity and quality.
Within the country, the economic scale of winemaking renders the industry as the key production
component of the Italian agrifood sector related to respective freshwater appropriation. To that end,
the investigation of water use needs during viticulture and vinification is imperative to support water
stewardship within the country’s wine sector. According to the scientific literature, Italian wine
dominates the research efforts with respect to WF assessment, thus validating the important role of
economic and environmental sustainability in the national winemaking industry. To a greater extent,
given the consumers’ awareness and positive purchasing behaviour towards water-efficient wines, the
sustainability profile of the Italian wines could further link to the designation of origin and receive
international market’s appreciation.

As research regarding water management in the winemaking industry is limited, this paper acts
as an initial mapping that captures the major drivers and barriers of water stewardship considering the
unique geographic and socio-economic characteristics of the Italian landscape. Our research findings
indicate that the environmental, socio-economic, and market drivers outperform the existing, mainly
technical and methodological, barriers. This proliferation of drivers and the identification of good
practises in the industry motivate the development of operationalisable water stewardship frameworks
for the Italian wine sector.

5.1. Practical Implications

Based on the literature evidence, it is critical that the practitioners of the Italian wine industry
should act towards the direction of water management to support the preservation of freshwater
resources and enhance the economic water productivity of their products. This research validates that
water management policies and practices should be systematically applied in the Italian winemaking
industry, from an end-to-end supply chain perspective, to enhance the sustainable brand image of the
national production and foster its trade potential and market appreciation.

At an operational level, this research suggests that vine growers and winemaking practitioners
should focus on water management interventions at three levels, including (i) soil management, (ii)
freshwater management, and (iii) wastewater treatment [3]. In particular, we propose that the type of
irrigation systems and practises to be applied should also consider the edaphoclimatic and related
infrastructure conditions at each winemaking region to increase the efficiency of water resources
appropriation [27]. Regarding wastewater treatment, aerobic processes (e.g., membrane bioreactors [60])
could offer an efficient and easy-to-use solution compared to anaerobic ones that constitute a more
economic option [54].

To a greater extent, we propose the digitalisaiton of the wine supply chain, particularly at the
farming echelon. In this regard, sensor technologies are reported to support the decision-making
process concerning the water stewardship of agrifood commodities [57], which could also be pertinent
to the case of the wine supply chain. The use of sensors in grapes’ farming for monitor freshwater use
and other related parameters (e.g., soil moisture) is an indicative digital intervention that relates to the
quality of the wine production. The introduction of advanced technologies can assist in (i) mitigating
methodological errors in water-use estimations, (ii) gathering field-level data, (iii) calculating water
consumption in viticulture in a more accurate way, (iv) extrapolating information with regard to the
WF of their supply chain, and (v) devising sound marketing strategies to engage with consumers [61].

5.2. Future Research

With regard to future research directions, both researchers and practitioners of the winemaking
production field may focus on developing analytical and computer-based tools for multi-objective
analysis and simulation to solve freshwater resource planning and operational problems. To that
end, Aivazidou et al. [7] suggest a framework that guides the ex ante evaluation of applied water
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management policies through developing a pertinent simulation model that enbables the assessment of
water utilisation on the supply chain financial performance. Notably, the modelling effort captures the
concept of consumers’ environmental sensitivity with regard to blue WF efficiency as a supply chain
profitability factor. In addition, the economic evaluation of the green WF to the overall production
value of wine, as inspired by the study of Grammatikopoulou et al. [9] for the case of cereals, is highly
recommended considering that the majority of wine grapes across the Mediterranean are grown under
rainfed conditions. To a greater extent, the economic water productivity could be combined with water
scarcity indicators to account for the inter-annual variability of the green and blue WFs at a regional
level to improve the management of grapes’ production, supply, and wine trade in the winemaking
sector [62].

To wrap up, based on the environmental, economic, and technical managerial insights obtained
by the analysis of the major drivers, barriers, and good practises, it is crucial that industry stakeholders
should systematically focus towards developing a concrete water management scheme in the Italian
winemaking sector for fostering its sustainability.
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Abstract: The socio-hydrology community has been very successful in promoting the need for
taking the human factor into account in the mainstream hydrology literature since 2012. However,
the interest in studying and modeling human-water systems is not new and pre-existed the post-2012
socio-hydrology. So, it is critical to ask what socio-hydrology has been able to offer that would
have been unachievable using the existing methods, tools, and analysis frameworks. Thus far,
the socio-hydrology studies show a strong overlap with what has already been in the literature,
especially in the water resources systems and coupled human and natural systems (CHANS) areas.
Nevertheless, the work in these areas has been generally dismissed by the socio-hydrology literature.
This paper overviews some of the general concerns about originality, practicality, and contributions
of socio-hydrology. It is argued that while in theory, a common sense about the need for considering
humans as an integral component of water resources systems models can strengthen our coupled
human-water systems research, the current approaches and trends in socio-hydrology can make this
interest area less inclusive and interdisciplinary.

Keywords: socio-hydrology; hydro-sociology; human-water systems; human-nature systems; water
resources systems; social-ecological systems; CHANS; SES; socio-hydrologic modeling; integrated
water resources management; IWRM; water resources management; hydrology

1. Introduction

The increasing interest in more explicit representation of human behavior and decisions in
hydrologic models is undeniably a positive change that must be welcomed and promoted. The water
resources community must appreciate the courage of those hydrologists who have been questioning
the reliability and practical relevance of our sophisticated mathematical models in which the human
dimension of water resource systems is overlooked. However, the interest in coupled human-water
systems is certainly not new. For decades, people in natural/social science and engineering have been
exploring human-water systems.

The need to push the envelope and expand the boundaries of our models has resulted in the
emergence of interdisciplinary methods, interest areas, and even fields of study. The recent decade
might be a turning point in the history of human-water systems studies as we have observed a
tremendous increase in the interest of researchers and funding agencies in incorporating complexity
and the human dimension into our water resources models.

In pursuit of their interest in better understanding human-water systems, Murugesu Sivapalan,
Hubert Savenije, and Günter Blöschl “welcomed” their peers in “traditional hydrology” to “a new
science” called socio-hydrology in an invited commentary in 2012 [1]. Blaming “traditional hydrology”
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for ignoring the human factor for too long, the authors proposed socio-hydrology as “a new science
that is aimed at understanding the dynamics and co-evolution of coupled human-water systems”.
Demetris Koutsoyiannis [2], a reviewer of this invited commentary, who published his review comments
online, criticized the authors for discounting the attention to the human factor in classical hydrology,
downgrading the significance of Integrated Water Resources Management (IWRM), and dismissing
the human-water systems analysis studies. Koutsoyiannis was not convinced that proposing a
“new science” was necessary and found the authors’ claims “immodest”. The supposedly novel idea
of socio-hydrology was also harshly criticized by Sivakumar [3], who believed that socio-hydrology
was “not a new science, but a recycled and re-worded hydro-sociology” that had been originally
proposed by Falkenmark [4] to study human-water interactions. Since 2012, similar critiques have
been also expressed in different publications (e.g., [5]) and at informal and formal water gatherings
(e.g., the annual meetings of World Environmental and Water Resources Congress) about the approach,
novelty, claims, and contributions of socio-hydrology.

Despite the cold welcome, proposers of socio-hydrology have been certainly successful in creating
a new space of interest and engaging an international group of researchers. To date, the invited
commentary of Sivapalan et al. [1] has been cited more than 400 times (Web of Science (WoS); more than
600 times on Google Scholar). Although some of the significant critiques of socio-hydrology have not
been directly addressed by its leaders and followers, so far, about 180 socio-hydrology papers have been
published that have been cited nearly 4000 times in total according to the WoS (Figure 1). A considerable
number of early career researchers have joined the community of researchers that identify themselves
as socio-hydrologists. The socio-hydrologists have a working group with the Penta Rhei initiative
of the International Association for Hydrological Science (IAHS), run summer schools and training
workshops, publish special issues in different journals, and have been successful in receiving funding
from major research agencies in Europe and North America for doing socio-hydrology research.
The proposers of socio-hydrology have also received major international awards and recognitions for
their “new science”.

 

Figure 1. Number and percentage of socio-hydrology papers published in different journals. IF values
show the impact factors of the journals in 2019 according to the Clarivate Analytics’ Journal Citation
Report. Only journals that have published at least four papers are shown. In our literature
search, we first searched for the keywords “socio-hydrology”, “socio-hydrology”, “socio hydrology”,
“socio-hydrologic”, “socio hydrologic”, “socio-hydrologic”, “socio-hydrological”, “socio-hydrological”,
and “socio hydrological” in the WoS database, resulting in 278 peer-reviewed journal papers.
After reviewing these papers, we discarded those which did not focus on topics that are directly
related to socio-hydrology. Our final database includes 180 papers, cited 3756 times overall based on
WoS citation report, with 593 contributing authors.
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As researchers who are interested in understanding and managing coupled, dynamic,
complex human-water systems problems, we celebrate this growing interest in studying human-water
systems problems. As colleagues, who have had the chance of interacting with socio-hydrologists in
various meetings and discussions, we also acknowledge that the socio-hydrology community leaders
have been effective in creating a useful momentum and an invaluable opportunity to expand the
traditional research and education horizon in hydrology. Yet, as the outsiders of the group, who have
been enthusiastically following their products, we struggle to comprehend what this “new science”
is, what it is trying to do that is different from previous works in this space, how it is going to do it,
and what it has accomplished to date.

Given the norms and cultures of our field, we have been hesitant to write this paper in anticipation
of any misinterpretation or unintentional offense. Nevertheless, we feel that the ongoing development
trends in socio-hydrology as well as dismissing the outstanding concerns and critiques of human-water
systems experts can create a counterproductive divide between the relevant research communities,
wasting valuable economic resources and human talents. Thus, we feel ethically and scientifically
responsible to ask some questions about socio-hydrology at this stage of the coupled human-water
systems field’s history when many young students and researchers are joining the socio-hydrology
club in their pursuit of new methods, insights, and scientific inquiries.

Our intention is not to write a critique or start a debate. Instead, in this paper, we simply ask
some questions that over the years have kept us wondering why socio-hydrology must be regarded
as a “new science” or even a new field. As outsiders, some of our questions and comments are
perhaps rooted in our ignorance and poor understanding of socio-hydrology. Nevertheless, we think
that answering these questions in future socio-hydrology publications can address some of the main
concerns of the many researchers who have been working or going to work on coupled human-water
systems problems. We believe that the increasing interest in the human dimension of water resources
problems has the potential to unite and strengthen our large, but currently fragmented communities,
once we better understand each other, improve our communication skills, and sharpen our messages.
So, we hope that our colleagues find these sincere concerns and questions constructive in shaping the
future of socio-hydrology and training new generations of socio-hydrologists.

2. Socio-Hydrology: Originality, Practicality, and Contributions

2.1. Is Socio-Hydrology a New Science?

Socio-hydrology was introduced by its proposers as a “new science” and “a discovery-based
fundamental science, whose practice is informed through observing, understanding, and predicting
socio-hydrologic phenomena” [1]. The authors insisted that their proposed “interdisciplinary” science
of people and water “must” strive to be quantitative “with ambition to make predictions of water cycle
dynamics”. They compared socio-hydrology with eco-hydrology, arguing that eco-hydrology is similar
to socio-hydrology in coupling water with another system, while the former studies “the co-evolution
and self-organization of vegetation in the landscape in relation to water availability” and the latter
would focus on “the co-evolution and self-organization of people in the landscape with respect to
water availability”. In this comparison, however, they referred to eco-hydrology as a “field” and to
socio-hydrology as a “science”.

Before getting into what socio-hydrology has achieved, let us focus on the ambitious claim of
creating a “new science”. The socio-hydrology proposers’ argument that many hydrologists overlook
the interdependence and interrelated dynamics of water and humans in their models is valid and
reaffirms what many experts in the water resources field have been talking about for decades. But does
the lack of attention to the human dimension by a group of hydrologists justify the need for creating a
new science? If many hydrologists are missing a significant component in their models, do we need to
revisit hydrology or create a new science?

241



Water 2020, 12, 1941

Like any other field, the water resources field is full of limitations, and over time, we detect
new restrictions and develop new interests, expectations, and questions. Accordingly, we revise
our approaches, methods, models, and even buzzwords. The review of hyphenated hydrology by
McCurley and Jawitz [6] is a good proof that our new questions can even form sub-disciplines and
evolve our understanding and expectations from our disciplines. As a result, hydrology in the 21st
century is very different from hydrology in the 12th century. If recognizing each new need justifies
creating a new science, hydrologists must have created numerous branches of “science” by now.

The precedent of inventing a new science based on the recognition of existing limitations can be
counterproductive and weaken the hydrology community by generating tendency and competition for
creating new spaces (for example, the suggestions to create socio-meteorology, socio-climatology [7]
and socio-hydrogeology [8] have been motivated by the suggestion to create the “new science”
of socio-hydrology). Instead, our discipline and community must be open and prepared to evolve in
response to our new needs. Even when the new need is felt, the process of proposing a new interest
area, developing new research questions, and identifying a research gap must be scientific. How can
we suggest a new science without scientifically proving that what we offer is different from what
is available?

When proposing socio-hydrology, Sivapalan et al. [1] did not make any reference to:
(1) hydro-sociology that had been around since the 1970’s [3,6]; (2) coupled human-water systems
studies by the system dynamics and water resources systems communities in the last five decades; (3) the
popular coupled human-environment systems (also known as coupled human and natural systems
(CHANS)) and socio-ecological system (SES) research areas; (4) the major human-water studies by social
scientists and economists; as well as (5) other studies that had specifically referred to “socio-hydrology”
earlier. For example, Smakhtin et al. [9] had suggested that considering riparian communities as an
integral part of the riverine ecosystem could lead to new fields of work such as “socio-hydrology”
or “socio-ecology”. Kock [10] had developed “agent-based models of socio-hydrological systems for
exploring the institutional dynamics of water resources conflict”. He had based his “socio-hydrologic”
approach on Mohorjy’s [11] idea of integrating the hydrologic and socio-economic aspects of water
resources planning and defined socio-hydrologic systems as systems in which “social, economic and
hydrologic subsystems are causally linked”.

Overlooking the existing literature might have been the result of the authors’ unfamiliarity with
the human-water systems space. Yet, the trend has continued in later publications. Although the later
publications of the socio-hydrology community have cited a very limited number of water-human
systems studies, the past and ongoing human-water systems research has been largely dismissed by
the socio-hydrology literature. Apparently, the peer review system has failed to provide constructive
feedback to socio-hydrologists, refer them to the similar work done by others, ask for better explanation
of why and how socio-hydrology is different, and remind the socio-hydrologists that what’s new to
them, might not be new in science, and if they insist that there is a need for a new science, this need
must be justified through scientific evidence and gap analysis that is based on a comprehensive review
of the existing literature.

Socio-hydrology can be a new interest area or sub-field or even a new field once it clarifies what
it is searching for, can clearly communicate how it is different from the existing fields, and through
a number of solid analyses, proves the practicality of its goals and the value of the insights it can
offer. However, creating a “new science” based on simple inquiries in an invited commentary seems
extremely ambitious and perhaps very unscientific!

2.2. What Is New about Socio-Hydrology?

A review of 180 socio-hydrology papers suggests that these papers have been mainly written
by three networks (Figure 2), led by three hydrologists/civil (water/environmental) engineers, i.e.,
Sivapalan, Blöschl, and Di Baldassarre. While the proposers of socio-hydrology had insisted
that socio-hydrology must be quantitative [1], a significant portion of socio-hydrology papers is
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dedicated to opinion papers and commentaries that provide verbal and often ambitious discussions
on why socio-hydrology is essential, what it is going offer, or what it must do without solid
proof. Other non-quantitative papers include reviews of the socio-hydrology literature and their
accomplishments. Most of these papers have been written by hydrologists with an occasional leadership
or co-authorship of social scientists. Quantitative socio-hydrology papers have grown in number over
the years and include system dynamics modeling and analyzing time-series and survey data.

As a quantitative science, socio-hydrology intended to make advancements in three areas [1]:
(1) historical socio-hydrology: learning from the past; (2) comparative socio-hydrology: compare and
contrast different human-water systems; and (3) process socio-hydrology: understanding existing
human-water systems to “predict possible trajectories in the future”. So far, most of the socio-hydrology
publications with quantitative elements that deal with real cases belong to the first two areas. In these
studies, historical correlations and/or survey data are used to derive a hypothesis that can explain
the past dynamics of the studied human-water systems. These studies are valuable but the different
insights they offer by being branded as socio-hydrology studies remain unclear. In the reviews of
their past work, socio-hydrologists (e.g., [12,13]) refer to their developed mathematical models for
human-water systems as system dynamics models. Yet, their modeling papers do not make a proper
connection to the water resources system dynamics literature. Higher mathematical sophistication
does not necessarily provide additional insights. Nonetheless, given the interest of socio-hydrologists
in quantitative science, one must note that most of the system dynamics models developed by the
non-socio-hydrologists are mathematically much more sophisticated than the socio-hydrology system
dynamics models. Assuming that the past studies have been ignored simply because of unfamiliarity
with the human-water resources system dynamics literature, one still can ask: what has socio-hydrology
added to these modeling studies that system dynamics could have not offered?

The same question applies to the papers written by social scientists (e.g., [14–16]) that do not
have a strong hydrologic component but have some quantitative elements. In these studies, water
has simply been the study domain for the social scientists. So, it is not clear what makes these
socio-hydrology papers any different from the many studies of humans in water systems in the past.
Even for developing her conceptual human-water system model, Leong [14] borrows the conceptual
system dynamics model of Newell and Wasson [17], which preceded the 2012 socio-hydrology paper.
What the science of socio-hydrology has added to these social science studies or what insight these
studies have offered that could have not been gained by the existing methods that are not branded as
socio-hydrologic tools remains unclear.

Figure 2. Co-authorship network based on the selected 180 papers. Only authors with at least 6
socio-hydrology papers are shown. Size of nodes corresponds to the number of papers written by
an author. Thickness of a link between two authors corresponds to the number of papers they have
co-authored. The network was plotted with VOSviewer [18,19] using bibliographic records extracted
from WoS.
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The idea of studying the evolution of complex, coupled human-water systems is not new. Over the
last two decades, many scholars have used system dynamics as a framework to study and explain the
evolution of coupled human-water systems, causal relationships, non-linear feedbacks, paradoxical
behavior, counter-intuitive dynamics, and the unintended consequences of structural or non-structural
interventions (e.g., see the review by Mirchi et al. [20]). The idea of internalizing the human component
(not treating it as an exogenous element), suggested by Sivapalan et al. [1] is not new either. Before their
paper, many people had developed coupled human-water system dynamics models for explaining the
underlying mechanisms of these systems and making future projections to guide policy (e.g., [21–38]).

The idea of predicting the future through socio-hydrology as was originally suggested
by Sivapalan et al. [1] seems to be in contrast to the socio-hydrologists’ claim that
socio-hydrology is not interested in scenario-based approaches as well as their expressed interest
in advising policy. Complex human-water systems have some essential characteristics, including
uncertainty, bounded rationality, indeterminate causality, limited predictability, evolutionary change,
and non-stationarity [39]. So, predicting or forecasting the long-term evolution of coupled human-water
systems is impossible. Nevertheless, projecting the future of systems involving human and nature is a
common approach (note the difference between prediction and projection [40]). Any projection of the
future evolution of human-nature systems, involves scenarios or if-then statements. Even when
different scenarios are not evaluated, the inherent assumption is that business-as-usual is the
underlying scenario. In addition, the essential characteristics of these systems are what cause
surprises, unintended consequences, and “black swan events” [41]. Expanding the boundaries of
our models can help us better capture feedbacks and detect undesirable patterns, especially when
studying the past. Nonetheless, the future evolution of human-water systems will involve many
surprises, unintended consequences, and black swans that cannot be detected and avoided with the
help of socio-hydrology.

In response to the critiques on the capacity of socio-hydrology to predict social behavior and
politics (e.g., [42]), socio-hydrologists claimed that “predictions in socio-hydrology do not aim at
predicting time series” [43]. Instead, they aim at predicting phenomena emerging in human-water
systems “in a quantitative and generalizable way”. This could be in contrast with the earlier emphasis
on branding socio-hydrology as a “quantitative” science.

In Srinivasan et al. [44], the socio-hydrologists criticize the existing “prediction” paradigms
and call for a “fundamental change” in our understanding of “prediction”. In this opinion paper,
the authors “argued” that socio-hydrology can replace the traditional “predictions” that are “mere sets
of scenarios that present snapshots of the world at some future date” with “projection of alternative,
plausible and co-evolving trajectories of the socio-hydrological system” that can provide insights
into causal relationships and help identify a desirable operating space. This authors’ argument and
suggestion, in this case, are not new either. As proof, let us look at a relevant section of an example
paper in the coupled human-water systems literature in 2009 that has used system dynamics as the
analysis framework [24]:

“System dynamics which provides a unique framework for integrating the disparate physical and
social systems important to water resource management is formulated on the premise that the structure
of a system, the network of cause and effect relations between system elements, governs the overall
system’s behavior. [45]

The systems approach is a discipline for seeing the structures that underlie complex domains. System
dynamics is a framework for seeing interrelationships rather than things, for seeing patterns of change
rather than static snapshots, and for seeing processes rather than objects [21]. The major concept of the
system dynamics simulation approach is feedback which is used as the basis for structuring description
of complex systems and their economic, social, political, and environmental implications. [46]

The typical purpose of a system dynamics study is to realize how and why the dynamics of concern are
generated and to look for managerial policies that can improve the situation”. [47]
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In another section of the paper, the authors write that:

“In system dynamics studies the emphasis is on understanding trends and behaviors rather than
values and numbers”.

This suggests that neither the idea of coupled human-water systems modeling, nor the idea of
projecting trends and behavior rather than snapshot prediction is novel. They existed in the water
resources systems literature before the 2012 proposal of socio-hydrology. So, it is justified to ask
what different questions socio-hydrology is asking, what alternative study approaches it is proposing,
and why the vast literature on this subject was dismissed before proposing a “new science” in 2012 [1]
or calling for a “fundamental change” in 2017 [44].

The desire to develop generic models of human-water systems to “predict” future patterns has
shaped some of the endeavors in socio-hydrology in which the researchers have tried to identify and
introduce what they refer to as “classes of emergent phenomena” [13]. These “phenomena” have been
defined as “actual outcomes, paradoxical dynamics, or unintended consequences that arise from
water management” in the analyzed human-water systems. While the effort is valuable, one might
wonder why the socio-hydrologists have dismissed the efforts of other water resource researchers in
studying, developing, and explaining generic structures, causal dynamics, and evolution, and even
projecting and explaining the evolving structures of human-water systems based on real-world systems
or hypothetical examples using methods such as system dynamics and game theory (e.g., [39,48–60]).

Many, if not all, of the syndromes, prototypes, phenomena, or sub-phenomena that the
socio-hydrologists have proposed, detected, modeled, or expressed interest in, are already in
the literature under similar or other names. For example, the safe development/government
paradox [61–63], “levee effect” and “reservoir effect” [13], all result from the “shifting the burden”
archetype in complex systems [51,64] (Figure 3). This archetype explains the unintended consequence
of rectifying the obvious problem symptoms by simple solutions (e.g., raising a levee or building
a reservoir) while overlooking the primary causes with the potential of causing addiction to the
symptomatic remedies as the problem worsens (raising levees further or building more reservoirs).

Figure 3. The Causal Loop Diagram (CLD) of the “shifting the burden” systems archetype. In this
particular setting, addressing the problem symptom using a quick fix rather than a fundamental
measure will cause increasing dependence on symptomatic fixes. “B” refers to a balancing loop and R
refers to a reinforcing loop. Double bars reflect lag time.

Rebound effect (Jevons’ paradox [65]), vicious supply-demand cycles [66], and irrigation efficiency
paradox [67,68], are all produced by the “fix that backfires” archetype in complex systems [20,51,56,64,69]
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(Figure 4). This archetype explains how quick-fix and short-sighted solutions (increasing irrigation
efficiency, inventing a stronger pump, building a desalination plant or water supply reservoir, digging or
deepening wells, and inter-basin water transfer) that cure the problem symptoms (e.g., water shortage)
can worsen the situation in the long-run through unintended/side effects (e.g., increased water
consumption or demand).

Figure 4. The Causal Loop Diagram (CLD) of the “fixes that fail” or “fixes that backfire” system archetype.
In this particular setting, the implemented fix alleviates the problem in the short-run but results in
unintended consequences in the long-run that can make the situation worse and necessitate additional
fixes. “B” refers to a balancing loop and R refers to a reinforcing loop. Double bars reflect lag time.

Reintroducing what exists in the literature without referring to it is not supposed to be a scientific
contribution. Finding that overall water consumption/demand can increase as the result of increasing
water supply might be new to some hydrologists, who are used to modeling water demand as an
exogenous variable, but this finding is definitely not new in the water resources literature.

A range of other concepts that have been mentioned or used in the socio-hydrology like risk
attitude, loss aversion, memory, trust, heuristics and cognitive biases to model and explain trends in
human-water systems are not new to the water resources literature either and have been used by people
in water resources systems, economics, and social sciences in the past (e.g., [70–82]). Concepts such as
path dependency, adaptation pathways, and facilitated stakeholder participation that were discussed in
Srinivasan et al. [44] are also among the well-known concepts in the water resources systems literature
(e.g., [83–92]).

By comparing the selected 180 socio-hydrology papers to what has been already in the scientific
literature, it is hard to find what new insights and approaches have been offered by the “new science”
of socio-hydrology. Seidl and Barthel’s [5] concerns about socio-hydrology’s lack of protocols for
interdisciplinary research and failure to acknowledge “much previous work on integrated models
undertaken by hydrologists and social scientists” in addition to comments of other scholars on the
dismissed works in the water-human systems space remain outstanding.

We emphasize that many of the publications that have identified themselves as socio-hydrologic
research are significant and provide very useful insights. The scientific findings and suggestions
of papers such as [14,15,93–109] are significant and potentially helpful for policymaking. Though,
given that their questions, methods of study, and analysis frameworks are similar to what already
existed in the literature, it is not clear why it was necessary to identify them as socio-hydrologic research.
It is important to note that while socio-hydrology as a “science” might not have methodologically
helped the research of these authors in a unique way, their work in this space might have been inspired
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by the activities of the socio-hydrology community. Indeed, the socio-hydrology community has
effectively increased the number of hydrologists who care about the human dimension in their research,
especially in the case of early career scientists. This is a positive development and must be appreciated.

2.3. Where Are the Boundaries of Socio-Hydrology?

The proposers of socio-hydrology have had the ambition of proposing a science that is unique and
can do novel things. Though, it seems that over time, perhaps after receiving feedback from their peers
and becoming familiar with part of the existing human-water systems literature, their expectations
and goals have evolved. For example, projecting qualitative behavior is now being promoted while
admitting that modeling behavior is not a trivial task [43]. In 2012, however, the goal was to use
quantitative science to predict the evolution of human-water systems. This change in communicating the
objectives and expectations is, of course, a good sign, and in agreement with what many water resources
scholars have said in the past, i.e., trends, patterns, governing problem structures, and pathways to
get to the ideal space generally matter more than numbers and snapshots in complex human-water
systems studies. Yet, the coordinates of socio-hydrology in the scientific space remain hard to map as
they seem to have been defined by the socio-hydrology leaders in reference to imaginary or perceived
limits and capacities of other fields or interest areas.

In their original paper, Sivapalan et al. [1], refer to integrated water resources management (IWRM)
as a “science”. They subsequently define the socio-hydrology’s point of departure from IWRM by
arguing that IWRM is “unrealistic, especially for long-term predictions, as it does not account for the
dynamics of the interactions between water and people”. The authors introduce IWRM as a method
which “often uses scenario-based approaches” to explore the human-water interactions. They end up
promoting socio-hydrology as a “fundamental science” that can underpin IWRM. But, how accurate
are these statements?

The “new science” of socio-hydrology was given an identity by being compared with the
“science of IWRM” while IWRM is not a science! IWRM is simply an ambitious “process” (not product)
and a recommended cross-sectoral policy-making approach [110] for holistic management of water
instead of fragmented and sectoral water management. Similar to other ambitious targets and
processes that are set through international negotiations by high-level politicians (e.g., Agenda 21,
Sustainable Development Goals (SDGs), and Paris Agreement) IWRM has not fully implemented
for many practical reasons [111–114]. The understanding of policymakers, researchers, stakeholders,
and the general public of the IWRM concept has been evolving and will continue to evolve as we
detect more problems and face new practical challenges. Just like sustainability, IWRM is a moving
and unachievable, but useful target that we chase [115]. Enforcing IWRM principles requires insights
from natural/social scientists, engineers, stakeholders, policymakers, practitioners, and the general
public. Socio-hydrologists can also provide useful insights but socio-hydrology on its own will not
make IWRM practical.

Ceola et al. [43] recognize the need for a systems approach to study human-water systems.
Nevertheless, socio-hydrologists seem to stay reluctant to acknowledge the contributions of the water
resources systems community in the coupled human-water systems study space as discussed earlier.
Instead, they try to draw an arbitrary line between socio-hydrology and water resources systems.
Di Baldassarre et al. [13] claim that water resources systems is focused on “optimization” with the goal
of combining “hydrology and economics” to “design and operate optimal infrastructure projects”.
The authors put socio-hydrology in contrast with their understanding of water resources systems and
state that unlike water resources systems, socio-hydrology is focused on “understanding why certain
water management outcomes arise rather than proposing actual management solutions”.

Classification of water resources systems as a normative approach that is only limited
to optimization and combines hydrology and economics must be due to unfamiliarity of
the socio-hydrologists as well as the reviewers of their papers with the water resources
systems research space. Water resources systems analysis involves normative and positive
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approaches, develops simulation and optimization models, and uses quantitative and qualitative
approaches [116–119]. Water resources systems studies do not always have economics as a component
(e.g., [85,120–136]) and are not always focused on designing and running water infrastructure
(e.g., [31,82,130,137–148]). Additionally, the water resources systems studies do not always limit
themselves to proposing solutions as Di Baldassare et al. [13] argue. There are many studies in the
water resources systems literature that look at “why” certain behavior or evolution path has emerged
or might emerge in coupled human-water systems (e.g., [49,52,53,57,59,76,145,149–158]).

Di Baldassarre et al. [13] also distinguish socio-hydrology from CHANS and complex systems
science by stating that the former has an explicit focus on water and the hydrologic cycle. If this is the
case, one might wonder if socio-hydrology is just a sub-area of CHANS. If so, it is not clear why the
existence of CHANS was never recognized by the original proposers of socio-hydrology. What can
socio-hydrology offer that CHANS cannot? In an era of increasing interest in the nexus of water with
food, energy, environment, etc. what does justify limiting the dynamics of the natural systems to water
and the hydrologic cycle?

We certainly know that the natural systems around us are not limited to water and we, as humans,
do not only interact with the hydrologic system [159]. So, limiting the scope of the natural component
of the “new science” to the hydrologic cycle and not acknowledging that socio-hydrology is a limited
subset of CHANS needs a strong justification if the socio-hydrology community insists on keeping
the boundaries of socio-hydrology as stated in Di Baldassarre et al. [13]. Even CHANS, with a much
larger scope and age, does not recognize itself as a science. Hence, referring to socio-hydrology with a
much smaller focus than CHANS as a “new science” might not be fair. The ideas that socio-hydrology
is promoting are not new in the CHANS literature either and existed before 2012. As a proof, let
us have a look at an abstract of a 2007 review paper in the CHANS literature [160] that suggests
that the socio-hydrologists’ idea of coupling social and natural systems to reveal complex patterns
and new insights into nonlinear dynamics with thresholds, reciprocal feedback loops, time delays,
surprises, etc. are not novel:

“Integrated studies of coupled human and natural systems reveal new and complex patterns and
processes not evident when studied by social or natural scientists separately. Synthesis of six
case studies from around the world shows that couplings between human and natural systems
vary across space, time, and organizational units. They also exhibit nonlinear dynamics with
thresholds, reciprocal feedback loops, time lags, resilience, heterogeneity, and surprises. Furthermore,
past couplings have legacy effects on present conditions and future possibilities”.

While the socio-hydrologists have tried to claim a new territory, the available evidence so far
does not suggest that their approach, inquiries, and goals are unique and different. Consequently,
mapping the boundaries of the socio-hydrology “science” and finding its overlaps with and points of
departure from the existing fields, disciplines and interest areas are nearly impossible.

2.4. Is Socio-Hydrology Practical?

Based on what was discussed so far, there is no strong evidence that socio-hydrology has been
successful as a “discovery-based fundamental science” in accommodating the “dynamics we never
had to deal with” as claimed by Sivapalan et al. [1]. Deriving causal relationships based on statistical
correlations is not necessarily novel and has its own limitations [161]. Improving the mathematical
sophistication of socio-hydrology models might help capture some significant dynamics in both human
and water components that are currently missing from socio-hydrologic analyses [161]. Improving the
behavior resolution of the socio-hydrologic models through replacing differential equations with game
theory and agent-based models to better capture the heterogeneity across humans and their interactions
networks with careful consideration trade-offs of disaggregation [162] is another possible are of
improvement in socio-hydrology. Yet, the unique role of socio-hydrology in providing insights into
water-human systems problems remains unclear. Some of the socio-hydrologic modeling papers cited
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in Section 2.2 have relatively sophisticated mathematical components. However, the developed systems
models are comparable to the models that had existed in the water resources systems, water resources
economics, and the CHANS literature. So, it is not quite clear how these studies have benefitted
from socio-hydrology.

Developing models and generic mechanisms to replicate the historical observations is possible
with proxy variables (e.g., memory, culture, emotion, trust, satisfaction, and utility). Nevertheless,
extrapolation with the models that replicate historical trends in complex systems has major
caveats. Such models and mechanisms are mostly incapable of predicting the future evolution
of human-water systems which are associated with uncertainty, bounded rationality, indeterminate
causality, limited predictability, evolutionary change, and non-stationarity. What has happened in
the past in complex human-nature systems will not necessarily repeat in the future. So even if
socio-hydrology is only interested in future trajectories and trends, its ability to project the future is
very limited.

Given that water is only one, and from the policy-making standpoint often a small, component of
complex human-nature systems [159], limiting the study boundaries to water can create additional
sources of unreliability for socio-hydrology models in future projections. When the other components
of natural systems are not included in the model but exist in reality, the modeler must inevitably
rely on exogenous variables or scenarios. Nonetheless, models that exclude other natural resource
components cannot make reliable projections about the future patterns and evolutions, increasing our
inability to detect unintended consequences and the actual interrelated dynamics of the human-nature
systems around us. To address this issue, other components of the natural systems can be added
to human-water systems models. But in that case, CHANS becomes the analysis domain and
socio-hydrology gets redundant.

Fully internalizing the exogenous human and water components is also impractical, even when the
goal is modeling the past events and evolutions. For example, modeling the Syrian conflict solely based
on the interactions of water and people (only endogenous variables) might suggest that the Syrian crisis
was caused by a drought, which is a misleading conclusion. While drought has certainly been effective
as a trigger or catalyst of the crisis, one must not overlook major variables such as the Syrian politics,
ideological conflicts, political economy, foreign interventions, and the accumulation of problems
in multiple sectors over the years as the result of bad governance, poor economy, unemployment,
etc. Developing a reliable socio-hydrologic model that can meaningfully replicate the Syrian crisis is
either impossible or requires considering a significant number exogenous socio-economic and climatic
variables, making the idea of internalizing all exogenous variables impractical.

Socio-hydrologists have shown a strong desire in advising policy [13,43] but no interest in
scenario analysis and “proposing management solutions”. They have also indicated that their
projections of the future will not include time-series [43]. At the end of the day, policymakers are in
desperate need of solutions and need to make decisions based on scenarios in uncertain environments.
Also, in most cases, they require quantitative data, especially if they are operating in the water
sector. All decision analysis studies and future projections inherently include exogenous variables
as internalizing all exogenous variables is just impossible. No matter how complex, the modeler
must choose some arbitrary boundaries for the complex systems models and make some variables
exogenous. So, it is not clear how much socio-hydrologists can support the decision-making process if
they are not interested in scenario-analysis, do not like to propose solutions, and insist on avoiding
exogenous variables. Nevertheless, if they like using scenarios to project the future trajectories and
“stress test” the human-water systems as suggested by Srinivasan et al. [44], their literature must avoid
actively implying that exogenous scenario-analysis is an improper practice that is popular among
the non-socio-hydrologists.

So far, the socio-hydrology literature has set a lot of ambitious targets. Yet, there is little evidence
that what socio-hydrology has offered is original. Without a clear understanding of the boundaries of
socio-hydrology and its unique analysis methods/tools, judging about the practicality of the declared
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goals is not easy. Nevertheless, socio-hydrology seems to be more practical in studying the past
rather than predicting the future, unless it evolves its targets and waives some of the unnecessary
restrictions it has imposed on itself such as remaining a quantitative, advising policymakers without
proposing solutions, avoiding scenarios or exogenous variables, and not going beyond water systems
and hydrologic cycles.

2.5. Is Socio-Hydrology Converging to Water Resources Systems or Coupled Human and Natural Systems?

Assuming that the socio-hydrologists have been fully unaware of the existing literature, one can
conclude that their efforts have resulted in reproducing and recognizing what existed. Unless clear
new paths are defined and alternative methods and approaches are developed by them in the near
future, the convergence of socio-hydrology to the existing domains such as water resources systems
and coupled human-environment systems might be inevitable.

The socio-hydrology literature includes numerous papers that focus on what must be ideally
done. Speaking of what is missing in hydrology and what needs to be done is good but we often get
too busy talking about our ideals that “we forget that we also need means and realistic pathways to the
end goal” [163]. To reach their targets, the socio-hydrologists have recognized the need for a systems
approach [43] and have developed mathematical methods using this approach. Nevertheless, the tools
offered by the quantitative socio-hydrology literature already exist in the water resources systems and
CHANS literature. The insights gained by the socio-hydrologists through different exercises were
already available in the literature (as discussed above) or/and could have been achieved for the case
studies of interest using the methods that existed in the water resources systems and CHANS literature.

Some of the papers that have been written and branded as socio-hydrology papers could have
also been published without making a reference to socio-hydrology. An example of this case is
Ishtiaque et al. [164]. This paper which focuses on flood management in coastal Bangladesh and has
been published in the Ecology and Society journal (one of the reputable journals in CHANS/SES) shares
two authors with Yu et al. [95] and Sung et al. [98] which have been published in the special issue
of “Socio-hydrology: Spatial and Temporal Dynamics of Coupled Human-Water Systems” in Water
Resources Research with 32 publications. The Ishtiaque et al.’s paper identifies itself as an SES study
and although it uses socio-hydrology as a keyword, it does not use this term even once in the whole
paper. Two alternative conclusions can be made here. First, that the SES and CHANS study frameworks
are more comprehensive and mature than socio-hydrology frameworks. So, making a reference to
socio-hydrology or limiting the scope of the work to socio-hydrology was unnecessary. Second,
although flood management was at the center of the studied case, limiting the natural system to water
would have made the analysis unreliable and the authors had to use the SES study frameworks to be
able to include other natural components in their SES problem. Both of these conclusions undermine
the value of socio-hydrology when compared with CHANS.

It is noteworthy that just like hydrology or any other field, the water resources systems field
has evolved over the last seven decades [117,118,165–170]. The increasing understanding of the
limitations of the past models, improved computational power, and data availability, as well as the
recognition of the real-world complexities have forced the water resources systems community to
revisit and broaden their scope and improve their modeling approaches. Among such improvements,
one must note the increasing interest in better representation of humans and stakeholders’ opinion in
the models using complex systems theories, system dynamics modeling, game theory, multi-criteria
assessment, agent-based modeling, and different methods of human behavior analysis in social sciences,
operations research, and economics. Indeed, the water resources systems community has also shown
interest in and has been working for some time on coupled human-water systems as evidenced by
the many references cited earlier. So, it is natural for socio-hydrology and water resources systems to
converge under the umbrella of coupled human-water systems.

Over time, the water resources systems modelers have also broadened the scope of their
models beyond water systems and added other components such as food, energy, climate,
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and ecology (e.g., [144,171–182]). So, their research is organically transitioning into the CHANS
space. Socio-hydrology will fail in understanding and explaining human-water systems if it limits
its scope to the hydrologic cycle. Getting into food, energy, and natural systems is inevitable for the
socio-hydrologists, in an increasingly complex world, especially if they want to help decision makers
solve and navigate through contemporary problems involving humans and water. Expanding the
boundaries of the natural side of socio-hydrology beyond water implies converging into CHANS as it
has occurred in the case of water resources systems analysis.

2.6. Is Socio-Hydrology Reinventing the Wheel?

Sivakumar [3] labeled socio-hydrology as a “recycled and re-worded hydro-sociology”.
McCurley and Jawitz [6] also argued that socio-hydrology was prominent at the beginning of “modern
hydrology” (1989) but later decayed and remerged. McCurley and Jawitz believed that the studies
of coevolution of water and humans are not novel and existed for decades but the interest in
socio-hydrology has considerably increased in the last decade.

Dismissing the existing literature by the socio-hydrologists has led to the reintroduction of
existing concepts under new terms, sometimes as new discoveries and socio-hydrology-specific jargons.
As explained in Section 2.2, for example, a concept such as “shifting the burden” (Figure 3) already exists
in the system dynamics, complex systems, and water resources literature that can explain the generic
structure and evolution of coupled human-water systems with certain characteristics. This general
structure can illustrate the unintended consequences of implementing certain policy or engineering
solutions (e.g., building a reservoir or raising a levee) in a certain setting. While the general structure
is the same, the components of the problem can change (e.g., from a levee to a reservoir) without an
impact on the overall behavior of the coupled systems. So, it is unclear why new jargons such as
“levee effect”, “reservoir effect”, etc. must be developed and promoted. In the same setting (Figure 3),
implementing a certain intervention such as offering an insurance policy, providing water subsidies,
granting loans or cheap farmlands, inter-basin water transfers, digging deeper wells, and building a
desalination plant can have the same impact. Is socio-hydrology going to develop new jargons like
“insurance effect”, “subsidies effect”, “loan effect”, “cheap land effect”, “water transfer effect”, etc.,
for each specific example?

These terms can encourage attention to a specific component of the water system (e.g., levee and
reservoir) rather than the generic structure of the coupled human-water system. This is in contrast with
the declared interest in identifying generalizable human-water systems evolution patterns, something
that has been also done by other researchers in the past (see Section 2.2). Inventing new terms and
concepts that already exist under different names makes communication with researchers of other
fields harder. This is not an effective strategy for marriage between disciplines. As an example,
economists, social/natural scientists, engineers, and water resources systems scholars have frequently
used the famous prisoner’s dilemma setting (game structure) to explain the tragedy of the commons.
A shared aquifer is perhaps the most popular example in the water resources literature to explain the
tragedy of commons. Rather than creating a new game (e.g., “farmers’ dilemma”), prisoner’s dilemma
has been used in the water resources literature to explain this setting that has a specific dominant
structure (see [53,54], for example). The strategy, in this case, has been to use groundwater sharing as
an accessible example for the water resources community to seek attention to the institutional setting
which drives a certain trajectory in evolution of the coupled human-water system, rather than giving an
unnecessary weight to the type of water resources component (i.e., groundwater). Once the structure
is introduced, people can be directed to similar settings in which groundwater is replaced with a
shared wetland [59], an irrigation system [52,183], a water transfer system [57,184], a trans-boundary
river [185], a water quality control system [186], or the atmosphere [187–189] while the general insights
and trends will remain unchanged. This approach could facilitate communication with people in other
disciplines which might not be familiar with specific water resources settings, our disciplinary jargons,
or the hydrologic cycle but understand prisoner’s dilemma.
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Similarly, socio-hydrology can benefit from using the well-known generic structures in complex
systems to explain trajectories in water-human systems problems without a need to invent new
terms and concepts. Levees, reservoirs, irrigation efficiency, etc. can be used as examples in our
classrooms and conferences to make the complex systems concepts more accessible for the people in
hydrology without compromising the capacity of socio-hydrologists to communicate with people in
other disciplines, if developing an interdisciplinary domain is a goal. Socio-hydrologists are encouraged
to take Seidl and Barthel’s [5] feedback on their approach to interdisciplinarity more seriously:

“Socio-hydrology is still dominated by hydrologists, who have adopted a perceived hegemonic attitude
toward inter-disciplinary collaboration”.

The socio-hydrology community is dominated by hydrologists. If the socio-hydrology’s
objective is to break the existing boundaries through a systems approach that leads to a holistic
understanding of complex human-water systems, hydrologists must be open to actively learning
from and working with other disciplines and do not need to pull every exciting concept toward their
own domain. Rephrasing the concepts from other fields might not the most constructive step toward
scientific interdisciplinarity.

The socio-hydrology literature has shown a strong tendency to borrow fashionable phrases and
exciting concepts from other fields (e.g., co-evolution, tipping points, self-organization, Anthropocene,
black swan, ludic fallacy, unintended consequences). Using “popular terms and fashionable
phraseology” socio-hydrology [2] and the fame of the socio-hydrology proposers have made the
socio-hydrology papers highly cited and popular. Invention of socio-hydrology has also sparked
the idea of developing socio-hydrogeology, socio-climatology, socio-meteorology. Yet, the popularity
of socio-hydrology has mainly emerged in networks that are less familiar with the water resources
systems and CHANS literature. Socio-hydrology remains to be dominated by hydrologists who are
less “traditional” than the mainstream hydrologists but more “traditional” than the water experts
who have been working in the human-water systems space for decades. We noted many papers
in the literature that use socio-hydrology as a keyword or in their title but do not make a proper
connection to socio-hydrology “concepts” or literature throughout their articles. Seidl and Barthel [5]
also noted that 26% of the socio-hydrology papers they reviewed mention the term socio-hydrology
in their title, abstracts, and keywords but “do not refer to the concept of socio-hydrology presented
by Sivapalan et al. [1]”. Seidl and Barthel expressed their “surprise”, claiming that when they
contacted the authors of several of those papers, they confirmed that they were not aware of the
socio-hydrology concepts.

While the desire for adopting fashionable concepts from other disciplines is high among the
socio-hydrologists, the inappropriate use of such concepts significantly hurt the scientific rigor of
some socio-hydrology publications. The interest of the original proposers of socio-hydrology [1] in
predicting black swan events (also questioned by Koutsoyiannis [2] in his review report), reflects their
misunderstanding of the black swan theory [41] which asserts that black swans might be predictable
retrospectively, not prospectively. As another example, Di Baldassarre et al. [104] explained the known
mechanism of increase in water demand as the result of increasing water supply (e.g., [24,35,38,69]) as
the Jevons’ paradox (rebound effect). However, Jevons’ paradox in economics is about the increased
efficiency in use of a resource (an intervention on the demand side), not an intervention on the supply
side. In other words, the total resource volume remains constant and the rebound is caused due to
increase in the rate of resource consumption. But, in the featured examples of Di Baldassarre et al. [104],
changes in the supply side, i.e., increasing the volume of resource (through building a new reservoir)
had led to an increase in demand (by enabling “agricultural, industrial or urban expansion”) that
ended up offsetting the increase in supply. In their examples, the intervention is on the supply side
(reservoirs) as opposed to the Jevons’ paradox which involves an intervention on the demand side (e.g.,
increasing resource use efficiency through technology advancements). While the governing structure
of the two problems and the overall behavior in the variables of interest (e.g., supply-demand gap)
might be the same, the interventions that cause this behavior can be different. That is why using generic
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coupled human-water systems archetypes for this type of problems has been proposed [20,51,56].
The “fixes that fail” archetype (Figure 4) can explain the behaviors of both problems (Jevons’ paradox
and viscous supply-demand cycles) as discussed earlier (see Section 2.2).

Borrowing concepts and terms from other disciplines can be illuminating and valuable as long as
they are used correctly and are not rephrased unnecessarily. Relabeling and rewording the syntaxes
and terminologies of other fields might create short-term popularity. Though, in the long run, it can
increase our distance from scholars in other fields rather than breaking the boundaries and barriers to
facilitate interdisciplinary and trans-disciplinary interactions. We already have too many terminologies
in different disciplines that are worded differently but mean the same thing.

3. Efficiency of Our Peer-Review Systems

We raised some concerns about the claims that have been made by socio-hydrology literature.
These concerns are about the general interest area of socio-hydrology and not specific to certain
publications. Some of these concerns are not new but have remained unaddressed since the day the
“new science” was proposed in 2012 [1]. The socio-hydrology community could have avoided most of
these concerns through essential scientific efforts on a proactive basis (e.g., by a comprehensive review
of the existing literature). However, these basic concerns could have also been addressed reactively
and in response to peer review comments. If we attribute the systematic overlooking of the water
resources systems, system dynamics, and CHANS research in the socio-hydrology publications to the
unfamiliarity of socio-hydrologists with the existing literature, then we must be seriously concerned
about the major flaws and deficiencies of our peer review system. Evidently, the peer review system
has systematically failed in providing constructive feedback to our colleagues in socio-hydrology.

As discussed in Section 1, the questions asked in this paper are not supposed to undermine
socio-hydrology. We consider the increasing interest in socio-hydrology as a positive development,
whilst remaining surprised that these issues have not been raised in the peer review of 180
socio-hydrology publications by some of the best water resources journals that are supposed to
have a fundamental role in setting the science agenda and recognizing the value of novel insights [190].
This calls for revisiting our peer review system and asking how an effective review system can be set
up when a “new science” is proposed. Who is qualified to review papers that belong to a “new” space?
How must we set up a reliable review system that promotes innovation and interdisciplinarity but
does not compromise our scientific research procedures and standards?

Another issue that has contributed to the existing deficiencies in the socio-hydrology literature
is our culture in academia. We do not want to challenge, shame, and disrespect our colleagues. So,
we have strong reservations about putting our thoughts, comments, and feedback in writing in fear of
offending our colleagues. When our colleagues are more senior and famous, our concerns grow further.
The two of us also had serious reservations about writing this article. However, this culture must
change. We have to be more helpful to each other and not be afraid of providing constructive feedback
to our colleagues if we care about them and really believe in the power of science and interdisciplinary
approaches. The concerns we listed here are not new and we have heard our colleagues talking about
them for years but did not share them formally. When our formal peer review systems fail, we have a
stronger responsibility to protect the integrity of science and help our colleagues flourish and succeed.

While the flaws of our peer review system require great attention, we should not forget that
as academics, we still have an ethical responsibility to ensure that to the best of our knowledge
what we propose as a “new” contribution does not already exist. It is very hard to imagine that the
socio-hydrology community has remained unaware of the ongoing and past research in other areas
such as system dynamics with a strong overlap with their work, especially when they refer to their
early products as system dynamics models, use CLDs, and frequently use the popular terms such as
unintended consequences, complexity, feedbacks, evolution, etc.
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4. Conclusions and Final Remarks

Undoubtedly, the seminal paper of Sivapalan et al. [1] and their subsequent leadership has created
an increasing interest in social systems in the hydrologic science community. The socio-hydrologists’
success is evidenced by the number of published socio-hydrology papers since 2012, as well as the
number of researchers who identify themselves as socio-hydrologists or use the socio-hydrology
term in their publications. Yet, socio-hydrology seems to have become mostly popular among the
mainstream hydrologists with limited familiarity with the past work in the human-water systems
space, not to those who have worked in this space for decades. The socio-hydrologists’ interest in
holistic understanding of human-water systems, which necessitates systems approaches, together with
their desire to advise policy creates a natural overlap between socio-hydrology and research in water
resources systems, SES and CHANS areas. Nevertheless, socio-hydrologists insist that their work is
different from the works of other groups without providing sufficient scientific evidence.

Socio-hydrology was originally proposed as a “new science” but so far it has not been more than an
interest area or a sub-field of hydrology. While the socio-hydrology literature shows a great tendency to
borrow fashionable syntaxes and popular concepts from the literature of other fields, socio-hydrologists
have systematically overlooked the past and ongoing work in the coupled human-water systems space
and this has led to reproduction of some existing concepts under new names.

Some concerns about the practicality of socio-hydrology goals, the types of unique tools/methods
it uses, the new questions it asks, and its boundaries and points of departure from existing domains
have been around and remained unaddressed since 2012. Thus, it is not clear to us why socio-hydrology
insists on creating arbitrary boundaries with water resources systems and CHANS. The overviewed
deficiencies in the socio-hydrology literature reflect the existing shortfalls of our peer review system that
require serious attention, especially in the era of increasing interest in developing new interdisciplinary
fields in response to our research needs.

Generally, the ex-ante creation of a new science or even a new field is not scientific and sets
the counterproductive precedent of creating new sciences based on personal judgement rather than
scientific proof. Establishing a new field must be done through a scientific procedure that recognizes
the new needs, carefully examines what is available, identifies the gap, proposes meaningful and new
questions, and suggests solid evidence for the possibility of answering such questions using new, old,
or revised approaches and methods. Certainly, this procedure was not followed by socio-hydrology
and as a result, after eight years, we still have a hard time figuring out what socio-hydrology means
and what it is trying to do that is novel. This can be attributed to our ignorance, but we believe that
this confusion has been contagious and common for a lot of non-socio-hydrologists.

In our opinion, the valuable contribution of the socio-hydrologists is not their “new science”,
models, ambitious statements, and exciting agenda, but their perseverance and dedication to reminding
the mainstream hydrologists about the need for taking the human factor into account. For the reasons
discussed in the paper, a good number of socio-hydrology papers would have been nearly unpublishable
in their current forms in traditional water resources management or water resources systems journals.
The same is true if these papers had been reviewed by those familiar with the larger water resources
systems, system dynamics, and CHANS literature. Nevertheless, the appearance of these papers in the
most reputable hydrology/water resources journals and the dedicated efforts of the socio-hydrology
leaders to promote their “new science” at major gatherings of the field have resulted in: (1) an
increasing recognition of the need for incorporating the human element into traditional hydrologic
models; (2) an increasing interest, especially among the early-career researchers to study and model
coupled human-water systems; and (3) a big surge in the production of coupled human-water systems
literature (mainly based on systems dynamics methods) that provide potentially useful insights for
policymaking. Thanks to the efforts of the socio-hydrology leaders, the coupled human-water systems
community now has a bigger and more enthusiastic task force. This success must be celebrated
and promoted as it can strengthen the current efforts of those who have been working on coupled
human-water systems for a long time.
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Meanwhile, to avoid wasting economic resources and human talents, the socio-hydrology
leaders have a great responsibility to ensure that their community is aware of and recognizes the
major contributions of the water resources systems and CHANS communities to studying coupled
human-water systems. The presented boundaries and coordinates of the socio-hydrology “science”
seem to be suffering from a misunderstanding of what other communities (e.g., water resources
systems) are doing. Socio-hydrologists have an ethical responsibility to review what other groups have
done and clearly indicate their point of departure, if such departure is necessary at all.

Hjorth and Madani [191] warned that within the water resources profession, our mental
frames [192], beliefs, expectations, and judgements could converge over time as we continue to
read the same journals and go to the same conferences. Repetitions make our frames stronger and
empower them in our brains. To conserve our mental frames, we have a tendency to preoccupy
ourselves with issues that are closer to our comfort zones. We disregard the observations that
do not fit into our frames as we know well that “a frame modification would imply adjustment,
insecurity, and even confusion, possibly not just for the individual but for an entire community” [191].
This issue could be among the reasons that the socio-hydrology, water resources systems, and CHANS
communities have not successfully interacted with each other in a complementary fashion. Instead,
each group has remained defensive of its own framing of problems and its own unique solutions to it.
As proponents of the systems approach in decision making in the real world, we have failed to adopt
such an approach in our own world, i.e., academia, where most of the real-world complexities do not
exist and the stakes are supposedly much lower. Instead, as academics with strong interest overlaps,
we have competed to create and lead our own territories, dismissing what others have done. It is true
and very unfortunate that “we work hard, but separately, to solve interlinked problems” [191].

New challenges require changed priorities and new thinking. We need to update our common
sense and come to grips with our mistaken beliefs [115]. Common sense can unite us but creating new
science might divide us. Thus, if we want a unified effort, we must function within a common-sense
framework [191] instead of developing and protecting our own science. The lack of common
understanding makes scientists compete to interpret problems [115], propose new terms, “correct”
evaluation methods [193] and disciplinary jargons [194], and prescribe solutions based on their own
preferences and knowledge of their own domain instead of focusing on problem solving. If the subject
is more important, more people will try to compete and pull it toward their domain where they feel
most empowered by their own capabilities and perspectives [195]. Creating a common sense for
hydrologists that humans must be an integral element of water models can unite the water resources
community. However, insisting on creating a “new science” of socio-hydrology while undermining
the existing work in the human-water systems space might be a frustrating precedent that can lead to
further fragmentation of the already siloed scientists.

Lastly, despite the possible misinterpretations of our intention, we decided to write this paper
as outsiders who remain interested but confused about the developments and contributions of
socio-hydrology. The ability to give constructive and critical feedback, without causing resentment,
is a superpower that we might not possess. Nevertheless, we remain hopeful that these comments
encourage our colleagues in socio-hydrology to sharpen their messages, more comprehensively
consider the existing literature, and, if appropriate, join their forces and merge their work with other
scholars who are working on human-nature and human-water systems problems as unity can certainly
make us more powerful.
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Abstract: This paper presents basic definitions and challenges/opportunities from different
perspectives to study and control water cycle impacts on society and vice versa. The wider and
increased interactions and their consequences such as global warming and climate change, and the
role of complex institutional- and governance-related socioeconomic-environmental issues bring forth
new challenges. Hydrology and integrated water resources management (IWRM from the viewpoint
of an engineering planner) do not exclude in their scopes the study of the impact of changes in global
hydrology from societal actions and their feedback effects on the local/global hydrology. However,
it is useful to have unique emphasis through specialized fields such as hydrosociology (including
the society in planning water projects, from the viewpoint of the humanities) and sociohydrology
(recognizing the large-scale impacts society has on hydrology, from the viewpoint of science).
Global hydrological models have been developed for large-scale hydrology with few parameters to
calibrate at local scale, and integrated assessment models have been developed for multiple sectors
including water. It is important not to do these studies with a silo mindset, as problems in water
and society require highly interdisciplinary skills, but flexibility and acceptance of diverse views
will progress these studies and their usefulness to society. To deal with complexities in water and
society, systems modeling is likely the only practical approach and is the viewpoint of researchers
using coupled human–natural systems (CHNS) models. The focus and the novelty in this paper is to
clarify some of these challenges faced in CHNS modeling, such as spatiotemporal scale variations,
scaling issues, institutional issues, and suggestions for appropriate mathematical tools for dealing
with these issues.

Keywords: coupled human–natural systems; integrated water resources management;
sociohydrology; modeling perspectives; agent-based modeling; differential equations;
system dynamics; uncertainty; artificial intelligence; machine learning

1. Introduction

“By the continuance of rain the world is preserved in existence; it is therefore worthy to be called
ambrosia”, Thirukkural [1]—Couplet 11 and “Even the wealth of the wide sea will be diminished,
if the cloud that has drawn (its waters) up gives them not back again (in rain)”, Thirukkural [1]—
Couplet 17, (From about 2000 years ago).

Hydrology is defined [2] as “the science which deals with the waters of the earth, their occurrence,
circulation and distribution on the planet, their physical and chemical properties and their
interactions with the physical and biological environment, including their responses to human
activity”. Integrated water resources management (IWRM) is defined as “a process which promotes
the coordinated development and management of water, land and related resources, in order to
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maximize the resultant economic and social welfare in an equitable manner without compromising the
sustainability of vital ecosystems” [3]. By these definitions, hydrology is a descriptive tool and IWRM
is a prescriptive tool which, by necessity, depends on descriptive tools and must be interdisciplinary.
Choi and Pak [4] clarified that “Interdisciplinarity analyzes, synthesizes and harmonizes links between
disciplines into a coordinated and coherent whole”. While this is a very difficult requirement,
some humble attempts to define interdisciplinary approaches have been made through these proposed
fields: hydrosociology was motivated by Falkenmark [5] to encourage developing a field to include,
from the humanities viewpoint, the society in the planning of water projects, and Sivapalan et al. [6]
introduced sociohydrology (SH) as a new emerging branch of hydrology from a scientific viewpoint
focusing on sociohydrologic systems as coupled human–natural (CHNS) systems including the feedback
on to both local and global systems, where dynamics of the two systems and their co-evolution should
be explicitly accounted for.

These interdisciplinary approaches require tools in order to solve real world problems. A decade
before presenting sociohydrology (SH), system dynamics (SD) models, an important tool of systems
modelers, was used by Simonovic [7] under the umbrella of integrated modeling to consider coupled
human–natural systems in his WorldWater model, although not considering the important feedback
of evapotranspirations from land and oceans to precipitation which SH proposes to address. It is
noted that SD should not be restricted to any particular mathematical construct but they are only
lumped systems models and hence are suitable for global level modeling of a large number of systems.
SH has been promoting applications of CHNS, and several works have been contributing to SH from
both conceptual frameworks and modeling approaches perspectives (e.g., Di Baldassarre et al. [8],
Sivapalan and Blöschl [9], Blair and Buytaert [10], Sivapalan and Blöschl [11], Di Baldassarre et al. [12],
Xi-Liu and Qing-Xian [13], and Di Baldassarre et al. [14]).

Xu et al. [15] argued eloquently for including social elements in CHNS models. Wesselink et al. [16]
summarized well the differences between SH and hydrosociology (HS), and, although we do not discuss
this here in detail, they considered the main differences between SH and HS as descriptive versus
critical, objective versus subjective, and nature centric versus society centric, among others. SH aims at
addressing dynamic cross-scale interactions and feedbacks between natural and human processes that
can cause water sustainability challenges [17]. Additionally, there are arguments on whether or not SH
can be considered as a new discipline; for example, Sivakumar [18] and Koutsoyiannis [19] who in
spite of Wesselink et al. [16] are not convinced that SH has substantial differences with hydrosociology
or is a new science, respectively.

The research cited thus far comes from water specialists, but others such as ecologists and
economists [20,21] as well as the USA National Science Foundation have also recognized the importance
of studying CHNS. Fu and Wei [22] stated “Humans as a group have learned numerous unpleasant
lessons for keeping fit for changes in coupled natural and human systems (CNH). . . . Furthermore, . . .
we have a limited understanding of the dynamic mechanisms of CNH; therefore, we have been unable
to provide a manual for humans’ ability to keep fit for a more sustainable global environment.”

More than two hundred hydrologists all around the world contributed to a specific paper [23],
reporting the systematic procedure taken for identifying 23 unsolved questions in hydrology to
streamline future research in this field, the same as what David Hilbert did in 1900 for mathematics.
The problems identified are mainly about understanding how change propagates across interfaces
within the hydrological system and across disciplinary boundaries, and in particular human interactions
with nature and water cycle feedbacks [23]. Among the 23 questions introduced, the following questions
are directly related to CHNS, its conceptualization, or suitable modeling tools, implying the importance
of studying CHNS in the future of hydrology: “Q4. What are the impacts of land cover change and
soil disturbances on water and energy fluxes at the land surface, and on the resulting groundwater
recharge?” [23], “Q6. What are the hydrologic laws at the catchment scale and how do they change
with scale?”, “Q7. Why is most flow preferential across multiple scales and how does such behaviour
co-evolve with the critical zone?” (Q7 in fact addresses the main issues related to the distribution and
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nature of flow paths raised in Q5 and Q6), “Q18. How can we extract information from available
data on human and water systems in order to inform the building process of socio-hydrological
models and conceptualisations?”, “Q21. How can the (un)certainty in hydrological predictions be
communicated to decision makers and the general public?”, “Q22. What are the synergies and tradeoffs
between societal goals related to water management (e.g., water–environment–energy–food–health)?”,
and “Q23. What is the role of water in migration, urbanisation and the dynamics of human
civilisations, and what are the implications for contemporary water management?” [23].

What has made CHNS analysis more important than before is what has happened to our societies
and the Earth system during the last century, especially in the last seven decades. Humans have been
utilizing more natural resources of the Earth such as oil, minerals, soil, and particularly water for
different uses, affecting strongly ecosystems services. Therefore, we are currently impacting the Earth
system’s elements, resources, and processes much more than before. These impacts, which used to
be more local, have become more intense (locally) and broader (globally). Consequently, the Earth
system’s response to the huge amount of human interventions has now returned to impact us and our
societies. Global warming and climate change and their impacts are just examples for the mentioned
influences. Therefore, what we have done on the Earth has come back to affect us in unplanned and
unexpected ways; thus, from a system perspective, we are currently facing a coupled system consisting
of two main human and natural systems interacting with each other. As a result, we cannot model
each of these two systems without accounting for the feedback it receives from the other one. This high
coupling makes interdisciplinarity studies a requirement, and CHNS modeling and the quantitative
tools for such modeling are inevitable. Several other works making the above points are related to the
idea of “planetary boundaries” in references [24,25] or those referring to water scarcity in ref. [26] and
water security in ref. [27].

Figure 1 presents symbolic views of interactions between these two systems in the 18th to
20th centuries and the current 21st century view. The top figure is how most hydrology and water
management were studied where the people simply depended on the world’s global water cycle as
an input and did not consider that people were changing it at global scales, which was a reasonable
assumption for most of history. In the view now (the bottom one), this interaction between people
and global hydrology is explicitly considered as tightly coupled and indicating huge impacts humans
have on Earth entering the Anthropocene, thus bringing enormous challenges to modeling and
computational research.

Nikolic and Simonovic [29] suggested a generic multi-method modeling framework for support of
IWRM to capture structural complexities of water resources systems and to examine the codependence
between these systems and socioeconomic environment. Loucks [30] stressed the need for a new kind
of water resources planning and management modeling expertise addressing a wider range of societal
concerns that stem from the impact water has on human activities. Given the interconnectedness of
water and socioeconomic systems, he reminded systems modelers of the need for viewing a water
resource system as a coupled social-economic and ecological system and for developing models capable
of estimating the possible social impacts, and capturing the adaptive capacity of these systems to learn
and innovate in response to change [30]. However, some of the challenges are due to feedbacks between
social and natural (water) systems at different spatiotemporal scales. In the last two decades, there have
been several attempts for introducing and dealing with CHNS and the associated frameworks, concepts,
and modeling tools. Stevenson [31] presented a framework for CHNS consisting of five elements:
human well-being, environmental policy, human activities, stressors (contaminants, pollution loads,
etc.), and ecosystem services for environmental management problems. Propagation of thresholds
in relationships among the elements through CHNS is the key aspect of the proposed framework.
Senf et al. [32] used remote sensing as an information source for modeling the central Europe forest
ecosystem dynamics and mapping forest disturbances.
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Figure 1. Different perspectives of impacts of people on Earth and vice versa in two different
time periods (Small crowd picture: https://unsplash.com/photos/sUXXO3xPBYo Globe: https://www.
hiclipart.com/free-transparent-background-png-clipart-dxjin/download Large crowd picture: https:
//unsplash.com/photos/8I423fRMwjM) [28].

Integrated assessment models (IAMs) and global hydrological models (GHMs) are among
other modeling approaches attempting to address feedbacks at a global scale. IAMs as complex
socioeconomic models incorporate water resources in terms of both supply (simplified hydrology)
and demand (water use) in references [33,34]. IAMs are lumped systems models that use the global
change assessment model (GCAM). GCAM [35], being under development for over 35 years, is a global
model that represents the behavior of, and interactions between, five systems: the energy system,
water, agriculture and land use, the economy, and the climate. These lumped system models have
been considered as one of the tools of CHNS in ref. [36]. On the other hand, GHMs incorporate water
demand scenarios into complex hydrological models although adding genuine feedbacks is ongoing.
GHMs distinguish their approach from other global hydrological models by having a few parameters
to calibrate especially at the local scale. Any parameter estimation it does is done at a large scale such
as at the ecoregion, large river basins or climatic regions (see, e.g., the review paper by Sood and
Smakhtin [37]). GHMs run in a grid format at a spatial resolution of 0.5 degrees (just over 3100 km2

per grid cell at the Equator) at worse and temporal resolution of a day. Of course, the requirement of
data to fit this spatiotemporal scale for the entire globe makes it harder to apply uniformly leading to
many different models. The match between various GHMs is normally not that good and hence many
uncertainties in their results are yet to be fully understood. Brêda et al. [38] presented a recent GHM
application in South America indicating that, without the ability to calibrate, the results are difficult to
judge. PCR-GLOBWB 2 is also a GHM that is worth noting as it has 5 arc-min resolution, about 10 km
at the equator, and can optionally couple with other well-known models, e.g., MODFLOW [39].

CHNS modeling has been considered in IWRM, complex water resources systems analysis,
and water–energy–food–environment nexus approach using different systems analysis simulation
and optimization approaches. For instance, Cai et al. [40] formulated a basin-scale integrated
hydrologic–agronomic–economic model as a highly nonlinear mathematical program. In particular,
the SD method and its advantage in modeling nonlinear feedbacks was employed to simulate
interactions between social and natural systems of complex water resources systems. Simonovic’s [7]
WorldWater SD-based model integrates water resources sector with five driving sectors of industrial
growth: population, agriculture, economy, nonrenewable resources, and persistent pollution.
The model results demonstrate the strong relationship between the water resources and industrial
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growth. Simonovic and Davies [41] stated “the current approach to understanding connections
between biophysical and socioeconomic systems requires their artificial separation via modelling
techniques. Such an approach explicitly excludes those feedbacks critical to understanding the
behaviour of climate and socioeconomic systems”. Subsequently, they discussed the unreal simplifying
assumptions made because of excluding the feedbacks that operate between biophysical and
socioeconomic systems. Prodanovic and Simonovic [42] coupled a continuous hydrologic model
and a socioeconomic model using SD, where the hydrologic component responds to changes in
socioeconomic conditions, and socioeconomic conditions are influenced by hydrologic quantities.
Davies and Simonovic [43] pointed out that water resources models have traditionally considered
socioeconomic and environmental changes as external drivers, thus they have mainly focused on
water systems. Therefore, to provide insight into the nature and structure of connections between
water resources and socioeconomic and environmental changes, they presented a SD-based integrated
assessment model incorporating dynamic representations of these systems through nonlinear feedbacks.
Lam et al. [44] proposed a modeling framework to analyze the sustainability problem in Mississippi
River Delta. The framework includes six components from the natural and human systems linked
together, and the SD approach is used to model the feedback loops among the components. There are
more recent SD applications in water and hydrologic systems in ref. [45], which is a review article,
and in ref. [46], which presents a watershed scale application.

Agent-based modeling (ABM) have been utilized as one of the main quantitative techniques for
CHNS analysis [47]. Walker et al. [48] offered a conceptual model of a coupled social–water system
and proposed analytic approaches to support policymaking for environmental and water resources
planning and management. Dziubanski et al. [49] built a sociohydrological model by integrating
ABM and a quasi-distributed hydrologic model, in which the impacts of land-cover changes resulting
from decisions made by two different agent types are simulated using the curve number method.
The model is used to simulate scenarios of crop yields, crop prices, and conservation subsidies
considering varied farmer parameters representing the effects of human system variables on peak
discharges. Noël and Cai [50] focused on how to quantify the role of individuals in models of CHNS in
a basin-scale irrigation management problem, where the human sub-system is a community of farmers.
They coupled an agent-based model, simulating farmers’ behavior, and a groundwater model and
concluded that such behavior can be considered as an additional source of uncertainty in the CHNS
model proposed. ABM has also been used for systematically studying interactions among hydrology,
climate, and strategic human decision making in a watershed system [51] and among those mentioned
elements and landscape-scale forest ecosystems [52] as CHNS.

Pouladi et al. [53] presented a sociohydrological modeling framework for complex water resources
systems performance assessment by combining ABM and the theory of planned behavior (TPB) to
account for farmers’ behavior in the Lake Urmia Basin, Iran. The framework was then extended by
Pouladi et al. [54], who integrated ABM and data mining for capturing farmers’ sociohydrological
interactions and complex behavior in response to drought conditions. They employed the association
rule to discover the main patterns from the field data collected, representing the farmers’ agricultural
decisions. The rules discovered were used then in ABM as the behavioral rules to simulate the
agricultural activities. Aghaie et al. [55] presented an agent-based groundwater market model to analyze
the economic and hydrologic impacts of different market mechanisms and water buyback programs.

Based on above review of literature, different branches of the Earth system science, IWRM, and SH
have been emphasizing the need for CHNS modeling. In the following section, we elaborate further on
overlapping and distinctive aspects of IWRM and SH, both of which have contributed to the progress
and advancement of CHNS analysis. Then, as part of our aim in this paper, we discuss on how systems
analysis approaches, e.g., SD, ABM, stochastic differential equations, and optimization, along with
artificial intelligence (AI), machine learning (ML), and data analytics algorithms, are used in modeling
and quantifying co-ordination and integration as the heart of IWRM definition and co-evolution
stressed in SH, respectively.
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2. Materials and Methods

2.1. IWRM and Sociohydrology (SH)

Before presenting our view on similarities and differences between IWRM and SH, we provide
some other important views on this matter as mentioned in the 23-unsolved-problems-in-hydrology
paper where it is stated “The traditional support that hydrology has provided to water resources
management [56] in its dual role of (i) quantifying hydrological extremes and resources relative to
societal needs and (ii) quantifying the impact society has on the water cycle, is now broadened in a
number of ways. First, more integrated questions of the long-term dynamic feedbacks between the
natural, technical and social dimensions of human-water systems. While water resources systems
analysis [57] has dealt with such interactions from an optimisation perspective on a case-by-case
basis, much is to be learned by developing a general understanding of phenomena that arise from the
interactions between water and human systems. Thus, as socio-economic perspectives [58,59] are being
integrated in these feedbacks, the interest is not only on decision support but also on the role of society in
the hydrological cycle in its own right. Second, . . . , the topic of water and health (e.g., Mayer et al. [60]
and Dingemans et al. [61]), as well as spatial problems such as the interaction of migration and water
issues. Third, . . . Also, water is traded globally through the water–energy–food nexus, and it will be
interesting to see what role hydrology can play in this nexus [62].” (Blöschl et al. [23] (p. 1152)).

Several important issues are highlighted in GWP’s (2000) IWRM definition that it is “a process
which promotes . . . ” [3] such as managing resources in a coordinated way, considering other related
resources than just water (soil, ecosystem, etc.), social welfare in addition to economic objectives, equity,
sustainability, and environment. However, to apply these important issues in water management
practices, it is also necessary to know what kind of science, approaches, and modeling tools we need to
help promote the above process. For example, Metz and Glaus [63] mentioned that the integration of
water-related policies in IWRM is challenging because policy actors should coordinate their demands
and actions across policy sectors, territorial entities, and decision-making levels within a water basin,
whereas actors are restricted by the policy framework. Biswas [64] provided a critique of IWRM in
practice, but, given the comprehensiveness required by its definition, it is fair that most studies could
not satisfy the definition.

Fu and Wei [22] presented the conceptual cascade of “pattern–process–service
(function)–sustainability” for understanding of diagnoses and practices for keeping fit in CHNS.
They stated “The former refers to understanding the dynamics of CHNS, and the latter refers to
management policies and practices for improving sustainability.” Therefore, from such a perspective,
SH is more related to the diagnostic understanding, whereas IWRM is more concerned with the
practices needed for the keeping-fit concept in CHNS. It is worth noting that “keep fit” is considered as
the process of matching a socioeconomic system with its biophysical environment across temporal and
spatial scales, while bidirectional coupling exists between environmental changes and socioeconomic
changes [22].

The concept of IWRM moves away from top-down “water master planning” and toward
“comprehensive water policy planning”. The IWRM concept already recognizes the role and importance
of two other subsectors, socioeconomic and institutional, and then the natural subsector and addresses
the interactions between these subsectors as described well in ref. [65].

IWRM has been mainly concerned with management aspects of technical, socioeconomic,
and institutional dimensions of water-related decision making. SH has been proposed for studying
water–human systems dynamics and emphasizes the consideration of the co-evolution of natural
(hydrologic) and social systems, and to consider human systems feedback on global water cycle and
vice versa. Therefore, explicit considerations of multiscale feedbacks proposed in SH is useful for a
comprehensive application of IWRM, which the CHNS modeling approach facilitates.

The importance of scale-related challenges has been recognized in SH. For example,
Blöschl et al. [23] (p. 1152) stated “The challenges lie in linking short-term local processes (what
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we have mostly studied in the past) to long-term global processes, and vice versa”. In terms of
temporal scale, both IWRM and SH can address different time scales, especially long-term impacts
under notions of sustainability and (time) evolution, respectively. However, the co-evolution of
human–natural systems in SH is more relevant to, and compatible with, the need for considering
nonstationarity aspects in these complex systems than tools and methods being developed and used in
IWRM. Regarding the spatial scale, as a step ahead and moving from a single project-scale approach
to a wider spatial-scale modeling framework, IWRM has mainly focused on basin- or regional-scale
analyses, thus IWRM considers the impacts of human interventions on water budget components
locally at a basin scale. Therefore, human interventions such as urbanization effects, dam constructions,
expansion of irrigated areas, etc., and their impacts on local (basin scale) water cycle have already been
recognized by current water resources management practices. On the other hand, the impact of global
water cycle on local basin-scale water resources systems and societies when considered takes a typical
one-way scenario-based approach, with few exceptions (see ref. [66]). Nevertheless, the cumulative
impacts of the mentioned human interventions on global water cycle goes far beyond a basin-scale
approach. In other words, current hydrologic and water-resource management approaches do not
sufficiently account for the impact of basin-scale human-induced water resource-related activities on
the large-scale hydrology of Earth, and many long-term hydrologic predictions do not account for
global forces that influence local sources and vice versa, something that SH is proposing to address.
Van der Ent et al.’s [67] study of moisture tracking on a global scale is a good example of such
suggested studies in SH.

In response to the above-mentioned points, SH focuses on some other important issues lacking in
well-established science of hydrology and IWRM such as impacts of human interventions on global
water cycle directly and explicitly. By “directly and explicitly”, we mean SH highlights the importance
of considering human (social) and natural (hydrologic) systems as co-evolving coupled systems,
whereas their interactions are considered as part of the systems itself, through for example a two-way
feedback approach, not just via a one-way scenario-based approach. To do so, SH requires quantifying
approaches and modeling frameworks, and CHNS modeling is a possible framework. When studying
CHNS, we embed human–natural systems including water. From such a point of view, SH through
CHNS becomes a study of complex system of systems, a type of system discussed well for example by
Haimes [68].

Let us clarify what we explain above about local- and global-scale impacts through a simple
well-known problem in classical hydrology. Urbanization is a good, known example of a human (social)
system impact on the hydrologic cycle locally. Local-scale effects of urbanization, especially flooding
issues, are typically considered through designing a proper urban drainage system. The impacts
are increases in surface runoff; reductions in infiltration, groundwater recharge, and evaporation,
degradation of water quality indices, etc. In response to the impacts of such a socioeconomic-driven
intervention on local water cycle components, engineers design proper drainage systems and
wastewater treatment plants to efficiently manage stormwater resulting from land use change and
increased impervious lands. Additionally, comprehensive integrated models are currently available
for assessing a longer than normal time horizon (e.g., 100 years) impact of urbanization on a basin,
similar to the work of Luo et al. [69], who studied the loss of land from agriculture and forestry
to urban areas to increase land runoff to over 60% in China. However, what about the impacts
of these changes on the global water cycle components and our responses to them? What is the
cumulative impact of millions of small to large developed urbanized areas in different basins, countries,
regions, and continents all around the world on the global water cycle? Have we addressed this
latter-type impact adequately in our hydrologic and water resources models? We believe this is
something SH has correctly attempted to address. In this line, among 23 unsolved problems in
hydrology, Question 23 particularly emphasizes migration and urbanization as key topics to focus on
in human–water interactions [23].
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A point to mention, however, is that, although CHNS has mainly been emphasized in SH,
we believe CHNS modeling tools, especially feedback-based socioeconomic–natural systems modeling,
has already been used in IWRM. In other words, the authors of this paper think that, while the
concept of co-evolving coupled human–natural systems emphasized in SH is essential and of great
importance, the SH community may not have adequately recognized several valuable attempts
accounting explicitly for coupled human–natural systems modeling done under names and areas other
than SH. The attempts have particularly taken place using system dynamics (SD) approach in IWRM,
systems approach to complex water resources systems, and water–energy–food–environment nexus
approach, some of which were cited in the Introduction (e.g., the works of Simonovic [7], Simonovic and
Davies [41], Prodanovic and Simonovic [42], Davies and Simonovic [43], Walker et al. [48], Noël and
Cai [50], and Loucks [30]). Additionally, SH does not explicitly talk about the role and importance of
institutions and institutional subsystem underlying the co-evolution of human (social) and natural
systems, something recognized by IWRM at least conceptually, if not quantitatively. This issue is
explained further and discussed later in Section 2.2.4.

The co-evolutionary thinking of SH will be of help and importance in the current
and the future of hydrology as a science. However, there is still a significant gap in
developing and advancing computational CHNS modeling approaches under any of SH, IWRM,
or food–energy–water–environment–health nexus contexts. A tutorial was presented, including as
many of the modern computational approaches necessary for considering such challenges in CHNS,
by Ponnambalam et al. [28].

It is worth mentioning that, despite the significance of CHNS analysis, there are not as many
works that have successfully applied quantitative approaches and models of CHNS as there should
be, mainly because of the complexity level of the models required for tackling such a task. In this
regard, Loucks [70] stated “Simplification is why we model . . . We know that our simplified models
will be wrong. But, we develop them because they can be useful. The simpler and hence the more
understandable models are the more likely they will be useful, and used, as long as they do the job.”
Therefore, he raised an important question: “ . . . what level of model complexity is needed to do a
job when the information needs of that job are uncertain and changing?” For instance, we typically
assume in IWRM that future water availability and demand values are known or can be estimated (in
deterministic or probabilistic sense) without explicitly accounting for the impacts of socioinstitutional
systems on their future estimations. However, the point is how challenging the consideration of such
impacts would be, and what assumptions, information, and modeling techniques would be needed to
overcome the complexities it brings. In this regard, Walker et al. [48] suggested that environmental and
water systems decision makers need to consider social responses as well as economic and environmental
impacts of their decisions, but predictions of such responses will not be accurate, especially in the
future, and hence requiring uncertainty modeling and its inclusion, another thing not well done.
To better understand the coupled social and natural components of water resource systems, they then
provide some examples of how hard it is to attempt predictions, why, and the consequences if those
predictions are wrong.

In the following, we elaborate more on CHNS modeling challenges. In addition, opportunities
and potential modeling tools that can address some of these challenges are introduced and discussed.

2.2. CHNS Modeling: Challenges and Opportunities

It is worth noting that SH emphasizes co-evolution to be considered in CHNS modeling. However,
from a quantitative and mathematical modeling perspective, it would be very hard and challenging
to fully model all behavioral aspects of these very complex coupled systems. Below, we explain and
discuss our view on different aspects of such challenges and the complexities involved and provide
links to tools:

272



Water 2020, 12, 1699

2.2.1. Mismatch in Temporal Scale and Time Resolution

We first discuss the mismatch in temporal scale and time resolution of models and variables
of interest in social systems and those in natural systems. Such a challenge arises while trying to
answer questions such as “What is the role of water in migration, urbanisation and the dynamics of
human civilisations, and what are the implications for contemporary water management?” as the
23rd question mentioned by Blöschl et al. [23]. To clarify such an inconsistency, suppose a basin-scale
water allocation model is the one in which we are going to simulate both natural (physical) processes
and social processes and their interrelationships. Governing equations and variables in the natural
(physical) system are mass balance equations over time and space or other hydrologic-related equations,
reservoir releases, water allocations to demand sites, etc. at a certain temporal scale. On the other
hand, governing equations and variables in the socioeconomic system are those related to processes
of poverty, migration, income, education, gender equity, etc. at another temporal scale. The type of
related equations for the socioeconomic system could be statistical regression equations derived from
analysis of corresponding data and information collected from questionnaire or supply and demand
curves and functions fitted to data, where societal variables and signals of interest are the number of
migrated people from and different sites, average household income, etc.

Traditional natural system-focused water allocation models solve water balance equations over
time and space along with operation rules and policies on how to make releases from the reservoirs
under predefined demand satisfaction priorities. The corresponding water allocation problem is
typically formulated as single- or multi-period network flow programs (NFPs) or linear programs
(LPs) solved iteratively by fast out-of-kilter, Lagrangian relaxation, or dual Simplex algorithms. In this
approach, socioeconomic considerations are only accounted for indirectly through values of water
demands and the priority numbers selected for different demand types and sites and target reservoir
levels, which are determined outside the model. What is directly considered inside the model is
the mentioned equations related to physical (natural) subsystem. Such a framework is currently
being employed in well-known, well-established river basin decision support systems (DSSs) such as
ModSim and WEAP.

The question here is: What challenges do we have if we want to develop a new coupled
human–natural, sociohydrologic-based water allocation model integrating the mentioned natural
system-focused water allocation DSS and a socioeconomic model at varying temporal scales? Such a
coupled model aims to simulate both physical and social processes and variables of interest and
their interrelations and impacts on each other. This is because we know that more reliable, timely,
and adequate water allocations from both water quantity and quality aspects can improve societal and
economic signals and indicators in that site or region. On the other hand, a demand area having better
welfare indices motivates more development, as well as population and economic growth, resulting in
higher levels of water demand, which will therefore put more stress on natural hydrologic system
when the quantity of water resources is limited. One rising challenge here is that the typical time
resolution considered for (hydrologic) variables of the natural system-focused water allocation model,
e.g., water allocation values and reservoir releases, is one day to one month in duration.

Suppose that we are able to develop a quantitative socioeconomic model, simulating social
processes and variable of interest, e.g., poverty, income, migration, education quality and level, health,
etc., to couple it with the water allocation model. These variables and processes would respond to
the changes of water allocation variables on a much longer time interval basis than a month, usually
in years of interval. It may not be reasonable to have a monthly-basis socioeconomic model; instead,
a model with at least a yearly time step may be more meaningful. Therefore, models of natural systems
(physics-based, conceptual, etc.) could be of hourly/daily/monthly basis, while such time resolutions
may not be suitable to be selected as the time resolution of societal signals quantifying processes of
poverty, unemployment, education level, income, migration, etc. This means that we need to couple
two models with two different time resolutions requiring specific considerations from modeling point
of view.
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To deal with such a challenge generally in CHNS with multiple time resolutions representing
different slow to fast natural or social processes concurrently, stiff ordinary differential equations
(ODEs) could provide an opportunity and framework. Stiff ODEs are appropriate tools when two or
more temporal scales are involved as faced here in coevolution. In addition, these ODEs may have to be
stochastic ODEs due to various noisy processes encountered. These problems have been anticipated by
many, including Sivapalan and Blöschl [9], but we propose appropriate mathematical solutions for such
problems here and in the forthcoming tutorial paper based on Ponnambalam et al.’ [28] workshop.

2.2.2. Mismatch in Type of Models and Modeling Approaches

The functions and relationships simulating physical processes in natural systems may form partial
deferential equations (PDEs) of conservation of mass, momentum, and energy based on Newtonian
physics. Conceptual hydrologic models are also developed on the same basis with different levels
of approximations often as lumped systems (ODEs) in modeling the physics of the processes of
interest. Then, approximations and uncertainties in input, model structure, and model parameters are
accounted for through error-minimizing calibration approaches of these hydrologic models. Of course,
applications of data-driven models approximating physics-based and conceptual hydrologic models
and processes using model-free artificial intelligence (AI) and machine learning (ML) algorithms have
been advancing during the last three decades. This is still an ongoing emerging field in modeling a
wide range of analysis and design problems in engineering systems. Similarly, there are physics-based
models that are able to simulate physics of macro- or micro-economic processes, e.g., behavior of
suppliers and consumers under different market conditions. However, this may not be the case
for social processes, i.e., poverty, health, gender equity, migration, education level, etc. In other
words, social systems and processes, despite being complex, are being modeled by PDEs or other well
established traditional mathematical approaches and equations, but the research is still in early stages
for applications in the real world [71].

Traditional mathematics, although very powerful, still is not able to fully capture the physics of
these processes and the related disorganized complex social systems. That is why it is said that the social
systems are the most complex systems. Future advances in sociology, psychology, and mathematics
and interactions and co-operations between sociologists, psychologists, and mathematicians may make
it possible in the future to come up with a fuzzy or stochastic PDE solution of which simulates the time
evolution of a society. However, up to now, and considering the current available modeling technology,
models simulating social processes could be either qualitative or, in the best case, of empirical, statistical
type. These empirical models are typically developed based on data and information collected on the
variables of interest over time and space using questionnaires encapsulating experts’ judgements and
knowledge or other socioeconomic data collection and monitoring systems. Consequently, the type
of qualitative or quasi-mathematical, empirical models simulating social processes will be different
from quantitative mathematical models simulating natural systems. In other words, CHNS modeling
requires integration of normative/quantitative, physics/mathematics-based hydro-economic models
and subjective, qualitative human mimicking- or data-driven socioeconomic models.

The above-mentioned requirement calls for specific considerations and involves additional
complexities when it comes to their calibration and verification and other modeling aspects.
For example, model-free AI/ML-based methods with no explicitly defined analytical expressions and
functions for quantifying relationships among social variables would restrict putting them among the
set of constraints of fast gradient-based network flow programming (NFP) or linear programming
(LP) algorithms being used in current basin-scale water allocation DSSs such as ModSim and WEAP.
In such a situation, evolutionary optimization algorithms (EOA) that are much slower than NFP
and LP would be the only choice to be employed as optimizers in the mentioned DSSs. This is also
the case if the model wants to be put into an optimization framework optimizing reservoir releases,
water allocations, and other socioeconomic decision variables of interest. Although EOA are very
useful, they would slow down the convergence rate of the resulting optimization algorithm when
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many more function evaluations are required. Therefore, it would be inevitable to think of applying
other meta-model-based optimization algorithms. If any single run of the coupled human–natural
water allocation model is computationally intensive, then meta-modeling and surrogate optimization
will be beneficial to speed up the computation power (Mousavi and Shourian [72], Kamali et al. [73],
Mirfenderesgi and Mousavi [74]).

Apart from the above-mentioned challenges and opportunities, there is a great potential for
applying fuzzy logic and computations as a branch of AI, introduced systematically by Lofi A. Zadeh
in 1964 and less specifically by Luckashewics earlier under multivalued logic context. Fuzzy logic
has proved its potential and promise in modeling approximate reasoning as a character of human
beings and how they think, behave, and react that can help with social decisions not easily modeled
by traditional mathematics. The body of literature on applications of fuzzy logic in water resources
systems analysis and hydrology is quite rich and well-established, thus we do not refer to them herein.
Instead, we focus on discussing its potential in modeling sociohydrologic processes.

In fuzzy inference systems (FISs), societal variables can be considered as linguistic variables whose
values are words such as low, medium, and large as fuzzy numbers, rather than crisp exact numbers.
Inexact, nonlinear relationships among these variables are represented by a set of fuzzy if–then rules
called a fuzzy rule base. Then, all these linguistic variables and fuzzy rules are put into an inference
mechanism, e.g., Mamdani and Takeshi–Sugeno FIS, using compositional inference rules. Such a
framework has good potential to be used in modeling social systems and processes since in many
instances societal signals and their interrelationships cannot be represented by exact, crisp variables
and functions, whereas linguistic variables and fuzzy if–then rules enables us to make use of qualitative
information about societal variables and their relationships.

FISs are also beneficial where there is no extensive data available. AI and ML algorithms [75]
trained with Big Data are model free, data driven powerful tools with their ability to infer very
complex relationships underlying these processes. They can extract and infer governing equations
and relationships in complex systems from the data without having any knowledge about physical
understanding of the relationships. On the other hand, advances in automated data monitoring,
collection, and storage systems have provided a great potential for availability of big databases
of socioeconomic variables and their spatiotemporal distributions, e.g., infrastructures locations
and characteristics, population growth rates and other related variables, land use, soil type,
cropping patterns and areas, crop yields and prices, etc. These data can be stored as different
layers of a geographic information system (GIS) that can easily be retrieved whenever required.
Therefore, recently-developed deep learning algorithms can be utilized to deal with these big databases
of socioeconomic variables. Then, the databases and associated AI-based models trained and validated
using a large amount of data can be integrated by other physics-based hydrologic models in the model
base of a spatial DSS. Note that with available software and hardware technology, DSSs consisting
of a model base, a spatial database, and a graphical user interface connected to each other have
already provided powerful computerized framework in which different physics-based, conceptual,
and data-driven models communicate different large amounts and types of data and information
among each other at different levels of complexity or simplifications (modularity). RiverWare [76],
MikeBasin [77], GeoDSS [78], and WEAP [79] are examples for such DSSs among several computerized
DSSs developed for water resources and hydrologic systems modeling at different spatiotemporal scales.

Another potential opportunity to deal with the mentioned challenges is agent-based modeling
(ABM), which can approximate the system-wide behavior of a complex system from individual level
behavior of many elements interacting with each other through simple rules. ABM can simulate
the emergent behavior of a system from autonomous individual behaviors necessary for modeling
socioeconomic processes. It has already been used in modeling farmers’ responses to reduced
amounts of water allocations during dry periods, when agriculture systems undergo more severe
water scarcity. In this line, there are a number of recently-done or ongoing research works attempting
to couple agent-based models, simulating farmers’ and food growers’ reactions (water consumers),
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and physics-based water allocation models (see, e.g., Noël and Cai [50], Pouladi et al. [53]
Pouladi et al. [54], Aghaie et al. [55]).

As an example problem, we proposed an integrated decentralized reservoir operation optimization
model benefiting from ABM for optimal operations of Bukan Dam constructed on Zarineh-Rud River
in Lake Urmia (LU), Iran, the second largest salt water lake in the world which is drying out [28].
Considering current critical situation of LU, Bukan Dam operations play a significant role in supplying
the environmental water needed for the lake and its restoration plan. That is why planning a concise
operational model for water allocations to both agricultural demands and the lake as a vital ecosystem is
of crucial importance. In the proposed framework, ABM is one module of a hydro-agro-socioeconomic
water allocation scheme embedded in multi-objective optimization to account for farmers’ response
and behavior against different scenarios of water allocations. A first version of the proposed framework
focusing on the supply part of the model was presented by Ponnambalam et al. [28].

These types of coupled models have been developing from about a decade ago as a step towards
CHNS modeling in SH. Earlier than that, and apart from the terminology used, the system dynamics
(SD) approach has been successfully developing and applied for about two decades in integrated
modeling of socioeconomic processes and in lumped hydrologic models. SD-type models in IWRM
have paid specific attention to feedback of natural subsystems of water resource systems on their
corresponding socioeconomic systems and vice-versa (e.g., Simonovic and Davies [41], Prodanovic
and Simonovic [42]). However, as stated above, these works and attempts have used a systems
approach for studying complex water resource systems in IWRM or food–energy–water–environment
nexus problems.

2.2.3. Mismatch in Spatial Scales and Resolutions of Models

One important issue attracted specific attention in the 23-unsolved-problems-in-hydrology paper
is the issue of “Hydrological Change” For example, it is stated in the paper that “the interest no longer
resides only in providing scenarios of change (as only a decade ago), but in a rich fabric of experiments,
data analysis and modelling approaches geared towards understanding the mechanisms of change.”
(Blöschl et al. [23] (p. 1152)). However, a challenge in responding to such a requirement is that models
quantifying impacts of water cycle on human systems and human systems on local and global water
cycle components can have totally different spatial domains and resolutions.

To clarify such a challenge, let us consider the well-established modeling frameworks being used in
simulating the impact of climate change on basin-scale water-resource systems, as illustrated in Figure 2,
where many important concepts are portrayed. Upscaling (aggregation), downscaling (disaggregation
or decomposition), scenario-based analysis, and feedback loops are some of the concepts defined next.
Upscaling with a bottom-up approach [80] involves taking an observed or theoretical relationship
applicable at the point scale, and altering the relationship so that it is applicable at a larger scale. ABM is
perfectly suited for this as individual agents and their actions can be aggregated to provide system
level responses. ABM is not only applicable in problems of individual to society level aggregations but
also can be equally applied in problems requiring PDEs such as diffusion-advection problems [81].
Thus, ABM is a tool that can be applied to model both lumped and distributed systems.

Downscaling involved taking results from coarse gridded, for example, Global Circulation Models
(GCM), to finer resolution at the catchment level both in space and in time. Predictor variables are
climatic variables such as specific humidity, total precipitation, convective precipitation, sea level
pressure, etc. and soil indices, e.g., total soil moisture, slopes, vegetation indices, etc. Statistical methods
including multilinear regression are commonly used (see ref. [82]), as well as the newly proposed
combination of physically based statistical models in ref. [83].
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Aggregated 
(upscaling) 

Disaggregated 
(downscaling) 

PDE, quasi-distributed, and ABM 
(Physically realistic parameters) 

ODE/SD, and ABM 
(Parameters to equivalent effects) 

Scenario-based 

Feedback

Figure 2. An illustration of frameworks for climate change impact assessment studies.

The typical current climate change impact assessment framework is a one-way, scenario-based
modeling approach starting with emission scenarios followed by running global circulation models,
downscaling, and employing rainfall–runoff models or other basin-wide, natural system-oriented
models (the arrow on the left side of Figure 2 indicates this symbolically). However, the final result in
terms of future downscaled climate change-driven fluxes of water and energy calculated at a local
scale socioeconomic unit do not provide any feedback on emission scenarios and global water. On the
other hand, if we imagine there are a tremendous number of basins or regions (local socioeconomic
units) impacted by global water cycle through downscaled outcomes of global circulation models,
the cumulative impact of all these units on the global water cycle has not yet been accounted for
adequately by appropriate upscaled models. This is an impact which is considered important from the
sociohydrologic modeling point of view, emphasizing on the co-evolution of the associated CHNS
(the bidirectional arrow on the right side of Figure 2 indicates this feedback). However, estimating
such feedback from local socioeconomic units on the global water cycle is not an easy task to tackle
quantitatively and mathematically. It is because providing feedback from such units to the global water
cycle calls for summing effects of all individual-level responses up, something that requires upscaling.
This is despite downscaling currently being used in assessing the impact and consequences of global
water cycle on much smaller-size spatial socioeconomic units. Even if we can find proper modeling
tools and algorithms capable of tackling upscaling such as the global hydrologic models (GHMs)
discussed in Section 1 attempting to deal with this issue [37–39], a coupled model equipped by both
global-to-local simulation ability (downscaling) and local-to-global modeling capability (upscaling)
would become too complex to solve. In other words, it would not be easy to build a fully coupled,
two-way local–global model capable of integration (sum) across individual-level behaviors or processes.

We believe ABM having a bottom-up analysis ability to simulate system-level behavior of the global
water cycle system through individual-level interactions of basin- or regional-scale socioeconomic
units could be an opportunity to be used for the explained challenge of upscaling effects. Additionally,
there are studies trying to estimate the contribution of anthropogenic and natural greenhouse emissions
to total global greenhouse gas (GHG) emissions and their time variability. For example, using a
statistical analysis, Xi-Liu and Qing-Xian [13] estimated the amount of anthropogenic GHG emissions
to be about 55% of the global GHG emissions (2016 value). Such works show that we might be
able to build a model-free or model-based mechanism simulating anthropogenic and natural GHG
emissions as a function of some influencing factors related to hydroclimatic, hydrologic, and societal
variables over different spatial regions (terrestrial or ocean systems). We think such simulation models
can be put into an ABM approach, summing regional-scales impacts up, and then use it as a GHG
emission-generating module in the above-mentioned climate change impact assessment procedure.
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If we can do that, the above one-way scenario-based modeling approach would become a CHNS
modeling approach.

Regarding other possible opportunities to deal with local-global impact quantification and
upscaling, Budyko modeling approaches in ref. [84] are among other possible good opportunities
to be used to fill part of the existing gap and challenges in simulating feedback from small-size
sociohydrological units to the global water cycle. Additionally, there have been valuable works recently
done in hydrologic modeling of evapotranspiration and precipitation simulating impacts of a change
in local evaporation realized in a region (point) on other regions over the globe (points). The authors
of this paper propose that the output of works, e.g., by Van der Ent et al. [67] and Roy et al. [85], can be
represented as a large-scale response matrix of influential coefficients and used in IWRM management
models to trace the changes in impacts due to changes in systems which could have happened from
policy changes.

Other challenges could be related to mismatch and inconsistency in computational requirements,
model precision degrees, and other issues while coupling a detailed model designed for a spatially
small-scale unit and a model developed for a much more spatially coarser global-scale spatial unit.
Therefore, there will be serious challenges in joint calibration and verification of such a complex coupled
model, considering numerical/computational power limitations, inconsistency in their accuracy levels,
their discretization scheme over time and space, extent and type of data required for each of them, etc.
It seems that it is even impossible to tackle such a task without making several simplifications and
assumptions, undermining the positive role of coupling.

Regarding computational burden difficulties in coupling of local- and global-scale models,
having different finer and coarser spatial resolutions, two opportunities of parallel (cloud) computing
and ML-assisted meta-modeling can be considered. In the first choice, special software and
programming settings are used enabling the required computations to be done by several computers
in parallel for building a surrogate or meta-model. The meta-model version is much faster than the
original model [73]. However, sufficient sample data are required for training a meta-model, and the
training procedure can be done online or offline. Therefore, there will be a tradeoff between the
approximation power or accuracy of the built meta-model and the number of training samples, each of
which requires running the original computationally-intensive model. Balancing these two aspects is
an important challenge for doing meta-modeling successfully [72]. These sorts of meta-models have
also been used by integrated assessment modeling community in references [33,36].

Another important point and challenge in applying one-way scenario-based approaches while
modeling interacting sub-systems is the issue of interfaces between the sub-systems having different
scales. The existing traditional approaches consider the issue via boundary conditions to reduce the
complexity. However, such a simplifying approach may not be enough in some cases, as pointed
out by Blöschl et al. [23] (p. 1152) stating “There is a broad recognition that we need to learn
more about interfaces in hydrology. These have traditionally been imposed as boundary conditions,
thereby reducing complexity, but we now need to look at the more typical cases where we can and should
not do this, as the interfaces couple rather than constrain system behaviour. These interfaces include
those between compartments (e.g., atmosphere–vegetation–soil–bedrock–streamflow–hydraulic
structures) in three dimensions, interactions between the hydrological fluxes and the media (e.g., soils,
vegetation), and interactions between sub-processes that are usually dealt with by different disciplines.
(e.g., water chemistry, ecology, soil science, biogeochemistry). Linking these interfaces conceptually
and in a quantitative way is currently considered a real bottleneck”.

Overall, given the explanations provided, although there are serious challenges mentioned,
we have promising tools and algorithms for shifting from the one-way global-to-local approach towards
a two-way feedback-based coupled global-to-local, local-to-global modeling approach. For example,
Simonovic and Davies [41] discussed other simplifying assumptions made in traditional climate
change impact assessment studies including: (1) predictability of the character of all interactions
between biophysical and socioeconomic systems, despite their nonlinear nature; (2) irrelevancy of the
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interactions between these systems and the behavior of each; and (3) reparability of these two systems
so that feedbacks between the systems are external to both. In this line, Davies and Simonovic [66]
developed the system dynamic-based ANEMI simulation model for integrated assessment of global
change especially the carbon transfers. Additionally, we already referred to a number of numerous
sophisticated approaches, including system dynamics and analysis, stochastic simulation and
optimization, integrated agro-hydro-socioeconomic modeling, etc., presented by water resources
systems analysts and IWRM community before SH’s introduction that have gone far beyond scenario
based approaches. Koutsoyiannis [19] also stated this fact in his review comments for the first-published
SH paper in Hydrological Processes journal.

2.2.4. Institutional and Governance-Related Challenges

The co-evolution of human–natural water systems has not been under the impact of de-regulated
social systems. Rather, impacts of people and social systems on the water cycle have been taking
place under a complex institutional and governance framework and settings that have dynamically
been changing over time with significant differences among social units spread over space at a certain
time (provinces, states, countries, etc.). This issue has impacted the past and will impact the future’s
co-evolution of coupled human–natural systems, making CHNS modeling much more complex and
difficult to quantify.

Additionally, there is another type of challenges in terms of participating units, institutions,
governance, authorities, and co-operations among socio-administrative units of a coupled
human–natural system from an IWRM perspective. For instance, under European Water Framework
Directive [86], EU Member States have established Coordination and Participation Boards at the
river basin level as multi-agency and multi-actor groups, supporting the development of inclusive
and coordinated river basin planning and the inclusion of interested parties in decision-making
processes [87]. This challenge is also raised when dealing with local–global impacts of water cycle
and societies on each other, requiring specific considerations. Blöschl et al. [23] stated “While water
governance is limited to the local and national scales, a global perspective is clearly becoming
increasingly more important in the context of the UN Agenda 2030 and Sustainable Development
Goals, the societal grand challenge of our time [14].”

Water management policies, institutions, and governance at provincial, state, and national levels
directly affect basin and regional-scale water cycle components. On the other hand, international-level
policies, agreements, rules, regulations, and protocols (e.g., International Law Association Committee
on the Uses of the Waters of International Rivers [88], United Nations [89], and United Nations [90]) and
commitments established by international organizations and institutions would affect medium- and
long-term state of CO2 emission, global warming, and climate change conditions that would influence
all local socioeconomic units. For example, basin- and national-level water management practices,
policies, and governance (local-scale institutions and governance) underlying socioeconomic activities
and interventions (e.g., dam constructions, land-use change, expanded irrigation areas, etc.) combined
by climate change impacts (global-scale intervention) during last decades have caused significant
destroying consequences on the drying Lake Urmia ecosystem in Iran. Brazilian government policies
have been influential on recent huge burning of Amazon forests resulting in a more adverse CO2

emission condition. This means that co-evolution of our future coupled human–natural systems will
certainly be under influence of both local (provincial, state, and national) and global (international)
water and environment governance-related conditions. By governance we mean all agreements,
institutions, rules and regulations, policies, commitments, protocols, etc.

Under the above-mentioned conditions, can we predict the future of the governance underlying
future local–global impacts of our water systems and societies? Can we model and quantify the
influence of future presidents of countries and their decisions and commitment level to international
CO2 agreements, especially those countries that are more responsible in producing CO2 and its emission
to atmosphere? Therefore, are our future coupled human–natural systems really predictable under

279



Water 2020, 12, 1699

such complex governmental and institutional conditions? Do we have better modeling framework and
conflict resolution techniques than simple scenario- or feedback-based approaches that can account for
deep uncertainties in the future from the aspects just explained? These are some relevant questions in
SH and CHNS that are too difficult to answer yet. Loucks [91] stated “What we modellers haven’t
done yet is to figure out how to make our models suggest planning and management options that
we haven’t thought of before. This would be an especially important feature for integrated water
resources planning and management. Integrated implies that our models have included all the links to
all the other major components of our social, economic and, if applicable, ecological environments.”

Despite the mentioned difficulties, there are still promising tools and ways to deal with them, which
of course are not of mathematical modeling type. Public awareness, NGOs, ease of communications
through the Internet and social media, etc. all have promising elements facilitating both national-
and international-scale participations and collaborations. Therefore, they provide opportunities for
hydrologists to convey their message to policy makers and the society [92].

For example, due to the national-level public awareness and request, the government of Iran
established a new organization, Lake Urmia Restoration Program (LURP), coordinating all water
management activities for restoring the lake, about six years ago. Under the revised participatory
water management policies, help and participation of international parties and collaborators such as
FAO and JAICA, and better climatic conditions during last five years, the current situation of the lake
has relatively become better, and the continuation of procedures forcing the drying of the lake has
fortunately stopped. For the case of Amazon forests, international concerns shown even in the latest
summit of the leaders of seven industrialized countries helped the Brazilian government take some
actions to control the devastating Amazon forests burning events.

We in this section explained and discussed a number of challenges and complexities system’s
analysts would encounter while modeling CHNS: (1) mismatches in appropriate time resolutions
and space domains of social and physical processes if they want to be included in an integrated
coupled model simulating both types of processes; (2) inconsistency among type of models, governing
equations, and relationships required to quantitatively simulate societal and physical processes taking
place in social and natural systems, hard-to-quantify societal variables of interest, and processes
impacting the natural (water) systems both locally and globally; (3) global-to-local (downscaling) and
local-to-global (upscaling) challenges and how to model and simulate feedbacks the global water cycle
receives from the sum of a huge number of local-scale human-driven impacts; (4) computational CHNS
modeling challenges encountered while simulating local and global processes and variables with
appropriate spatiotemporal scales and resolutions; and (5) complex and almost impossible-to-predict
future governmental and institutional systems, at provincial, basin, national, regional, and international
levels, affecting the co-evolution of natural and social systems. For each of these challenges, we also
proposed some possible modeling approaches that could help modelers deal with the challenges at least
partially and may have to depend on simpler models and meta-models [93]. The new AI/ML techniques
provide some new opportunities for promising directions to satisfy both speed and accuracy [94].

3. Final Remarks

Systems analysis and coupled human–natural systems (CHNS) models provide the practical
approach needed for applications both in the descriptive science of sociohydrology (SH) and in the
prescriptive method of integrated water resources management (IWRM). Although CHNS is of great
importance, the extent we can develop a coupled human–natural system model mathematically is
limited and ongoing. It is nearly impossible to account for all the mentioned sources of complexity
required by SH and IWRM in CHNS modeling, the coupling levels of local-to-global and global-to-local
processes would depend on data availability for model calibration and verification in the presence
of uncertainty. Such a capacity is also restricted by the level of understanding of social, economic,
institutional, and natural processes, their governing equations/relations, and their dynamics and
evolution. These difficulties may often lead in practice to simpler models that can be solvable
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(likely after applying the technique of divide and conquer or decomposition/aggregation to manage
different scales in time and space), and verifiable in a limited sense, but adaptive.
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Abstract: Global change, that results from population growth, global warming and land use change
(especially rapid urbanization), is directly affecting the complexity of water resources management
problems and the uncertainty to which they are exposed. Both, the complexity and the uncertainty, are
the result of dynamic interactions between multiple system elements within three major systems: (i) the
physical environment; (ii) the social environment; and (iii) the constructed infrastructure environment
including pipes, roads, bridges, buildings, and other components. Recent trends in dealing with
complex water resources systems include consideration of the whole region being affected, explicit
incorporation of all costs and benefits, development of a large number of alternative solutions, and
the active (early) involvement of all stakeholders in the decision-making. Systems approaches based
on simulation, optimization, and multi-objective analyses, in deterministic, stochastic and fuzzy
forms, have demonstrated in the last half of last century, a great success in supporting effective water
resources management. This paper explores the future opportunities that will utilize advancements
in systems theory that might transform management of water resources on a broader scale. The paper
presents performance-based water resources engineering as a methodological framework to extend the
role of the systems approach in improved sustainable water resources management under changing
conditions (with special consideration given to rapid climate destabilization). An illustrative example
of a water supply network management under changing conditions is used to convey the basic
principles of performance-based water resources engineering methodology.

Keywords: water resources systems; performance-based engineering; simulation; resilience

1. Introduction

Two paradigms are identified by Simonovic [1] as shaping contemporary water resources
management: “The first paradigm focuses on the complexity of the water resources management
domain (increases with time), and the complexity of the modeling tools (decreases with time),
in an environment characterized by continuous, rapid technological development (sharp increase in
development over time). The illustrative presentation of the complexity paradigm is shown in Figure 1a.
The extension of temporal and spatial scales characterizing contemporary water resources management
problems leads to an increase in the complexity of decision-making processes (which could be measured
using a number of state variables on the vertical axis in Figure 1a). The evolution of systems analysis
with increasing computational power (expressed for example using computational time required for
the solution of a problem on the vertical axis in Figure 1a) results in more complex analytical tools being
replaced by simpler and more robust search tools and very often by simple simulation (assessed using
a number of mathematical relationships on the vertical axis in Figure 1a).

Water 2020, 12, 1208; doi:10.3390/w12041208 www.mdpi.com/journal/water287
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Figure 1. Illustration of the (a) complexity and (b) uncertainty paradigms (after [1]).

The second paradigm deals with the water resources-related data availability (represented for
example by the number of observation stations on the vertical axis in Figure 1b) and the natural
variability of the domain variables (for example measured by the range of values that a particular
state variable can take on the vertical axis in Figure 1b) in time and space that affect the uncertainty
(possibly expressed by the statistical dispersion of the values attributed to a measured quantity on the
vertical axis in Figure 1b) of water resources management decision-making (Figure 1b). Data necessary
for management of water resources are costly and collected by various agencies. The financial
constraints of government agencies that are responsible for the collection of water-related data have
resulted in reduction of data collection programs in many countries.”

The traditional understanding of water resources management is that it is the management of
water resources [2–5]. But the language behind the concept is simpler since there is a set of complex
interactions between the water resources, people and the environment that they all share. The two
paradigms call for a question: What are we managing? We try to manage environments (water, land,
air, etc.). We keep try to manage the behavior of people within environments [6]. It seems that every
time we introduce a change at one point, it causes an unexpected response somewhere else—the first
fundamental systems principle.

It is argued by Simonovic [7] (based on [6]) that the system in our focus is a social system.
It describes the way water resources are interacting with people to clearly define the management
problem and determine the best strategies for systems intervention. The water resources system
includes four tightly connected subsystems: individuals, organizations, society, and the environment.
To sustainably manage water resources, the interactions between the four subsystems must be
appropriately mapped.

Individuals are the players in organizations and society and affect the way they behave.
As individual decision-makers, they have a direct role in the use and management of water resources.
Organizations are used by individuals as an instrument to obtain outcomes that they cannot produce.
The structure of the organizations is developed to realize a particular set of goals. Structure of
the organizations defines resource and information flows and governs the organizational behavior.
Individuals and organizations are subsets of society. The society is a system that encompasses the
relationships between people, the rules of behavior and the mechanisms that are used to regulate it.
Societies are nested within the environment. The environment includes concrete elements such as
water, air, raw materials, natural systems, as well as the universe of ideas including the expectation of
future water shortages and future global change impacts that define concern for sustainable water
resources management.

Every open system includes inputs of energies—resources—that are transformed into outputs.
Systems inputs and outputs include resources, information and values. They link individuals,
organizations, society and environment. Information and resource flows link people and organizations.
Value systems are attached to information and resource flows. They are generated by the individuals
and/or organizations and provide meaning for information and resource flows.
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Each subsystem relies on other subsystems and on the environment for its resources. The physical
environment applies passive pressure on the subsystems and can limit action by exhausting resources.
In that way, the resources can become more valuable (i.e., climate change).

Each of the subsystems utilizes information to make decisions on communicating with other
subsystems and the environment. In the case where flows of information from outside of the subsystem
are not available, it must rely on its own knowledge that increases the risk that the subsystem may lose
connections with the other subsystems.

Since data does not have meaning by itself, interpretation between information and meaning is
necessary and provided by values. They provide meaning to flows of information. Flows are then used
to determine resource use by each subsystem. Value systems are embedded in the culture of society
and organizations. They determine what resources individuals, organizations and societies need.
Using value systems, the interpretation of information is provided and behavior of the subsystems
is determined.

The decision-making choice is always related to the availability of resources. Feedback information
on the availability of resources signals to the decision-maker (individuals, organizations, or society)
the subsystem’s response to the implemented management procedures. According to [6,7], the most
effective options for sustainable water resources management are those that condition access to resources.
Each subsystem is using different procedures (combination of options and various interactions) to
maximize its access to resources.

The next section of the paper will briefly review the success of the systems approach in management
of water resources systems up to now. It is followed by identifying one view of the future that presents
the concept of performance-based water resources engineering. The following section illustrates the
performance-based concept using an example of a water supply network management under changing
conditions. The paper ends with the conclusions.

Systems Approach to Management of Water Resources—A Success Story

During the past five decades, since the introduction of the water resources systems analysis within
the Harvard Water Program [8], we have witnessed a great evolution in water resources systems
management [9–13]. Three of the characteristics of this evolution are noted in particular [12].

First—the application of the systems approach to complex water management problems. It has been
recognized as the most important advance in the field of water resources management by providing an
improved basis for decision-making.

Second—transformation of attitude by the water resources management community towards environmental
concerns. The past five decades have brought many examples of initiatives taken for environmental
assessment and planning, as well as significant investment in environmental technologies for recovering
or removing pollutants.

Third—introduction of sustainability paradigm. The publication of the Brundtland Commission’s
report “Our Common Future” in 1987 started the application of the sustainability principles to
water resources decision-making by (a) changing management objectives and (b) obtaining deeper
understanding of the complicated inter-relationships between existing ecological, economic and social
issues. Brown et al. [13] advocate for water resources systems analysis as a conceptual framework for
sustainable management of water resources.

The evolution of water resources systems management is occurring in the context of rapid
development of information technology which moved the computer directly into knowledge processing
as a partner for more effective decision-making.

Let me repeat the basic definition of a system here. Simonovic [12] defines “a system as a collection
of various structural and non-structural elements that are connected and organized in such a way as to
achieve some specific objective through the control and distribution of material resources, energy and
information”. The systems approach is characterized by emergence (the whole is different than the
sum of its parts), self-organization (cooperation, interdependence and competition yield stabilizing
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homeostasis), nonlinearity (small changes in part of the system can have excessively significant effects
across the whole), and feedback loops (the outputs of the system affect its inputs).

Let me summarize the current state of the water resources systems approach:

(i) A very reachable portfolio of applications and the evolution of water resources systems approach
today offer a scientific interdisciplinary context for dealing with the complex practical issues of
water management and prediction of the water resources future. Together they form the basis for
a sustainable water management necessary to address the global water challenges of this century.

(ii) Systems approach is helping all those who are responsible for water resources management to
organize water related information in order to distinguish between the noise and important
information and improve the decision-making.

(iii) The data necessary to understand resource flows and the larger water resources management
setting are being identified in close collaboration with the general public to understand the
relationships between human behavior and environmental and economic impacts of water
resources management decisions [2].

(iv) The systems approach is helping the improvement of water resources planning and forecasting.
Clear articulation of assumptions, use of models, identification of feedback relationships,
and monitoring system behavior can help decision-makers better anticipate future conditions
and make smarter management decisions.

(v) The tools of systems analysis (simulation, optimization and multi-objective analysis) are helping to
improve the quality of water resources related decision-making [4]. They provide decision-makers
with the information for full understanding of the dynamics that direct the interactions between
the social (people and economy), natural (water, land and air) and constructed systems (buildings,
roads, bridges etc.).

(vi) The systems approach is contributing to the improvement in human behavior by using systems
thinking. It enables everyone involved in water resources management to see themselves as a
group of actors in making decisions that involve feedback, developing situations, and advancing
the awareness of producing one outcome or another [3].

(vii) The systems approach today leads to greater practical and safer risk management policies for the
simple reason that most water resources systems are nonlinear and therefore hard to predict [5].
Water resources management requires smarter and more adaptable participants, capable of
learning and being able to anticipate changing conditions.

A success reached today must contribute to further evolution of the water resources systems
approach to successfully address the serious water challenges faced by society. The future activities
must continue: to deal with the most difficult complex water problems (that include competing
objectives, multidisciplinary cooperation, and changing values); to conduct further practice-based as
well as fundamental research (balancing research for basic understanding and providing solutions to
current water problems); and provide further capacity building to insure that ranks of water resources
systems specialists will not decline (the opposite has been documented by [13]).

2. One View of the Future-Performance-Based Water Eesources Engineering

Performance-based engineering is dealing with the design, evaluation and building of engineered
systems that meet—as economically as possible—the uncertain future demands of people and nature
in the most economically efficient way. It is an approach to the analysis of any complex system.
A system managed in this way should meet quantitative or predictable performance requirements,
such as demand load or economic efficiency, without a specific prescribed method for attaining
those requirements. This is very different from traditional prescribed standards (code provisions),
which mandate specific practices, such as pipe size, levee height, and minimum drinking water quality,
for example. Such an approach is very flexible in developing tools and methods to evaluate the
entire water resources system management process. The main assumption is that performance levels
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and objectives can be measured, that performance can be predicted using analytical tools, and that
the impact of improved performance can be evaluated to allow rational trade-offs based on lifecycle
considerations rather than a single criterion alone, such as construction costs for example.

Much of the current research on performance-based engineering focuses on earthquakes [14,15].
Performance-based engineering offers opportunities for better management of water resource systems
faster and more cost effectively. It can be implemented for revitalization of the decaying infrastructure.
It can utilize emerging technologies to monitor the strength of existing facilities through sensor
technology. It can be deployed in performance control with active control systems and smart materials.

Performance-based engineering also offers great opportunities for research and teaching of
the processes involved in the design and construction of engineered water resources systems.
Adoption of performance-based engineering requires major changes in practice and education of water
resources engineers. Perhaps most important is a shift away from the dependence on empirical and
experience-based tools, and toward a design and assessment process based on a scientifically oriented
systems approach that emphasizes accurate characterization and prediction of system behavior.

2.1. Challenges

Water infrastructure facilities are designed and managed to withstand demands imposed by
their service requirements and by environmental events such as floods, droughts, ice, windstorms
and earthquakes. Most of the water resources management decisions are being made according
to current prescriptive standards (code provisions) and usually provide adequate levels of safety.
However, changing conditions, extreme environmental and human-made events may still result in
severe damage and economic losses. In an era of rapid changes in engineering design and construction
practices, and heightened public awareness of water infrastructure performance, engineers are
now seeking to achieve levels of performance in the built environment beyond what currently is
provided by prescriptive standards and to better meet public expectations. This discussion introduces
a performance-based engineering approach as the replacement for traditional use of prescriptive
standards. Performance-based engineering offers an opportunity for heightening the role of simulation
combined with quantitative resilience assessment.

2.2. Need for Performance-Based Water Resources Engineering

Globally changing conditions, including rapid population growth, land use change (especially
urbanization) and climate change, are affecting water resources engineering planning, design and
operations. Air and surface temperature, and precipitation patterns and intensity are directly linked to
climate change [16].

According to IPCC [17] a large proportion (1/6) of the world’s population live in snowmelt-fed
river basins and will be affected by the seasonal changes in streamflow, a change in the ratio of winter
to annual flows, and possibly the reduction in low flows. Sea-level rise will extend areas of salinization
of groundwater and estuaries. These changes will result in a decrease in freshwater availability for
human consumption and the needs of ecosystems. Increased precipitation intensity and variability is
projected to increase the risk of flooding. Higher water temperatures, increased precipitation intensity,
and longer periods of low flows exacerbate many forms of water pollution, with impacts on ecosystems,
human health, water infrastructure system dependability and operating costs [17].

The presence of global change (especially climate change) complicates the development of
risk-informed engineering standards significantly. Current assessments of reliability treat the operational
and environmental demands as stationary in nature. This assumption is not defensible when global
change effects are considered. Furthermore, the uncertainties in global change effects projected over the
21st century are extremely large. Finally, achieving the necessary consensus on global change effects on
the built environment within some standard committees will present challenges.

A number of key questions must be addressed to consider the imperatives of global change in
standards development, among them: (i) How should one model the nonstationarity in water-related
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natural hazard occurrence and intensity that arises as a consequence of global change? (ii) How should
these uncertainties be integrated in time-dependent infrastructure performance analysis to estimate
future behavior and to demonstrate compliance with performance objectives? (iii) How should we
deal with lifecycle cost issues when implementing global change effects in practical design criteria?

One possible answer, proposed in this discussion, is: performance-based engineering based on
system simulation modeling and resilience assessment.

2.3. Implementation of Performance-Based Water Resources Engineering

Performance-based engineering has gained traction in earthquake engineering, where the
incentives are strongly economic in nature and the shortcomings of traditional prescriptive approaches to
design, planning and operations are known [18]. Research is underway to extend the performance-based
approach to water resources engineering (including hazards such as flooding, drought, sea level rise
and tsunami), and to develop planning, design and operations procedures in which the consequences
of competing hazards are properly balanced and investments in damage reduction and recovery can
be made appropriately.

Main deficiencies of the prescriptive framework include: (i) checking only a single performance
level; (ii) applying only a single system disturbance event; (iii) linear static or dynamic analysis; and
(iv) no local acceptance criteria. Current, prescriptive water resources engineering frameworks rely on
risk analysis tools for modeling uncertainties associated with water resources decision making related
to system loads and responses.

Very different tools will be essential to the successful implementation of performance-based water
resources engineering in providing a framework for managing the impacts of external disturbances
on the performance of the built environment and for guiding water resources management decisions
related to the recovery of existing water infrastructure systems affected by changing conditions.
These tools should allow: (i) checking multiple performance levels; (ii) application of multiple system
disturbance events; (iii) possible utilization of nonlinear analysis; (iv) implementation of detailed local
acceptance criteria; and (v) joint consideration of system structural and nonstructural components.

The performance-based water resources engineering process is illustrated in Figure 2. It starts with
the identification of system disturbance as a consequence of global change. System disturbance could
be a flood, an extreme precipitation event or a long-term drought event, just to name a few. Selection
of performance criteria follows, that should allow for measurement of impacts that system disturbance
may have on the system. For example, a performance criterion could be area inundated by flood waters,
or the total damage from the drought event, and similar. Each system performance can be measured in
its own units. The following step includes identification of alternative options (plans/designs/operations
strategies) for responding to the disturbance. Options may include structural solutions (flood protection
infrastructure for example) and nonstructural measures (change of regulations for example) alone
or combined together. System performance capability is then tested by doing calculation of system
performance in response to selected disturbance and alternative response according to a performance
criterion. A system simulation approach is recommended for the implementation at this stage. It is a
preferable approach because it does not pose any limitations for the complexity of system structure
description. Calculated system performance is subject to multiple uncertainties. Risk approach could
be one way to assess the system performance. However, the risk approach has many deficiencies.
It is static (in time and space). It includes difficulties in assessing probability of extreme events and
integrating physical, social, economic and ecological concerns at the same time. Here, it is proposed to
integrate system performance into a single measure of dynamic system resilience (in time and space)
that can be easily implemented in the broader evaluation of alternative options not limited to the
assessment of direct and indirect losses only.
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Figure 2. Performance-based engineering process.

The performance-based water resources engineering process in Figure 2 can be implemented
(i) in an iterative way by examining alternative options (plans/designs/operational strategies) ahead
of system disturbance or (ii) in a real-time by responding to system disturbance and managing
recovery from it. Verification of system performance capability is done by combined use of simulation
and quantitative resilience assessment (see Figure 2). More details on the tools for supporting the
performance-based water resources engineering follow.

2.4. Simulation

The classical simulation approach involves understanding of system structure through
decomposition of the problem that helps in the system description. The simulation process starts
with identification of elements and their mathematical description. The procedure continues with the
development of a computer program based on the mathematical description of the model. In the next
step, each model parameter is calibrated, and the model performance is verified using different data.
The computer program of the model is then operated using various input data. Detailed analysis of
the output is the final step in the simulation process.

The performance-based engineering approach can take advantage of system dynamics simulation,
which is defined by Simonovic [12] “as a rigorous method of system description, which facilitates
feedback analysis via a simulation model of the effects of alternative system structures and control
policies on system behavior. In the context of water resources engineering a system is defined as a
collection of elements which continually interact over time to form a unified whole”. The underlying
map of interactions between the system elements is called the system structure. The term dynamics in
the definition refers to change of system behavior over time. A dynamic system is a system in which the
variables interact to generate changes over time. The way in which the system elements, or variables,
vary over time is referred to as the system behavior. System dynamics simulation is not new to water
resources engineering. Multiple applications are documented in the literature (for example see [7]).

System dynamics simulation lends itself well to the assessment of engineering system performance
over time. Complex systems can be easily built using object-oriented system dynamics simulation
software packages that allow for a high level of detail to be included in the description of system
structure. By running deterministic simulations of potential system planning, design and operating
conditions, the system dynamics model facilitates investigation of nonlinear behavior in complex water
resources infrastructure systems. Outputs from the system dynamics simulation model include the
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values of variables at each time step in the simulation. Such information gives insight into the system
response and recovery, which can be assessed using dynamic resilience.

In order to move away from static estimates of risk towards dynamic estimates of system
performance before, during and after the occurrence of an undesirable event, a new approach
is necessary that deals with system performance over time. The main recommendation of this
discussion is to implement systems dynamics simulation as a foundation for assessing complex water
infrastructure system resilience. The methodology involves the utilization of simulation to generate
change in infrastructure system performance as a consequence of a wide range of operating conditions.
The simulation outputs provide information that can be used to estimate dynamic system resilience by
assessing the change in system performance and its adaptive capacity.

2.5. Quantitative Resilience Assessment

The quantitative dynamic resilience measure, first introduced by [19], followed by [20], is defined
by Simonovic and Peck [19] as “the ability of a system and its component parts to anticipate, absorb,
accommodate or recover from the effects of a system disruption in a timely and efficient manner,
including through ensuring the preservation, restoration or improvement of its essential basic structures
and functions”. Resilience is defined in this way: (a) performs well during periods without system
disturbance, and (b) captures a system’s adaptation ability to respond during periods when the system
is under disturbance. Quantitative resilience is the system characteristic applicable to built and natural
physical environments; social and economic systems; and institutions and organizations. Resilience is
founded on two basic concepts: system performance level and its adaptive capacity. Figure 3 illustrates
generic system performance under a disturbing event. For example, let us consider water supply
reservoir release under reduced inflow. System disturbance in this case is the reduced amount of
inflow. The performance can be the water supply reservoir release amount expressed in flow units
(m3/s). Generic system performance used for the quantification of dynamic resilience is shown in
Figure 3 (after [19] and [21]). Application of numerous adaptation measures results in the change of
the performance curve shape (two options presented as (a) and (b) are presented in Figure 3 using
dashed lines). For example, proactive measures of water supply demand control may result in curve
(a), and reactive measures of ground water supplemental supply may result in curve (b). It should be
noted that changing the amount of supplemental supply may place curve (b) at a different location.

Figure 3. Generic representation of system performance (after [19]).

While traditional risk-based engineering focuses on the reduction of predisturbance vulnerabilities,
resilience is realized by considering adaptation options that allow for the system to adapt to changing
conditions and increase the ability of the physical, social, economic sectors to maintain some level of
performance during the disturbance.
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Change of system performance forms the basis for quantification of system resilience.
The transformation of system performance into system resilience is captured in Figure 4. Illustration in
Figure 4 is not related to the simple example from Figure 3. Notation in Figure 4 includes: t0—time
of the the beginning of the disturbance; t1—time of the end of system disturbance; tr—time of
the end of the recovery period; P(t)—system performance; P0—initial system performance level;
Pe′(t)—degraded ending system performance level; Pe′′ (t)—improved ending system performance
level; the area between P0 and performance line (full black line) P(t) represents the loss of system
performance; and the shaded area under the performance line P(t) denotes the system resilience.

Figure 4. Illustration of transformation of system performance into resilience.

In mathematical form, the loss of performance (ρ) shown in Figure 4 as the area between the start
of the system disruption event (t0) and the end of the disturbance recovery process (tr):

ρ(t) =
∫ t

t0

[P0 − P(τ)]dτ, t ∈ [t0, tr] (1)

where P(τ) represents degree of system performance and P0 is the initial system performance level.
The remaining system performance (shaded area in Figure 4) is defined as system resilience r(t), and is
obtained by normalizing the value of (ρ):

r(t) = 1−
(

ρ(t)
P0 ×t (t− t0)

)
(2)

Normalization eliminates the units of system performance and substitutes them with units of
resilience between 0 and 1. Generic presentation of resilience is provided in Figure 5 (this illustration is
also not related to the simple example from Figure 3).

The calculation, using system dynamics simulation, of resilience is performed at each point in
time by solving the following differential equation:

∂r(t)
∂t

= AC(t) − P(t) (3)

where AC stands for adaptive capacity. The solid black line in Figure 5 represents the consequence of
integrated system performance (shaded area in Figure 4) under the disturbance with current system
adaptation capacity. There are three conceivable outcomes in resilience simulation: (i) return of
resilience value to predisturbance level (value of 1), captured by the solid black line in Figure 5;
(ii) improved resilience value compared to predisturbance level (ending system performance level
Pe′′ (t), resilience value > 1), shown by the blue dashed line in Figure 5; or (iii) declined resilience value
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compared to predisturbance level (ending system performance level Pe′(t), value < 1), shown by the
dashed and dotted red line in Figure 5.

Figure 5. Generic representation of system resilience.

Introduction of dynamic measure of resilience into performance-based water resources engineering
offers additional information that can be of value in the decision-making process. The shape of the
resilience curve is defined by the system adaptive capacity and it provides additional insights into
system robustness, redundancy, resourcefulness and rapidity. They are graphically presented Figure 5.
The slope of the declining resilience curve section (time t0 < t < t1; slope Pt –SPt0/t-t0) defines system
redundancy (defined as the inclusion of extra system components which are not firmly necessary
to maintain system functioning, in case of failure of other components). The slope of the rising
section of the resilience curve (time t1 < t < tr; slope Pt-Ptr/t-tr) offers information about system
resourcefulness (defined as the ability to mobilize resources necessary to overcome difficulties caused
by system disruption). Robustness of the system (defined as the minimum value of the remaining
system performance after the disturbance) and rapidity (duration of system performance under the
disturbance) are clearly illustrated with the system resilience level at time t1 and difference in time
between t0 and tr, respectively. Implementation of numerous adaptation actions results in the change
of resilience curve shape.

The performance-based water resources engineering approach proposed in this paper rests on
the power of system simulation and quantitative dynamic resilience. The simulation approach is a
tool for the analyses of water resources system performance. Use of resilience as a metric for the
assessment of system response to changing conditions provides a much more complete insight into
the characteristics of the system structure and system response, allowing for a more meaningful
investigation of system vulnerabilities. Various planning/design/operations options including capital
upgrades and maintenance could be compared by using resilience to measure the loss of performance
due to undesirable events, system response time and level of performance after recovery. Overall system
resilience can be assessed by looking at the resilience of individual system components and taking into
consideration their interactions.

3. An Illustrative Example

A simplified water supply network problem, modified after Kong et al. [22], is selected only
as an illustrative application of the performance-based water resources engineering methodology.
Water supply is one of the essential services that provides support for the economic productivity,
security, and population quality of life. There are practical links between disaster risk management,
global change adaptation and sustainable development leading to the reduction of disaster risk and
re-enforcing resilience as a new development paradigm. Both, system disturbance types, natural
(such as floods, severe weather, earthquakes, hurricanes, and similar) or human caused (such as
terrorist threats, chemical spills, and similar), always affect geographically restricted areas. In this
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example, a geographical location of interest (where the water supply network components are located)
is presented using the cell space method. The water supply network model is founded on the network
theory. The model of a system includes two basic components, nodes and edges. Water supply network
is represented as a complex system of intakes, reservoirs, pumping stations, pipelines, conduits,
and other components by which water is collected, cleaned, stored, and distributed to an urban
area. In this network, intakes, reservoirs and pumping stations are denoted as nodes with different
characteristics and water distribution pipes, and conduits are denoted as edges. Water supply network
is a directed network, as the water flows from an intake to pumping stations and storage facilities
through distribution pipes. In the directed networks, the downstream nodes and edges will not be
able to operate unless all the upstream nodes and edges function normally. A detailed mathematical
simulation model of network structure and dynamic behavior is available in [22].

The network example system includes 16 (4 × 4) cells shown in Figure 6. To simplify the network
model simulation, one node is assumed to exist in every cell, as shown in Figure 6. Blue color filled
nodes are representing main components of the water supply network, such as intakes, treatment
plants, etc. Blue color empty nodes represent storage facilities such as pump stations, reservoirs, etc.
The edges are used for representation of water transmission pipes and conduits. The example network
includes 16 main components, storage facilities and pump stations, and 17 water transmission pipes
and conduits.

 

Figure 6. Example water supply network.

The problem to be addressed in this illustrative example is the problem of network recovery after a
major flood disaster. In the network theory, disturbance to the infrastructure system is always captured
by the removal of nodes and/or edges from the system network. It is assumed that components of the
water supply network layer in the same cell are affected simultaneously. Fluvial flooding develops
slowly and can last for days and weeks. The water usually spreads over a large area and inundates
infrastructure network components located in the floodplains.

Following the performance-based engineering process (see Figure 2) the first step is the identification
of disturbance. It is assumed that (i) flood occurs once, (ii) affects a large area, and (iii) lasts over a
longer time. Many water supply network elements located in the floodplains are affected, due to
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submergence. In this example, water supply network elements located in the four bottom and four
right cells (see Figure 6), with coordinates {0 ≤ x ≤ 4, 0 ≤ y ≤ 1} ∪ {3 ≤ x ≤ 4, 1 ≤ y ≤ 4}, are assumed to
be affected. The selected flood could be a historical event or any statistical flood event. The whole
process can be repeated for as many disturbance events as the user would like to investigate.

In the second step performance criteria is selected as a simple state of the water supply network.
To simplify the simulation, the network is considered to be in one of two states: function and
malfunction—denoted with the value of 1 or 0 as shown in Figure 7.

Figure 7. Performance dynamics of the example water supply network after a large flood.

The notation used in Figure 7 includes: t0—time of occurrence of disturbing event (assumed flood
in this case); TB—buffering time; TR—repair time; TM—network malfunction time.

In the third step a set of five repair options taken from [22] is being identified[: (i) first repair
components that failed first (RS-FF)—this approach is usually used during the emergency when time
and space may not be available for a more comprehensive response; (ii) first repair components that
failed last (RS-FL); (iii) first repair important components independently (RS-IE)—this strategy is used to
maximize the benefits of a water supply sector in an interconnected case (for example when water supply
is connected to electricity supply network, information network, etc.); (iv) first repair the obviously
dependent components (RS-OD)—this approach considers obvious or physical interdependencies of
infrastructure elements (for example, node–node, node–edge and node–edge-cluster dependencies);
and (v) first repair the hidden dependent elements (RS-HD)—the fifth repair approach takes
interdependencies between the water supply network and other networks that water may be connected
to (usually illustrated as node–edge-path dependencies).

The fourth step of performance-based engineering process involves verification of system capability
by simulating system performance and performing resilience assessment. The example water supply
network system performance simulation is performed following the flow diagram in Figure 8.
System performance is assessed for all five response strategies. General water supply system simulation
(in Figure 8) is adopted to all five response strategies (details are available in Kong et al., 2019).

Simulation results, presented in Figure 9, clearly show the difference in system performance as a
function of the response strategy. The black line (P0) in Figure 9 shows system performance without
any response. The other five lines are describing system performance according to the selected five
response strategies (see the Figure 9 legend). Water supply network performance under RS-OD and
RS-HD outperforms performance under other response strategies, and RS-FL and RS-IE result in the
worst performance. Simulation results under all five strategies confirm that in this example case,
the water supply system cannot exceed the initial performance level after the flood. The possible
explanation for these results is that no water supply network system improvements can be built in
a short period of time. Therefore, the additional resilience characteristic of rapidity and the end of
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recovery time are determined as the time when the system performance recovers to the preflood
performance level.

 
Figure 8. Flow diagram of the water supply network performance simulation under a large flood.

Figure 9. Performance of the example water supply network after a large flood under five
response strategies.

The resilience of the example water supply network under various response options is calculated
using a modified Equation (2), adjusted for the network systems [22].

The final, fifth step, of the performance-based water resources engineering includes the
decision-making based on the results of system simulation and resilience assessment. The example
water supply network resilience values follow the system performance and are shown in Figure 10.
Resilience is the integral of the system adaptive capacity. The higher value, the more resilient the
system. As shown by Equations (1) and (2), the adaptive capacity, AC, is a function of response
option RS. Application of different response strategies RS results in different system resilience of the
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same water supply network. In the example case, the resilience value under RS-HD is the highest.
As the number of destroyed elements is always lower than the number of malfunctioning elements.
The rapidity (recovery time) under RS-HD is longer than the recovery time under RS-OD. If the average
resilience during the recovery time is compared, the RS-HD approach results in a higher resilience
than the RS-OD, and the recovery time (rapidity) of the latter is longer. This phenomenon is common
for water supply networks that include multiple interdependencies. The results clearly show that the
recovery time (rapidity) should be taken into consideration for a more wide-ranging decision making.

 
Figure 10. Resilience of the example water supply network after a large flood under five
response strategies.

The application of performance-based analysis in the example case shows that from the five
proposed repair options, two (RS-HD and RS-OD) are clearly outperforming the others. Both of them
include more interdependencies in the system recovery process. They are recommended for application
and further enhancement of the decision-making that can be done by including other characteristics of
the quantitative resilience measure, as for example, rapidity.

4. Conclusions

The systems approaches to managing water resources provide proven strategies for more efficient
resolution of water resources management challenges imposed by global change. Looking forward
from the current practice, this paper explores the future opportunities based on the advances in
systems theory that can, on a broader scale, majorly transform management of water resources.
The performance-based engineering is proposed as the replacement for the current prescriptive
approach based on the risk-informed engineering standards which are very difficult to implement in
the presence of global change (especially climate change).

Performance-based engineering is the design, evaluation and construction of engineered systems
that meet the uncertain future demands of owner-users and nature. It is an approach to the analysis of
any complex system. The performance-based water resources engineering offers an opportunity for
heightening the role of systems science, especially simulation, combined with quantitative resilience
assessment for addressing various sources of uncertainty. The implementation of the performance-based
water resources engineering is presented as a five-step approach that is taking advantage of system
simulation and assessment of quantitative resilience. Performance-based engineering approach is
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suggested for use in system dynamics simulation as defined earlier in the paper. Assessment of system
performance obtained by simulation is to be done using the quantitative dynamic resilience measure.

A simple water supply network problem is selected as an illustrative application of the
performance-based water resources engineering. The problem addressed in this illustrative example is
the problem of water supply network recovery after a major flood disaster. A set of five network repair
options is evaluated by using network performance simulation and resilience assessment.

The performance-based water resources engineering can be implemented in solving complex
planning, design and operations problems. It is identified as a methodological framework to improve
water resources management in the face of rapid climate change so that sustainability becomes the
standard, not the infrequent, success story.
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This book came as a support of the UNESCO International Hydrological Programme (IHP)
activities on the International Shared Aquifer Resources Management (ISARM) project launched in the
year 2000, with the goal of developing wise practices and guidance tools for the shared management
of groundwater resources and to contribute to the multifaceted efforts required for global water
cooperation. A key result of the project was the publication by UNESCO of the first world map
of 592 transboundary aquifers. In spite of progress made, UNESCO’s work required continuation.
The book written by Jack Ganoulis and Jean Fried, with both authors being long-term collaborators of
the UNESCO IHP, comes as a significant contribution to the transboundary groundwater education
and training, offering a bridge between theory and practice.

The objectives set by the authors for the book included addressing the very important question
of “water security” in an era of “major systemic risk” for humanity. The book starts with an old
task of balancing water availability and water demand through “hydro-governance”, defined as “an
interactive process for managing at different levels and with different actors all kinds of water, including
not only natural water resources but also new-water from wastewater after recycling and seawater
desalination” (page vii). The book is correctly focusing on “transboundary hydro-governance” of
water transboundary catchments that cover almost half of the world’s land surface, including about
60% of global river flow and an area inhabited by 40% of the world’s population. The main innovation
introduced in the book is “integrated transboundary hydro-governance”, which includes both surface
water and groundwater. The book provides methodologies, practical tools, and examples of “effective
transboundary hydro-governance”.

The book is divided into three parts and eight chapters, starting with the main characteristics of
transboundary waters (Part I), followed by the definition of transboundary hydro-governance (Part II),
and ending with the discussion of transboundary hydro-governance in practice (Part III).

The first part offers (in three chapters) basic information on transboundary waters, water security,
and topics of water conflicts and cooperation. The justification for employing a shared approach is clearly
presented, and useful recommendations are provided for collaborative scientific approaches. Water
security is also analyzed in this part, starting from the water variability in space and time. The ending
chapter of Part I suggests the recognition of water districts at risk of conflict and the assessment and
classification of different causes and various types of transboundary conflicts. The ending section
focuses on the investigation of conflict prevention strategies and the ways to reverse potential conflicts
into cooperation.

The second part of the book (in three chapters) provides clear distinctions between management,
policy, and governance and analyzes some basic tools used to implement these concepts. This part is a
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bit more technical. The main innovation presented in this section of the book is a multi-disciplinary
integrated approach and its adoption to international settings. Discussion extends to an examination of
what international joint institutions can be established and instruments that are needed to implement
transboundary hydro-governance in practice. Tools and instruments (economic, shared, legal, and
diplomatic) are reviewed in the last chapter of the Part II.

The third part of the book (in two chapters) is devoted to examples of hydro-governance in
practice. Organizations and examples are studied from all around the world. From Danube to Mekong,
and from Rhine to Senegal, the authors systematically analyze the pros and cons of approaches that
lead to “good” transboundary hydro-governance. The analytical model of good hydro-governance can
be derived from the experience presented in the book. However, in agreement with the authors and
based on my own personal experience, there is still a long way to go.

This book is timely and pragmatically addresses worldwide problems, like climate change and
significant floods and droughts, especially in parts of the world where every drop of water counts.
The book can be used by experts and practitioners. Examples from the book could serve university
courses on water resources management. The book has the potential to be a guiding manual and a
reference tool.
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