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Preface to ”Functional Statistics”

Why use statistics and functional analysis? This is one of the most frequently asked questions

with the rise of these types of techniques, especially when they are applied in areas other than

mathematics, engineering, economics, etc. The reason is very straightforward: in this era of large

amounts of data, most of the data available can be seen from a functional perspective, and thus,

problems can be addressed through functional analysis and/or functional statistics. This book aims

to build bridges between these two disciplines, which are sometimes far apart but are undoubtedly

much closer than one imagines.

Javier Martı́nez Torres

Editor
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Abstract: Predicting anomalous emission of pollutants into the atmosphere well in advance is crucial
for industries emitting such elements, since it allows them to take corrective measures aimed to avoid
such emissions and their consequences. In this work, we propose a functional location-scale model to
predict in advance pollution episodes where two pollutants are involved. Functional generalized
additive models (FGAMs) are used to estimate the means and variances of the model, as well as
the correlation between both pollutants. The method not only forecasts the concentrations of both
pollutants, it also estimates an uncertainty region where the concentrations of both pollutants should
be located, given a specific level of uncertainty. The performance of the model was evaluated using
real data of SO2 and NOx emissions from a coal-fired power station, obtaining good results.

Keywords: pollution episodes; functional data; bivariate analysis; uncertainty region; generalized
additive models

1. Introduction

Forecasting air quality and concentrations of pollutants in the atmosphere by means of statistical
methods is an active area of research given the transcendence of the problem and the difficulty to
find optimal solutions using deterministic mathematical models. Among the different methods that
can be found in the literature to tackle this problem, models for time series analysis such as the
integrated autoregressive moving average—ARIMA [1–3], multivariate regression [4–7], generalized
linear or additive models (GAM) [8–11] and artificial neural networks (ANN) [12–19] are the most
extended. Due to the increased access to continuous data over time, functional data analysis [20,21]
was also proposed for air quality forecasting and outlier detection [22–24]. Parametric [25,26]
and nonparametric [27–29] functional regression methods were tested. A functional framework
allows considering the inherent correlation between observations, instead of considering them as
independent realizations of an underlying stochastic process. Some functional approaches add related
meteorological variables to the models [30–34], which can improve the result of the predictions and
help to understand the process underlying the evolution of the pollutants.

Most of the documents in the literature propose solutions to predict the concentration of each
pollutant individually, being much scarcer those focused on predicting more than one pollutant at
a time. Vector autoregressive moving average (VARMA) [35,36] and vector autoregressive integrated
moving average (VARIMA) [37] models were applied to reach this objective. In this work, we proposed
a method for the simultaneous forecasting of pollution episodes when two pollutants, i.e., SO2 and
NOx, are involved. Apart from transport, one of the main sources of these pollutants is public electricity
and heating. Their negative effects on human health are well known, and goes for mild (i.e., eyes

Mathematics 2020, 8, 941; doi:10.3390/math8060941 www.mdpi.com/journal/mathematics1



Mathematics 2020, 8, 941

irritated, nose or headache) to severe (i.e., lung damage or reduced oxygenation of tissues). They also
have negative effects on animals and plants, as well as in other substances, such as water and soils. In
addition, NOx is a precursor of the tropospheric ozone. High levels of ozone contributes to climate
change, cause adverse impacts on health and can damage vegetation.

Pollution episodes (incidents) are abnormally large emissions of one or more pollutants in short
periods of time. Although the improvement of the chemical processes and particle filter systems have
significantly reduced the amount and intensity of the pollution episodes, they are still of particular
interest for the industries, as they may be subject to sanctions, or for other reasons, such as public
health deterioration or industry discredit. Therefore, pollution industries, such as coal-fired power
plants, are very interested in determining in advance when these episodes of excessive contamination
might occur. Specifically, this is the purpose of our work: forecasting pollution episodes of SO2 and
NOx early enough to allow corrective measures to be taken. Our approach uses a location-scale
model [11,38,39] that treats the predictors, the concentrations of both pollutants over time, as functions,
while the response is a scalar, the concentration of the pollutants some time in advance. The novelty of
our approach is the combination of a biviariate location-scale model with functional additive models.
This method combines the simplicity of the location and scale models with the capacity of functional
data analysis to deal with data in the form of functions.

The document is structured as follows: In Section 2 we show the mathematical model proposed to
solve the problem under analysis and the algorithm used to estimate a solution from the data. Section 3
is devoted to test the validity of the model using real data. Finally, a discussion of the results and the
main conclusions of our work are exposed in Section 4.

2. Methodology

2.1. Mathematical Model

Let {Xi, Yi}n
i=1 be a set of observations of a stochastic process, X =

(
X1(t), . . . , Xp(t)

)
,

where Xj(t) ∈ L2 [0, T] , j = 1, . . . , p, are predictor covariates and Y = (Y1, Y2), with Yj ∈ R, a response
variable. In this context, the following bivariate location-scale model [40,41] is assumed(

Y1
Y2

)
=

(
μ1(X)

μ2(X)

)
+ Σ1/2(X)

(
ε1
ε2

)
(1)

where Σ1/2(X) represents the Cholesky decomposition of the variance-covariance matrix Σ(X)

Σ(X) =

(
σ2

1 (X) σ12(X)

σ12(X) σ2
2 (X)

)
(2)

so that Var(Y|X) = Σ(X) = Σ1/2(X)
(

Σ1/2(X)
)T

. To guarantee the model identification in (1), the
bivariate residuals (ε1, ε2) are assumed to be independent of the covariates, with zero mean, unit
variance, and zero correlation. Despite we do not assume any distribution for the error term, within
the framework of functional data analysis this work might be addressed under the assumption of other
structures for error distribution: generalized Gauss-Laplace distribution that relax the constrictive
assumption of the normal distribution errors [42], generalized linear mixed models (GLMMs) [38]
to estimate random effects and dependent (temporal or spatial) errors, and generalized additive
models for location, scale and shape (GAMLSS) [43] to model the dynamically variable distribution,
considering skewness and kurtosis.

We define the unconditionally probabilistic region for the errors (ε1, ε2) as

ετ(k) = {(ε1, ε2) ∈ R2| f (ε1, ε2) ≥ k}

2
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f being the density function of the bivariate residuals (ε1, ε2) and k the τ−quantile of f (ε1, ε2).
Then, for a given X, we define a conditional τth- uncertainty region for (Y1, Y2) containing τ% of
the observations as:

Rτ(X) =

(
μ1(X)

μ2(X)

)
+ Σ1/2(X)ετ (3)

2.2. Estimation Algorithm

To implement an algorithm that allows applying the mathematical model exposed in the
previous section, we propose using a functional additive models to estimate the means, variances and
covariances in (1). Given a sample of size n, {Xi, (Yi1, Yi2)}n

i=1, where Xi =
(

X1
i (t), . . . , Xp

i (t)
)

, the
steps of the proposed estimation algorithm are the following:

Step 1: Perform a decomposition of each covariate Xj(t) in basis functions of the form Xj(t) ≈
∑K

k=1 ξ
j
kφk(t), where φk (k = 1, . . . , K) are K basis functions (i.e., B-splines, wavelets), and ξil are either

the coefficients of an expansion in fixed basis or the principal component scores of the Karhunen-Loève
expansion [44,45]. As a result, we obtain the transformed covariates

X̃i =
((

ξ1
i1, . . . , ξ1

iK

)
;
(

ξ2
i1, . . . , ξ2

iK

)
; . . . ;

(
ξ

p
i1, . . . , ξ

p
iK

))
i = 1, . . . , n

Step 2: For r = 1, 2, fit an additive model to the sample {X̃i, Yi1, Yi2}n
i=1 and obtain an estimation

of the means

μ̂r(Xi) = αr +
p

∑
j=1

K

∑
k=1

f̂ j
rk(ξ

j
ik) (4)

and then estimate σ2
r (X) from the sample {X̃i, (Yir − μ̂r(Xi))

2}n
i=1 as

σ̂2
r (Xi) = exp

(
β̂r +

p

∑
j=1

K

∑
k=1

ĝj
rk(ξ

j
ik)

)
(5)

Then, compute the correlation ρ(X), which is related to the covariance by σ12(X) =

σ1(X)σ2(X)ρ(X), using the sample {Xi, δ̂i}n
i=1, as follows:

ρ̂(Xi) = tanh

(
γ̂ +

p

∑
j=1

K

∑
k=1

m̂j
k(ξ

j
ik)

)
being

δ̂i =

(
Y1

i − μ̂1(Xi)
) (

Y2
i − μ̂2(Xi)

)
σ̂1(Xi)σ̂2(Xi)

where f j
rk, gj

rk and mj
k are smooth and unknown functions, αr, βr and γ are coefficients, p the number of

predictors (covariates), and K the number of basis. Please note that the link functions Hσ(·) = exp(·)
and Hρ(·) = tanh(·) used in the variance and correlation structures, respectively, ensure that the
restrictions on the parameter spaces (σ2

r (X) ≥ 0 and 0 ≤ ρ(X) ≤ 1) are maintained. Moreover,
in order to guarantee the identification of the model, we assume that all the means of functions f j, gj
and mj are zero.

Step 3: Compute the standardized residuals(
ε̂i1
ε̂i2

)
= Σ̂−1/2(Xi)

(
Yi1 − μ̂1(Xi)

Yi2 − μ̂2(Xi)

)
i = 1, . . . , n (6)

where

3
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Σ̂(Xi) =

(
σ̂2

1 (Xi) σ̂12(Xi)

σ̂12(Xi) σ̂2
2 (Xi)

)
(7)

with σ̂12(Xi) = σ̂1(Xi)σ̂2(Xi)ρ̂(Xi).
Step 4: Obtain the kernel estimation of the bivariate density f̂ (ε1, ε2) given by

f̂ ((ε1, ε2), H) =
1
n

n

∑
i=1

KH

(
ε1 − ε̂i1
ε2 − ε̂i2

)
(8)

where K(·) is the kernel which is a symmetric probability density function and H is a 2 × 2 positive
definite matrix. Then, obtain the τth unconditional bivariate uncertainty region on the residual scale as

ε̂τ = {(ε1, ε2)) ∈ R2| f̂ (ε1, ε2)) ≥ k̂} (9)

k̂ being the empirical τ quantile of the values f̂ (ε11, ε12), . . . , f̂ (εn1, εn2). Finally, for a given X,
the conditional bivariate uncertainty region Rτ(X) is estimated according to (3)

R̂τ(X) =

(
μ̂1(X)

μ̂2(X)

)
+ Σ̂

1/2
(X)ε̂τ (10)

3. Case Study: Joint Forecasting of (SO2, NOx) Pollution Episodes

The mathematical model exposed in the previous section was applied to the forecasting of
pollution episodes registered at a coal-fired power station located in the northwest of Spain. SO2 and
NOx are two of the main air pollutants generated by combustion processes, and both have harmful
effects on human health. Moreover, it was proven that both pollutants are correlated [46], which is
consistent with the model in (1). Fortunately, pollution episodes are not very frequent and the trend is
that they will become scarcer as technology advances.

Let t0 be the present time measured each five minutes, and SO(t0) and NO(t0) the concentrations
obtained respectively by the series of bi-hourly SO2 and NOx means at instant t0. Being th the
prediction horizon time, the interest is to predict

(Y1, Y2) = (SO(t0 + th), NO(t0 + th))

and provide an uncertainty region for these estimations given a specific value of τ, using the
predictive covariates

X =
(

X1(t), X2(t), X3(t), X4(t)
)
=

(
SO(t), NO(t), SO′(t), NO′(t)

)
with t ∈ [t0 − tlag, t0]

where (NO′(t), SO′(t)) represents the first derivatives of the functions that approximate the
concentrations of both pollutants. These derivatives are obtained from the functional representation of
the discrete data, according to Step 1 of the estimation algorithm. Please note that tlag represents the
lagged time used in the predictors. In particular„ we are interested in predicting an hour in advance,
according to the requirements of current Spanish legislation and, therefore, we will consider th = 12
(60 min) from now on.

Most of the time, these concentrations times series are low, close to zero, and in order to obtain
a reasonably large number of pollution incidents, we took as our sample a historical matrix {(Xi, Yi)}N

i=1
with pollution data of approximately 12 years, which includes a considerable number of pollution
episodes (see [9] for a detailed description of the historical matrix construction). In summary, in
the historical matrix not all the data are used, but only part of them, following a quantile-weighted
criterion. This means that the larger the concentration, the greater the number of observations of
that concentration in the sample. Figure 1 shows a sample of the historical matrix, on top are the
curves of both pollutants (NO(t), SO(t)) measured in tlag = 20 discretization points and evaluated in

4
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5 B-spline basis functions of order p = 4. On the bottom, the first derivative of the B-spline curves
(NO′(t), SO′(t)) with order p − 1 are represented.

Figure 1. Five curves of the historical matrix for pollutants (NO(t), SO(t)) and their corresponding
first derivatives (NO′(t), SO′(t)), observed in a period of time tlag = 20.

In this paper, we tested four models using as predictors different combinations of the covariates(
X1(t), X2(t), X3(t), X4(t)

)
that include the concentrations of both pollutants and their first derivatives.

In particular, we will consider models given by:(
SO(t0 + 12)
NO(t0 + 12)

)
=

(
μ1(X

1)

μ2(X
2)

)
+

(
σ2

1 (X
1) σ12(X

1, X2)

σ12(X
1, X2) σ2

2 (X
2)

)(
ε1
ε2

)
(11)

The four considered models, M1, M2, M3 and M4, are configured in Table 1 where the cross X
indicates the covariates included in each model.

Table 1. Selected models from equation in (11) . Cross X indicates the covariates included in each of
the four considered models. The derivatives of the functions are indicated with a single quote.

X1 X2

Model SO(t) NO(t) SO′(t) NO′(t) SO(t) NO(t) SO′(t) NO′(t)

M1 X X
M2 X X X X
M3 X X X X
M4 X X X X X X X

To validate and compare the four proposed models, we randomly select from the full historical

matrix a training set MI =
{
(XI

i , YI
i )
}ntrain

i=1
and a test set MI I =

{
(XI I

i , YI I
i )

}N

i=ntrain+1
.

The estimates μ̂1, μ̂2, Σ̂ were obtained from the samples in the first matrix M I
t . The bivariate

uncertainty regions for the values of the covariates on the second matrix M I I were obtained using (3).
The estimated coverage τ̂ is given by

τ̂ =
1

ntest

N

∑
i=ntrain+1

I{YI I
i ∈ R̂τ(X

I I
i )}; ntest = N − ntrain (12)

The performance of the proposed predictors was evaluated in two pollution incidents. A bivariate
representation of these episodes is shown in Figure 2. The orientation of the points shows a clear
correlation between both pollutants although the range of concentrations is quite different.

5
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Figure 2. Observed and forecasted concentrations of SO2 and NOx for two pollution episodes.

The nominal and the estimated coverages for different time lags and training sample sizes are
shown in Table 2. The coverages correspond to the bivariate solution, and were obtained for ntest

consecutive observations that might or might not correspond to pollution incidents.

Table 2. Nominal τ and estimated τ̂ coverages for each of the four models under study. Two time
lags, tlag = 10, tlag = 20, two sizes of the training sample ntrain = 10, 000 and ntrain = 4900, and two
numbers of principal components, K = 3 and K = 5, were considered. Results correspond to the test sample.

τ̂

τ tlag n•
train K M1 M2 M3 M4

0.50

10 20 3 0.43 0.47 0.45 0.51
5 0.42 0.48 0.47 0.49

10 49 3 0.51 0.52 0.52 0.52
5 0.51 0.50 0.50 0.50

20 20 3 0.45 0.49 0.44 0.49
5 0.48 0.46 0.43 0.46

20 49 3 0.50 0.54 0.51 0.50
5 0.49 0.49 0.49 0.48

0.75

10 20 3 0.70 0.73 0.72 0.75
5 0.69 0.74 0.73 0.74

10 49 3 0.76 0.78 0.78 0.78
5 0.77 0.76 0.76 0.76

20 20 3 0.70 0.72 0.70 0.72
5 0.70 0.71 0.69 0.69

20 49 3 0.77 0.78 0.75 0.73
5 0.75 0.74 0.72 0.72

0.90

10 20 3 0.88 0.87 0.87 0.89
5 0.86 0.88 0.87 0.88

10 49 3 0.91 0.90 0.90 0.90
5 0.90 0.90 0.90 0.90

20 20 3 0.87 0.87 0.85 0.86
5 0.87 0.86 0.86 0.84

20 49 3 0.90 0.89 0.90 0.86
5 0.87 0.87 0.88 0.85

0.95

10 20 3 0.93 0.93 0.93 0.93
5 0.93 0.93 0.93 0.93

10 49 3 0.96 0.93 0.93 0.93
5 0.95 0.94 0.94 0.94

20 20 3 0.93 0.93 0.92 0.92
5 0.92 0.92 0.93 0.90

20 49 3 0.95 0.94 0.95 0.92
5 0.92 0.92 0.93 0.90

6
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RMSE values for each model are shown in Table 3 , considering an expansion of the functions in
three or five principal components, and lags tlag = 10 and tlag = 20. Please note that this table makes
reference to the marginal distributions, and that the range of concentrations for each pollutant is very
different, therefore the RMSE values are also different.

Table 3. RMSE values for two pollution episodes and the four models tested, considering curves with
two different time lags, size of the training samples and number of principal components.

Episode 1 Episode 2

Repsonse tlag n•
train K M1 M2 M3 M4 M1 M2 M3 M4

NOx

10
20 3 20.7 25.2 20.0 23.0 1.9 1.7 1.4 1.4

5 19.6 18.6 20.6 16.4 0.9 0.8 0.8 0.6

49 3 20.9 24.7 18.2 23.8 1.8 1.9 1.4 1.4
5 19.2 17.5 19.3 16.7 0.9 0.9 0.8 0.7

20
100 3 34.0 24.7 19.9 19.6 3.3 5.5 1.7 3.1

5 40.9 23.3 46.5 29.2 1.5 2.5 1.0 1.8

49 3 30.2 18.2 18.7 20.4 3.4 5.3 1.7 2.8
5 36.2 27.6 39.8 35.6 1.5 2.5 1.0 1.8

SO2

10
100 3 505.0 841.0 407.5 837.3 544.8 531.9 419.8 419.1

5 914.9 868.6 669.4 516.3 215.6 230.3 184.5 199.1

49 3 686.0 685.3 515.8 518.3 481.4 484.4 338.0 361.1
5 991.1 925.5 846.3 682.9 199.9 214.7 170.6 179.9

20
100 3 1463.4 2172.7 825.4 1199.9 1154.5 1133.1 709.5 659.0

5 1470.6 2531.2 1002.9 1428.5 525.5 482.1 352.0 341.3

49 3 1.458.7 2485.4 768.4 698.4 1162.6 1125.8 644.8 628.7
5 1787.6 2811.0 1111.2 951.5 548.1 492.0 352.7 359.3

Note: ntrain = 100 · n•
train.

For the two episodes analyzed, Figure 3 shows the observed and the predicted values as well as
the quantile for τ̂ = 0.95, calculated for the test sample. The results correspond to curves observed in
ten points (tlag = 10) and represented in a basis expansion in three functional principal components.
These univariate confidence intervals were respectively constructed from (11) as μ1(X

1) + σ1(X
1)ε0.95

1
and μ2(X

2) + σ2(X
2)ε0.95

2 , ε0.95
1 and ε0.95

1 being the 0.95 quantile of the distributions of errors ε1 and
ε2, respectively.

Figure 3. Observations (solid black line), mean (solid gray line) and 0.95th quantile estimations
(discontinuous line) for both pollutants, SO2 and NOx and for two pollution episodes.

7
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Table 4 shows the maximum consumed memory and the runtime (in seconds) for the four models
tested and two different dimensions of the submatrices are executed in a Intel Core i7-2600K with 16
GB of RAM.

Table 4. Maximum memory consumption (MB) and computation time (seconds) for the four models
tested, Mi, following different strategies concerning the time lag, tlag, the size of the training sample,
ntrain, and the number of basis functions, K.

Memory (MB) Runtime (seconds)

tlag ntrain K M1 M2 M3 M4 M1 M2 M3 M4

10
20 3 652.70 1083.03 1319.57 2266.34 17.98 29.66 35.99 61.62

5 1090.78 1855.39 2299.14 4075.88 35.55 55.29 63.15 124.7

49 3 329.94 548.58 669.42 1153.38 10.53 17.42 21.38 37.01
5 552.74 942.68 1171.67 2089.53 19.79 31.28 46.62 88.20

20
20 3 653.34 1084.15 1320.66 2268.16 18.11 29.63 35.97 61.21

5 1091.90 1857.26 2300.99 4078.95 32.14 49.51 72.45 124.81

49 3 330.10 548.84 669.69 1153.82 10.51 17.56 21.49 37.82
5 553.01 943.13 1172.20 2090.36 17.80 36.44 39.03 76.11

Note: ntrain = 100 · n•
train.

4. Discussion

We begin the discussion of the results analyzing Table 2 that show the estimated coverage for
the bivariate prediction depending on the time lag, the size of the training sample, the number of
principal components and the model used. It can be appreciated that the estimated coverages are
generally lower than the theoretical coverages, although very close. Therefore, the mathematical
models proposed show a good performance although there is a trend to underestimate the observed
values. This effect can also be appreciated in Figure 3, where the mean tends to be under the observed
values. Then, in order to be on the safe wide, it would be preferable to use the quantile τ = 0.95,
which provides greater guarantee of predicting the highest values of the pollution episodes. Regarding
the rest of the parameters, it is not possible to establish a combination of them that provides the best
results. However, in general they were obtained for the lowest training size, ntrain = 49, 000, and for
models that includes one or two derivatives (models M3 and M4).

The prediction errors are shown in Table 1, where the best results (minimum RMSE) are marked
in bold. As can be seen, they correspond to model M4 for NOx and model M3 for SO2. In both cases,
these models incorporate the derivatives of the original functions. Accordingly, we conclude that the
derivatives contribute positively to improve the results, which reinforces the role of the functional
approach. However, there is an asymmetry between both pollutants: using the concentrations of
SO2 and their derivatives improves the results for NOx, but using the concentrations of NOx and
their derivatives is not an advantage in the estimation of SO2. When SO2 and NOx concentrations of
both episodes are plotted against time (Figure 4), a slight advance can be seen on the first pollutant
compared to the second, which would explain this asymmetry.

With respect to the time lag, the minimum RMSE values were obtained for the shorter period
of time tlag = 10, so it seems that using 20 observations to predict one our in advance introduced
noise into the model instead of adding useful information. This result is in agreement with those
obtained for the same data in previous studies of some of the authors, which indicated that only a few
observations close to the time of prediction contribute to that prediction. Talking about the size of
the training sample, simplifying the original data by removing small values of the concentrations
improves the results in most of the cases, so this would be the advisable option.

When the effect of the number of principal components used as basis functions is analyzed, using
K = 5 is always favorable for episode 2, for both SO2 and NOx, but not for episode 1, for which the
trend is opposite.
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Figure 4. Example of a pollution incident showing SO2 and NOx concentrations versus time. Notice
that there is an advance in the first pollutant compared to the second.

Although they are not shown in the article, so as not to overstretch it, a comparison of the
estimated coverages using 3 or 5 principal components, or 5 B-splines basis functions, tell us that
there are not substantial differences among them, so it seems that one or other base functions can be
used interchangeably.

Finally, regarding memory consumption and runtime for model training, it is evident, from Table 4
that more complex models consume more resources and requires more computing time. For fixed
values of the time lag (tlag) and the size of the training sample (ntrain), model M4 is between 3 and
7 times more expensive than model M1 in terms of memory consumption and runtime. Using time
lags tlag = 10 or tlag = 50 has no effect in terms of computation requirements; and employing 5
principal components instead of 3 principal components implies an approximately double memory
consumption and runtime.

To conclude, it is possible to establish that the functional location-scale model proposed were quite
a good approach (in terms of coverage and prediction error) to forecast bivariate pollution episodes
one hour in advance, as it is required by the Spanish legislation. The best results were obtained when
the derivatives of functions adjusted to the observed data are included in the model, when the raw data
are filtered and when the shorter period of time is used for the prediction. The size of the training data
and the type and number of basis functions are, instead, parameters on which definitive conclusions
could not be drawn.
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Abstract: Fourier transform infrared spectroscopy (FTIR) with Attenuated Total Reflection (ATR)
combined with functional data analysis (FDA) was applied to differentiate aged wine spirits
according to the ageing technology (traditional using 250 L wooden barrels versus alternative
using micro-oxygenation and wood staves applied in 1000 L stainless steel tanks), the wood species
used (chestnut and oak), and the ageing time (6, 12, and 18 months). For this purpose, several features
of the wine spirits were examined: chromatic characteristics resulting from the CIELab method,
total phenolic index, concentrations of furfural, ellagic acid, vanillin, and coniferaldehyde, and total
content of low molecular weight phenolic compounds determined by HPLC. FDA applied to spectral
data highlighted the differentiation between all groups of samples, confirming the differentiation
observed with the analytical parameters measured. All samples in the test set were differentiated and
correctly assigned to the aged wine spirits by FDA. The FTIR-ATR spectroscopy combined with FDA
is a powerful methodology to discriminate wine spirits resulting from different ageing technologies.

Keywords: FTIR-ATR; FDA; vector analysis; wine spirit; ageing technology; micro-oxygenation;
wood; oak; chestnut; ageing time

1. Introduction

The contact of wine distillate with wood is recognised as a pivotal step of the aged wine spirit
production, during which its quality increases and sensory fullness can be reached. Scientific evidence
exists on the key role of several physicochemical phenomena, particularly the extraction and oxidation
reactions involving the wood-derived compounds of low molecular weight, on the chemical changes
(quantitative and qualitative aspects of the beverage’s volatile and non-volatile composition) and
sensory changes (colour, aroma, and taste) occurred [1–3]. Besides, they mainly depend on the ageing
technology, the kind of wood used (oak and chestnut), and the length of the ageing process [1,4,5].

Despite the high-quality spirits attained by the traditional ageing technology, using wooden
barrels, this expensive and lengthy process led to the search and study of sustainable alternative
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technologies. Research has been focused on a technology based on adding wood pieces to the distillate
kept in stainless steel tanks, as for other alcoholic beverages [6,7]. Recently, the micro-oxygenation
technique, reproducing the oxygen transfer that occurs in the wooden barrel, was applied to optimise
this ageing technology. Promising outcomes based on the phenolic composition and colour of the wine
spirits in the beginning of ageing were attained [8]. Nevertheless, a comprehensive approach is needed
towards the full/robust characterisation of this novel technology, exploring the data acquired over
the ageing period through different analytical and statistical methodologies.

Spectroscopic techniques are very useful for food and beverages quality evaluation because
they require minimal or no sample preparation (absence of extraction, reactions with some other
chemical species, treatment with a chelating agent, masking, sub-sampling, or other manipulation),
they are rapid and non-destructive (causing no physicochemical changes during the analysis), and
they can be used to simultaneously assess several parameters of a sample. In recent years, significant
developments related to the applicability of vibrational spectroscopy combined with multivariate data
analysis has been made to give the rapid quantification of several compounds in different matrices or
to discriminate different groups of samples. Concerning the alcoholic beverages, the studies were more
centred on other drinks than wine spirits. FTIR-ATR (Fourier transform infrared spectroscopy with
Attenuated Total Reflection) was used to evaluate different parameter in alcoholic beverages, such
as the determination of important quality parameters of beers [9], determination of ethanol content
in liquors [10], quantitative analysis of methanol (an adulterant in alcoholic beverages) [11], analysis
of ethanol and methanol content in traditional fruit spirits [12], and the authentication of whisky
according to its botanical origin [13]. Actually, the studies on wine spirits with FTIR-ATR are scarce.
One of them was carried out by Anjos et al. [14], applying the FTIR-ATR methodology to predict
the alcoholic strength, methanol, acetaldehyde, and fusel alcohols contents of grape-derived spirits.

In this paper, a new application of functional data analysis (FDA) in the field of quality evaluation
using spectroscopic techniques is presented. In recent years, FDA has been used in numerous
investigations to analyse processes in continuous time; some examples are energy efficiency [15], medical
research [16], econometrics [17], optimisation problems [18], industrial processes [19], environmental
research [20,21], and food science [22]. In all these works, FDA showed its usefulness for the study of
functions, defined in a specific interval, without missing the correlation between the observations.

FDA allows the analysis of the entire curves, which represent individual observations of the sample
under study, detecting different behaviours throughout the curves [15,23]. Ordoñez et al. [23], in
a similar context that this paper, showed significant reasons to analyse the sample with curves instead
of individual observations. In addition, the contrast of similarity has been carried out from a vectorial
approach, but summarising the curves with a single value; in this case, the mean. This is necessary
because the curves, although representing individual data, are formed by a set of observations
correlated to each other. Martínez et al. [20] explained how this correlation is not taken into account
from a vectorial approach. Furthermore, from this point of view, to contrast the similarity between
the samples, a classical analysis of variance (ANOVA) [24,25] and anon-parametric Kruskal’s test [26]
have been performed. Although this is a simpler approach, it contributes to highlight the strengths
of FDA. On the one hand, Martínez et al. [15] presented how different conclusions can be reached
for each approach because of the biased sample used in the vector analysis (mean of the curves) or
different detection of outliers. On the other hand, among others, Sancho et al. [19] demonstrated that
FDA presents more realistic and accurate results, showing how and at which specific part of the curve
the groups have different spectrometric behaviours.

The aim of this research is to contrast the similarity between the samples obtained with FTIR-ATR
spectrometry for wine spirits aged by different ageing technologies (traditional and alternative), with
different kinds of wood (chestnut and oak) and over the ageing period (6, 12, and 18 months), using
functional data analysis of variance (FANOVA).

Thus, the second section presents, on the one hand, the data used in this study and, on the other
hand, the specific methodology applied to obtain the results. The third section presents the results of
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the comparison and analysis of the differences between the wine spirit samples. Then, in the fourth
section, a discussion is carried out about the results and the information obtained with them. Finally,
in Section 5, the conclusions of this work are presented.

2. Materials and Methods

2.1. Samples

A total of 30 samples of wine spirit (produced at industrial scale) aged with Limousinoak (Quercus
robur L.) and Portuguese chestnut (Castanea sativa Mill.) for 6, 12, and 18 months of ageing time were
analysed (Figure 1), covering the following categories:

• TL—aged in 250 L new oak wooden barrels;
• TC—aged in 250 L new chestnut wooden barrels;
• AL—aged in 1000 L stainless steel tanks with oak wood staves and micro-oxygenation;
• AC—aged in 1000 L stainless steel tanks with chestnut wood staves and micro-oxygenation.

 

Figure 1. Scheme of the essay. 1, 2, and 3 indicate the essay replicates.

From each sample, four independent samples were taken for spectral analysis, totalising 120
spectra analysed.

The wooden barrels and the stainless-steel tanks were placed in the cellar in similar environmental
conditions. The same wine distillate (alcohol strength, 77.4 v/v; pH, 5.44; total acidity, as acetic acid,
0.13 g/hL of absolute ethanol; volatile acidity, as acetic acid, 0.11 g/hL of absolute ethanol) produced
by the Adega Cooperativa da Lourinhã, Portugal, was used. The wood pieces and barrels were
manufactured by J.M. Gonçalves cooperage (Palaçoulo, Portugal) with the medium plus toasting level,
as described by Canas et al. [8].

To characterise the wine spirits aged by different technologies, with different wood species,
through the ageing time, several analytical determinations were performed for all the samples: CIELAB
colour parameters (lightness, saturation, and chromaticity coordinates), total phenolic index, and
low molecular weight compounds contents, according to the methodologies described below. All
the analyses were done in duplicate.
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2.2. Analytical Procedures

2.2.1. Analysis of Chromatic Characteristics

The chromatic characteristics of the wine spirits—lightness (L *), varying between 100% (fully
transparent) and 0% (fully opaque); saturation (C *); chromaticity coordinates (a * and b *), of which
the coordinate a * varies between green (a * < 0) and red hues (a * > 0), and the coordinate b * varies
between blue (b * < 0) and yellow hues (b * > 0)—were analysed according to the CIELab method.
The analysis was performed in a Varian Cary 100 Bio spectrophotometer (Santa Clara, CA, USA) with
a 10 mm glass cell, considering a D65 illuminant and a 10◦ standard observer. The transmittance
measurement was made every 10 nm from 380 to 770 nm. The analysis was performed in duplicate.

2.2.2. Determination of the Total Phenolic Index

The total phenolic index (TPI) of the wine spirits was analysed as described by Cetó et al. [27]:
dilution of the samples with ethanol/water 77:23 v/v; absorbance measurement at 280 nm, using a Varian
Cary 100 Bio spectrophotometer (Santa Clara, CA, USA) with a 10 mm quartz cell; calculation of
the total phenolic index by multiplying the measured absorbance by the dilution factor. The analysis
was performed in duplicate.

2.2.3. Analysis of Low Molecular Weight Compounds

The phenolic and furanic compounds, namelyphenolic acids (gallic acid, vanillic acid, syringic acid
and ellagic acid), phenolic aldehydes (vanillin, syringaldehyde, coniferaldehyde, and sinapaldehyde),
coumarins (umbelliferone and scopoletin), and furanic aldehydes (5-hydroxymethylfurfural,
5-methylfurfural, and furfural) were quantified by liquid chromatography according to the method
proposed by Canas et al. [28]. All compounds were quantified to calculate the total content of
low molecular weight compounds. Only some compounds—furfural, ellagic acid, vanillin, and
coniferaldehyde—were considered in the discussion of individual compounds contents based on their
highly discriminant power.

The chromatographic analysis was carried out in a HPLC Lachrom Merck Hitachi system (Merck,
Darmstadt, Germany) composed of a quaternary pump L-7100, a column oven L-7350 equipped with
a 250 mm × 4 mm i.d. LiChrospher RP 18 (5 μm) column (Merck, Darmstadt, Germany), a UV–Vis
detector L-7400, a fluorescence detector L-7480 (connected to the UV–Vis detector), and an autosampler
L-7250. The HSM D-7000 software (Merck, Darmstadt, Germany) was used for the management,
acquisition, and treatment of the data. The following chromatographic conditions were used: (i) binary
gradient consisting of solvent A, water: formic acid (98:2 v/v) and solvent B, methanol:water:formic
acid (70:28:2 v/v/v) as follows: 0% isocratic B in 3 min, linear gradient from 0% to 40% B in 22 min,
from 40% to 60% B in 18 min, 60% isocratic B in 12 min, linear gradient from 60% to 80% B in 5 min,
80% isocratic B in 5 min; (ii) column temperature of 40 ◦C; (iii) flow rate of 1 mL/min. Phenolic acids
and furanic aldehydes were detected at 280 nm, phenolic aldehydes were detected at 320 nm, and
coumarins were detected at 325 nm (excitation)/454 nm (emission).

Samples were added with an internal standard (20 mg/L of 4-hydroxybenzaldehyde), filtered
through 0.45 μm membrane (Titan, Scientific Resources Ltd., Gloucester, UK) and analysed by the direct
injection of 20 μL. The identification of chromatographic peaks was made through comparison
of their retention time and UV-Vis spectra with those commercial standards. The assessment of
chromatographic purity of the peaks and their UV–Vis spectra (200–400 nm) were performed in Waters
system composed of a photodiode-array detector (Waters 996), in the same chromatographic conditions
and managed by ‘Millennium 2010′ software (Waters, Milford, NA, USA). The analysis was performed
in duplicate. The quantification of each compound was based on a calibration curve made with
the corresponding commercial standard.
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2.2.4. Spectroscopic Analyses

Spectra were acquired by the Fourier transform infrared spectroscopic method with platinum
Attenuated Total Reflectance (FTIR-ATR) with a Bruker spectrometer (Alpha, Bruker Optic GmbH,
Ettlingen, Germany) using a diamond crystal. Four spectra per sample were obtained with 128 scans
per spectrum at a spectral resolution of 8 cm−1 in the range of 4000 to 450 cm−1.

The FTIR-ATR used was equipped with a flow-through cell with controlled temperature.
The cleaning of the cell was done by the injection of water in the flow-through cell, and the background
was also measured with distilled water.

2.3. Statistical Analysis

2.3.1. Statistical Treatment of Analytical Data

A two-way analysis of variance (ANOVA) was carried out to examine the influence of the two
fixed factors—ageing technology (two levels: alternative versus traditional) and kind of wood (two
levels: Limousin oak versus chestnut)—on the chromatic characteristics, total phenolic index, and low
molecular weight compounds’ contents of the wine spirits after 6, 12, and 18 months of ageing. For
each significant factor or interaction, the variance percentage was calculated. Fisher’s least significant
difference (LSD) test was used to compare the average values observed for each sample group. All
the calculations were carried out using Statistica vs. 5 (Statsoft Inc., Tulsa, OK, USA).

2.3.2. Functional Analysis

The similarity between the different samples of ageing technology and the different samples of
ageing time was contrasted. This analysis was carried out from a vectorial and functional approach.
Vectorially, the tests used were the classical ANOVA [25], comparing the mean levels of the groups, and
Kruskal’s non-parametric test [26], which studies whether the observations of each group come from
the same distribution. In addition, from the functional approach, the functional ANOVA (FANOVA)
was performed.

Functional Data Analysis (FDA)

The analyses from a functional approach study functions, based on sets of observations, were
defined in a determined interval I = [a,b]. One of its strengths is its structure of infinite dimensions
that allows to extend the possibilities of data analysis [29,30]. A random variable, measured at a set

of discrete points
{
tg
}G

g=1
∈ [a, b], has to take values in metric or semi-metric spaces to be considered

functional. Thus, functional data take the form of a matrix with n rows, one for each individual studied,
and G columns representing the points of evaluation of the functions [31,32].

Smoothing is the most used process to convert discrete observations into continuous functions,
x(t), t ∈ X ⊂ F ; where F is the functional space. Specifically, assuming that the functions are observed
with error, a functional basis expansion can be adopted as follows:

x(t) =
W∑

w=1

cwφw(t) (1)

where {cw}Ww=1 is the w-th basis coefficients,
{
φw(t)

}W
w=1

is the w-th basis function, and W is the number
of basis functions under consideration [29,32]. Thus, the basis functions used in this work were
splines [33] due to their specific properties such as the possibility of generating large basis sets easily or
their flexibility [34]. On the other hand, to select the number of bases of each sample, the determination
coefficient R2 was taken into account. The number of bases is the minimum number at which R2
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stops improving significantly or surpasses the value of 0.99 (see Martínez et al. [15]). Moreover,
the smoothing process involves solving the following problem:

minx∈F

G∑
g=1

{zg − x(tg)}2 + λΓ(x) (2)

where zg = x(tg) + εg is the value obtained by evaluating x at point tg with εg being a random noise
with zero mean, λ is a parameter controlling the intensity of regularisations, and Γ is a parameter that
makes it costly to reach complex solutions. Then, the basis coefficients can be expressed as the solution
of the smoothing process as follows [29,35]:

c = (ΦtΦ + λR)
−1

ΦTz (3)

being Φ a GxW matrix formed by Φgw = φw(tg) and R being a WxW matrix of the elements
Rwg =

∫
T D2φw(t)D2φg(t)dt where Dnφw(t) is the nth-order differential operator of φw.

Functional Depths

The depth concept, in classical multivariate statistics, was used to measure the centrality of
a point x ∈ Rd within a data set. The points nearest to the centre obtain a higher depth value [36].
With a functional approach, depths measure the centrality of a curve in relation to the other curves
of the sample x1, . . . , xn, coming from a stochastic process X(·) evaluated at a specific interval
[a, b] ∈ R [37,38].

Although there exist different functional types of depths (Fraiman-Muniz [37], h-modal [39] or
Random Projections [38]), the most widely used is the h-modal depth due to its better performance in
the correct detection of outliers [36]. Therefore, the functional mode of the sample will be the curve
most densely surrounded by other curves. The functional depth of a certain curve in a specific sample
is calculated as follows:

MDn(xi, h) =
n∑

w=1

K
( ||xi − xw||

h

)
(4)

where ||·|| is the norm in a functional space, K : R+ → R+ is a kernel function, and h represents
the bandwidth parameter [39].

Functional depths, which are considered as a measure of dispersion, are essential in the detection
of outliers. In any data analysis, the identification of these atypical data is crucial because they could
affect the subsequent estimations. In addition, examining them is important to discover the causes that
give these observations a different behaviour from the rest. Besides, in functional analyses, it is even
more important because it is possible that individually, the values that form the curve are not outliers
in a vectorial way but, from a functional point of view, the entire curve could be [36,40]. Martínez et
al. [29] explained in detail how to detect functional outliers within a functional sample.

Functional ANOVA (FANOVA)

Functional data Analysis of Variance, similar to the vector version, contrasts the distance between
the mean levels of the factor variables. The aim of this contrast is to find out if the set of functions studied
are statistically distinguishable [41]. There will also be Q independent samples Xgj(t), j = 1, . . . , ng;
t ∈ I = [a, b]. But these samples are extracted from L2(l) processes Xg(t), g = 1, . . . , Q and their mean

function is E(Xg(t)) = mg(t) [42,43]. If the functional sample is divided into groups like
{
X j,A j

}n
j=1
∈ F

xA = {1, . . . , A}, beingA the factor variable, the hypothesis contrast has the following form:

{
H0 : X1(t) = X2(t) = . . . = XA(t)
H1 : ∃ h, e s.t. Xh(t) � Xe(t)

(5)
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The model for the j-th observation belonging to the g-th group has the following form [41]:

Xjg(t) = X(t) + αg(t) + ε jg(t) (6)

where Xjg(t) is the functional value ofgroup g, αg(t) is the effect of being part of a determined group
and ε jg(t) represents the unexplained variability for the i-th observation of group g.Furthermore,
the model in Equation (6) can be represented in its matrix notation:

X(t) = Zγ(t) + ε(t) (7)

being X(t) a N-dimensional vector, γ(t) = (X(t),α1(t), . . . ,αQ(t))
T

a (Q + 1)-dimensional vector, ε(t)
a vector of N residual functions, and Z the design matrix with dimension (N, Q + 1).

Thus, to assure the indentification of the functional effects αg(t), the sum to zero constraint is
introduced [41,44]:

Q+1∑
g=2

γ(t) = 0, ∀t (8)

The parameter vector γ(t) in Equation (7) can be estimated minimising the standard least squares:

LMSSE(γ) =
∫

[X(t) −Zγ(t)]T[X(t) −Zγ(t)]dt

subject to the constraint (8) [41,44].
Regarding the contrast in Equation (5), most tests are based on F test statistic [32,45]:

Fn(t) =
SSRn(t)/(Q− 1)
SSEn(t)/(n−Q)

where

SSRn(t) =
Q∑

g=1

ng(Xg(t) −X(t))
2

SSEn(t) =
Q∑

g=1

ng∑
j=1

(Xgj(t) −Xg(t))2

represents the variations between groups and within groups, respectively. In addition, for these

calculations, the sample mean function X(t) = (1/n)
Q∑

g=1

ng∑
j=1

Xgj(t) and the sample group mean function

Xg(t) = (1/ng)
ng∑
j=1

Xgj(t), g = 1, . . . , Q were taken into account.

In this work, two specific tests were used to contrast the similarity between samples. On the one
hand, the F test with the reduced bias estimation method (FB) [46]. This test uses both point variations
between groups and variations within groups. Specifically, the test statistic has the form:

Fn =

∫
Q SSRn(t)dt/(Q− 1)∫

Q SSEn(t)/(n−Q)
(9)

The distribution of this statistic is approximated by F(Q−1)k,(n−Q)k, where k is estimated by
the bias-reduced method. The p-value taken into account comes from P(F(Q−1)k,(n−Q)k > Fn) [45,46].

On other hand, a permutation test based on a representation of the base function (FP) was
used. This test is based on the basis representation procedure presented by Górecki and Smaga [47].
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The functional observations are be represented by a finite number of basis functions ϕm ∈ L2(I),
m = 1, . . . , K as follows:

Xgj(t) ≈
K∑

m=1

cgjmϕm(t), t ∈ I (10)

where cgjm are random variables with a significantly large K. Moreover, this test uses the following
approximation of Equation (9) [45]:

(a− b)/(Q− 1)
(c− a)/(n−Q)

(11)

where

a =

Q∑
g=1

1
ng

1T
ngCT

g JϕCg1ng

b =
1
n

Q∑
g=1

Q∑
j=1

1T
ng CT

g JϕC j1nj

c =
Q∑

g=1

trace(CT
g JϕCg)

being 1a a vector of ones with dimension ax1, Cg = (cgjm) j=1,...,ng;m=1,...,K, i = 1, . . . , Q, and

Jϕ :=
∫

I ϕ(t)ϕT(t)dt is the matrix of cross-products with dimensions KxK based on ϕ(t) =

(ϕ1(t), . . . ,ϕK(t))
T.

3. Results

The two-way ANOVA results (Table 1) show that the ageing technology and the kind of wood
had a highly significant effect on the colour and total phenolic content acquired by the wine spirits
during the ageing process (after 6, 12, and 18 months). Among these factors, greater influence was
exerted by the ageing technology (higher percentage of the variance explained) on the chromatic
characteristics, while a similar weight of both factors was observed in the phenolic content. Regardless
of the sampling time, the wine spirits aged with micro-oxygenation and chestnut wood staves (AC)
exhibited a significantly lower value of lightness (L *) and significantly higher values of saturation (C *)
and chromaticity coordinates (a * and b *) than the others. This set of chromatic characteristics reflects
a more evolved colour, since lower L * and higher C * correspond to a more intense/darker colour, and
the combination of higher a * and b * (yellow and red hues, respectively) is associated with a greater
intensity of amber or orange hue, which made these spirits look older than the others. The colour of
wine spirits from Limousin wooden barrels (TL) was on the opposite side, while the wine spirits aged
with micro-oxygenation and Limousin wood staves (AL) and those aged in chestnut wooden barrels
(TC) presented intermediate characteristics.
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Table 1. Effect of the ageing technology and kind of wood on the chromatic characteristics and total
phenolic index acquired by the wine spirits after 6, 12, and 18 months of ageing. AC: Alternative
Chestnut, AL: Alternative Oak, TC: Traditional Chestnut, TL: Traditional Oak.

Ageing
Months

Code L *(%) A * B * C * TPI

6

TC 85.41 ± 1.41 b 3.37 ± 1.08 b 50.96 ± 2.68 b 51.08 ± 2.74 b 24.94 ± 1.98 b

TL 93.73 ± 0.42 c −1.25 ± 0.17 a 26.76 ± 2.21 a 26.79 ± 2.20 a 11.99 ± 1.18 a

AC 77.14 ± 1.26 a 11.79 ± 1.22 c 70.00 ± 1.59 c 70.99 ± 1.77 c 47.79 ± 3.80 c

AL 87.55 ± 0.23 b 1.75 ± 0.14 b 46.24 ± 0.14 b 46.27 ± 0.15 b 26.88 ± 0.87 b

Variance
origin

Technology (S) 61.9 *** 52.7 *** 60.2 *** 60.2 *** 42.1 ***
Wood (W) 36.7 *** 31.9 *** 38.8 *** 38.8 *** 52.4 ***

SxW NS 14.0 ** NS NS 4.2 *
Residual 1.5 1.3 1.0 1.0 1.3

12

TC 79.11 ± 1.38 b 9.89 ± 1.31 b 69.41 ± 1.64 b 70.11 ± 1.80 b 37.90 ± 1.94 b

TL 90.62 ± 1.04 c −0.49 ± 0.65 a 40.66 ± 3.4 a 40.67 ± 3.40 a 17.55 ± 1.81 a

AC 65.58 ± 1.97 a 25.63 ± 1.78 c 87.25 ± 0.56 c 90.95 ± 1.04 c 65.72 ± 1.37 c

AL 79.17 ± 0.60 b 10.38 ± 0.53 b 70.87 ± 0.61 b 71.63 ± 0.68 b 37.86 ± 0.23 b

Variance
origin

Technology (S) 49.2 *** 49.9 *** 49.4 *** 50.7 *** 48.6 ***
Wood (W) 49.7 *** 46.3 *** 43.5 *** 44.9 *** 48.8 ***

SxW NS 3.1 * 6.2 *** 3.6 * 2.2 *
Residual 1.1 0.8 0.9 0.8 0.5

18

TC 77.33 ± 1.25 b 12.06 ± 1.24 b 73.97 ± 1.22 b 74.95 ± 1.40 b 40.98 ± 2.46 b

TL 89.61 ± 1.17 c −0.02 ± 0.84 a 44.35 ± 3.74 a 44.36 ± 3.74 a 18.15 ± 1.63 a

AC 62.29 ± 1.94 a 28.97 ± 1.62 c 89.27 ± 0.12 c 93.86 ± 0.61 c 71.60 ± 2.50 c

AL 76.59 ± 0.52 b 13.19 ± 0.45 b 75.87 ± 0.44 b 77.01 ± 0.51 b 40.55 ± 1.25 b

Variance
origin

Technology (S) 52.2 *** 52.9*** 47.7 *** 50.0 *** 47.9 ***
Wood (W) 46.9 *** 45.2*** 40.2 *** 42.3 *** 49.5 ***

SxW NS 1.4* 11.1 ** 6.8 *** 2.1 *
Residual 0.9 0.6 0.9 0.9 0.6

L *—lightness; a *, b *—chromaticity coordinates; C *—saturation; TPI—total phenolic index. For each sampling
time (6, 12 and 18 months), mean values with the same letter in a column are not statistically different. NS, p > 0.05;
* 0.01 < p < 0.05; ** 0.001 < p < 0.01; *** p < 0.001.

In a previous work, this research team have already identified furfural, ellagic acid, vanillin and
coniferaldehyde as markers of the ageing technology and the kind of wood used [8]. The results
obtained for these compounds are shown in Table 2. It should be stressed that most of the low molecular
weight compounds contents were mainly dependent on the ageing technology (higher percentage of
the variance explained), as aforementioned for the chromatic characteristics and TPI, but ellagic acid
content was closely related to the kind of wood. Indeed, significantly higher levels of furfural, vanillin,
and coniferaldehyde were found in the wine spirits aged by the alternative technology; the first two
were higher in the modality comprising chestnut wood staves (AC), whereas the latter was higher in
the modality comprising Limousin wood staves (AL). Slight differences were found between the wine
spirits from chestnut barrels (TC) and Limousin oak barrels (TL). Regarding ellagic acid, higher content
was promoted by the chestnut wood (AC and TC), especially in the alternative technology. The contact
with Limousin oak together with micro-oxygenation (AL) induced a slightly lower content of this
phenolic acid, and a weak performance was showed by the Limousin oak barrels (TC).

Besides the differences between the two ageing technologies and the two kinds of wood, the results
also reveal a remarkable role of the ageing time, as indicated by the percentage of variance observed
for each factor in ANOVA (Table 2). Regardless of the ageing modality, there was a gradual decrease of
lightness and a gradual increase of saturation and chromatic coordinates that correspond to the colour
development over the ageing process.
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Table 2. Effect of the ageing technology and kind of wood on the contents of low molecular weight
compounds (mg/L absolute ethanol) of the wine spirits after 6, 12, and 18 months of ageing.

Ageing
Months

Code Furfural Ellagic Acid Vanillin Coniferaldehyde sumHPLC

6

TC 38.31 ± 6.90 a 8.12 ± 1.41 b 2.03 ± 0.01 b 6.17 ± 0.63 a 163.10 ± 24.08 b

TL 31.73 ± 6.38 a 3.43 ± 0.20 a 1.49 ± 0.08 a 5.21 ± 0.04 a 78.99 ± 9.71 a

AC 127.05 ± 5.07 c 15.35 ± 0.38 c 4.62 ± 0.20 d 10.60 ± 0.65 b 296.05 ± 15.91 c

AL 87.74 ± 4.11 b 6.28 ± 0.70 a,b 3.26 ± 0.16 c 12.20 ± 0.52 b 195.23 ± 3.04 b

Variance
origin

Technology(S) 82.7 *** 30.4 *** 79.1 *** 98.5 *** 63.1 ***
Wood(W) 8.1 ** 56.9 *** 15.1 *** NS 34.6 ***

SxW 8.0 *** 10.8 *** 5.3 ** NS NS
Residual 1.2 2.0 0.5 1.5 2.3

12

TC 35.85 ± 6.03 a 12.86 ± 1.16 b 3.61 ± 0.22 b 7.00 ± 0.57 a 231.68 ± 26.34 b

TL 31.36 ± 5.80 a 5.64 ± 0.34 a 2.66 ± 0.23 a 6.49 ± 0.58 a 95.09 ± 13.67 a

AC 131.17 ± 4.91 c 24.89 ± 1.26 c 8.68 ± 0.02 d 13.97 ± 0.17 b 369.24 ± 8.57 d

AL 96.08 ± 1.93 b 11.94 ± 0.88 b 6.77 ± 0.09 c 19.61 ± 0.41 c 275.32 ± 4.56 c

Variance
origin

Technology(S) 87.9 *** 41.3 *** 89.2 *** 79.7 *** 64.5 ***
Wood(W) 5.2 ** 50.0 *** 8.6 *** 5.1 *** 33.8 ***

SxW 6.1 *** 7.8 *** 1.8 *** 14.8 *** NS
Residual 0.8 0.9 0.3 0.4 1.7

18

TC 36.55 ± 7.28 a 15.48 ± 1.41 b 4.43 ± 0.34 b 6.85 ± 0.75 a 271.85 ± 38.84 b

TL 31.63 ± 6.26 a 6.81 ± 0.49 a 3.13 ± 0.23 a 6.41 ± 0.60 a 104.10 ± 16.10 a

AC 113.35 ± 4.27 c 28.17 ± 1.15 c 8.61 ± 0.07 d 11.16 ± 0.15 b 347.46 ± 4.33 c

AL 86.72 ± 0.21 b 13.81 ± 0.23 b 7.49 ± 0.24 c 17.93 ± 0.07 c 275.63 ± 4.79 b

Variance
origin

Technology(S) 89.4 *** 39.1 *** 92.0 *** 63.3 *** 43.6 ***
Wood(W) 4.8 *** 53.7 *** 7.2 *** 10.0 *** 40.9 ***

SxW 4.3 * 6.2 *** NS 26.0 *** 11.9 *
Residual 1.5 0.8 0.7 0.7 3.6

Furf—furfural; Ellag—ellagic acid; Vanil—vanillin; Cofde—coniferaldehyde; sumHPLC—total content of low
molecular weight compounds determined by HPLC. For each sampling time (6, 12, and 18 months), mean values
with the same letter in a column are not. NS, p >0.05; * 0.01 < p <0.05; ** 0.001 < p <0.01; *** p <0.001.

The levels of significance shown in Table 3 reveal that the variation of chromatic characteristics,
phenolic content (TPI and sumHPLC), and most of individual compounds contents were mostly
significant between 6 months and 12 months. Significant differences between the three sampling times
marked the wine spirits aged by the alternative technology with Limousin staves. In general, the L
* parameter decreased over the ageing time, while the other parameters (a *, b *, and C *) increased.
Furfural, ellagic acid, vanillin, coniferaldehyde and total content of low molecular weight compounds
increased. Similar results were observed in the first months of ageing time of this kind of wine spirit [8].

Table 3. Differences observed for each samples group (technology vs. wood) during the ageing time.

TC TL AC AL

6 12 18 6 12 18 6 12 18 6 12 18

L *(%) b a a b a a b a a c b a
a * a b b a a a a b b a b c
b * a b c a b b a b b a b c
C * a b c a b b a b b a b c
TPI a b b a b b a b b a b b
Furf a a a a a a a ab b a ab b
Ellag a b b a b c a b b a b c
Vanil a b c a b c a b b a b c
Cofde a a a a b b a b a a b c

sumHPLC a b b a a a a b b a b b

The spectra obtained for wine spirit are similar to those reported by others authors [28].
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The representative absorbance spectra of wine spirit samples studied is plotted in Figure 2; their
spectral information is in accordance with previous reports of other authors [48]. The IR region from
2990 to 3626 cm−1 has a very strong influence due to water present in the samples [49]. Nevertheless,
for these analyses, the background was measured with water.

Figure 2. Fourier transform infrared spectroscopy–Attenuated Total Reflection (FTIR-ATR) absorbance
spectra of wine spirit samples.

There is IR information in the regions from 3000 to 2900 cm−1 due to the O–H stretching of alcohols
and C–H stretching of CH3 and CH2, and consequently related to the presence of ethanol and methanol
in the alcoholic beverages [49].

Regarding the region from 1500 to 860 cm−1, it corresponds to C–C and C–O vibrations in volatile
compounds [12,14].

The small peak at 1450 cm−1 was assigned to C–OH bending deformation, and the peak at 1275
was assigned to C–O stretching in the acid molecules [11,50].

According to Stuart (2004), the region from 1300 to 840 cm−1 shows other absorption bands
assigned to the C=O and C=C groups present in furanic compounds. The highest peaks at 1086 and
1044 cm−1 are ascribed to the C–O stretch absorption bands, which are important regions for ethanol
and methanol identification and quantification respectively, and C–C absorption bands, which are
related to ethanol and some organic compounds such as sugars, phenols, alcohols, and esters [14,49,51].

The peak at 879 cm−1 could be ascribed to out-of-plane C–H bending of aromatic compounds [10],
and to CH–OH, C–C, C–O, and C–H bond stretching due to water, sugars, and phenolic compounds [51].

According to these regions of the FTIR-ATR absorption spectra (with baseline correction) of
the wine spirit, a mathematical analysis has been performed to determine the differences between
the groups studied. On the one hand, a functional ANOVA (FANOVA) model has been considered
using two different tests: FP, the permutation test based on a representation of the base function
(Equation (9)); and FB, the F test with the reduced bias estimation method (Equation (11)). On the other
hand, a vector analysis based on the classical Analysis of Variance and the non-parametric Kruskal test
have been carried out. Although all the areas of the curves have been analysed following the same
process, only two were plotted each time to show the differences between the samples (space problem).

First, the different groups based on the ageing technology and kind of wood (AC, AL, TC, and TL)
were tested. The contrast is different for each ageing time (18 months, 12 months, and 6 months). With
an 18-month period, the hypothesis of similarity between all groups is rejected in all areas of the whole
curve and from both points of view (Table 4). The samples of wine spirits aged by the alternative
technology, on average, have higher absorbance units than the aged by the traditional one. Within
the alternative technology, the wine spirit aged in oak wood always showed higher absorbance units
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than the one aged in chestnut wood (Figure 3). With an ageing period of 12 months, the similarity
hypothesis is also rejected in all areas by the two analyses (Table 4). Even so, in this case, the differences
between alternative and traditional ageing technologies are small. The spectrometric curves can hardly
be differentiated in the functional part of Figure 4, and the p-values obtained are higher (Table 4).
With an ageing time of 6 months, significant reasons were found to reject the similarity hypothesis
in all areas through functional and vector analysis (Table 4). With this sample, the difference is more
significant than with the 12-month sample but less than with the 18-month sample. Moreover, it can be
seen that the wine spirit that gets higher absorbance units in the alternative sample is the one aged
in oak, but with the traditional sample, it is the one aged in chestnut (Figure 5). These results are in
accordance with those previously observed for the colour and analytical parameters (Tables 1 and 2).

Table 4. Numerical results of the similarity contrast between the groups AC, AL, TC, and TL, depending
on the ageing time of the wine spirit samples. Functional results (FDA) are based on FANOVA using
two different tests (FP: permutation test based on a representation of the base function, FB: F test
with a reduced bias estimation method). In addition, the results of the ANOVA and Kruskal’s
test representing the vectorial results (VA) are shown. All the results are p-values based on a 5%
significance level.

TEST\SAMPLE
3050–2750 cm−1 1525–120 cm−1 1150–960 cm−1 910–750 cm−1

18 months

FDA FANOVA
FP ≈0 ≈0 ≈0 ≈0
FB ≈0 ≈0 ≈0 ≈0

VA
ANOVA ≈0 ≈0 ≈0 ≈0
Kruskal ≈0 ≈0 ≈0 ≈0

12 months

FDA FANOVA
FP 0.001 ≈0 ≈0 ≈0
FB 0.003 ≈0 1.31 × 10−5 ≈0

VA
ANOVA 0.007 ≈0 0.003 ≈0
Kruskal 0.008 2.23 × 10−6 0.003 ≈0

6 months

FDA FANOVA
FP ≈0 ≈0 ≈0 ≈0
FB ≈0 ≈0 ≈0 1 × 10−4

VA
ANOVA ≈0 ≈0 ≈0 ≈0
Kruskal ≈0 ≈0 ≈0 ≈0

 
Figure 3. Plots of two of the four significant areas of the curves with an ageing time of 18 months. In
the first row, vectorial analysis by means of boxplots. In the second row, functional data analysis (FDA)
through curves in the studied interval. The wine spirit sample is divided into four groups (AC, AL, TC,
and TL).
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Figure 4. Plots of two of the four significant areas of the curves with an ageing time of 12 months.
In the first row, vectorial analysis by means of boxplots. In the second row, FDA through curves in
the studied interval. The wine spirit sample is divided into four groups (AC, AL, TC, and TL).

 
Figure 5. Plots of two of the four significant areas of the curves with an ageing time of 6 months.
In the first row, vectorial analysis by means of boxplots. In the second row, FDA through curves in
the studied interval. The wine spirit sample is divided into four groups (AC, AL, TC, and TL).

Secondly, the similarity between the three different ageing times was contrasted. This contrast is
different depending on the ageing technology and kind of wood used (AC, AL, TC, and TL). Figure 6
shows the boxplots and curves of the sample resulting from alternative technology with chestnut wood.
It can be seen that there is little difference between the three ageing times. Especially at the spectral
region of 1150–960 cm−1 (second d column of Figure 6), in which the similarity hypothesis is rejected
in the vector analysis. Instead, FDA is able to detect these differences between the curve samples
(Table 5). This region is characteristic of the absorption bands assigned to C=O and C=C groups
existing in furanic compounds, C–O stretch absorption bands related to ethanol and methanol, and
C–C absorption bands also related to ethanol and some organic compounds such as sugars, phenols,
alcohols, and esters previously reported, and all of them are important to differentiate the samples in
this study. They are mainly identified at the peaks of the 1044 cm−1 and 1086 cm−1, which are chiefly
related to the presence of ethanol and methanol but also related to some organic compounds such as
sugars, phenols, alcohols, and esters existing in minor concentration in the beverages. In addition,
similarity in the other areas of the entire curve within the sample resulting from alternative technology
with chestnut wood is rejected. In the case of the alternative technology, the wine spirits aged with
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Limousin oak wood are very similar to those aged with chestnut wood but with more distance between
the three ageing times (Figure 7), as observed in the chemical analysis. The similarity hypothesis is
rejected in all areas and from both points of view (Table 5). Figure 8 shows the differentiation within
the samples resulting from chestnut barrels. In this case, the two areas drawn from the whole curve
are closer, but the differences between the three ageing times are greater. The hypothesis of similarity
between the samples is rejected in all areas and from the vectorial and functional approach (Table 5).
Finally, regarding the wine spirits aged in Limousin oak barrels, the 18 and 12-month samples show
higher absorbance units than the 6-month sample (Figure 9). The spectrometric curves of the functional
graph can be easily distinguished. There are significant reasons to reject the similarity between the three
samples in all areas of the full curve from the two analyses (Table 5).

 
Figure 6. Plots of two of the four significant areas of the Alternative Chestnut (AC) curves. In the first
row, vectorial analysis by means of boxplots. In the second row, FDA through curves in the studied
interval. The wine spirit sample is divided into three groups depending on the ageing time (18, 12, and
6 months of ageing).

 
Figure 7. Plots of two of the four significant areas of the Alternative Oak (AL) curves. In the first row,
vectorial analysis by means of boxplots. In the second row, FDA through curves in the studied interval.
The wine spirit sample is divided into three groups depending on the ageing time (18, 12, and 6 months
of ageing).
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Table 5. Results of the similarity contrast between the three ageing times (18 months, 12 months, and
6 months), depending on the ageing technology. Functional results (FDA) are based on functional
ANOVA (FANOVA) using two different tests (FP: permutation test based on a representation of the base
function, FB: F test with a reduced bias estimation method). In addition, the results of the ANOVA and
Kruskal’s test representing the vectorial results (VA) are shown. All the results are p-values based on
a 5% significance level.

TEST\SAMPLE
3050–2750 cm−1 1525–120 cm−1 1150–960 cm−1 910–750 cm−1

Groups within AC

FDA FANOVA
FP ≈0 ≈0 ≈0 ≈0
FB ≈0 ≈0 ≈0 ≈0

VA
ANOVA ≈0 ≈0 0.032 ≈0
Kruskal ≈0 6.72 × 10−5 0.214 1 × 10−4

Groups within AL

FDA FANOVA
FP ≈0 ≈0 ≈0 ≈0
FB ≈0 ≈0 ≈0 ≈0

VA
ANOVA ≈0 ≈0 ≈0 ≈0
Kruskal 2.07e-06 4.14 × 10−6 3.34 × 10−5 3.71 × 10−6

Groups within TC

FDA FANOVA
FP ≈0 ≈0 ≈0 ≈0
FB ≈0 ≈0 ≈0 ≈0

VA
ANOVA ≈0 ≈0 ≈0 ≈0
Kruskal ≈0 7.32 × 10−6 ≈0 ≈0

Groups within TL

FDA FANOVA
FP ≈0 ≈0 ≈0 ≈0
FB ≈0 ≈0 ≈0 ≈0

VA
ANOVA ≈0 ≈0 ≈0 ≈0
Kruskal 1 × 10−4 1.95 × 10−6 ≈0 ≈0

Figure 8. Plots of two of the four significant areas of the Traditional Chestnut (TC) curves. In the first
row, vectorial analysis by means of boxplots. In the second row, FDA through curves in the studied
interval. The wine spirit sample is divided into three groups depending on the ageing time (18, 12, and
6 months of ageing).
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Figure 9. Plots of two of the four significant areas of the Traditional Oak (TL) curves. In the first row,
vectorial analysis by means of boxplots. In the second row, FDA through curves in the studied interval.
The wine spirit sample is divided into three groups depending on the ageing time (18, 12, and 6 months
of ageing).

4. Discussion

The colour and total phenolic content acquired by the wine spirits during the ageing process
(Table 1) are in line with the wine spirits’ features observed in the first six months of ageing [8], and
they are also in accordance with those of recent ageing studies of brandy [2,3]. The colour acquisition
has been assigned to extraction, oxidation, and other physicochemical phenomena occurring during
ageing [8,52]. Hence, more marked color development in the wine spirits aged by the alternative
technology, and with chestnut wood, may have resulted from the direct application of oxygen [8]
and/or from more oxygen transferred by this kind of wood due to its higher porosity [53], which may
have favored such phenomena. Regarding the total phenolic content (TPI), a consistent behavior with
the chromatic characteristics was found, reinforcing previous results [8]: there is a correlation between
the enrichment in phenolic compounds and the colour acquired, which are induced by the ageing
technology and the kind of wood.

Accordingly, the total content of low molecular weight compounds (phenolic acids, phenolic
aldehydes, coumarins, and furanic aldehydes) concentrations determined by HPLC (Table 2) acted
as distinctive feature of the aged wine spirits, which can be ordered as follows: AC > AL ~ TC >
TL. Therefore, the pattern reported for the first six months of ageing [8] prevailed until the end of
the ageing process (18 months).

Low molecular weight compounds, such as furfural, ellagic acid, vanillin, and coniferaldehyde,
as aforementioned, stood out as markers of the ageing technology (Table 2). Similar results for
these wood-derived phenolic compounds [1,54] were obtained in the beginning of ageing [8]. Their
higher accumulation in wine spirits resulting from the alternative technology has been ascribed to
a faster extraction from the wood, as described by other authors for the ageing of red wine with wood
pieces [55,56]; the behavior of coniferaldehyde is explained by its sensitivity towards oxidation.

The evolution observed for the colour parameters over the ageing process was supported
by the progressive increase of the total phenolic content (TPI) and particularly the low molecular
weight compounds quantified by HPLC (sumHPLC), which reflected the release of the wood-derived
compounds into the wine spirit together with a positive balance between their formation/degradation [4]
in the liquid medium. The kinetics of individual compounds shows a continuous increment of ellagic
acid content, regardless of the assay modality, which may have resulted from the release of this
phenolic acid existing in the wood [1] and from the oxidation and hydrolysis of ellagitannins in
the wine spirit during ageing [57,58]. The kinetics of vanillin presented a similar pattern, which was
likely due to its release from the wood [59], lignin’s hydroalcoholysis, and subsequent oxidation
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reactions that converted coniferaldehyde into vanillin in the wine spirit [4]. Interestingly, there was
an increase of coniferaldehyde content between 6 and 12 months followed by a decrease until 18
months. This suggests that after 12 months of ageing, oxidation reactions prevailed over extraction and
lignin’s hydroalcoholys is causing an unbalance between coniferaldehyde formation and degradation.
Similar results were previously noticed for wine spirits aged by the alternative technology but without
micro-oxygenation and also by the traditional ageing in wooden barrels [4]. The evolution of furfural
content was different from those of phenolic compounds. Indeed, its kinetics was closely related
to the ageing technology: there was an increase from 6 to 12 months and then a decrease in wine
spirits aged by the alternative technology; the opposite behavior occurred in wine spirits aged by
the traditional one (TC and TL).

The statistical analyses performed during the ageing time reveals significant differences between
6 months and 12 months in a higher number of parameters than the observed between 12 months and
18 months. However, for the wine spirits aged by the alternative technology with Limousin staves
significant differences between the three sampling times were observed. Regarding the alternative
technology, these outcomes suggest that one year is enough/adequate to obtain a high-quality wine
spirit aged with micro-oxygenation and chestnut staves as a consequence of higher pool of compounds
and specific anatomical properties of this kind of wood compared with the Limousin oak wood [2,60].

The mathematical analysis performed with functional and vectorial approach corroborates
the findings about colour parameters, total phenolic content, and low molecular weight compounds.
According to the mathematical analysis, two main conclusions have been reached. First, there are
significant reasons to reject the similarity between the wine spirits samples differentiated according
to the ageing technology used. It was rejected in all areas of the full spectrometric curve for each of
the three ageing times tested, both in vector and functional data analysis. Secondly, evidence was
found to state that the samples of wine spirits with different ageing time are not similar. The similarity
hypothesis between the three ageing times for each of the different technologies (traditional vs.
alternative) used was rejected in all the areas of the spectrometric curve analysed.

On the other hand, FDA shows higher consistency than the vector analysis as observed by Martínez
et al. [15,20]. In addition, to provide more information and accuracy, FDA can detect significant
differences between groups that vector analysis cannot. This can be seen in the sample obtained by
alternative technology with chestnut wood, specifically in the spectral region of 1150–960 cm−1 of
the entire curve. It is attributed to the functional groups present in furanic compounds and also related
to ethanol, methanol, and sugars, phenols, and esters existing in the wine spirit [1,4,5,8,14,49,51]. Vector
analysis found no evidence to reject the similarity between the samples based on ageing time, but FDA,
taking into account all correlated observations measured in the specific area, did.

5. Conclusions

The aged wine spirit composition and quality depend on the raw material, but mainly on the ageing
technology, the wood species used in the ageing process, and the ageing time. Monitoring this quality
over time with a fast methodology is very important for the industry.

This study showed a remarkable congruence between the analytical determinations (colour, total
phenolic index, and low molecular weight compounds) and the FTIR-ATR/mathematical approach in
the differentiation of wine spirits aged by the alternative (micro-oxygenation combined with wood
pieces in stainless steel tanks) and the traditional (wooden barrels) technologies, using two kinds of
wood (chestnut and oak), over the ageing time (6, 12, and 18 months). Additionally, the analytical
results suggest that one year is enough/adequate to achieve a high-quality wine spirit aged with
micro-oxygenation and chestnut staves.

FTIR-ATR with appropriate chemometric techniques, specifically functional data analysis, and
vector analysis proved to be a powerful tool for an easier and faster monitoring of the wine spirit’s
ageing process. FDA showed higher consistency than the vector analysis, providing more information
and accuracy; it detected significant differences between groups that the vector analysis did not detect.
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It was clearly demonstrated in the sample resulting from the alternative technology with chestnut
wood, specifically in the area 1150–960 cm−1 of the entire curve. Vector analysis found no evidence
to reject similarity between the time ageing samples, but FDA, taking into account all correlated
observation measured in the specific area, found it.

It was also possible to identify the more accurate spectral region to perform a calibration model to
be applied by the wine spirit industry.
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Abstract: Shewhart control charts with estimated control limits are widely used in practice. However,
the estimated control limits are often affected by phase-I estimation errors. These estimation errors
arise due to variation in the practitioner’s choice of sample size as well as the presence of outlying
errors in phase-I. The unnecessary variation, due to outlying errors, disturbs the control limits
implying a less efficient control chart in phase-II. In this study, we propose models based on Tukey
and median absolute deviation outlier detectors for detecting the errors in phase-I. These two outlier
detection models are as efficient and robust as they are distribution free. Using the Monte-Carlo
simulation method, we study the estimation effect via the proposed outlier detection models on the
Shewhart chart in the normal as well as non-normal environments. The performance evaluation is
done through studying the run length properties namely average run length and standard deviation
run length. The findings of the study show that the proposed design structures are more stable in the
presence of outlier detectors and require less phase-I observation to stabilize the run-length properties.
Finally, we implement the findings of the current study in the semiconductor manufacturing industry,
where a real dataset is extracted from a photolithography process.

Keywords: average run length; control chart; median absolute deviation; outlier; photolithography;
Shewhart; Tukey

1. Introduction

The two salient tools of statistical process control (SPC) are memory and memory-less control
charts. The memory-less control charts are most suitable for large shift, while the memory-control
charts are used to monitor moderate and small shifts. The prominent form of memory-less control
chart for location monitoring is the Shewhart X control chart. In general, control charts-irrespective of
the magnitude they measure-operate in two phases: phase-I, the prospective stage from which the
control limits are obtained; phase-II, where we monitor the process and correct the unnatural causes of
variation whenever they occur (cf. [1]). In phase-I we estimate the control limits using the parameters of
the process under study which, in reality, are seldom known. The amount of data employed in phase-I
for estimating process parameters varies from one practitioner to the other. As a result, this variability
affects the chart performance in the monitoring stage i.e., phase-II. (see for example [2–6]).

Furthermore, the amount of data employed in estimating the process parameters does affect the
accuracy of the chart, as well as its limits. As we all know, the larger the sample size, the closer we are
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to the parameter. Therefore, increasing the sample size used for estimating the parameters should be
the remedy to this shortcoming, but there is a limit to which we can increase sample sizes in real-life
situations. As a result, the Shewhart chart, like any other chart, loses its performance and credibility.
The depth of the loss depends on the efficacy of the parameter estimation and sample size employed
in phase-I.

The presence of outlying/extreme values in the phase-I dataset can affect the performance of the
control chart. The insufficiency of the phase-I estimates could be a result of extreme sample points in
the sample, and not necessarily the size of the sample (see [5,7]). The easiest remedy for the extreme
values is to drop such a sample and pick another one, but this is not appropriate for small sample
data. Therefore, there is a need to screen the extreme values to improve the overall performance of the
control chart.

Over the years, researchers have studied different types of robust outlier detection models in
a series of control charts to enhance their performance. Examples include [8–12]. These outlier
detectors require the data to be from normal distribution such as the Student-type and Grubbs-type
detectors. However, for a non-normal dataset, the Tukey’s and median absolute deviation (MAD)
outlier detection models are more accurate and robust since they are independent of mean and
standard deviation. (see [13–19]). SPC is widely applied and implemented in various sectors; health,
industrial, manufacturing and every service-rendering sector. Control charts, however, are most
applied in manufacturing industry, with semiconductors as a case study. Semiconductor manufacturing
processes are prone to high chances of assignable cause of variations, due to machine breakdown,
multiple products, re-entrant flows, batching processes etc. [20]. Researchers have employed SPC in
solving these recurring challenges in this industry (see [21–24]). The proposed charts in this study are
applied in photolithography, a semiconductor manufacturing process.

In this article, we study the effects of parameter estimation on the Shewhart X chart for normal and
non-normal environments. We also study the effect of outliers on the reliability of the control charts and
the process parameters are estimated. Furthermore, we propose non-parametric outlier detectors, namely:
the robust Tukey and MAD outlier detection models in designing the basic control chart structure. A fair
comparison between the two-outlier detection models is also made. We achieve all of these using average
run length (ARL) and standard deviation run length (SDRL) as the performance measures.

The remainder of this article is as follows: the next Section entails the methodologies employed
for the study; briefing the overview of the Shewhart X control chart when the parameters are known
and unknown, alongside the performance measure properties adopted in this study; the variability in
Shewhart chart performance due to phase-I estimation; a scenario for the presence of outliers in the
design structure of Shewhart chart, and its effect; incorporating the Turkey and MAD outlier detection
models in the design structure of the Shewhart chart as remedies for rectifying the presence of outliers;
Section 3 gives a concise and precise description of the simulation results. In Section 4, a detailed
comparison of the results is presented; while Section 5 provides an illustrative example with a real life
dataset; finally a concluding remark and future recommendations are given in Section 6.

2. Methodology

In this section, we give details of the Shewhart control chart for normal and non-normal
environments. The known and unknown parameter scenarios, the practitioner–practitioner variation in
the estimation stage, the presence of outliers/extreme values in the estimation sample, and incorporating
some outlier detection models in the Shewhart chart are all discussed in the following subsections.

2.1. Overview of the Shewhart Control Chart

Let Yij i = 1, 2, . . . , n and j = 1, 2, . . . represent a ith observation from jth sample of an
ongoing (continuous) process. Further Yij follows a normal distribution with mean μ0 + δσ0 and
variance σ0

2 i.e., Yij ∼ N
(
μ0 + δσ0, σ0

2
)
. The process is said to be in the in-control (IC) state if δ = 0,
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and out-of-control (OoC) otherwise. A default Shewhart set-up monitors a process by plotting the
sample mean (Yi = 1/n

∑n
j=1 Yij) of Yij against the following control chart limits.

UCL = μ0 + L
σ0√

n
, LCL = μ0 − L

σ0√
n

(1)

where UCL and LCL denote the upper and lower control limits, respectively. Limits in (1) are useful
when the parameters (μ0 and σ0

2) of the process are known. However, when they are unknown,
their respective unbiased estimators from the phase-I are used, and the resulting control chart structures
will be in estimated form.

For phase-I, let Yil represents ith observation from lth random sample ∀ i = 1, 2, 3, . . . , n and
l = 1, 2, 3, . . . , m, regarded to be under statistically IC state. It is good to mention here that the choice
of m and n varies from one practitioner-to another. Therefore, it affects the accuracy of the control
limits implying an influenced ARL in phase-II. The unbiased estimators for the parameters μ and σ of
an IC process are defined as:

μ̂0 = (1/m)
∑m

l=1 Yl
σ̂0 = (1/mC4)

∑m
l=1 Sl

(2)

where Yl =
∑n

l=1 Yil
n , Sl =

√∑n
i=1(Yil−Yl)

2

n−1 and c4 =

√
2/(n−1)Γ(n/2)

Γ[(n−1)/2] is the bias correction constant.
Subsequently, the resulting control limits in (1) are modified to the following:

ÛCL =

∑m
l=1 Yl

m
+ L̂

∑m
l=1 Sl

mC4
√

n
, L̂CL =

∑m
l=1 Yl

m
− L̂

∑m
l=1 Sl

mC4
√

n
(3)

In phase-II, Yls are plotted against the control limits in (3) and the chart is said to have given
an OoC signal if any value of Yl is plotted outside the limits. Here, the sample number at which the
statistic is plotted outside the limits is recorded as run length (RL). RL is an important variable in
measuring the performance of control charts in general, and the Shewhart is not an exception. The most
widely used property of RL is ARL, which is the average number of samples observed before the chart
sends an OoC signal. Mathematically, ARL =

∑s
k=1 RLk/s where s is the number of RLs recorded.

In addition to ARL, standard deviation of the RL (SDRL) gives more information about the behavior of
the RL variable in evaluating the performance of a control chart. Furthermore, the ARL is of two types
i.e., the IC ARL, denoted as ARL0 and the OoC ARL, referred to as ARL1. ARL0 is expected to be
sufficiently large enough to avoid false alarms. On the other hand, ARL1 is anticipated to be sufficiently
small to enable the process to send a signal as soon as there is a shift in the process parameter(s).

2.2. Variability in the Shewhart Chart Performance

In this section, we explain the effect of the practitioner to practitioner variability on the Shewhart
chart, both in normal and non-normal distribution, by using the Monte Carlo simulation approach.
See ([25–29]) for more information about the effect of sample size and practitioners’ variability.
To achieve this aim, we develop an algorithm in R programing language to simulate the Shewhart
chart environment, using the standard Shewhart chart as our benchmark and reference point. The X
chart has a control limits width determinant L that influences RL properties. We use the standard
L = 3, that corresponds to the ARL0 = 370 (see [1] for more details). Without any loss of generality,
we generate random samples from a standard normal distribution N(μ = 0, σ = 1), each of sample
size n = 5, assuming the process parameters are known. While for the non-normal distribution,
we considered the t-distribution with degrees of freedom v = 5, 25, and 100. Since all the three
categories of v exhibit the same pattern, we report only the results for v = 100. In both environments,
normal and t-distributions, we set up the chart limits as given in Equation (1) and plot the sample
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means against the UCL and LCL. As soon as a value of Yj is plotted outside the limits, RL is recorded
and saved. The process is iterated 105 times to get ARL and SDRL.

For the unknown parameters, we estimate the parameter from phase-I. The number of samples
employed for the estimation differs from on practitioner to another and so does the accuracy of the
charts in phase-II. To depict that, we estimated both μ0 and σ0 from different number of in-control
phase-I samples i.e., m = 25, 50, 100, 250, 500 and 1000 each of sample size n = 5. The estimated
parameters μ̂0 and σ̂0 from the phase-I IC stage are, therefore, used in the same algorithm instead of μ0

and σ0 respectively. Subsequently the parameter L, changes as the amount of phase-I samples changes.
The corresponding L′s for the different m′s are L = 2.962, 2.983, 2.9925, 2.997, 2.999, and 3 respectively
for the normal distribution, and L = 2.974, 2.995, 3.005, 3.010, 3.012, and 3.012 respectively for
the t-distribution of v = 100. These L’s are determined through simulations to obtain ARL0 = 370.
We carry out the simulation with different level of shifts δ ranging from 0 to 5 i.e., δ ∈ (0, 0.5, 5),
as shown in Tables 1 and 2.

Table 1. Average run length (ARL) of the Shewhart chart with estimated parameters for standard
normal and t (v = 100) distributions.

ARL Standard Normal Distribution T-Distribution v = 100

δ/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 370.93 369.66 370.43 369.09 371.10 370.98 370.67 370.00 369.58 370.89 369.63 370.00
0.5 190.76 173.92 165.35 159.25 157.00 156.54 194.06 177.76 167.85 161.75 160.48 159.04
1 53.91 48.74 46.37 44.73 44.41 44.21 55.14 50.13 47.75 46.26 46.02 45.32

1.5 17.19 16.05 15.52 15.20 15.09 15.04 17.70 16.53 16.06 15.65 15.65 15.52
2 6.87 6.59 6.46 6.35 6.33 6.33 7.05 6.80 6.65 6.57 6.54 6.57

2.5 3.40 3.33 3.29 3.26 3.25 3.25 3.52 3.44 3.40 3.36 3.35 3.35
3 2.05 2.03 2.02 2.01 2.00 2.00 2.10 2.08 2.06 2.06 2.05 2.05

3.5 1.47 1.46 1.45 1.45 1.45 1.45 1.50 1.49 1.48 1.48 1.48 1.47
4 1.20 1.19 1.19 1.19 1.19 1.19 1.21 1.21 1.21 1.21 1.20 1.20

4.5 1.08 1.08 1.07 1.07 1.07 1.07 1.09 1.08 1.08 1.08 1.08 1.08
5 1.03 1.02 1.02 1.02 1.02 1.02 1.03 1.03 1.03 1.03 1.03 1.03

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

Table 2. Standard deviation of the run length (SDRL) of the Shewhart chart with estimated parameters
for standard normal and t (v = 100) distributions.

SDRL Standard Normal Distribution T-Distribution v = 100

δ/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 601.54 473.20 420.75 387.76 379.99 375.44 601.69 468.55 416.69 389.69 376.91 373.30
0.5 333.88 232.92 193.19 169.15 161.43 158.10 340.19 241.98 197.21 172.49 164.11 160.46
1 88.35 61.71 52.00 46.39 45.00 44.24 91.10 64.04 53.93 47.96 46.61 45.29

1.5 24.05 18.52 16.40 15.20 14.85 14.67 25.00 19.21 16.92 15.71 15.33 15.20
2 8.24 6.88 6.32 5.97 5.90 5.85 8.73 7.10 6.48 6.22 6.11 6.11

2.5 3.40 3.04 2.86 2.76 2.72 2.71 3.60 3.16 2.99 2.86 2.84 2.83
3 1.66 1.54 1.48 1.44 1.43 1.42 1.70 1.59 1.54 1.49 1.48 1.47

3.5 0.90 0.85 0.83 0.81 0.81 0.81 0.94 0.89 0.86 0.84 0.84 0.84
4 0.51 0.49 0.48 0.48 0.48 0.48 0.54 0.51 0.51 0.50 0.50 0.50

4.5 0.30 0.29 0.28 0.28 0.28 0.28 0.32 0.31 0.30 0.29 0.29 0.29
5 0.17 0.16 0.16 0.16 0.16 0.16 0.18 0.17 0.17 0.17 0.17 0.17

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

2.3. Presence of Outliers in the Shewhart Chart with Estimated Parameters

Although the estimation of the unknown parameters in phase-I samples plays its role on the
efficiency of the control chart in phase-II. The drop in the efficacy of the chart performance is not limited
to this fact alone, rather it extends to presence of outlying/extreme values in the phase-I samples.
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In this Section, we study the effect of outliers in the phase-I samples on the performance and
accuracy of the Shewhart chart. Here, through Monte Carlo simulation, we generate the m phase-I
samples from a mixture distribution i.e., (1− α)100% from assumed (normal or t-distribution) and
the remaining α100% from a chi-square distribution with n degrees of freedom denoted by χ2

(n).
Subsequently, the estimated parameters emerging from the m samples have an extreme values effect
on the control chart in phase-II. That is, each observation of the phase-I sample is generated from the
following expression:

(1− α)N
(
μ, σ2

)
+ α
[
N
(
μ, σ2

)
+ w χ2

(n)

]
or

(1− α)t(v) + α
[
t(v) + w χ2

(n)

] (4)

where α > 0, is the probability of having a multiple of χ2
(n) added to the assumed distribution,

serving as the outliers in the samples. In addition, w ≥ 1 is the magnitude of the outlier. We develop an
algorithm from the R language, similar to that in Section 2.2, but the samples are from the environment
described in (4). We set μ = 0, σ2 = 1, v = 100, w = 3, and α ε[0, 0.01]. We design the Shewhart chart
using the same parameters L and m as in Section 2.2.

In general, the pattern exhibited by the RL properties implies the following:

• Increasing the m phase-I samples in the presence of outliers, gets the ARL0’s closer to the
theoretical values.

• Reducing the value of α, the percentage of outliers present in the m samples also brings the ARL0’s
closer to the theoretical values.

Unfortunately, neither of the two suggested remedies is practicable in real life. Thus, we propose
outliers detecting structures through the robust Turkey and MAD detection models.

2.4. Shewhart Chart with Outlier Detection Models

In the section, we propose two outlier-detecting models as remedy to the issues raised in
Sections 2.2 and 2.3. The Tukey and the MAD model-based Shewhart charts. Their procedures applied
in parallel to the Shewhart chart are described in the sub sections below:

2.4.1. The Tukey Shewhart Control Chart

For the phase-I samples, Ỹ be the median of all m × n observations. For any observation yo

if
∣∣∣∣yo − Ỹ

∣∣∣∣ > p× IQR, then yo is declared an outlier. Here IQR = Q3 −Q1 is the inter-quartile range of
the sample. Q3 and Q1 are the third and first quartiles, respectively, of all m× n phase-I observations.
The constant p on the other hand is the confidence factor of the Tukey’s detector, commonly chosen
between 1.5 and 3.0. The confidence factor should be carefully chosen, and not too small, to avoid
over detection. Also it should not be too large, to prevent under detection [18]. In this study,
we choose p = 2.2. Applying the same algorithm, parameters and limits employed in Section 2.2,
we incorporate the Tukey outlier-detector model on the phase-I samples to screen out the extreme
values present there in. Then we compute the IC ARL and SDRL values for the Shewhart chart based
on the Tukey model in phase-II, when the parameters are estimated.

2.4.2. The Median Absolute Deviation (MAD) Shewhart Control Chart

We define median absolute deviation (MAD) as the deviation of the dataset about the median

as MAD = median
(∣∣∣∣Yil − Ỹ

∣∣∣∣)/0.6574. Then it follows, that any observation yo from the sample that falls

outside the expression Ỹ ± b ∗MAD , is declared an outlier. Here b is the outlier detecting constant
and chosen 3.642 so that the percentage of screening by MAD is the same as Tukey. This has been done
to keep the comparison between two outlier detectors valid [19].

Furthermore, it is worth distinguishing between outlying and OoC sample points. The former
emerges from mphase-I samples, which are used to construct the control limits for the monitoring
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stage; phase-II; while the latter are the sample points that fall beyond the control limits in phase-II.
Therefore, the presence of outlying sample points in phase-I leads to wider control limits, rendering
the control charts less effective. A flowchart summarizing the procedure is depicted in Figure 1.

Figure 1. Flowchart of the procedures of proposed Shewhart control chart.

3. Results

In this section, we provide the results of the methodologies discussed in Section 2. These results
are presented in three folds, so is the discussion in the next section.

3.1. Practitioners’ Estimation Variability

Here, through the simulation results of the algorithm explained in Section 2.2, we observe the
variability that appears in the Shewhart control chart due to different choices of sample size m,
amongst practitioners. Tables 1 and 2 depict the Shewhart chart whose parameters, both mean and
variance, are estimated from m phase-I samples for both normal and non-normal distributions. It is
evident from the result, the effect of parameter estimation on the performance of the chart. The ARL0s
when δ = 0, are clustering around the target 370 with their respective L’s. However, when δ � 0,
we observe that the smaller m becomes, the less effective the Shewhart chart performance. The ARL1’s
are expected to be sufficiently small in order to detect any drift in the ongoing process, but as m gets
smaller, ARL1’s get bigger. Which implies the chart is less sensitive in identifying the presence of shifts
in the ongoing process early enough. Another noticeable effect of the parameter estimation on the
Shewhart chart is the decrement in the limits L, as m reduces. This should be recorded as an edge if the
corresponding phase-II charts detects shift earlier than when the parameters are known.

3.2. Effect of Outliers on the Shewhart Control Charts

In Tables 3 and 4, we present the simulation results of environment (4) discussed in Section 2.3.
From these results, the gross impact of outliers in the phase-I samples on the performance of the
Shewhart chart cannot be over emphasized. Having seen the pattern of the IC and OoC RL properties
in Tables 1 and 2, in order to save space, we restrict the performance evaluation to the IC RL properties.
That is, considering the case when δ = 0 only. From Tables 3 and 4, when α = 0, in the absence
of outlier, the ARL0’s are clustering around its target 370, irrespective of the amount of phase-I
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sample m. However, when α > 0, the ARL0’s deviate from the target, vigorously. As the amount of
phase-I samples m reduces, and the percentage of outliers present in the samples α increases, the more
the ARL0’s deviate from the target. Similarly the pattern of the SDRL, even more.

Table 3. ARL of the Shewhart chart in the presence of outliers with estimated parameters for standard
normal and t (v = 100) distributions.

ARL Standard Normal Distribution T-Distribution v = 100

α/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 371.20 369.51 370.29 369.59 370.72 370.85 370.65 369.57 369.28 370.85 369.11 370.87
0.001 424.76 401.49 392.98 389.92 388.74 389.13 418.21 394.60 386.19 385.76 385.04 381.04
0.002 484.38 435.14 417.35 410.86 409.61 408.88 478.03 424.90 408.83 405.04 403.56 398.94
0.003 540.09 469.66 440.42 431.91 429.47 428.70 534.47 458.93 435.77 424.67 424.75 422.44
0.004 602.97 507.51 469.33 452.76 450.30 449.72 587.12 500.66 457.98 443.64 444.15 437.50
0.005 664.58 545.85 494.67 477.03 471.98 471.09 650.79 528.62 489.31 469.04 461.71 461.22
0.006 731.55 588.72 525.81 500.69 495.46 493.34 718.10 569.85 512.77 491.40 486.42 481.51
0.007 788.48 629.88 554.41 525.13 519.74 516.88 758.54 604.64 539.10 514.95 509.78 504.97
0.008 861.51 673.43 586.11 551.83 544.06 541.56 837.89 652.55 578.41 541.64 531.29 528.75
0.009 931.14 726.12 618.88 579.38 569.55 565.85 916.99 693.94 606.71 568.85 560.07 552.75
0.01 996.35 773.78 654.18 607.70 596.56 592.55 953.61 745.34 634.00 593.84 586.09 575.08

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

Table 4. SDRL of the Shewhart chart in the presence of outliers with estimated parameters for standard
normal and t (v = 100) distributions.

SDRL Standard Normal Distribution T-Distribution v = 100

α/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 607.93 473.75 419.35 388.27 379.67 375.44 595.89 468.00 418.16 382.43 375.42 369.72
0.001 1238.32 664.83 467.76 414.51 400.57 394.71 1150.79 635.34 463.74 411.63 395.24 385.68
0.002 1704.83 838.46 515.41 441.77 423.19 415.18 1802.06 760.16 508.22 433.04 416.23 406.03
0.003 2041.64 991.95 568.33 468.17 446.51 436.26 2096.30 913.63 558.95 460.42 441.81 431.04
0.004 2410.92 1176.26 630.64 497.30 469.60 459.66 2354.27 1184.84 606.26 486.65 462.63 447.94
0.005 2689.45 1294.24 687.44 528.00 494.90 481.60 2626.16 1192.76 683.26 517.24 485.89 473.05
0.006 2994.88 1502.07 756.39 559.42 521.35 505.08 2871.17 1449.52 699.03 546.74 512.57 494.30
0.007 3193.80 1637.48 822.18 592.02 549.29 530.76 2956.37 1514.95 757.01 573.97 540.59 519.76
0.008 3480.50 1799.40 888.29 627.68 578.43 557.35 3370.66 1664.42 912.65 618.19 564.09 544.14
0.009 3772.38 1994.86 959.76 664.49 607.34 582.18 3703.48 1766.87 955.78 655.56 594.72 571.46
0.01 4012.72 2139.41 1028.74 702.52 638.62 612.00 3823.24 2009.14 980.24 685.94 628.22 591.55

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

3.3. Improvement of Tukey and MAD Outlier Detection Models on Shewhart Chart Performance

While incorporating the procedures in Sections 2.4.1 and 2.4.2, the simulation results are presented
in Tables 5–8 respectively. Tables 5 and 7 represents the ARL result for Tukey and MAD outlier detection
models respectively, as Tables 6 and 8 are the corresponding SDRL results. The effect of these detection
models are noticed as ARLs and SDRLs are closer to when there is an absence of outliers or even better.
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Table 5. ARL of the Shewhart chart with Tukey outlier detection for standard normal and t
(v = 100) distributions.

ARL Standard Normal Distribution T-Distribution v = 100

α/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 363.24 363.44 364.17 364.36 365.34 366.80 358.67 358.71 357.97 358.10 359.64 357.52
0.001 365.71 366.33 366.48 366.83 367.56 368.22 361.59 360.26 357.98 362.04 359.85 360.39
0.002 367.81 367.30 368.51 368.71 369.89 366.67 364.59 363.25 359.73 359.63 363.42 361.61
0.003 370.30 370.04 370.91 371.14 370.90 371.03 365.85 365.75 364.12 361.29 362.85 362.73
0.004 372.35 371.48 372.44 372.76 372.72 374.13 368.84 365.44 365.73 365.64 365.87 366.25
0.005 376.13 374.05 374.49 373.95 375.73 377.23 370.27 368.13 366.95 366.59 366.89 367.05
0.006 377.97 376.06 376.96 376.61 376.88 379.44 372.27 368.44 368.28 371.20 371.40 370.77
0.007 380.13 378.38 379.03 378.98 379.15 379.44 374.78 372.44 371.54 370.82 370.45 371.76
0.008 383.48 380.17 380.51 380.63 380.56 381.29 378.04 372.69 372.06 373.31 376.35 374.45
0.009 386.35 383.02 383.50 382.73 383.29 382.84 377.58 374.74 371.66 375.88 375.09 372.29
0.01 388.82 384.62 385.57 383.80 384.95 386.39 381.84 377.80 378.17 377.29 378.48 374.09

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

Table 6. SDRL of the Shewhart chart with Tukey outlier detection for standard normal and t
(v = 100) distributions.

SDRL Standard Normal Distribution T-Distribution v = 100

α/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 596.32 468.02 414.04 383.16 374.68 368.66 607.33 467.10 411.17 377.81 369.81 360.34
0.001 600.30 472.43 417.55 385.96 377.25 372.35 612.79 467.20 406.53 380.03 366.57 366.34
0.002 607.28 476.91 419.54 388.33 379.39 371.64 627.84 471.38 410.10 376.44 372.50 365.67
0.003 615.99 477.95 422.41 389.95 380.10 375.45 617.88 474.03 415.42 378.88 374.34 366.23
0.004 615.39 481.58 423.16 392.96 382.24 377.77 636.02 476.02 416.09 385.14 377.04 371.24
0.005 625.95 486.00 427.29 393.54 385.71 380.37 650.31 480.25 420.69 387.36 377.24 370.45
0.006 636.60 488.82 430.22 396.23 386.61 383.77 637.39 483.89 423.95 390.68 383.17 376.49
0.007 646.05 490.89 433.11 399.86 389.30 384.98 630.84 488.73 429.10 390.52 381.42 377.88
0.008 656.27 496.12 435.44 400.84 391.44 385.54 654.64 489.53 430.19 391.87 386.60 378.02
0.009 654.98 500.43 439.24 403.24 393.19 387.01 675.27 499.78 423.47 395.23 385.19 380.11
0.01 669.83 502.93 441.89 404.61 395.16 390.51 672.71 493.77 436.38 399.23 390.17 380.26

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

Table 7. ARL of the Shewhart chart with median absolute deviation (MAD) outlier detection for
standard normal and t (v = 100) distributions.

ARL Standard Normal Distribution T-Distribution v = 100

α/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 363.24 363.44 364.17 364.36 365.34 366.80 358.67 358.71 357.97 358.10 359.64 357.52
0.001 365.71 366.33 366.48 366.83 367.56 368.22 361.59 360.26 357.98 362.04 359.85 360.39
0.002 367.81 367.30 368.51 368.71 369.89 366.67 364.59 363.25 359.73 359.63 363.42 361.61
0.003 370.30 370.04 370.91 371.14 370.90 371.03 365.85 365.75 364.12 361.29 362.85 362.73
0.004 372.35 371.48 372.44 372.76 372.72 374.13 368.84 365.44 365.73 365.64 365.87 366.25
0.005 376.13 374.05 374.49 373.95 375.73 377.23 370.27 368.13 366.95 366.59 366.89 367.05
0.006 377.97 376.06 376.96 376.61 376.88 379.44 372.27 368.44 368.28 371.20 371.40 370.77
0.007 380.13 378.38 379.03 378.98 379.15 379.44 374.78 372.44 371.54 370.82 370.45 371.76
0.008 383.48 380.17 380.51 380.63 380.56 381.29 378.04 372.69 372.06 373.31 376.35 374.45
0.009 386.35 383.02 383.50 382.73 383.29 382.84 377.58 374.74 371.66 375.88 375.09 372.29
0.01 388.82 384.62 385.57 383.80 384.95 386.39 381.84 377.80 378.17 377.29 378.48 374.09

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012
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Table 8. SDRL of the Shewhart chart with MAD outlier detection for standard normal and t
(v = 100) distributions.

SDRL Standard Normal Distribution T-Distribution v = 100

α/m 25 50 100 250 500 1000 25 50 100 250 500 1000

0 596.32 468.02 414.04 383.16 374.68 368.66 607.33 467.10 411.17 377.81 369.81 360.34
0.001 600.30 472.43 417.55 385.96 377.25 372.35 612.79 467.20 406.53 380.03 366.57 366.34
0.002 607.28 476.91 419.54 388.33 379.39 371.64 627.84 471.38 410.10 376.44 372.50 365.67
0.003 615.99 477.95 422.41 389.95 380.10 375.45 617.88 474.03 415.42 378.88 374.34 366.23
0.004 615.39 481.58 423.16 392.96 382.24 377.77 636.02 476.02 416.09 385.14 377.04 371.24
0.005 625.95 486.00 427.29 393.54 385.71 380.37 650.31 480.25 420.69 387.36 377.24 370.45
0.006 636.60 488.82 430.22 396.23 386.61 383.77 637.39 483.89 423.95 390.68 383.17 376.49
0.007 646.05 490.89 433.11 399.86 389.30 384.98 630.84 488.73 429.10 390.52 381.42 377.88
0.008 656.27 496.12 435.44 400.84 391.44 385.54 654.64 489.53 430.19 391.87 386.60 378.02
0.009 654.98 500.43 439.24 403.24 393.19 387.01 675.27 499.78 423.47 395.23 385.19 380.11
0.01 669.83 502.93 441.89 404.61 395.16 390.51 672.71 493.77 436.38 399.23 390.17 380.26

L 2.962 2.983 2.9925 2.997 2.999 3 2.974 2.995 3.005 3.010 3.012 3.012

For better visuals of the results, we depict the ARL results (Tables 3, 5 and 7) in Figures 2 and 3
and the SDRL results (Tables 4, 6 and 8) in Figures 4 and 5.

Figure 2. In-control ARL values for the Shewhart chart from standard normal distribution in the
presence of outliers with and without outlier screening.
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Figure 3. In-control ARL values for the Shewhart chart from t-(v = 100) distribution in the presence of
outliers with and without outlier screening.

Figure 4. In-control SDRL values for the Shewhart chart from standard normal distribution in the
presence of outliers with and without outlier screening.
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Figure 5. In-control SDRL values for the Shewhart chart from t-(v = 100) distribution in the presence of
outliers with and without outlier screening.

4. Discussion

We summarize the findings of the study under the following subsections: (a) parameter estimation
effect on the Shewhart control chart, (b) effect of outliers on Shewhart X chart performance, and (c)
improvement of outliers screening models on the Shewhart X chart performance. Through the
discussion, we use the run length properties as a yardstick for measuring the performance of the charts.

4.1. Parameter Estimation Effect on the Shewhart X Control Chart

Theoretically, when the Shewhart charts parameters are known, the limit L corresponding to the
IC ARL0 = 370 is L = 3. When the parameters are estimated from phase-I samples, the first effect
of the estimation is the change in L. The control limit L deviates from its theoretical value as much
as the sample size m reduces. That implies, the smaller the sample size m, the farther the control
limit from the theoretical value. This is noticeable in Tables 1 and 2, as L changes as the sample size
does. We compute Ls based on 100,000 iterations of simulation. Secondly, in the introduction of shifts,
which makes the process OC, the RL properties values of the estimated parameters are bigger than
the theoretical values. This indicates that the chart with estimated parameters are slower in detecting
shifts in the process as compared to the chart with known parameters. For instance, (cf. Tables 1 and 2),
with m = 1000, δ = 0.5 the resulting ARL1 and SDRL1 are 156.42 and 158.84 for normal distribution
and 150.92 and 160.46 for t-distribution respectively. However, with m = 25, δ = 0.5 ARL1 and SDRL1

are 190.12 and 333.88 for normal distribution and 194.06 and 340.19 for t-distribution respectively.

4.2. Effect of Outliers on Shewhart X Control Chart performance

Haven noticed the effect of parameter estimation on Shewhart chart performance; one major
cause could be the presence of outliers in the dataset. The results in Tables 3 and 4 prove that extreme
values in the sample causes great havoc to the performance of the process. As discussed earlier in
Section 4, α = 0 indicates absence of outliers, and the presence of outliers if otherwise. We observe
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jumps in the values of IC ARL and SDRL from Tables 3 and 4. With different combinations of α and m,
we say the bigger the value of α and the smaller the value of m, the gross the effect of the outliers on the
chart. Take for instance, in the normal environment, the ARL and SDRL values of just 1% of outliers
(α = 0.01) for when m = 1000 as against when m = 25. It shocks to see the ARL and SDRL jumped
from 592.55 and 612.00 to 996.3 and 4012.72 respectively. However, in the t-distribution, ARL and
SDRL values of 1% of outliers (α = 0.01) for when m = 1000 as against when m = 25, are 575.08 and
591.55 to 953.61 and 3823.24 respectively.

4.3. Improvement of Outliers Screening Models on Shewhart Chart Performance

The proposed remedy for the effect of outliers on the Shewhart chart works perfectly.
The incorporation of Tukey and MAD outlier-screening models in the Shewhart chart normalizes the
outlier effects and restores the performance even much better than it was. To access the effect
of these two screening methods, we present Figures 2–5, displaying the IC ARL values with
m = 25, 50, 100, 250, 500 and 1000, and the magnitude w = 3, without outliers screening, alongside the
IC ARL whose outliers are screened with the Tukey and MAD-based models. The IC ARL that are
supposed to be around the target 370 has jumped to more than 250% increment due to the effect of
outliers. However, with our proposed screening models; both Tukey and MAD-based models; the IC
ARL is returned back to its target with less than 5% increment and decrement. The IC SDRL also
exhibits the same pattern; in fact, its improvement is more appreciable as compared to the ARL’s.

5. Illustrative Example

In the manufacturing industry, semiconductor lithography (photolithography) refers to the
formation of three-dimensional images on the substrate for subsequent transfer of the pattern to the
substrate. A keynote aspect of this process is the bake process, both the pre (soft)-bake and post
(hard)-bake. In this section, we implement the Shewhart chart with the proposed outlier detection
models on the flow width measurement of a hard bake process. In the subsequent subsections, we give
a brief overview of the hard-bake process and then application of the Shewhart chart on the dataset
extracted from such a process (the Basics of Microlithography n.d.).

5.1. The Post (Hard) Bake Process

A typical photolithography process consist of the following sequence of operation:
substrate preparation, photoresist spin coat, pre-bake, exposure, post-exposure bake, development
and finally the post-bake. The hard-bake process, as the name implies, is used to harden the final
resist image so that it will withstand the harsh environments of etching. This post-bake ensures
complete removal of solvent, improving adhesion in wet etch processes and resistance to plasma
etches. Practitioners use different temperatures depending on the material under study. However,
the temperature should be carefully chosen and not more than 200 ◦C. A major characteristic of
this process is the wafer. Recall that the word lithography is a combination of two Greek words:
lithos meaning stones and graphia, meaning to write. Our stones in this case are silicon wafers and the
patterns are written with photoresist, which are sensitive polymers. Figures 6 and 7 depict a typical
photolithography flowchart and the hard-bake process.
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Figure 6. A flowchart of a photolithography process of semiconductor manufacturing industry.

Figure 7. Illustration of hard-bake process.

5.2. Application of Shewhart Control Charts with Outlier

In this section, we implement the findings of this study on a set of data generated from a
semiconductor manufacturing of a hard-bake process, which monitors the flow width measurement
of wafers [1]. The variable of interest is the flow width measurement (in microns) for the hard-brake
process. The data consist of 25 IC phase-I samples and 10 phase-II samples each of sample size 5.
The process mean and standard deviation of the phase-I samples are 16.7163 and 3.5167, respectively.
Therefore, we use these estimates to setup Shewhart chart control limits for monitoring phase-II
samples. Figure 8 shows all phase-I sample points staying within the limits and 3 of the phase-II
sample points stretching beyond the LCL making them OoC due to some assignable cause of variation.

Prior to setting the limits, we test the data for possible autocorrelation. The data is autocorrelation-free
as the Durbin–Watson (DW) test result proves. The value of the DW test statistics is DW = 1.7564 and the
critical values at 1% level of significance are dL = 1.19, and dU = 1.31. By the interpretation explained in
Table 9, we fail to reject the null hypothesis and conclude that there is no evidence of autocorrelation in
the data.
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Figure 8. Scatter plot of phase-I sample and the Shewhart chart with estimated parameters.

Table 9. Interpretation of Durbin–Watson autocorrelation test.

Categories Decision Rules Decisions

0↔ dL = 1.19 Reject H0 : positive autocorrelation
dL = 1.19 ↔ dU = 1.31 Inconclusive
dU = 1.31 4↔ dL = 2.69 Do not reject H0 : no autocorrelation 1.31 < DW = 1.7564 < 2.69

4− dL = 2.69↔ 4− dU = 2.81 Inconclusive
4− dU = 2.81↔ 4 Reject H0 : negative autocorrelation

Furthermore, we introduce a 5% of outliers to the phase-I samples, to illustrate the argument that
the presence of outliers affects the performance of control charts. This subsequently increased the
mean and standard deviation by 4% and 25% respectively resulting to an increased UCL and decreased
LCL. The changes in the control limits implies a wider range of the boundaries. Therefore the resulting
control charts is less efficient as compared to the previous one without outliers. Figure 9 depicts this.

Figure 9. Scatter plot of phase-I sample and the resulting Shewhart chart with estimated parameters
and 5% of outliers with magnitude 3.
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5.3. Application of Shewhart Outlier Detection Model

Having established the deficiency of the Shewhart chart with outliers on the dataset; we employ
our proposed outlier detection model with the Shewhart chart explained in Section 2.4 to rectify this
shortcoming. Figure 10 shows the application of the Shewhart Tukey-based model. It is evident
there in that the chart was not only able to restore the efficiency of the chart as there were no outliers,
detecting 3 OoC sample points, but also to identify the outliers in the phase-I sample points. Similarly,
Figure 11 portrays the scenario when the Shewhart MAD-based model is applied on the monitoring
stage. Despite the presence of outlier in the dataset, the chart is able to detect the OC sample points as
much as it does when there were no outliers.

Figure 10. Scatter plot of phase-I sample and the resulting Shewhart chart with Tukey outlier
detection screening.

Figure 11. Scatter plot of phase-I sample and the resulting Shewhart chart with MAD-outlier
detection screening.

6. Conclusions

In this article, we evaluate the performance of the Shewhart control chart for location monitoring
with estimated parameters. The study substantiates the effect of estimation error and the variability
in the practitioners’ choice of phase-I samples on the chart, especially when the samples are prone
to outliers. Increasing the phase-I sample size (although not practicably) will to some extent reduce
the gross impact on the Shewhart chart. The results of this study further prove that incorporation of
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the non-parametric outlier screening models, Tukey and MAD, in the design of the Shewhart chart is
more practicable as it requires less phase-I samples and yields better results. Another advantage of this
study lies in the simplicity of its design and ease of usage. The study rounds up with an illustrative
example with a photolithography real data. A comparison of the two detection models, Tukey and
MAD, reveals that duo relatively efficient. The study is limited to operate within the univariate setup,
while focusing on multivariate setup will be a great advantage and we plan a future study for that. Also,
proposed charts are memory-less, which implies they are suitable for monitoring large shift. However,
the idea of the study is not only applicable in Shewhart multivariate setup, but also extendable to
other control charts, like exponentially weighted moving average and cumulative sum charts both
univariate and multivariate setups.
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Abstract: There is an increasing interest in reducing the energy consumption in buildings and in
improving their energy efficiency. Building retrofitting is the employed solution for enhancing
the energy efficiency in existing buildings. However, the actual performance after retrofitting
should be analysed to check the effectiveness of the energy conservation measures. The aim
of this work was to detect and to quantify the impact that a retrofitting had in the electrical
consumption, heating demands, lighting and temperatures of a building located in the north of Spain.
The methodology employed is the application of Functional Data Analyses (FDA) in comparison
with classic mathematical techniques such as the Analysis of Variance (ANOVA). The methods
that are commonly used for assessing building refurbishment are based on vectorial approaches.
The novelty of this work is the application of FDA for assessing the energy performance of renovated
buildings. The study proves that more accurate and realistic results are obtained working with
correlated datasets than with independently distributed observations of classical methods. Moreover,
the electrical savings reached values of more than 70% and the heating demands were reduced more
than 15% for all floors in the building.

Keywords: retrofitting; refurbishment; functional data analysis; vectorial analysis; energy efficiency

1. Introduction

The building sector is considered the largest energy consumer in the European Union,
representing 40% of the final energy consumption [1]. Globally, the energy consumption of this
sector accounts for 20% of the total delivered energy [2]. Thus, there is increasing interest in improving
the energy efficiency of buildings [3–5]. Furthermore, the potential of saving energy by renovation
in Europe is considerable as two-thirds of European buildings were constructed before 1980 [6].
Building retrofitting can contribute to reduce the energy consumption of existing buildings with lower
energy efficiencies. In this context, it is important to develop methodologies that can evaluate the actual
impact of refurbishment on renovated buildings in terms of energy consumption, thermal comfort
and lighting.

Therefore, building retrofitting is essential to prove the effectiveness of the applied energy
conservation measures to check if the energy efficiency of the building has certainly improved.
However, there are very few studies that actually evaluate the retrofit of buildings [7]. Most of
the studies evaluate measures for building refurbishment based on energy simulation [8–10],
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mathematical models [11], artificial neural networks (ANN) [12] and building information modelling
(BIM) [13]. Thus, most studies analyse the energy conservation measures based on model outputs and
not proving the real effect on the building with monitored data. There is a performance gap between
simulated and measured energy consumption. Some studies have found that the calculated heating
energy consumption levels in the design phase were much lower than the measured values [14].

Some authors have evaluated the effect of refurbishment and renovations made in buildings with
real data. Ardente et al. [15] presented the results of an energy and environmental assessment of retrofit
actions implemented in six public buildings by using life cycle analysis (LCA). It is a common approach
to evaluate the decrease of energy consumption, operational cost and environmental impact in building
retrofitting [16–18]. Another approach for energy diagnosing of existing buildings is U-value in-situ
measurement [19] that characterises the heat losses through the building envelope and that can be
used to evaluate retrofitting actions [20]. Zavadskas et al. [21] proposed an approach to assess indoor
environmental conditions before and after retrofitting of dwellings with multiplicative optimality
criteria and experimental data. Hamburg et al. [14] analysed how well the energy performance targets
of building refurbishment are reached by collecting energy consumption and indoor measurements
after renovation and constructing simulations.

All of the previous presented methodologies to evaluate the retrofitting made in buildings use
vector-based data approaches. The presented methodology in this work for evaluating the impact of
a building retrofitting is based on functional analysis of monitored data before and after retrofitting.
By comparison of vector and functional analysis, we demonstrate that functional analysis provides
more realistic and accurate evaluations of the studied variables.

The methods for assessing building renovation have been applying vectorial analysis to the data.
These methods do not take into account the observations within a day as a set when evaluating the
daily behaviour of the data. As a consequence, the correlation between observations is missed.
In this context, Functional Data Analysis (FDA) can be useful because it is able to detect days
that do not have individual outliers, but may be far from the mean behaviour [22–26]. A proof
of its application is that FDA has expanded to a great number of scientific fields related with
continuous-time monitoring processes such as the environment [24,26–29], health and medical
research [30,31], industrial processes [32,33], sensor technology [34,35] or even econometrics [36].
Moreover, it has also been applied with machine learning techniques in optimisation and classification
problems [37,38]. Nowadays, FDA continues to expand its applications in more fields such as quality
control or sports [39,40]

In this work, we propose the use of FDA for assessing the impact that building retrofitting has in
the energy performance, indoor temperatures and lighting conditions of a building. The methodology
was applied to a case study of the renovated building of the Rectorate of the University of the Basque
Country (Spain). The novelty of this work is the application of FDA to statistically contrast the
differences in the energy performance of a building before and after a retrofitting. The literature
review shows that just few studies actually evaluated the retrofit of buildings with monitored data
and functional analysis was not used for this application.

The samples are composed of daily curves of variables such as electricity, heating demands and
temperatures. FDA allows making the contrast between samples taking into account the average
behaviour of the group throughout all day [24,37,41], which would not be possible with a vectorial
approach. In vectorial analysis, the data of a whole day have to be summarised in a single value to
work with daily observations. To classify a day as outlier, it has to move away from the sample mean,
in this case calculated with simplified daily observations [42,43].

On the one hand, to carry out the functional analysis, a functional ANOVA (FANOVA) was used
to evaluate whether there are differences between monitored data in the building before and after
retrofitting. On the other hand, a classical analysis of variance (ANOVA) was also used to study the
differences between the samples before and after the retrofitting [43–46]. To complement the vectorial
analysis, Kruskal’s non-parametric test was applied to contrast if the two samples come from the
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same initial distribution [47–49]. In addition, some variables such as the rate of change in sample
variance or the functional L2 distance between curves are also presented to measure the impact of
the refurbishment. The vectorial method is based on the differences between the medians, and the
functional method consists of measuring the distance between the curves that represent the mean
functions [50–52].

The results show that FDA efficiently demonstrates that the heating demands in the building were
reduced thanks to the envelope insulation, although ventilation was increased, indoor temperatures
were increased and internal lighting loads were reduced. The results also show that a significant
reduction in lighting consumption was achieved with the installation of LED lighting. Moreover, it is
demonstrated that taking into account the correlation of the data from a functional approach is a more
realistic and informative way to study how different two or more samples are.

2. Materials and Methods

2.1. Functional Data Analysis (FDA)

Functional Data Analysis (FDA) studies observations which form functions defined over
a determined set T. The infinite-dimensional structure of the data enlarges the possibilities of
research [23,27,53]. A random variable X is defined such a functional variable if it takes values
in a complete metric or semi-metric space and is observed in a discrete set of points {tj}np

j=1 ∈ [a, b]
(not necessarily equispaced) for each of the n individuals studied [54,55]. Thus, the data consist of a X

matrix with n rows representing the different individuals and np columns representing the different
discrete points where the functions are evaluated [55].

The functional model, through a process known as smoothing, converts the initial discrete values
into a set of continuous functions over time x(t) ∈ X ⊂ F , being F a functional space. To estimate
these functions, F is F = span{φ1, ..., φnb}, where φk is a base function and nb the number of basis
functions necessary to build a functional sample. Although there are other types, the basis functions
used commonly are spline or Fourier functions [56], and the expansion considered is [24,25,27,57]:

x(t) =
nb

∑
k=1

ckφk(t) (1)

where {ck}nb
k=1 represent the coefficients that shape the function x(t) with respect to the chosen set of

basis functions. In this way, the smoothing process consist on solving the following regularisation
problem [24,25,27,57]:

min
x∈F

np

∑
j=1

{zj − x(tj)}2 + λΓ(x) (2)

where zj = x(tj) + εj (being εj a value of the zero-mean random noise) is the result of observing x at
the point tj, λ a regularisation parameter that controls the intensity of the regularisation, and Γ an
operator that penalises the complexity of the solution. Taking into account the expansion, Equations (1)
and (2) can be expressed as [24,25,27,57]:

min
c

{(z − Φc)T(z − Φc) + λcTRc} (3)

where z = (z1, ..., znp)
T is the observation vector, c = (c1, ..., cnb)

T the vector coefficients of the
functional expansion, Φ the np × nb matrix of Φjk = φk(tj) elements, and R the matrix formed by nb
× nb elements [24,25,57,58]:

Rkl = 〈D2φk, D2φl〉L2(l)
=

∫
T

D2φk(t)D2φl(t)dt (4)
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where Dnφk(t) represents the nth-order differential operator of the function φk. After this, it is easy to
know that the solution can be calculated as follows:

c = (ΦtΦ + λR)−1ΦTz (5)

2.1.1. Functional Depths

Initially, the depth concept appeared in the multivariate statistics for measuring the centrality
of a point x ∈ Rd within a specific dataset: giving greater value to the points near the center [22].
Then, some authors extended this measured to FDA [59,60]. The functional depth give us a centrality
measure of a specific curve xi with respect a set of curves x1, ..., xn that comes from a stochastic process
X (·) in a defined interval [a, b] ∈ R.

There are several functional depths in the statistical literature, but the three main are:
Fraiman–Muniz [59], h-modal [61] and Random Projections [60]. The most used is the h-modal depth
because it has a better frequency of correct detection than the others [22]. The h-modal depth defines the
functional mode as the curve most densely surrounded by other curves of the dataset. In this manner,
the functional depth of a curve xi with respect the other curves in the sample is given by:

MDn(xi, h) =
n

∑
k=1

K
( ||xi − xk||

h

)
(6)

with || · || being a norm in the functional space, K : R+ → R+ a kernel function, and h a bandwidth
parameter [61]. Thus, the curve that gets the maximum value in Equation (6) is considered the
functional mode. Moreover, some authors [60,61] recommended the use of L2(l) norms and a truncated
Gaussian kernel:

||xi − xk||2 =

(∫ b

a
(xi(t)− xk(t))2dt

)1/2

K(t) =
2√
2π

exp
(
− t2

2

)
, t > 0 (7)

The principal aim of functional depths, viewed as functional dispersion measure, is the detection
of outliers. As in the classical analysis, detecting and examining these curves is important because
they may bias our functional estimations and because it allows us to discover the reasons that make
these curves deviate from the mean. Furthermore, from a functional approach, it is essential because it
may occur that the individual values of a curve are not outliers vectorially, but, instead, the complete
curve is a functional outlier [22,58]. If we assume that every curve in the data come from the same
stochastic process, a curve would be considered such an outlier for two reasons: it is at a significant
distance from the expected function of the stochastic process or its shape represents a very different
behaviour from the other curves. Therefore, the curves with functional depth below a specific C value
would be considered atypical and would be removed from the sample (see [23–26]). On the other
hand, it would be convenient to choose a C that provides a controlled type I error level. It should be
a value that, in absence of outliers, the probability of mislabelling a correct data as outlier would be
approximately a 1% [23–26]:

P(Dn(xi) ≤ C) = 0.01, i = 1, ..., n (8)

In this way, the chosen C will be first percentile of the depths distribution chosen. Since this
distribution is unknown this, percentile must be estimated using the sample data. For this purpose,
there are two different bootstrap techniques: trimming bootstrap [62] and weighting bootstrap [63].
Some studies demonstrate that, despite having a larger incorrect outlier detection, the trimming
bootstrap has a better performance detecting the curves that are actually outliers [22,64].
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2.1.2. Functional Test ANOVA (FANOVA)

Any test or contrast that can be made in a vectorial analysis can have a functional version
that usually provides more relevant information. An example of this is the classical ANOVA.
Its functional version, although also contrasting the mean levels of a variable, is based on k
independent samples Xij(t), j = 1, ..., ni t ∈ [a, b] drawn from L2(l) processes Xi, i = 1, ..., k such
that E(Xi(t)) = mi(t) [65–68]. If we have a functional sample classified in several groups such as
{Xi,Gi}n

i=1 ∈ F × G = {1, ..., G}, where G is a discrete variable that tell us the membership group,
the contrast will be: {

H0 : X1 = X2 = ... = XG
H1 : ∃k, j s.t. Xk �= Xj

(9)

After a few operations, as shown in [50,51], it is possible to go from classic (Fn) to functional
statistic (Vn).

Fn =
∑G

i ni.(Yi. − Y)2/(G − 1)

∑G
i ∑ni

j (Yij − Yi.)2/(n − G)
=⇒ Vn =

ni

∑
i<j

||Yi. − Yj.||2 (10)

In addition, according to Cuevas et al. [50] and Tarrío-Saavedra et al. [51], the asymptotic
distribution of Vn under H0 is the same as the following statistic:

V :=
G

∑
i<j

||Zi(t)− CijZj(t)||2 (11)

where Cij = (pi/pj)
1/2 and Z1(t), ..., ZG(t) are independent Gaussian processes with mean 0 and

covariance functions Ki(s, t).
Finally, H0 will be rejected, at a level α, whenever Vn > V where PH0{V > Vα} = α [52].

Because in practise it is not easy to estimate the distribution of V, usually, it is necessary to implement
a Monte Carlo procedure through which we get for each i = 1, ..., G, N iid observations

Z∗
il = (Z∗

il(t1), ..., Z∗
il(tm)), l = 1, ..., N (12)

from a m-dimensional Gaussian random variable with mean 0 and covariance matrix (K̂i(tp, tq))1≤p, q≤m.
The functional L2(l)-distances ||Zi(t)− CijZj(t)||2 are approximated by the Rm-Euclidean distances
||Z∗

il − CijZ∗
jl(t)||2. Ultimately, the replications Ṽl of V are

Ṽl =
G

∑
i<j

||Z∗
il − CijZ∗

jl || (13)

and the distribution of V is approximated from the empirical distribution to a sample Ṽ1, ..., ṼN [50,51].

2.1.3. Functional Strengths

FDA has numerous advantages but the following are the ones that make FDA suitable for studying
daily behaviours in energy variables [24,28,58]:

• It is not mandatory to have prior information on data distribution. The study does not depend on
or is not limited to certain distributions.

• The analysis takes into account time intervals as a unit. The sample analysed focusses on complete
time units such as days, months or years.

• Analysis of homogeneity. The definition of outliers is different; it is based on the idea that,
even though data do not surpass the cut-off, if they show constant deviations, they will be
identified as outlier.
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• Possibility of study trends. Besides calculating mean functions or detect outliers, it is also possible
to study slight variations from the normal data behaviour of the data without outliers.

• Complete analysis of the time spectrum. Before this approach, most analyses were based on the
values obtained in a given grid of discrete points. On the contrary, with FDA, it is possible to
work with the entire time set in a continuous way.

2.2. Building Description

The case study of this work is the Rectorate building of the University of the Basque Country
(Spain) constructed in the 1970s. It is a large building divided in three blocks (west, central and east),
as shown in Figure 1. For the purpose of this work, only the west block was considered, which is
an office building that includes a nursery. Four storeys form the block: floor 0 (Ground Floor) and
Floor 2 (2F) consist of rooms and offices while Floor 1 (1F) and Floor 3 (3F) are mainly open spaces
(see Figure 2). As the building use is office work, the occupation takes place only during weekdays,
being reduced during summer. There is lighting consumption from 7 a.m. to 8 p.m., except on the
second floor, where lighting consumption ends at 6 p.m. The building has a centralised heating system
with hot water radiators powered by a campus district heating. The heating works the whole year
following a control program according to a schedule from 6 a.m. to 7 p.m. except in July and August,
when the heating remains off. A refurbishment of the building was made in the summer of 2016 on the
ground floor and in the summer of 2017 in the rest of the building to reduce its energy consumption.

(a)

(b)

))))))))

(c)
Figure 1. (a) View of the whole rectorate building that is formed by three blocks (west, central and east).
This work focussed in the study of the retrofitting measures carried out in the west block.
(b) West block before retrofitting. (c) West block after retrofitting.

2.2.1. Building Description before Retrofitting

Before the retrofitting, the building did not have any insulation. Most of the façade was built with
precast reinforced concrete panels with non-ventilated air gap. Regarding the windows, some were
single-glazed with wooden frame, and others were double-glazed but with aluminium frame without
thermal break. Before retrofitting, there was no air conditioning or mechanical ventilation system.

2.2.2. Building Description after Retrofitting

The refurbishment consisted in several measures to improve the building’s envelope and energy
system. The façade was insulated with vacuum insulated panels (VIPs) to reduce heat losses through
the envelope. Some windows were replaced by high-performance windows. To improve the lighting
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consumption of the building, LED lighting was installed. A ventilation system with heat recovery was
added on each floor. Furthermore, thermostatic valves were installed to improve the control of the
hot water radiators. A detailed description of the refurbishment and an assessment of the heat loss
coefficient of the building is provided in [20].

Figure 2. Plans of the four floors in the west block of the building with their space distribution
and dimensions. The use of each space is represented with colours: offices (brown), nursery (green),
storage rooms (grey), corridors (pink) and server room (blue). In addition, the distribution of the sensors
is also displayed: circles, illuminance, temperature and relative humidity; triangles, calorimeters;
and square, lighting consumption.

2.2.3. Monitoring Description of the Building

The monitoring started before the refurbishment to investigate the necessary energy conservation
measures. Thus, monitored data before and after retrofitting from sensors located all around the
building are available. Monitored data before retrofitting correspond to 2016 and 2017, and data
after retrofitting correspond to s 2018 and 2019; all data are minute-by-minute values. In particular,
on the ground floor, the renovation started a year earlier with the insulation of a false ceiling and
the installation of LED lighting. In this case, the years considered before retrofitting are 2015 and
2016. The monitored variables include outdoors conditions, indoors conditions and building heating
and lighting consumption. Table 1 presents all the monitored variables in the building used to assess
the impact that the retrofitting had on the building’s energy performance, comfort and lighting.
Indoor condition sensors are located in several points at each floor, as shown in Figure 2. The electrical
consumption and the heating demand is provided per floor. Further information about the monitoring
of the building can be found in the work carried out by Erkoreka et al. [69].

2.3. Pre-Processing Data

Before presenting the results, it is necessary to explain the specific smoothing process performed
in this study. On the one hand, because there are parts of the day in which the variables are constant,
the basis functions chosen are splines. On the other hand, to select the optimal number of basis,
the determination coefficient R2 was taken into account to measure the smoothing adjustment in
relation to the raw data. As shown in Figure 3, the criterion was to select the minimum number of
basis (in a given grid) where the R2 surpasses the value of 99%.
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Table 1. Monitored variables in the building to assess the impact of the refurbishment in the energy
performance, illuminance and comfort of the building.

Type of Measurement Monitored Variable Units Sensor

Indoor conditions Illuminance [LUX] Siemens 5WG1 255-4AB12

Temperature [oC] ARCUS SK04-S8-CO2-TF

Electrical Consumption

Before
retrofitting

Lighting
+ elec. equipment

W Power meters ABB
EM/S and ABB a41/43 per floor

After
retrofitting

Lighting W

Ventilation + elec. equipment W Power meters ABB EM/S and
ABB a41/43 per floor

Heating consumption Thermal energy of the heating water W Calorimeter: Kamstrup Multical 602
and ZENNER Zelsius (DN20)

Figure 3. Example of the process of selecting the optimum number of basis for smoothing the original
sample. The red line represents the minimum number of basis where the R2 is higher than 0.99.

In addition, it is important highlight the data cleaning that was carried out using a functional
approach. It is known that throughout all the analysed years there were many days when the building
was closed and the information that these days provide is not only not useful, but can also distort the
final results. To solve this problem, an algorithm that searches for these days and deletes them from
the sample was developed (see Algorithm 1).

After an exploratory analysis of the data, the values of the chosen parameters for Algorithm 1 are:
β1 = 500, β2 = 250, α = 0.25, and θ = 0.5. Moreover, because there are parts of the day in which the
variables are constant, the chosen basis functions are spline. With the application of the algorithm to
the data, the sample becomes smaller but only with relevant days that take into account the normal
behaviour of the building. Figure 4 illustrates the performance of the algorithm. It can be seen that
it is capable of deleting the days with an abnormal behaviour without affecting the bulk of the data.
The days when the building was unoccupied and closed, and therefore with very small or no electrical
consumption, are detected and eliminated in the picture on the right of Figure 4.

Figure 4 also presents the mean functions (in form of curves) and the change that they suffer
after deleting non-representative days. Working with non-representative days will produce erroneous
results in any study; for example, if an ANOVA test is performed, the test may not reject the equality
of means even if the groups are different.
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Figure 4. Performance of the Functional cleaning algorithm with an example variable: Electrical demand
on the second floor of the building in the representative months (in dark gray the data before the
refurbishment, in light gray after). The number of days taken into account in each sample is also shown:
(left) the raw data and the mean functions separated between before and after the refurbishment;
and (right) the data after applying the algorithm and the mean functions separated between before
and after the refushbishment.

Algorithm 1: Functional cleaning.
Input: Data divided in groups and the parameters: β1, β2, α, θ.
Output: Data without inappropriate days.

1 Transform the data to funcional format: 1440 minute data each day.
2 Searching for missing values (NAs). The daily limits are:

β1 NAs per day β2 consecutive NAs per day
3 Delete the days that exceeded the daily limits.
4 Approximation, with an interpolation technique, of the remaining missing values.
5 Calculate the variability of every daily curve in the sample.
6 Delete the curves that:

• Have a variability less than or equal to a percentage α ∈ R of the average sample variability.
• Be below the sample mean function for at least a percentage θ ∈ R of the day.

3. Results and Discussion

The effects of the refurbishment carried out in 2017 in the Rectorate building of the University
of the Basque Country were analysed. In this analysis, lighting consumption, illuminance,
indoor temperatures and heating demand were studied. These variables were measured every minute
between 2016 and 2019 (changing 2016 for 2015 in the case of the ground floor) and only taking into
account those months in which the heating systems operate significantly (October to March). As the
retrofitting started in the summer of 2017, the months of this year after the summer are not suitable for
analysis. In this way, data were divided into nine months before retrofitting (six months in 2016 and
three months in 2017) and nine months after retrofitting (six months in 2018 and three months in 2019).

Section 3.1 presents the lighting analysis of the study and Section 3.2 the same analysis for heating
demands. The numerical results were based on the p-values of the ANOVA and Kruskal tests in the
vectorial analysis, and on the p-values of the FANOVA in the functional analysis. Different measures
are also shown to illustrate the differences between the sample groups: Dvec, the difference between
the medians from the vectorial approach; Dfunc, the average minute difference between the mean
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functions; and Ddist, the L2(l) distance between the mean functions. Additionally, to measure the
functional smoothing adjustment to the raw data, the coefficient of determination R2 is shown in
the tables. The change in the variance of monitored data (�Var) and the savings obtained with the
retrofitting, calculated in relation to the initial energy demands, are also shown from both approaches.
Lastly, all figures presented here were made with the R-programming software.

3.1. Lighting Analysis

The results of the electrical lighting consumption are shown in Figure 5. On the one hand,
the vectorial analysis by means of box plots is shown in the first row. It can be seen that, after the
refurbishment, the lighting demands of the building decreased and became more homogeneous on all
floors. This is demonstrated in Table 2, where the change is quantified, and the statistical tests used
(ANOVA and Kruskal) corroborate the change. In this case, the floor with the highest reduction was
the third floor (2004 W less) and the floor with the lowest reduction was the second floor (489 W less).
On the other hand, in the second row of Figure 5, the functional analysis, through the daily curve
graph, is presented. In this case, thanks to this approach, it can be seen that, despite the decrease in
the consumption, the retrofitting hardly affects the daily behaviour of the lighting consumption. As it
is observable in Figure 5 that the curves have very similar shapes, with the exception on the third
floor where a change in the lighting schedule was implemented. Table 2 presents the FANOVA results.
The similarity of the samples is rejected on every floor. However, the impact varies among floors,
as shown in Table 2. The first floor was the most benefited (2032 W less per minute on average) and
the third floor the least benefited (400 W less per minute on average). The differences between the two
analyses, in absolute terms, have been noticed: with the vectorial analysis the third floor obtained the
highest reduction, while with functional analysis it obtained the lowest reduction. As shown in the
second row of Figure 5, on the third floor, the reduction was concentrated on the last hours of the day;
however, on average during the day, this reduction was lower. The vectorial approach does not take
this fact into account because it distorts the sample with the calculation of daily averages.

Figure 5. Analysis of the electrical lighting consumption on each floor measured in W. In the first row,
the vectorial results (in form of box plots) are presented. In the second row, instead, the functional data
are represented with the respective mean functions. The data are divided into winter days before and
after the refurbishment.
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Table 2. Numerical results on each floor for lighting consumption. The vectorial results are presented
with Dv measuring the difference between medians. The functional results, accompanied with the
average minute difference (Dfunc), the L2(l) distance between the mean functions (Ddist) and the
smoothing adjustment (R2), are also presented. For both analyses, the change in the variability of the
data (�Var) and the electrical savings are displayed. Lastly, the p-values for the tests, both vectorial
and functional, are displayed in this table.

Electrical Consumption

Vectorial Analysis Functional Analysis

panova pkruskal Dvec (W) �Var Savings pfanova Dfunc (W) Ddist (L2(l)) �Var Savings R2

Floor 0 ≈0 ≈0 −587.48 −72.63% 36.96% ≈0 −609.69 34536.02 −71.80 % 38.11% 0.9909

Floor 1 ≈0 ≈0 −1987.68 −94.47% 72.68% ≈0 −2032.31 116400.04 −89.54% 73.15% 0.9903

Floor 2 ≈0 ≈0 −489.05 −43.49% 24.83% ≈0 −434.68 29537.58 −55.54% 22.50% 0.9929

Floor 3 ≈0 ≈0 −2004.80 −95.32% 53.82% ≈0 −400.82 35603.07 +17.29% 18.18% 0.9915

On the other hand, the effects of the refurbishment on the illuminance conditions were studied.
Figure 6 shows the analysis for the illuminance levels. Through vectorial analysis, an impact is also
detected, but is different on each floor. In general, the illuminance level was improved. Table 3
indicates that the floors with the biggest increase in illuminance were the first and third floors
(356 lx and 414 lx more, respectively). Ground floor was the only one with an illuminance reduction
from this point of view (270 lx less). In this case, this reduction is related to the shading that was
installed to have a better protection against natural light (see Table 3). Furthermore, observing the
functional illuminance curves floor by floor shown in the second row of Figure 6, the conclusion
is the same: there was also an improvement in the illuminance levels, and the biggest increase of
illuminance took place on the first and third floors. From this point of view, Table 3 shows that the
increments were about 174 lx on the first floor and 204 lx on the third floor, on average, every minute.
Once again, FDA makes it possible to see that the behaviour of the illuminance was maintained on all
floors. As shown in Table 3, FDA detects that the illuminance changes on the second floor, while the
vectorial approach fails in this detection (the p-values obtained are bigger than 0.05).

Figure 6. Analysis of the illuminance on each floor measured in lx. In the first row, the vectorial results
(in form of box plots) are presented. In the second row, instead, the functional data represented with the
respective mean functions. The data are divided into winter days before and after the refurbishment.
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Table 3. Numerical results on each floor for illuminance. The vectorial results are presented with Dvec

measuring the difference between medians. The functional results, accompanied with the average
minute difference (Dfunc), the L2(l) distance between the mean functions (Ddist) and the smoothing
adjustment (R2), are also presented. For both analyses, the change in the variability of the data is
displayed (�Var). Lastly, the p-values for the tests, both vectorial and functional, are displayed in
this table.

Illuminance

Vectorial Analysis Functional Analysis

panova pkruskal Dvec (lx) �Var pfanova Dfunc (lx) Ddist (L2(l)) �Var R2

Floor 0 ≈0 ≈0 −266.22 −42.27% ≈0 −286.81 15274.23 −12.51% 0.9909

Floor 1 ≈0 ≈0 +356.12 +62.88% ≈0 +174.78 9379.46 +59.44% 0.9913

Floor 2 0.217 0.278 +9.46 −27.78% ≈0 +23.33 1608.27 −9.29% 0.9904

Floor 3 ≈0 ≈0 +414.86 +81.24% ≈0 +204.32 11140.84 +66.30% 0.9914

Analysing the graphs shown in Figures 5 and 6, it can be seen that the retrofitting reduced
the electrical consumption of lighting while the illuminance levels were improved or maintained in
proper levels. The level of illuminance on the first and third floors was improved mainly due to the
replacement by LED technology, as shown in Figure 6 and Table 3. In the case of the second floor,
although it obtained an average reduction of 435 W, the illuminance level was maintained according to
European illuminance regulations. This regulation states that the optimal lighting level in offices is
500 lx, a level already reached before the renovation. In the case of the ground floor, as mentioned
above, it had to be analysed individually. The mean function of illuminance before retrofitting on this
floor had peaks above 1500 lx (see Figure 6), which indicates a high influence of natural light. After the
retrofitting, the shading that was installed to protect from sunlight achieved a reduction, on average,
of 286 lx each minute, as it can be seen in Table 3 (266 lx, observing the vectorial results). Furthermore,
the electrical consumption associated to lighting on the ground floor is also reduced. Table 2 shows
that the vectorial reduction was 587 W, and the functional reduction 609 W, on average, every minute.

Generally, monitored lighting consumption data after retrofitting have less dispersion
(see �Var in Table 2). This means that the monitored lighting data are more homogeneous. In this
case, the reduction of the data variability reaches values higher than 30% from both methods. However,
the functional analysis detects an increase of 17% in the data dispersion of the third floor, as shown
in Table 2. The functional graph of this floor in Figure 5 supports this result. The vectorial approach,
which summarises the days with the mean, distorts the results by considering false conclusions
such as, in this case, that the data variance decreased for all floors (see Table 2). On the other hand,
the homogeneity of the monitored illuminance data after the renovation is different depending on the
floor. Table 3 shows that the floors where the data dispersion was reduced are the ground and the
second floors.

From an energetic point of view, the relative electrical consumption savings after retrofitting
are also calculated. Table 2 shows that savings of more than 18% were obtained on every floor with
the functional analysis and more than 24% with the vectorial analysis. The first floor is the most
benefited floor with savings around 73% from the two approaches applied. However, there are
differences between the results of the vectorial analysis and the functional analysis. This is shown in
Figures 5 and 6 and, specifically, in Table 2 where the savings are presented. The savings calculation of
functional analysis are more accurate because it is based on the areas under the curves representing
the mean functions, taking into account the entire daily behaviour. The vectorial results, instead,
only quantify the differences between the medians of the samples.

3.2. Heating Analysis

The results show that the refurbishment had a significant impact in the heating demands of the
building. First, observing the box plots from the vectorial analysis, as shown in the first row of Figure 7,
it is clear that the heating demand was reduced on all floors. This fact is supported by vectorial tests
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that reject similarity between samples on all floors (see Table 4). After that, with the functional graphs,
as shown in the second row of Figure 7, it is also appreciated that the heating demand curves after
refurbishment are below the initial curves. This is also proved by the functional tests that reject all
the sample similarity hypothesis (see Table 4). The results shown in Table 4 change from vectorial
to functional analysis. Both analyses come to the same conclusions, but the magnitude of change is
different for each one. With vectorial approach, the reduction per floor ranges from 3667 W as the
highest reduction on the third floor to 1057 W as the lowest on the first floor. In contrast, with the
functional analysis, although the highest and lowest reduction were on the same floors, the values
of the reduction are not the same. The heating demand, each minute, was reduced on average 3918
W on third floor and 1456 W on first floor. Therefore, the relative heating savings were significant
(see Table 4). The floor most benefited was the third floor; both analysis obtained savings higher than
a 30% on this floor. Again, the ground floor had to be analysed individually because, in addition to the
installation of shading in 2017 that prevents solar gains, a false ceiling was already insulated on this
floor in 2015. Thus, it was possible to obtain a saving of about 12% of the initial heating demands from
vectorial results and about 17% from functional results (see Table 4).

Figure 7. Analysis of the heating demands of each floor measured in W. In the first row, the vectorial
results (in form of box plots) are presented. In the second row, instead, the functional data are
represented with the respective mean functions. The data are divided into winter days before and after
the refurbishment.

Table 4. Numerical results on each floor results for heating demands. The vectorial results are presented
with Dvec measuring the difference between medians. The functional results, accompanied with the
average minute difference (Dfunc), the L2(l) distance between the mean functions (Ddist) and the
smoothing adjustment (R2), are also presented. For both analyses, the change in the variability of the
data (�Var) and the heating savings are displayed. Lastly, the p-values for the tests, both vectorial and
functional, are calculated.

Heating Demand

Vectorial Analysis Functional Analysis

panova pkruskal Dvec (W) �Var Savings pfanova Dfunc (W) Ddist(L2(l)) �Var Savings R2

Floor 0 1.761 × 10−6 7.047 × 10−6 −1838.12 −35.68% 11.86% ≈0 −1455.83 158722.42 −30.66% 17.36% 0.9901

Floor 1 0.018 0.02 −1057.67 +24.71% 7.46% ≈0 −1975.15 95981.90 −23.89% 16.97% 0.9908

Floor 2 ≈0 ≈0 −2457.87 −43.99% 22.73% ≈0 −2158 96002.01 −43.48% 23.60% 0.9914

Floor 3 ≈0 ≈0 −3667.06 −60.22% 31.49% ≈0 −3917.87 185968.48 −51.68% 35.51% 0.9911
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In the case of the vectorial analysis, Table 4 shows that, in general, the measurements are less
variable in general (between 35% and 60% less). On the first floor, instead, this method detects an
increase in data dispersion after the retrofitting. However, this fact is not supported by the functional
approach (see Table 4). Figure 7 shows in its second row that the heating curves on this floor are
similar or even less variable. In the case of functional analysis results, as shown in Table 4, the variation
of the measurements is lower on all floors (between 23% and 51% less). The functional method is
demonstrated to be more accurate and provides more information. For instance, functional analysis
detects the demand peaks on ground floor in the morning when the heating starts, as it can be seen
in second row of Figure 7. With the vector analysis, this information is lost as shown in first row of
Figure 7.

The possible consequences of the retrofitting on the building temperatures are also studied.
Both the vectorial approach and the functional approach conclude that the temperatures increased on
every floor except on the third floor (see Figure 8 and Table 5). The tests do not detect any change in
the average indoor temperature on this floor. This is probably because this floor is a large space with
low occupancy where the temperatures were stable before and after refurbishment. This is supported,
on the one hand, by the functional analysis in Figure 8 where the curves are almost overlapping.
On the other hand, Table 5 shows that the temperature on the third floor increased very slightly and
the FANOVA test does not detect a significant change (p-value = 0.17). On the contrary, the ground,
first and second floors had higher temperatures after retrofitting, as shown in Figure 8 and Table 5.
The increase, depending on the floor and method, was between 0.5 and 2 ◦C. The reason is that after
the refurbishment the building is more insulated, heat losses are reduced and it is easier to keep it
warmer. Moreover, the temperature set point have been increased in the common zones. Only with
FDA it is detected that the retrofitting succeeds to reduce the influence of natural light on the ground
floor temperatures. In the second row of Figure 8, it is observed that temperatures on the ground
floor after refurbishment do not have peaks at the end of the day due to solar radiation. Finally,
both analyses show that the homogeneity of monitored data is significantly improved. Table 5 shows
that, on each floor and from both approaches, there is more homogeneity in the measurements related
to the building’s indoor temperatures.

Figure 8. Analysis of the temperatures on each floor measured in ◦C. In the first row, the vectorial
results (in form of box plots) are presented. In the second row, instead, the functional data are
represented with the respective mean functions. The data are divided into winter days before and after
the refurbishment.
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Table 5. Numerical results on each floor indoor temperatures. The vectorial results are presented with
Dvec measuring the difference between medians. The functional results, accompanied with the average
minute difference (Dfunc), the L2(l) distance between the functional mean (Ddist) and the smoothing
adjustment (R2), are also presented. For both analyses, the change in the variability of the data is
displayed (�Var). Lastly, the p-values for the tests, both vectorial and functional, are calculated.

Indoor Temperatures

Vectorial Analysis Functional Analysis

panova pkruskal Dvec (W) �Var pfanova Dfunc (W) Ddist (L2(l)) �Var R2

Floor 0 ≈0 ≈0 +1.92 −62.75% ≈0 +1.95 75.09 −40.10% 0.9918

Floor 1 0.001 0.004 +0.55 −45.33% ≈0 +0.35 13.43 −37.77% 0.9970

Floor 2 ≈0 ≈0 +0.76 −53.31% ≈0 +0.92 35.29 −60.68% 0.9976

Floor 3 0.39 0.274 −0.072 −50.65% 0.17 +0.002 7.97 −63.15% 0.9959

As in the electrical analysis, the relative savings obtained in the heating analysis were calculated,
as shown in Table 4. These savings reached values of more than 30% (in particular on third floor), and,
in this case, with the functional approach are higher than with the vectorial approach. The floor with
the smallest relative saving, observing the results of both methods, was the first floor, but with the
vectorial method the reduction was almost 8% and with the functional method almost 17%. In this
case, the results are more homogeneous among floors; there is not much difference from floor to
floor. As expected, the form of the heating demands curves, before and after retrofitting, is the same
although the values after retrofitting decreased (see Figure 7). Similar behaviour is appreciated in the
temperature curves (see Figure 8).

After retrofitting the indoors temperature increased on all floors, a ventilation system with
exterior air was installed and the internal gains were reduced with LED lighting. These changes
should contribute to an increase of the heating demand. However, Figure 7 and Table 4 show that the
heating demand on each floor has been reduced, demonstrating the effectiveness of façade insulation.
Besides the decrease on the heating demands, indoor temperatures in the building are maintained or
even increased, as demonstrated in Figure 8 and Table 5.

4. Conclusions

A new application of FDA and a new methodology to assess the impact of retrofitting in buildings
are presented in this paper. The study was conducted by analysing monitored data of lighting
consumption, heating demands, illuminance levels and indoor temperatures of the Rectorate building
of the University of the Basque Country (Spain). These analyses aimed to detect an impact on
the measured variables and to quantify the changes achieved with retrofitting. The methodology
used in this study is based, on the one hand, in the functional analysis contrasting the distance
between mean functions of monitored samples before and after retrofitting. On the other hand, as a
comparison, the classical or vectorial approach was carried out measuring the dissimilarities between
sample medians.

The presented method contributes with advantages over the already existing research in the
topic of building retrofitting evaluation. Some research evaluated the effect of the refurbishment
based on environmental indicators. Other studies give a measure of the heat losses before and after
retrofitting, and other studies focus on the heating demands. One of the advantages of the proposal
of using functional analysis is that it can be applied to evaluate different building variables such as
temperatures, lighting levels, electrical consumption or heating demands. Consequently, it can be
used to search for relationship or effects between variables. For instance, if the heating demand is not
reduced as expected, the evolution of other variables can be observed to look for the cause. Moreover,
a daily based analysis can be done, evaluating the peculiarities of some days in the performance of the
studied variables.
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The research contribution of this paper is the application of a mathematical method such as
functional analysis to evaluate the impact that a building retrofitting had in its energy performance.
There are few studies that present evaluations of retrofitting actions in buildings with monitored
data and the employed methods are based in vector-based data approaches. The benefits of applying
FDA to contrast and measure the similarity between samples of monitored data before and after a
retrofitting were demonstrated. An advantage of FDA is that it is not restricted to certain characteristics
of the data distribution, thus it is not necessary to test its normality. It considers complete time units,
working with the time set in a continuous way, without having to summarise them, which is beneficial
to evaluate monitored building variables. In addition, the outlier detection takes into account constant
deviations as a reason to identify an outlier, even though it does not surpass the cut-off criterion.

Furthermore, the variables used in this study are commonly analysed in different types of
buildings. The methodology presented here can be applied to assess the energy and thermal
performance of different buildings, such as industrial, residential, educational or office buildings.
Functional analysis can be applied, with variables or tools different from those used here, to evaluate
different aspects of the studied building. Thus, this method could also be used to evaluate monitored
variables in thermal facilities within an energy efficiency framework. The effectiveness and usefulness
of the functional approach to evaluate variables that affect the energy efficiency was demonstrated in
this study.

The results illustrate the greater accuracy of FDA in detecting if there was a significant change
in the studied variables in comparison with vectorial analyses results. In the illuminance analysis of
the second floor, the FANOVA detected a change (p-value ≈ 0) while the vectorial ANOVA did not
(p-value = 0.22). Additionally, FDA could detect that most of the lighting consumption reduction on
the third floor was concentrated in the last hours of the day. In addition, it has been demonstrated that
FDA can provide trustable information about the dispersion of the data. In the lighting consumption
analysis of the third floor, the greater dispersion of data after retrofitting was only identified with
FDA. Moreover, the representation of the monitored variables in a continuous way throughout the
day shows that the FDA allows a greater accuracy and a better adjustment to reality than the vectorial
methods. It allows identifying average patterns of the studied variables and it has the potential for
detecting anomalous behaviours of monitored variables. In the analysis of the heating demand of the
ground floor, the FDA reported a peak in the early hours of the day (around 7 p.m.), both before and
after the retrofitting, which the vectorial analysis did not notice.

From an energetic point of view, the conclusion is that the refurbishment carried out in the
building under study had a significant impact on its energy performance. The main aim of the
retrofitting was to reduce the heat losses. This goal was achieved, as demonstrated by the decrease in
the heating demands of the entire building even though the temperatures were increased, a ventilation
system being installed and the LED lighting reducing the internal heat gains. The analysis also shows
that the illuminance levels were improved on all floors, only decreasing on the ground floor as a
shading was installed to prevent from direct sunlight. According to FDA results, the heating demands
were reduced 17% on the ground and first floor, 24% on the second floor and 36% on the third floor.
Moreover, the reduction in lighting consumptions were 38% for the ground floor, 73% for the first floor
and around 20% for the second and third floors.
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Abstract: The aim of this paper is to study the Lagrange interpolation on the unit circle taking only
into account the separation properties of the nodal points. The novelty of this paper is that we do
not consider nodal systems connected with orthogonal or paraorthogonal polynomials, which is
an interesting approach because in practical applications this connection may not exist. A detailed
study of the properties satisfied by the nodal system and the corresponding nodal polynomial is
presented. We obtain the relevant results of the convergence related to the process for continuous
smooth functions as well as the rate of convergence. Analogous results for interpolation on the
bounded interval are deduced and finally some numerical examples are presented.

Keywords: lagrange interpolation; unit circle; nodal systems; separation properties; perturbed roots
of the unity; convergence

1. Introduction

The polynomial interpolation is a classical subject that has been widely studied under different
approaches like Lagrange, Hermite, Birkhoff, Pál-type interpolation and some others. Although it is
obvious that the subject is important by itself, its numerous numerical applications like numerical
integration or numerical derivation are not less important and indeed the polynomial interpolation
continues being a subject of current research.

Lagrange interpolation is a very good tool although it is known that for this interpolation scheme
and for good nodal systems such as the classical Chebyshev nodes there exists a continuous function
on [−1, 1] for which the Lagrange interpolation polynomial diverges (see [1]). A similar problem has
been posed for arbitrary arrays and it was proved in [2] that for each nodal array in [−1, 1], there exists
a continuous function such that the Lagrange polynomial interpolation diverges almost everywhere.
In any case, recalling the words written by Trefethen in his paper [3] we can say that there is nothing
wrong with Lagrange polynomial interpolation. "Yet the truth is, polynomial interpolants in Chebyshev
points always converge if f is a little bit smooth". As a consequence, to obtain better results one needs to
assume better properties on the function to be interpolated like bounded variation or a condition on its
modulus of continuity. Thus one of the most important questions in relation with the interpolation of
functions is the choice of the interpolation arrays or nodal systems for which one can expect to obtain
pointwise or uniform convergence to the function to be interpolated and another important issue is to
determine the class of functions for which some type of convergence can be guaranteed. The nodal
systems strongly normal or normal, introduced by Fejér, play an important role in the interpolation
theory, although from a practical point of view, the difficulty of testing the definition makes the
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applications of these systems quite limited. For these systems Grünwald studies in [4] the convergence
of the polynomials of Lagrange interpolation for functions satisfying a Lipschitz condition.

Most of the research obtain results on the convergence from the distribution properties of the
nodal points. Indeed it was Fejér, who was the first to invert the problem, trying to deduce separation
properties of the nodal systems from the interpolation results. The importance of this idea is avaled by
the fact that the required interpolation properties are easily verified.

In [5] it is proved that strongly normal distributions on [−1, 1] give quasi uniformly nodal systems
on the unit circle, that is the length of the arcs between two consecutive nodes has the order of 1

n .
Although the situation more widely studied corresponds to the bounded interval, there are important
results in some other situations in the complex plane like the unit circumference, (see [6]). By taking
into account that continuous functions on the unit circle can be approximated by Laurent polynomials,
the interpolation polynomials on the unit circumference are constructed in this Laurent space. In this
field of research, [7] deserves to be highlighted. There, the nodal points are the roots of complex
numbers with modulus 1 and in this case it is obtained a result about convergence of the interpolants
for continuous functions with a suitable modulus of continuity. Moreover, in the same paper the
problem of extending the results to general nodal systems. Indeed, since the roots of complex numbers
with modulus 1 can be interpreted like the zeros of the para-orthogonal polynomials with respect
to the Lebesgue measure, now the natural extension is to consider the zeros of the para-orthogonal
polynomials with respect to other measures.

In [8] we have generalized the results given in [7] for these new nodal systems. First we work
with nodal systems characterized by fulfilling some properties of boundedness, which are suggested
by those fulfilled by the roots of unimodular complex numbers, obtaining a result of convergence
for continuous functions with a suitable modulus of continuity. Next, by taking into account that the
zeros of the para-orthogonal polynomials with respect to measures in the Szegő class (see [9]) with
analytic extension up to |z| > 1 satisfy the properties that we need, we obtain a similar result about
convergence for these type of nodal systems.

In [10] we have studied the Lagrange interpolation process for piecewise continuous functions
with suitable properties and by using as nodal points the zeros of the para-orthogonal polynomials with
respect to analytic weights, which constitutes a novel approach to the Lagrange interpolation theory.

Another extension to more general nodal systems is given in [11] where it has opened a new
trend to interpolation at perturbed roots of unity and the functions to be interpolated belong to the
disc algebra.

Now, in the present paper we assume a distribution for the nodes that can be obtained through
a perturbation of the uniform distribution and, in particular of the roots of the unity, and which is
more general than that given in [11]. Thus in the present paper we start from a different point of
view because we base it on properties satisfied by the nodal systems and we do not need to consider
orthogonality nor para-orthogonality with respect to any measure on the unit circle. The interpolation
arrays are described by a separation property and the main goal is to obtain the properties that play a
role in the Lagrange process, as well as to present some relevant examples.

The organization of the paper is the following. In Section 2 we introduce the nodal systems
that we use throughout all the paper and we prove the main properties that they satisfy in several
propositions. Section 3 is devoted to the Lagrange interpolation problem. First we obtain the Lebesgue
constant of the process and then we study the convergence of the Lagrange interpolation polynomials
related to continuous functions with appropriate modulus of continuity. Secondly we analyze the rate
of convergence when we deal with smooth functions, (see [12]) and we also deduce analogous behavior
for interpolation on the bounded interval. The last section is devoted to give some numerical examples.

2. Some General Nodal Systems on the Unit Circle

The aim of this paper is to study interpolation problems on the unit circle T = {z ∈ C : |z| = 1}
by using nodal systems satisfying some suitable properties.
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We denote the nodal polynomials by Wn(z) and their zeros by {αj,n}n
j=1, that is, we assume that

Wn(z) =
n
∏
j=1

(z − αj,n), where |αj,n| = 1 for j = 1, · · · , n, and αj,n �= αk,n for j �= k. For simplicity, in the

sequel we omit the subscript n and we write αj instead of αj,n for j = 1, · · · , n. We denote the length
of the shortest arc between any two points of the unit circle, z1 and z2, by ̂z1 − z2, and we use the

Landau’s notation for complex sequences, denoting by an = O(bn) if | an

bn
| is bounded.

Throughout all the paper we assume that the zeros {αj}n
j=1 of the nodal polynomials Wn(z) satisfy

the following separation property: there exists a positive constant A such that for n >
A
π

the length of
the shortest arc between two consecutive nodes αj and αj+1, satisfies:

̂αj − αj+1 =
2π

n
+

A(j)
n2 with |A(j)| ≤ A ∀j = 1, · · · , n, (1)

where αn+1 = α1, that is, ̂αj − αj+1 =
2π

n
+O(

1
n2 ).

We use the same O to denote different sequences. Unless we mention otherwise, the bounds we
obtain from (1) will be uniform.

We also consider other nodal polynomials, W̃n(z), well connected with Wn(z). If we denote

W̃n(z) = zn − λ, with λ = αn
1 , then W̃n(z) =

n
∏
j=1

(z − β j), where

β j =
n√

λ, j = 1, · · · , n, and α1 = β1.

Hence it is clear that the separation property satisfied by the zeros {β j} of W̃n(z) is

̂β j − β j+1 =
2π

n
∀j = 1, · · · , n. (2)

In this section we obtain in several propositions the main properties of the nodal polynomials
Wn(z). First we recall the following well known relations between arcs and strings that we are going
to use throughout the whole paper and which is based on the convex character of the arcsin function:
If z1 and z2 belong to T then

2
π
( ̂z1 − z2) ≤ |z1 − z2| ≤ ( ̂z1 − z2). (3)

Proposition 1. If {αj}n
j=1 and {β j}n

j=1, with α1 = β1, are the nodal points satisfying the separation
properties (1) and (2) and we assume they are numbered in the clockwise sense, then

(i)

(j − 1)(
2π

n
− A

n2 ) ≤ ̂α1 − αj ≤ (j − 1)(
2π

n
+

A
n2 ), for j ≥ 1.

(ii)

(j + 1)(
2π

n
− A

n2 ) ≤ ̂αn−j − α1 ≤ (j + 1)(
2π

n
+

A
n2 ), for j ≥ 0.

(iii) ̂αj − β j ≤ (j − 1)
A
n2 , for j ≥ 1.

(iv) ̂αn−j − βn−j ≤ (j + 1)
A
n2 , for j ≥ 0.
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Proof. (i) By applying (1) we have
2π

n
− A

n2 ≤ ̂α1 − α2 ≤ 2π

n
+

A
n2 and for j ≥ 3 it holds

2π

n
− A

n2 ≤ ̂αj−1 − αj ≤ 2π

n
+

A
n2 . Then if we sum, it is straightforward (i).

(ii) Proceeding in the same way we get
2π

n
− A

n2 ≤ ̂αn − α1 ≤ 2π

n
+

A
n2 and for j ≥ 0 it holds

2π

n
− A

n2 ≤ ̂αn−j−1 − αn−j ≤ 2π

n
+

A
n2 . Hence, by computing the sums we have (ii).

(iii) We know that α1 = β1 and we distinguish two possibilities depending on the position of β j
related to αj. If ̂α1 − β j + ̂β j − αj = ̂α1 − αj,

that is, ̂β1 − β j + ̂β j − αj = ̂α1 − αj

and we use that ̂β1 − β j = (j − 1)
2π

n
, which is a consequence of (2), and we also take into account

(i) we get ̂αj − β j ≤ (j − 1)
A
n2 .

The second case corresponds to ̂α1 − αj + ̂αj − β j = ̂β1 − β j and it can be deduced in the same way.

(iv) We proceed like in (iii) distinguishing the following cases ̂αn−j − α1 = ̂αn−j − βn−j + ̂βn−j − α1

or ̂βn−j − αn−j + ̂αn−j − α1 = ̂βn−j − β1.

Notice that we can write (iii) and (iv) as follows ̂αj − β j = (j − 1)O(
1
n2 ) and ̂αn−j − βn−j =

(j + 1)O(
1
n2 ).

Proposition 2. Let us assume that the zeros of the nodal polynomials Wn(z) satisfy the separation property (1).
Then it holds

|Wn(z)| < 2eA, ∀z ∈ T. (4)

Moreover, it also holds
|W ′

n(z)|
n

< 2eA and
|W ′′

n (z)|
n2 < 2eA, ∀z ∈ T.

Proof. Since Wn(αj) = 0 for every j, let us take z ∈ T, such that z is not a nodal point. In order to
obtain the result we renumber the nodes in the clockwise sense in such a way that α1 is the nodal point
nearest to z. We distinguish two cases depending on whether the node closest to z is turning in the
clockwise sense or in the counter clockwise sense from z. If we assume that the situation is given in
Figure 1, that is, α1 is turning in the counter clockwise sense from z, then we have

̂z − α1 <
̂α1 − α2

2
≤ π

n
+

A
2n2 .

Now we consider the polynomial W̃n(z) =
n
∏
j=1

(z − β j), with β1 = α1 and satisfying (2), introduced

at the beginning of the section. Using property (1) we have
π

n
+

A
2n2 <

2π

n
= ̂α1 − β2 and then

z − β2 �= 0.
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Now, for every j it holds
z − αj

z − β j
= 1 +

β j − αj

z − β j
and therefore, by using Proposition 1,

∣∣∣∣∣ z − αj

z − β j

∣∣∣∣∣ ≤ 1 +
π

2

̂β j − αĵz − β j
≤ 1 +

π

2

(j − 1)
A
n2̂z − β j

.

Besides, from property (1) we have ̂z − β2 >
π

2n
and for j ≥ 3, ̂z − β j >

π

2n
+

(j − 2)2π

n
>

(j − 2)2π

n
.

Hence

∣∣∣∣∣ z − αj

z − β j

∣∣∣∣∣ ≤ 1 +
A
n

.

Proceeding in the same way and taking into account that for j ≥ 0 it holds that ̂βn−j − αn−j ≤
(j + 1)

A
n2 and ̂z − βn−j > (j + 1)

2π

n
we obtain

∣∣∣∣∣ z − αn−j

z − βn−j

∣∣∣∣∣ ≤ 1 +
π

2

̂βn−j − αn−ĵz − βn−j
≤ 1 +

π

2

(j + 1)
A
n2

(j + 1)
2π

n

= 1 +
A
n

.

Therefore we have that
|Wn(z)|
|W̃n(z)|

=
n

∏
j=2

∣∣∣∣∣ z − αj

z − β j

∣∣∣∣∣ < eA ∀z,

and since |W̃n(z)| ≤ 2, then we get |Wn(z)| < 2eA.
Notice that if the node closest to z, α1, is in the clockwise sense from z, we can proceed in a similar

way. Indeed ̂z − α1 <
̂α1 − αn

2
≤ π

n
+

A
2n2 and since

π

n
+

A
2n2 < ̂βn − α1 =

2π

n
then z − βn �= 0.

The second statement, related to the first and second derivatives of the nodal polynomial, is a
consequence of Bernstein’s theorem, (see [13]).

Figure 1. An arbitrary point z and the nodal system.

Proposition 3. Let us assume that the zeros of the nodal polynomials Wn(z) satisfy the separation property (1).
Then there exists a positive constant C > 0 such that for n large enough and for every j = 1, · · · , n, it holds that

|W ′
n(αj)|
n

> C. (5)
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Proof. For simplicity we take j = 1 and we try to bound from below
|W ′

n(α1)|
n

.

Thus we consider the polynomial W̃n(z) satisfying (2), that is, W̃n(z) = zn − αn
1 =

n
∏
j=1

(z − β j)

with α1 = β1.

Since W̃ ′
n(z) = nzn−1 then |W̃ ′

n(α1)| = n and so our aim is to prove that
|W ′

n(α1)|
|W̃ ′

n(α1)|
> C.

Now, by taking into account that

|W ′
n(α1)|

|W̃ ′
n(α1)|

=
n

∏
j=2

∣∣∣∣∣ α1 − αj

α1 − β j

∣∣∣∣∣ ,

we study the quotients

∣∣∣∣∣ α1 − αj

α1 − β j

∣∣∣∣∣ and

∣∣∣∣∣ α1 − αn−j

α1 − βn−j

∣∣∣∣∣ .

On the one hand, ∣∣∣∣∣ α1 − αj

α1 − β j

∣∣∣∣∣ =
∣∣∣∣∣1 + β j − αj

α1 − β j

∣∣∣∣∣ ≥ 1 −
∣∣∣∣∣ β j − αj

α1 − β j

∣∣∣∣∣ ,

and by applying (3) and Proposition 1, we have for j ≥ 2,

∣∣∣∣∣ β j − αj

α1 − β j

∣∣∣∣∣ ≤ π

2

̂β j − αĵα1 − β j
≤

π

2
(j − 1)

A
n2

(j − 1)
2π

n

=
A
4n

,

and therefore

∣∣∣∣∣ α1 − αj

α1 − β j

∣∣∣∣∣ ≥ 1 − A
4n

.

On the other hand,∣∣∣∣∣ α1 − αn−j

α1 − βn−j

∣∣∣∣∣ =
∣∣∣∣∣1 + βn−j − αn−j

α1 − βn−j

∣∣∣∣∣ ≥ 1 −
∣∣∣∣∣ βn−j − αn−j

α1 − βn−j

∣∣∣∣∣
and since for j ≥ 0 we have

∣∣∣∣∣ βn−j − αn−j

α1 − βn−j

∣∣∣∣∣ ≤ π

2

̂βn−j − αn−ĵα1 − βn−j
≤

π

2
(j + 1)

A
n2

(j + 1)
2π

n

=
A
4n

,

then

∣∣∣∣∣ α1 − αn−j

α1 − βn−j

∣∣∣∣∣ ≥ 1 − A
4n

. Hence

|W ′
n(α1)|

|W̃ ′
n(α1)|

=
n

∏
j=2

∣∣∣∣∣ α1 − αj

α1 − β j

∣∣∣∣∣ ≥ (1 − A
4n

)n−1,

that is, |W ′
n(α1)| ≥ (1 − A

4n
)n−1n. Thus, given ε > 0 if C = e

− A
4 − ε > 0, then for n large enough it

holds that |W ′
n(α1)| > Cn.

Notice that for another value of j there is no any significant difference. Indeed to obtain that

|W ′
n(αi)| > Cn, we take the auxiliary polynomial W̃n(z) = zn − αn

i =
n
∏
j=1

(z − β j) with αi = βi, we

renumber the nodes as in the previous proof and we proceed in a similar way.
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Proposition 4. Let us assume that the zeros of the nodal polynomials Wn(z) satisfy the separation property (1).
Then there exists a positive constant D > 0 such that

|Wn(z)|2
n2

n

∑
j=1

1
|z − αj|2 < D, ∀z ∈ T. (6)

Proof. Following the same steps of the proof of Lemma 2 in [14] we have

|Wn(z)|2
n

∑
j=1

1
|z − αj|2 = |zWn(z)W ′

n(z) + z2(W ′′
n (z)Wn(z)− (W ′

n(z))
2)|

and therefore by using (4) and its consequences in Proposition 2 we get

|Wn(z)|2
n2

n

∑
j=1

1
|z − αj|2 ≤ |Wn(z)|

n
|W ′

n(z)|
n

+
|W ′′

n (z)|
n2 |Wn(z)|+ |W ′

n(z)|2
n2 <

B
n

B + B2 + B2, where B = 2eA.

Remark 1. The nodal systems considered in [15] satisfy condition (1). Indeed they are the para-orthogonal
polynomials related to measures in the Baxter class, (see [16]). In that work it is also assumed the additional
condition that the sequence {(φ∗

n)
′} is uniformly bounded on T, where {φn} is the sequence of monic orthogonal

polynomials related to the measure and {φ∗
n} is the sequence of the reciprocal polynomials, (see [9]). In that

situation studied in [15], properties (4)–6) also hold. Now, in the present paper we start from a different point of
view because we base it on properties satisfied by the nodal systems and we do not need to consider orthogonality
nor para-orthogonality with respect to any measure.

3. Lagrange Interpolation. Convergence in Case of Smooth Continuous Functions

To compute the interpolation polynomials, first we recall some well known definitions related
to interpolation problems on the unit circle. We work in the space of Laurent polynomials and, in
particular, in the subspaces Λp,q[z] = span{zk : p ≤ k ≤ q}, with p and q integers p ≤ q.

Let us continue denoting by {αj}n
j=1 the zeros of the the nodal polynomial Wn(z). If {uj}n

j=1
are arbitrary complex numbers, the Laurent polynomial of Lagrange interpolation L−E[ n

2 ],E[
n−1

2 ](z) ∈
Λ−E[ n

2 ],E[
n−1

2 ][z] characterized by satisfying

L−E[ n
2 ],E[

n−1
2 ](αj) = uj, for j = 1, · · · , n,

has the following expression

L−E[ n
2 ],E[

n−1
2 ](z) =

Wn(z)
zE[ n

2 ]

n

∑
j=1

α
E[ n

2 ]
j

W ′
n(αj)(z − αj)

uj.

If F is a function and uj = F(αj) we denote the corresponding Laurent polynomial
L−E[ n

2 ],E[
n−1

2 ](F, z). If n is odd, since E[ n−1
2 ] = E[ n

2 ], then the interpolation polynomial L−E[ n
2 ],E[

n
2 ]
(z) ∈

Λ−E[ n
2 ],E[

n
2 ]
[z] and when n is even, taking into account that E[ n−1

2 ] = E[ n
2 ] − 1, then the Laurent

polynomial of Lagrange interpolation L−E[ n
2 ],E[

n
2 ]−1(z) ∈ Λ−E[ n

2 ],E[
n
2 ]−1[z].

Without loss of generality, to fix ideas and to simplify the notation we assume that the number
of nodes is even, 2n, in which case the interpolation polynomial Ln,n−1 belongs to the space Λ−n,n−1

and it can be written in terms of the fundamental polynomials as follows:
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L−n,n−1(z) =
W2n(z)

zn

2n

∑
j=1

αn
j

W ′
2n(αj)(z − αj)

uj. (7)

In order to compute the interpolation polynomials for applications and examples it is more convenient
to use the barycentric expression, which is given by

L−n,n−1(z) =

2n
∑

j=1

wj

z − αj
uj

2n
∑

j=1

wj

z − αj

, (8)

with wj =
αn

j

W ′
2n(αj)

, (see [17]).

This last expression has some advantages due to its numerical stability in the sense established
in [18]. In this article author claims literally:

The Lagrange representation of the interpolating polynomial can be rewritten in two more computationally
attractive forms: a modified Lagrange form and a barycentric form. We give an error analysis of the evaluation of
the interpolating polynomial using these two forms. The modified Lagrange formula is shown to be backward
stable. The barycentric formula has a less favourable error analysis, but is forward stable for any set of
interpolating points with a small Lebesgue constant. Therefore the barycentric formula can be significantly less
accurate than the modified Lagrange formula only for a poor choice of interpolating points.

So with a good Lebesgue constant (see next Theorem 1) we have good accuracy, at least as good
as the intensively used Lagrange interpolation on the Chebyshev nodal systems.

Following [10] we can obtain the Lebesgue constant, (see [19]), and the convergence of this
interpolatory process. Notice that this is a novelty result for our general nodal systems satisfying
property (1), although the techniques that we use are the same as in [10].

Theorem 1. There exists a positive constant L > 0 such that for every function F bounded on T it holds that

|L−n,n−1(F, z)| ≤ L ‖ F ‖∞ log n,

for every z ∈ T, where ‖ ‖∞ denotes the supremum norm on T.

Proof. Let z be an arbitrary point of T and assume that z is not a nodal point. Then, if we continue
assuming the even case, from (7) we get

|L−n,n−1(z)| ≤
2n

∑
j=1

∣∣∣ W2n(z)F(αj)

W ′
2n(αj)(z − αj)

∣∣∣,
and by our hypothesis about F and by Proposition 3 we have

|L−n,n−1(z)| ≤ ‖ F ‖∞

2nC

2n

∑
j=1

∣∣∣W2n(z)
z − αj

∣∣∣.
If we assume that the nodal points closest to z are α1 and α2n then by applying (1) we obtain that for
j > 1 it holds ̂z − αj > (j − 1)(

2π

2n
+O(

1
4n2 )).

Thus, by using (3) we obtain

1
|z − αj| <

π

2
2n

(j − 1)
1

(2π +O(
1

2n
))

=
nE

j − 1
,
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for some positive constant E.

Proceeding in the same way we get ̂z − α2n−j > j(
2π

2n
+O(

1
4n2 )) and therefore

1
|z − α2n−j| <

nE
j

.

We also obtain ∣∣∣W2n(z)
z − α1

∣∣∣, ∣∣∣W2n(z)
z − α2n

∣∣∣ < 2nK,

for some positive constant K.
Indeed |W2n(z)| = |W2n(z) − W2n(α1)| = |W2n(eiθ) − W2n(eiθ1)| ≤ 2 max

z∈T
|W ′

2n(z)||θ − θ1| ≤
max
z∈T

|W ′
2n(z)|π|z − α1| ≤ 2nK|z − α1|.

Hence

|L−n,n−1(z)| ≤ ‖ F ‖∞

2nC

(∣∣∣W2n(z)
z − α1

∣∣∣+ n

∑
j=2

∣∣∣W2n(z)
z − αj

∣∣∣+ n−1

∑
j=1

∣∣∣ W2n(z)
z − α2n−j

∣∣∣+ ∣∣∣W2n(z)
z − α2n

∣∣∣) ≤

‖ F ‖∞

2nC

(
4nK + 2

n

∑
j=2

2eAnE
j − 1

)
=

2 ‖ F ‖∞

C

(
K +

n

∑
j=2

eAE
j − 1

)
≤ 2 ‖ F ‖∞ P(1 + Hn−1,1),

with Hn−1,1 the harmonic number equal to
n−1
∑

j=1

1
j

and P a positive constant.

Remark 2. When the values of F(αi) are affected by any type of error, which we can suppose is bounded by
some ε > 0, then the previous result ensures us, taking into account the linearity of the interpolation process,
that the final result is affected by an error bounded by L log(n) ε, that is, it is at least so good as the intensively
used Lagrange interpolation on the Chebyshev nodal systems.

For applying the interpolation it could be very useful the following results concerning the
convergence and the rate of convergence for smooth continuous functions (see [10,12]).

Theorem 2. (i) Let F(z) be a function defined on T. If F is continuous with modulus of continuity ω(F, δ) =

o(| log δ|−1), then L−n,n−1(F, z) converges uniformly to F on T.

(ii) Let F(z) be a function defined on T. If F(z) =
∞
∑
−∞

Akzk with |Ak| ≤ K
1
|k|c for k �= 0, with c > 1

then L−n,n−1(F, z) uniformly converges to F on T and the rate of convergence is O
(

log n
nc−1

)
.

(iii) If F(z) is an analytic function in an open annulus containing T, then L−n,n−1(F, z) uniformly
converges to F on T. Besides, the rate of convergence is geometric.

Proof. The results are consequence of the preceding Theorem 1 and they are also based on the
properties satisfied by our nodal systems. Thus one can obtain these results following the same steps
as in the proof of Theorems 3 and 4 in [10], where one can see the details.

The Case of the Bounded Interval

We recall that the Lagrange interpolation polynomial �n−1(x) related to a nodal system {xj}n
j=1 in

[−1, 1] and satisfying the conditions {vj}n
j=1 is given by

�n−1(x) =
n

∑
j=1

wn(x)
w′

n(xj)(x − xj)
vj,

where wn(x) =
n
∏
j=1

(x − xj). When vj = f (xj) for a function f , we write �n−1( f , x).
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In this subsection we consider the nodal polynomial wn(x) =
n
∏
j=1

(x − xj) with {xj}n
j=1 ⊂ [−1, 1]

and numbered in the following way: 1 ≥ x1 > x2 > · · · > xn−1 > xn ≥ −1.
We also assume that the nodes satisfy the following separation property:

There exists a positive constant A such that for n >
A
π

(i) If x1 = 1 and xn = −1 then arccos xj+1 − arccos xj =
π

n
+

a(j)
n2 , with |a(j)| ≤ A, ∀j = 1, · · · , n− 1.

(ii) If x1 < 1 and xn = −1 then arccos xj+1 − arccos xj =
π

n
+

a(j)
n2 , with |a(j)| ≤ A, ∀j = 1, · · · , n− 1,

and 2 arccos x1 =
π

n
+

a(0)
n2 , with |a(0)| ≤ A.

(iii) If x1 = 1 and xn > −1 then arccos xj+1 − arccos xj =
π

n
+

a(j)
n2 , with |a(j)| ≤ A, ∀j = 1, · · · , n− 1,

and 2(π − arccos xn) =
π

n
+

a(n)
n2 , with |a(n)| ≤ A.

(iv) If x1 < 1 and xn > −1 then arccos xj+1 − arccos xj =
π

n
+

a(j)
n2 , with |a(j)| ≤ A, ∀j = 1, · · · , n− 1,

and 2 arccos x1 =
π

n
+

a(0)
n2 , with |a(0)| ≤ A, and 2(π − arccos xn) =

π

n
+

a(n)
n2 , with |a(n)| ≤ A.

Under the above assumptions we obtain the following results about the convergence and the rate of
convergence for the interpolation polynomials with these nodal systems.

Theorem 3. If f is a continuous function on [−1, 1] and ω( f , δ) = o(| log δ|−1), then the interpolation
polynomial �n−1( f , x) fulfilling the interpolation conditions

�n−1( f , xj) = f (xj) for j = 1, · · · , n (9)

converges uniformly to f on [−1, 1].

Proof. Let us define a continuous function F on T by F(z) = F(z) = f (x) with x =
z +

1
z

2
. Then it is

clear that its modulus of continuity satisfies

ω(F, δ) = sup
z1,z2∈T,|z1−z2|<δ

|F(z1)− F(z2)| ≤ sup
x1,x2∈[−1,1],|x1−x2|<δ

| f (x1)− f (x2)| = ω( f , δ).

To fix ideas we assume that x1 �= 1 and xn �= −1, that is, case (iv). By applying Szegő

transformation wn(
z +

1
z

2
) =

1
2nzn

n

∏
j=1

(z − αj)
n

∏
j=1

(z − αj), where
αj + αj

2
= xj, that is, αj = eiθj

with θj = arccos xj. Hence we consider the nodal polynomial W2n(z) = 2nznwn(
z +

1
z

2
) =

n

∏
j=1

(z − αj)
n

∏
j=1

(z − αj) .

Now our nodal system is constituted by {αj}n
j=1 ∪ {αj}n

j=1 and the arguments are {θj}n
j=1 ∪

{−θj}n
j=1. If we renumber the arguments in such a way that −θn = θn+1, · · · ,−θ1 = θ2n, then it

holds that

θj+1 − θj =
2π

2n
+

A(j)
n2 ,

with |A(j)| ≤ A for j = 1, · · · , 2n and θ2n+1 = θ1.
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Let L−n,n−1(F, z) be the Lagrange interpolation polynomial satisfying the conditions

L−n,n−1(F, αj) = L−n,n−1(F, αj) = f (xj), for j = 1, · · · , n.

Since F satisfies the hypothesis of Theorem 2 (i) then L−n,n−1(F, z) converges uniformly to F on T.
Analizying the expression of L−n,n−1(F, z) and by taking into account that W2n(z) as well

as W ′
2n(z) have real coefficients we get that L−n,n−1(F, z) has real coefficients. Since it is clear

that L−n,n−1(F,
1
z
) ∈ Λ−(n−1),n satisfies the same interpolation conditions, now we consider the

algebraic polynomial
1
2

(
L−n,n−1(F, z) + L−n,n−1(F,

1
z
)

)
, which has real coefficients and satisfies

the interpolation conditions (9). Since the polynomial satisfying (9) is uniquely determined, then
1
2

(
L−n,n−1(F, z) + L−n,n−1(F,

1
z
)

)
= �n−1( f , x) and it converges uniformly to f on [−1, 1].

When x1 = 1 (case (iii)), or xn = −1 (case (ii)), or x1 = 1 and xn = −1 (case (i)), one proceeds

in a similar way and the auxiliary nodal polynomials are given by W2n−1(z) =
2nzn

z − 1
wn(

z +
1
z

2
) =

(z − 1)
n

∏
j=2

(z − αj)
n

∏
j=2

(z − αj) or W2n−1(z) =
2nzn

z + 1
wn(

z +
1
z

2
) = (z + 1)

n−1

∏
j=1

(z − αj)
n−1

∏
j=1

(z − αj) or

W2n−2(z) =
2nzn

(z − 1)(z + 1)
wn(

z +
1
z

2
) = (z − 1)(z + 1)

n−1

∏
j=2

(z − αj)
n−1

∏
j=2

(z − αj), respectively. Notice

that in the four cases the nodal polynomials have real coefficients.

Notice that some well known results related to Lagrange interpolation with Chebyshev and
Chebyshev extended nodes are particular cases of the above theorem (see [9,20]).

Notice that from the proof of the above theorem and by applying Theorem 1 we can obtain an
analogous bound, the Lebesgue constant, for this interpolatory process, that is, there exists a positive
constant M such that

|�n−1( f , x)| ≤ M ‖ f ‖∞ log n. (10)

In order to obtain information concerning the rate of convergence, first we recall the following
result about the expansion of an analytic function in a Jacobi series (see [9,21]). For a more actual
version see [12].

Theorem 4. Let f (x) be analytic on the closed segment [−1, 1]. The expansion of f in a Jacobi series, f (x) ∼
∞
∑

n=0
anP(α,β)

n (x), is convergent in the interior of the greatest ellipse with foci at ±1, in which f is regular.

The expansion is divergent in the exterior of this ellipse and the sum R of the semi-axes of the ellipse of

convergence is R = lim inf
1

n
√|an|

.

Thus, in our conditions we have the following results, which are in concordance with Theorem 2.

Theorem 5. (i) If f is a function defined on [−1, 1] by f (x) = ∑∞
k=0 akTk(x), where Tk(x) is the Chebyshev

polynomial of degree k and with |ak| ≤ K
ks , with k �= 0, K > 0 and s > 1, then the Lagrange interpolation

polynomial �n−1( f , x) converges to f with rate of convergence O
(

log n
ns−1

)
.

(ii) If f is analytic on the closed segment [−1, 1], then the Lagrange interpolation polynomial �n−1( f , x)
converges to f with rate of convergence geometric.
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Proof. (i) If we decompose f like f (x) = f1,n−1(x) + f2,n−1(x) =
n−1
∑

k=0
akTk(x) +

∞
∑

k=n
akTk(x), we have

that �n−1( f1,n−1, x) = f1,n−1(x) and | f2,n−1(x)| ≤ ∞
∑

k=n
|ak| ≤ K

∞
∑

k=n

1
ks <

K
(s − 1)(n − 1)s−1 , where the

last inequality follows from the integral criterion. Thus, by applying the Lebesgue constant obtained

before in (10), we get |�n−1( f2,n−1, x)| ≤ M
K

(s − 1)(n − 1)s−1 log n. Hence

| f (x)− �n−1( f , x)| = | f1,n−1(x)− �n−1( f1,n−1, x) + f2,n−1(x)− �n−1( f2,n−1, x)| =
| f2,n−1(x)− �n−1( f2,n−1, x)| ≤ K

(s − 1)(n − 1)s−1 (1 + M log n) ≤ T
log n
ns−1 ,

for some T > 0.
(ii) Since f is analytic on [−1, 1], then it can be analytically continued to a neighborhood of [−1, 1]

in the complex plane. Hence the expansion in Chebyshev series
∞
∑

n=0
anTn(x) converges to f in the

interior of the greatest ellipse with foci at ±1, known as Bernstein ellipse ER and the sum R of the

semi-axes of the ellipse of convergence is R = lim inf
1

n
√|an|

. Then it holds that |an| ≤ Prn, for some

0 < r < 1 and P > 0.

Proceeding in the same way as before we have f (x) = f1,n−1(x) + f2,n−1(x) =
n−1
∑

k=0
akTk(x) +

∞
∑

k=n
akTk(x), �n−1( f1,n−1, x) = f1,n−1(x) and | f2,n−1(x)| ≤ ∞

∑
k=n

|ak| ≤ P
rn

1 − r
. Thus, by applying the

Lebesgue constant we get |�n−1( f2,n−1, x)| ≤ MP
rn

1 − r
log n and therefore

| f (x)− �n−1( f , x)| = | f2,n−1(x)− �n−1( f2,n−1, x)| ≤ Qrn log n ≤ Qrn
1 ,

for some Q > 0 and 0 < r < r1 < 1.

4. Numerical Examples

We have carried out different numerical experiments to visualize the main contributions of this
article. The first examples correspond to the three cases of Theorem 2 and in all of them we work in
the following way:

1. We construct the nodal systems in a quite random way. We consider four arcs or sections in

the unit circumference T. The first one begins in α1 = 1 and its
n
4

nodes are constructed in

counter clockwise sense separated by an angular length
2π

n
+ ε, where the ε are random errors

determined by using the uniform distribution in [
A
n2 2π,

2A
n2 2π]. The fourth section begins in

α1 = 1 and its
n
4

nodes are constructed in clockwise sense with arcs of angular length
2π

n
+ ε,

where the ε are random errors determined by using the uniform distribution in [
A
n2 2π,

2A
n2 2π].

The second section begins after the first one and its
n
4

nodes are constructed in counter clockwise

sense with arcs of angular length
2π

n
+ ε, where the ε are random errors determined by using the

uniform distribution in [−2A
n2 2π,− A

n2 2π]. Finally, in the third section the arcs between the nodes
are all equal.
Obviously we use different values of n and we must remark that we obtain always the same
results, really we must say similar results because due to our random choice we never have the
same nodal system.
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2. We consider a test function F(z), that we detail in each example, and we always plot F(z) in black.
3. We consider the Lagrange interpolation polynomial L−n,n−1(F, ), which interpolates the test

function at the nodal system. We always plot �(L−n,n−1(F, )) in red.

These examples are devoted to visualize the items (i), (ii) and (iii) respectively of Theorem 2.

Example 1. In this example we work with F(z) = 1 + 20
(

z + z−1

2

)
sin

(
2

z + z−1

)
for z ∈ T, which

satisfies the hypotheses of Theorem 2 (i). We take n = 1000, A = 2 and we use (8) to obtain L−n,n−1(F, ).
We represent the function F(eiθ) which takes real values and, as we have said, the real part of the

interpolation polynomial. Notice that due to its variability, F is a quite difficult function to interpolate.
Indeed, it is easy to check that F(ei θ) is not differentiable at

π

2
.

We present in Figure 2 two graphics. On the left we have a general panoramic of the interpolation along
T and we have added the interpolation points in green. We must point up that the interpolatory process is
successful where the function has no variability. However, we have an unsuccessful situation where the function
has great variability.

In the graphic on the right we have a detailed situation between 1.2 and 2, that is near
π

2
, which can help

us to understand the problem. According to the theory presented, we must increase the number of nodes to obtain
better results in this region.

Figure 2. F(z) and �(L−n,n−1(F, z)) with F(z)= 1 + 20(
z + z−1

2
) sin(

2
z + z−1 ), z = eiθ , θ ∈ [0, 2π],

θ ∈ [1.2, 2] and n = 1000.

Example 2. Now we consider the function defined on T by F(z) =
∞

∑
k=1

1
k6 (z

k + z−k), which satisifies

the hypotheses of Theorem 2. In the next Figure 3 we plot on the left F(eiθ) and �(L−n,n−1(F, eiθ)) for
θ ∈ [0, 2π] and n = 60. Notice that they are indistinguishable. On the right we plot the errors given by
�(L−n,n−1(F, eiθ))− F(eiθ) with θ ∈ [0, 2π]. We point out that the errors are less or equal than 2 × 10−8.

In the next example we also construct an alternative interpolation polynomial based on the
equispaced nodal system on T, but using the values of the function on our nodal system. We do this
because a natural criticism to our method could be that with errors as O(1/n2) we can be so close to
the equispaced nodal system to accept this approximation. We denote by A−n,n−1(F, ) this alternative
interpolation polynomial.
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Figure 3. F(z) and �(L−n,n−1(F, z)) and �(L−n,n−1(F, z)) − F(z) with F(z) =
∞
∑

k=1

1
k6 (z

k + z−k),

z = eiθ , θ ∈ [0, 2π] and n = 60.

Example 3. In this example we take F(z) = ez, n = 24, A = 2 and we use (8) to obtain the interpolation
polynomials L−n,n−1(F, ) and A−n,n−1(F, ). Taking into account that F is analytic we know that F and
L−n,n−1(F, ) must be close. In Figure 4 we plot �(F) in black, �(L−n,n−1(F, )) in red and �(A−n,n−1(F, ))
in green for z = eiθ with θ ∈ [0, 2π]. On the left hand side we have a global vision with θ ∈ [0, 2π] and we can
observe that �(F) and �(L−n,n−1(F, )) are indistinguishable; in fact for this example the maximum error was
3 × 10−9.

Although �(A−n,n−1(F, )) has a similar shape, see that it can drive us to catastrophic errors. On the right
hand side we present a detail of the previous one, which give us an idea of the error. Notice that in general we
cannot know the details of the nodal distribution.

We have done the same with the imaginary part and we obtain the same results.

Figure 4. �(F(z)), �(L−n,n−1(F, z)) and �(A−n,n−1(F, z)) with F(z) = ez, z = eiθ , θ ∈ [0, 2π], θ ∈
[4.5, 4.9] and n = 24.

Example 4. Finally we choose F(z) = χS(z) defined on T as the characteristic function of the superior arc
S of T, we take n = 2000, A = 2 and we use expression (8) to obtain L−n,n−1(F, ). We know the behavior
when the nodal system is related to para-orthogonal polynomials with respect to an analytic positive measure
(see [10]), but we do not have a theory about the behavior of L−n,n−1(F, ) in our situation. We plot the results
in Figure 5. Notice that the basic ideas of the Gibbs–Wilbraham phenomenon are present in this graphic, that is,
the convergence of the interpolator to the function in regions which are far enough from the discontinuities and a
heavy oscillation near the discontinuities. A representation of the oscillation and its amplitude, maybe, deserves
a detailed study.
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Figure 5. F(eiθ) and �(L−n,n−1(F, eiθ)) with F(z) = χS(z), z = eiθ , θ ∈ [0, 2π], θ ∈ [3, 3.3] and
n = 2000.

5. Discussion

Usually, the nodal systems used for interpolation problems are strongly connected with measures
on the bounded interval and on the unit circle and their corresponding orthogonal or paraorthogonal
polynomials. We must point out that these choices are very suitable to construct the whole theory but
in some numerical applicatons it is possible that the nodal systems do not satisfy this requisite. So, the
starting point of the paper is a distribution for the nodes that can be obtained through a perturbation
of the uniform distribution and, in particular of the roots of the unity, and which is more general than
that related to measures and orthogonality.

The results of this article contribute to elaborate a theory over these type of nodal systems, as well
as to the Lagrange interpolation theory based on these interpolatory arrays. Moreover, a theory about
the rate of convergence for some types of smooth functions is given. Finally, we translate the results to
perturbed Chevyshev nodal systems and to Lagrange interpolation on the bounded interval.

We think that this research could be of interest for some mechanical models that generate these
types of nodal systems. As an example we consider the next problem.

Let us suppose that we are studying a equatorial characteristic F(eiθ) of a planet which depends
on the angle θ and we have a theory which establishes that F(eiθ) is an analytic function. We observe
the phenomenon using an observatory in the boundary of a spatial station in an elliptic orbit of
period T which rotates over itself with period T1 (with T = n T1 and n large enough). Moreover, we
take our observations when the center of the planet, the observatory and the center of the station
are aligned. We can translate the problem thinking that the planet is our Sun, the spatial station is
our Earth and the observatory is our city. So the time between observations is the equivalent of a
solar day. It is well known that the duration of a solar day is not constant (see https://en.wikipedia.
org/wiki/Equation_of_time for a brief introduction about the so called Equation of time), in our
case have a little oscillation on T1 and our observations are taken on a nodal system which satisfies
(1). Notice that in this case we do not have a equispaced distribution nor the support of the theory
of Orthogonal Polynomials. Therefore, before this paper we did not know how to use our data to
reconstruct F(eiθ)and after this paper we can be confident about the use of Lagrange interpolation.

Some future research directions could be the study of other types of interpolation on the unit
circle and on the bounded interval by using these general interpolatory arrays; as well as to study the
correspondig Gibbs–Wilbraham phenomena.

6. Materials and Methods

The experiments given in the section Numerical examples were obtained by using personal codes
elaborated with Mathematica R© 12 (Wolfram Research Europe Ltd, Long Hanborough Oxfordshire,
United Kingdom). These programs to obtain the nodal points and to compute the interpolation
polynomials as well as the plots of the test functions and their interpolators are available at the public
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repository https://www.dropbox.com/sh/0cx9chq3jfzov2w/AAA_SvL2i7HlC7ChMGpuG-Ata?dl=0
There one can find the program related to Example 2. To obtain the other examples some minor
changes must be done.
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Abstract: Ground level concentrations of nitrogen oxide (NOx) can act as an indicator of air quality in
the urban environment. In cities with relatively good air quality, and where NOx concentrations rarely
exceed legal limits, adverse health effects on the population may still occur. Therefore, detecting
small deviations in air quality and deriving methods of controlling air pollution are challenging.
This study presents different data analytical methods which can be used to monitor and effectively
evaluate policies or measures to reduce nitrogen oxide (NOx) emissions through the detection of
pollution episodes and the removal of outliers. This method helps to identify the sources of pollution
more effectively, and enhances the value of monitoring data and exceedances of limit values. It will
detect outliers, changes and trend deviations in NO2 concentrations at ground level, and consists
of four main steps: classical statistical description techniques, statistical process control techniques,
functional analysis and a functional control process. To demonstrate the effectiveness of the outlier
detection methodology proposed, it was applied to a complete one-year NO2 dataset for a sub-urban
site in Dublin, Ireland in 2013. The findings demonstrate how the functional data approach improves
the classical techniques for detecting outliers, and in addition, how this new methodology can
facilitate a more thorough approach to defining effect air pollution control measures.

Keywords: air pollution; functional data analysis; non-normal data; statistical process control; outlier

1. Introduction

Nowadays, most cities have an increasing environmental problem related to air pollution [1–4].
This specific pollution is a continuing threat to human health and welfare, with a range of different
sources generating different pollutants which have distinct health effects on urban populations [5–7].
Detailed air quality monitoring data for pollutants, such as carbon monoxide (CO), nitrogen oxides
(NO and NO2), sulphur dioxide (SO2), ozone (O3) and particulate matter (PM10 and PM2.5), are
becoming more important because of the health problems said pollutants can cause in living beings [6].
The measurements of pollutants provide real-time data to inform the public and provide a mechanism
of alerting local residents of a possible hazard. In particular, pollutant sources from traffic emissions,
such as NOx, which represents a combination of nitrogen oxide (NO) and nitrogen dioxide (NO2), are
typically emitted at ground level from vehicles and are associated with health-related problems [8].
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Despite a reduction in emissions from the transport sector, an increasing trend in NO2 concentrations
has been observed in a number of different European countries; for example, the United Kingdom and
Ireland [9,10]. Therefore, meeting the standards and air quality guidelines by European and national
environmental agencies for pollutants such as NO2 is becoming more challenging [9], as exceedances
of pollutant concentrations can lead to short-term, chronic human health problems [11].

On the other hand, it is understandable that occasional values in polluted air samples behave as
outliers in an urban environmental database. They can be classified as local outliers [12,13] or global
outliers. Unlike global outliers, local outliers can be detected by comparison with near neighbours.
For the purpose of air pollution studies in urban areas, global outliers that deviate from the guide
values indicate that there may be a significant source of pollution. Observations which are not
excessively high but are different from neighbouring values may also contain information on unusual
processes such as pollution. Outliers may merely be noisy observations, or alternatively, they may
indicate atypical behaviour in the system. These abnormal values are very important and may lead to
useful information or significant discoveries, but also contribute to the selection of the most suitable
mitigation techniques or measures [14].

Different techniques of functional data analysis (FDA) have been used in vectorial problems. This
new methodology appeared due to the inefficiency of the classical data mining techniques treating
vector data [15]. FDA is applicable in a multitude of fields, such as environmental [16–19] and medical
research [20], and is applicable for sensors [21,22] and industrial methods [23,24]. The functional model
is based on two ideas that make it unique: it takes into account the time correlation structure of the
data and leads to a global view of the problem through curves analysis instead individual observations.
This analysis is focused on the comparison of the curves using the functional depths, a variable that
measures the centrality of a given curve within a set of curves [25]. Functional depth has already been
used in several environmental problems [26,27].

The aspiration of this research is to create a model to detect air pollution episodes and identify
outliers in gaseous emissions, and to validate this method using real world data from a suburban air
quality monitoring site in Dublin, Ireland. Although many methods are known to identify outliers
(from the classical Grubbs test [28] to a test proposed in 2019 by [29]), they are all based on the vector
approach. This study was carried out, on one hand, with conventional methods, and on the other hand,
with a functional approach; a comparative study between the two methodologies is presented. Each
method will be presented and the findings will outline the most effective method for detecting outliers
in air pollution monitoring data to enhance its capacity for informing new measures to improve local
air quality.

2. Methods

2.1. Case Study—A Sub-Urban Air Quality Monitoring Station in Dublin, Ireland

Ireland has a range of air quality monitoring stations across the country, which are part of
the national ambient air quality monitoring programme (AAMP). The data collated from these
monitoring sites are used to inform on air quality at the local and national levels, and are being used
for forecast modelling. The Blanchardstown sub-urban site is one of the 17 national sites, managed
by the Environmental Protection Agency (EPA), which monitors NO2 and is classified as a suburban
monitoring site. It is located to the west of Dublin city centre in Ireland [30]. The Blanchardstown air
quality monitoring station was selected, as it provided continuous, high-resolution NO2 data emissions
over a 1-year period. Its location is adjacent to the major arterial carriageway around Dublin city
centre, and as a monitoring location, is therefore affected by traffic emissions. In this manner, NO2

hourly data was collected throughout 2013, with 96% of data capture and availability from [31], and the
information needed about weather conditions in Dublin in 2013 was obtained on [32].

EU legislation for NO2 limit values (2008 CAFE Directive and S.I. number 180 of 2011) align with
the World Health Organisation (WHO) guidelines, with 1-hour and 1-year limit values of 200 μg/m3
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and 40 μg/m3 respectively. In circumstances in which the hourly value is exceeded on three consecutive
hours, short-term action plans must be implemented by local authorities to mitigate against continued
pollution events (limiting traffic flows, restricting construction work, industrial processes, etc.). Despite
there being no daily NO2 limit value in the EU and WHO, some countries have set an average daily
limit of 100 μg/m3 (range from 80–150 μg/m3) [31].

The sources and trends of NO2 emissions over the last 20 years has seen a recent increasing trend
due to growth in the transport sector and a recovery since the 2008 economic downturn. As such,
Ireland’s air quality in relation to NO2 is considered to be deteriorating, as measurement data suggests
it may reach limit values and the national emissions ceiling in the coming years.

2.2. Analysis Methods

A range of systems are available to analyse environmental data, such as air quality measurements.
These systems can be used to detect uncharacteristic data points by taking into account trends,
variations between neighbouring network stations and expected values with respect to the sampling
location. An example of these expert systems of data and environmental parameter validation would
be the trends analysis throughout R-programming (openair) [33].

With classical analysis, the data are only analysed statically. The proposed methodology includes
using a large amount of existing data to extract conclusions. Today, the amount of data that has been
stored in environmental databases requires automated analysis techniques. Actually, the analysis
methodology presented here is oriented to knowledge discovery in databses (KDD) [34], which
provides a complete process for extracting information and also provides a clear methodology for the
preparation of data and interpreting the results obtained. KDD involves an iterative and interactive
process of searching for models, patterns and parameters that are useful for detection, classification
and/or prediction in order to generate knowledge and help in decision making.

2.2.1. Classical Analysis

The classical monitoring strategy for air quality uses individual time series, descriptive statistics,
box plots, autocorrelation analysis, etc., to determine if any of the values fall outside of the limits and
to analyse trends [35,36]. In general, classical statistical analysis seeks to describe the distribution of a
measurable variable (descriptive statistics) and to determine the consistency of a sample drawn from
an initial population (inferential statistics). In addition, classical analysis is based on repetition; one
must measure properties of objects and try to predict the frequency of occurrence of results when the
measuring operation is repeated at random or stochastically.

This type of analysis determines the empirical frequency distribution that yields the absolute or
relative frequency of the occurrence of the different possible results of the repeated measurement of a
property of an object (discrete case). Instead, if the case is an infinitely repeated and arbitrarily precise
measurement and every outcome is diffferent, the relative frequency of a single outcome would not be
very instructive; the distribution function is used, which, for every numerical value x of the measured
variable, yields the absolute (or relative) frequency of the occurrence of all values smaller than x [37].

2.2.2. Statistical Process Control

By applying statistical process control (SPC) methods to the monitoring of a system, it is possible
to detect outliers. This study is concentrated on significantly high and low measurements, even
in situations where the values do not exceed the established limit. These methodologies can be used to
study individual observations, using individual or average charts.

The dataset should be partitioned into rational subgroups, minimising the probability of large
differences between subgroups [38]. The formation of rational subgroups is important, because
variation within subgroups can be clustered and the presence of special causes of variability can
be easily detected. However, sometimes it is not practical to use rational subgroups; for example,
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when repeated measurements in the process differ only by laboratory or analytical error. Even when
automated inspection is used, because every unit manufactured is analysed.

The rational subgroups represent the way of collecting the data. Usually, they should be gathered
so that each of them shows only the inherent variation that is natural for the process (common cause
variation). Because they contribute to identifying any other source of variation (special cause variation)
that may badly affect the process, the subgroups should avoid special-cause variation where possible.
Moreover, the limits on a control chart, which mark the boundary to identify if a process is too volatile,
are calculated on the basis of the variability within each subgroup. For this, only subgroups that
reproduce the common cause variation in a process should be selected.

Once the data are correctly structured, a normality test has to be done. If the hypothesis of
normality is rejected, there are two possibilities: use modified classical techniques to non-normal
distributions [39], or transform the data to normalise the dataset [40]. The second option applies a
Box-Cox transformation [41], which smoothes the data structure. The most widely used and known
transformation is the Box-Cox transformation, defined as follows:

X(λ)
j =

⎧⎨⎩
Xλ

j −1
λ , if λ �= 0

log(Xj), if λ =0

where λ maximises the profile likelihood function of the data Xj.
A classical analysis process can be divided in two main stages: the learning stage, when a test of

normality is performed and atypical measurements are deleted from the data; and the control stage,
when the trends are analysed to encounter out-of-control situations. At the first one, it is when the
centreline (CL) and control limits are defined. Specifically, the CL is defined with the control sample
and represents the objective value. In addition, the warning limits are set at a distance of ±2σ from it,
and control limits at ±3σ, with σ being the standard deviation of the process [42].

Shewhart control charts have been the most widely used due to their good performance in
detecting large changes in a process. However, because these charts use the most recent samples, they
do not efficiently detect small or progressive changes in a process. In this regard, complementary
rules are needed; multiple authors have defined different rules to detect specific deviations [43,44]
and to complement the initial control rules [45]. The use of these supplementary rules makes
Shewhart’s control charts more sensitive and leads to an improvement in one’s capacity to detect
non-random patterns.

A widely used way to quantify the potential of a control chart with supplementary rules is
through the average run length (ARL). The ARL, in control charts, is the average number of points
that should be analysed before showing an alert warning that the process is not under control. When
this occurs, the efficient thing to do would be to detect it as soon as possible. On the contrary, when
the process is statistically stable, it would be appropriate to have few false alarms. This term is directly
related to a Type I error (also known as α) and a Type II error (also known as β), which also describe
the sensitivity of the method, and it is highly related to the number of false alarms. For that reason, it
must be contemplated that if the capacity of this methodology to detect out-of-control situations is
high, there will be a lot of false alarms [43].

2.2.3. Functional Data Analysis

The functional data analysis works with the observations that come from a continuous random
process that is evaluated at discrete points [46]. Starting from vector samples, the dataset will be
transformed into a functional sample. The first step is to construct the most appropriate curves from
the initial points that come from the discrete values measured in the study. This process, known as
smoothing, converts the vector values into continuous functions over time. This structure of data is
essential in the air pollution context because it is taking into account all the values in the day as a
set. In this way, a day in which NO2 values are obtained with a lot of variability but which has an
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average similar to the other days, is not detected from any vectorial approach. Functional analysis
would identify these types of days as candidates for outliers. Furthermore, in several similar studies in
which they also tried to detect outliers with data from certain gases (see [23,47]), the superiority of
functional approaches was demonstrated.

In a situation where the initial observations x(tj) are contained in a set of np points, tj ∈ R

represents the time steps and np is the number of observations (j = 1, 2, . . . , np). They can be watched
as the individual values of the function x(t) ∈ X ⊂ F, F being a functional space. The estimation of
x(t) takes into account a functional space F = span{φ1, . . . , φnb}, where φk is the set of basis functions
(k = 1, 2, . . . , nb) and nb is the number of basis functions required to build a functional sample. There
are several types of basis in statistics, but the most used one is the Fourier basis [26,48]. Moreover,
with periodic data such as we have in this study, Fourier bases are the most appropriate [49]. Smoothing
consists of finding a solution to the regularisation problem [46],

min
X∈F

np

∑
j=1

{zj − x(tj)}2 + λΓ(x) (1)

with zj = x(tj) +εj being the result of observing x at the point tj; εj the random noise with zero mean,
Γ being a penalising operator focused on obtaining the simplest possible solutions; and λ being a
parameter that defines the level of the regularisation. The initial step is the following expansion

x(t) =
nb

∑
k=1

ckφk(t) (2)

where {ck}nb
k=1 are coefficients that multiply the selected basis functions. The smoothing problem can

be written as follows:
min

c
{(z − Φc)T(z − Φc) + λcT Rc} (3)

with a vector of observations z = (z1, . . . , znp)
T ; a vector of coefficients of the expansion c =

(c1, . . . , cnb)
T ; a (np, nb)-matrix Φ whose elements are Φjk = φk(tj); and a (nb, nb)-matrix R whose

elements are:
Rkl = 〈D2φk, D2φl〉L2(T) =

∫
T

D2φk(t)D2φl(t)dt (4)

Finally, the problem is solved [46] according to:

c = (Φ′Φ + λR)−1Φ′z (5)

As soon as the data are in functional form, they can be analysed to identify pollution episodes
and detect outliers. The functional data allow us to identify whether different periods of time such as
days, weeks or months are above the mean function and how much they are deviating. Moreover, it
permits the elimination of outliers which are not real; they are due to system fails. The depth concept
provides a way for ordering a set of data, contained in a euclidian space, according their proximity to
the centre of the sample.

The concept of depth appeared in multivariate analyses, and was created to measure the centrality
of a point among a cloud of them [50,51]. Over the years, this concept began to be introduced into
functional data analysis [52]. In this field, depth represents the centrality of a certain curve xi and
the mean curve is the centre of the sample. Two depth measurements very common in the context of
functional data are: Fraiman-Muniz depth (FMD) [25] and H-modal depth (HMD) [52].

Therefore, the identification of outliers with a functional approach is possible with the calculation
of depths. In this case, elements that have different behavioural patterns than the rest will be taken
into account. The concept of depth makes it possible to work with observations, defined in a given
time interval, in the form of curves, instead of having to summarise the observations of the curve into
a single value, such as the mean. This method of outlier detection is based on depth measures and
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centrality: an element that is far from the centre of the sample will have a low depth. Thus, the curves
with the least depth are the functional outliers.

Firstly, the cumulative empirical distribution function Fn,t(xi(t)) of the values of the curves
{xi(t)}n

i=1 in a certain time t ∈ [a, b] it is contemplated. It can be defined as

Fn,t(xi(t)) =
1
n

n

∑
k=1

I(xk(t) ≤ xi(t)) (6)

with I(·) being a indicator function. Subsequently, the FMD for any curve xi within a set of curves
x1, . . . , xn is calculated as

FMDn(xi(t)) =
∫ b

a
Dn(xi(t))dt (7)

where Dn(xi(t)) is the depth of the curve xi(t), ∀t ∈ [a, b], expressed as

Dn(xi(t)) = 1 −
∣∣∣∣1
2
− Fn,t(xi(t))

∣∣∣∣ (8)

On the other hand, for HMD the functional mode is the element or curve most densely surrounded
by the other curves in the dataset. HMD is defined as

HMDn(xi, h) =
n

∑
k=1

K
(‖Xi − Xk‖

h

)
(9)

with a kernel function K : R+ → R+, a bandwidth parameter h and ‖ · ‖ as the norm in a functional
space. Among all the norms, in the most cases, it is used the norm L2, expressed as

‖xi(t)− xj(t)‖2 =

(∫ b

a
(xi(t)− xj(t))2dt

)1/2

(10)

In addition, also exist several options for the kernel functions K(·). A widely used one is the
truncated Gaussian kernel, expressed as

K(t) =
2√
2π

exp
(
− t2

2

)
, t > 0 (11)

In this paper, the depth chosen to identified outliers is the HMD. The bandwidth h is the value that
leaves, below it, 15% of the data coming from the distribution of {‖xi(t)− xt(t)‖2, i, j = 1, . . . , n} [15],
and the cut-off C is selected, specifically, to have a 1% Type I error [50], according to

Pr(HMDn(xi(t)) < C) = 0.01, i = 1, . . . , n (12)

The cut-off C has to be estimated because the distribution of the functional depth is not known.
There are several ways to carry out this estimation; however, the bootstrapping method is the most
appropriate for the purpose of this research [52,53]. The steps to follow are:

1. Extract, with replacement, a new sample of the original.
2. Estimate the study parameter through the statistic of this new sample.
3. Repeat the above steps a large number of times. This repetition is also known as Monte Carlo

simulation; it relies on repetition to extract information from the data (see examples in [54,55]).
4. Obtain the empirical distribution of the statistic.
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2.2.4. Functional Strengths

The functional data analysis (FDA) has many strong points, but the ones that allow the FDA to
have a better performance in contamination analysis are the following: [18,19,24]:

• It is not necessary to know anything in advance about the distribution of the data.
• The analysis of the time sets as a unit. The sample analysed is structure in complete time units

like days or years. Individually distributed values are not taken into account.
• Analysis of homogeneity. Outliers are defined differently; data which do not exceed the limit but

which constantly have small deviations should be classified as outliers.
• Trend analysis. With these techniques, besides detect outliers, also it is possible to analyse

situations where there are no outliers but small deviations from the normal data behaviour
are observed.

• Complete analysis of the time spectrum. In classic studies, generally, the analyses are based on
specific values measured in a determined set of points. The FDA, on the other hand, made it
possible to work with the entire time spectrum of a continuous mode.

3. Results and Discussion

The results of the three methodologies presented in this document are presented below. All
figures were obtained with the R-programming [56] and Python [57] software.

3.1. Classical Analysis

To perform the classical monitoring strategy on air quality the individual time series, descriptive
statistics, box plots and autocorrelation analysis were calculated to determine if any of the values fell
outside of the limits, and to analyse trends. The descriptive statistical parameters of the dataset are
shown in Table 1:

Table 1. Summary descriptive statistics of hourly NO2 concentrations from Blanchardstown air quality
monitoring station in Dublin, Ireland. The statistical quartiles (Q1, Q2, Q3) and the interquartile range
(IQR) are also displayed. Take into account that 0 μg/m3 represents a missing or wrong value.

max 153.48 μg/m3 Q1 9.56 μg/m3

min 0 μg/m3 Q2 20.61 μg/m3

mean 28.47 μg/m3 Q3 42.33 μg/m3

mode 42.33 μg/m3 IQR 32.77 μg/m3

std 23.91 μg/m3 var 571.79μg/m3

n 8760

The descriptive statistical parameters in Table 1 show that the limit values are not exceeded.
The next step of classical data analysis is present a time series of the hourly data in 2013 (Figure 1),
ranging from the maximum value 153.48 μg/m3 to the minimum value 0 μg/m3. From here it is
possible to say that in any moment, the hourly upper limit (200 μg/m3) is not exceed and that the data
have a high variability.
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Figure 1. Individual time series of hourly NO2 concentrations from Blanchardstown air quality
monitoring station in Dublin, Ireland. Software: Python [57].

Figure 2 presents a boxplot which graphically characterises the data groups of the NO2

concentration by quartiles. The diagram graphically displays the values of the first quartile
(9.56 μg/m3); third quartile (42.33 μg/m3); the interquartile range (32.77 μg/m3); and some, in red,
that are considered atypical.

Figure 2. Box-plot of hourly NO2 concentrations from Blanchardstown air quality monitoring station.
The central and blue line represents the median, and the end of the whiskers are the quartiles (25% for
the lower part and 75% for the upper part). The red dots represent the outliers. Software: Python [57].

Figure 3 presents the frequency of hourly concentrations of NO2, which, as can be seen, are biased
by 0 values. Another weakness of this analysis is that, when data are poorly collected or no data are
available, only two options remain: either delete these observations (data are lost) or replace them
with 0 values.

Figure 4 shows the normal probability plot of the data, again affected by 0 values.
A Kolmogorov-Smirnov test and Anderson Darling test were applied to compare NO2 concentrations
to a standard normal distribution [54]. The null hypothesis is that the values have a standard normal
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distribution. The alternative hypothesis is that the values do not have that distribution. The results
obtained for both tests were p-values very close to 0, so, with a 5% significance level, statistical
evidence of the non-normality of the data has been found. The test statistic is: max(F(x)− G(x)),
where F(x) is the empirical cumulative distribution function and G(x) is the standard normal cumulative
distribution function.

Figure 3. Frequency of hourly NO2 concentrations from Blanchardstown air quality monitoring station.
Comparison of data distribution with normal. Software: Python [57].

Figure 4. Normal probability plot of hourly NO2 (QQ-plot) concentrations from Blanchardstown air
quality monitoring station. Software: Python [57].

Other tests have been performed to check whether the data approaches any type of distribution:
normal, generalised extreme value or Weibull and Rayleigh, but none have been acceptable with a null
hypothesis at 5% significance. From the classic analysis of the data it must be concluded that there
are no data that are outside the limit values. This classical method is limited to a time series analysis
with regard to the assessment of trends (Figure 1), and although it allows for the identification of the
main parameters within the data and how the data are distributed, is an incomplete method because it
provides us with information that is too simple and does not take into account the correlation between
hourly observations.
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3.2. Statistical Process Control

3.2.1. Control I-MR Charts with Individual Mean

To analyse the data using the SPC method, an individual-moving range chart (IMR chart) of
hourly NO2 concentrations was made. With the examination of the results shown in Figure 5, it can be
observed that the number of false alarms, i.e., outliers, is significant. This problem is attributable to:

• The non-normality of the data, which is clear from the analysis shown in Figure 4.
• The effect of autocorrelation in time series data (Figure 6).
• The existence of greater variability with data of different rational subgroups than within the data

inside each analised subgroup.

Figure 5. Individual-moving range chart (IMR chart) X/R with mobile range of hourly NO2

concentrations from Blanchardstown air quality monitoring station. Software: R-programming [56].

By performing an autocorrelation analysis, it can be observed from Figure 6 that the data are very
autocorrelated. This is very common in environmental data and shows that the autocorrelation has
24-hour cycles and decreases with time.

Figure 6. Sample autocorrelation function of hourly values for NO2 concentrations from
Blanchardstown air quality monitoring station. Software: Python [57].
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In Figure 6 the correlation of all data for the year is shown, while Figure 7 only shows the data of
the first 86 h in order to see in more detail, the 24 h cycles. Due to the non-normality of the data and
the data’s autocorrelation, the control chart has a large number of false alarms. Therefore, SPC is not a
very suitable method with which to detect outliers for NO2 concentration.

Figure 7. Sample autocorrelation function of hourly values for NO2 concentrations from
Blanchardstown air quality monitoring station over the initial 86 h period. Software:
R-programming [56].

3.2.2. Control Charts with Daily Rational Subgroups

The study of datasets choosing days as the rational subgroup of the X/s chart (every day is
summed up by one point), is not under control due to the non-normality and the autocorrelation (see
Figures 8 and 9). Although the chart is not under control, and there is much variability, none of the 365
days exceed the limit value (100 μg/m3).

Figure 8. Xbar-chart of hourly NO2 concentrations with the daily rational subgroup of data. Software:
R-programming [56].
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Figure 9. S-chart of hourly NO2 concentrations with the daily rational subgroup of data. Software:
R-programming [56].

3.2.3. Trend Analysis

Using the hourly NO2 concentration data, a trend analysis was undertaken to examine the diurnal
patterns and identify outliers. Figure 10 shows the box plots of hourly emissions over 365 days and
represents the mean, the confidence interval of this mean, quartiles and abnormal values in red that.
This way it is possible to studying individually the distribution of the NO2 emissions in each hour of
the day.

Figure 10. Hourly box plot of NO2 concentrations from Blanchardstown air quality monitoring station.
Software: Python [57].
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In Figure 11, where only the mean values have been represented, two maximum values were
analysed, at 9 a.m. and 7 p.m., which correspond to heavy traffic hours in this area of Dublin. These
two hours, as can be seen in Figure 10, also have high variability (wide boxes), and around them there
are numerous outliers.

Figure 11. Mean hourly NO2 concentrations from Blanchardstown air quality monitoring station.
Software: Python [57].

It can also be seen in these figures that the absolute minimum is 4 a.m., which also corresponds to
the hour with the least variability in the NO2 concentration. If a daily analysis approach is considered
throughout the year (Figure 12), it is clear that Wednesday, Thursday and Friday are the days with the
highest NO2 concentrations.

Figure 12. Daily analysis of NO2 concentrations at Blanchardstown air quality monitoring station.
Software: R-programming [56].

103



Mathematics 2020, 8, 225

Blanchardstown contains the largest shopping centre in Ireland and the most major motorway
nearby; because of this, there is a lot of traffic when rush hour and evening shopping are combined
in this area. On the other hand, there are lower concentrations during the weekend, although not as
low as expected. This is because the largest shopping centre in the country is very busy at weekends,
especially during Christmas period.

In this case, a SPC gives us more information than the previous analysis, such as the differences
in the NO2 levels between days or hours. However, it still does not take into account the complete
daily behaviour of NO2 emissions from correlated hourly measurements.

3.3. Functional Analysis of NO2 in Dublin

The subsequent step in the functional methodology is to compare the results between the classical
analysis and the SPC. In the functional methodology, the first thing to do is to build a sample of curves
based on the discrete values measured every hour. Figure 13 shows the 365 functions generated with
24 hourly data. Once the data are transformed into functional data, i.e., daily curves of 24 values,
each of them takes into account the correlation between the hourly NO2 values and can be analysed
for outliers.

Figure 13. Data represented in functional form (functions): 365 daily curves of NO2 emissions.
Software: R-programming [56].

The results obtained with the functional analysis, taking into account the depths, allow us to
identify days with abnormal functional values, even if, discreetly, they are not outliers. Despite not
exceeding the daily limit values, the concentration of NO2 over a whole day may have an abnormal
behaviour. For this reason the vectorial analysis, like SPC, does not get to detect these days. In a
different way, the functional approach detects any deviation from normal daily behaviour in the
emissions of NO2, without relying on any distribution restrictions. This is shown in Figure 14 where
the functional outliers found in this case study are presented.
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Figure 14. NO2 functional data; and in the dark grey and dotted line, the functional outliers detected.
Highlighted is the 11th day which is also an outlier. Software: R-programming [56].

The data analysed were not discretely outside the limits values; however, functionally excessive
variations were observed on specific days. It can be deduced that there were no NO2 pollution
problems in 2013 because hourly, daily and annual NO2 concentration limits were not exceeded.
But it is also important to analyse whether there are hours or days with anomalous trends of NO2

concentrations, although they remain within legal limits. The NOx (NO, NO2) is an pollutant not
coming from a natural source ([58]), and for this reason also, its involvement in the mechanisms of
depleting the ozone layer are very unfortunate. The FDA methodology has proven to be very effective
in detecting days with trends that are not the same as the rest of the data. It is important not only to
analyse whether the contamination is within the allowed limits, but also to find days that are different
than expected.

For example, on the 11th day, detected by the functional approach and highlighted in the Figure 14,
with the results obtained through the SPC, as can be seen in Figure 8, this day has a higher mean,
but it is within the limit values. Neither using the classical analysis (Figure 1) with individual time
series nor the one with the corresponding statistical parameters, it could be considered an outlier.
Figure 14 shows a strength of the functional approach by detecting this curve as an atypical day; it will
be possible to study the reasons that lead the NO2 to behave this way on this particular day. In fact,
there are several studies that demonstrate the greater power of the functional approach for detecting
outliers than other methodologies (see [17,59]). There are also studies that, specifically, show that the
depth measure used here (h-modal) is the one that achieves the lowest error rates [50].

To find a reason that explains the anomalous behaviour on those days, it would be necessary
to have greater traceability of the most important sources of NO2 emissions. It would be necessary
to have data relating to the weather conditions, traffic movements, industry sources affecting the
study area, etc. For example, incorporating weather conditions, i.e., temperatures, sunshine hours and
precipitation, could improve the assessment of outliers. The detection of outliers and air pollution
episodes can help to separate the causes of normal and specific variability, and is a first step towards
the effective design and implementation of mitigation measures. Although the only reason for these
outliers is possibly not the weather conditions, as can be seen in Table 2, those days were colder than

105



Mathematics 2020, 8, 225

usual; had very little precipitation; and in general, had fewer sunshine hours than the average for
the month.

Table 2. Sample of other environmental characteristics from Dublin (temperature, sunshine and
precipitation) which may impact hourly NO2 concentrations measured at Blanchardstown air quality
monitoring station. The averages shown represent the monthly average of each variable.

No Date Day Lowest Ta Average Lowest Ta Sunshine Hours Average Sunshine Hours Precipitations

10 10/01 Thursday −2.5 ◦C 2.6 ◦C 0 h 1.2 h 2 mm
11 11/01 Friday −0.5 ◦C 2.6 ◦C 1 h 1.2 h 0.5 mm
59 28/02 Thursday 1 ◦C 2 ◦C 0 h 2.6 h 0 mm
60 01/03 Friday −3.1 ◦C 1.2 ◦C 3 h 2.1 h 0 mm
64 5/03 Tuesday −3,8 ◦C 1.2 ◦C 5 h 2.1 h 0 mm
78 19/03 Tuesday 0 ◦C 1.2 ◦C 0 h 2.1 h 5.6 mm
122 02/05 Thursday −0.4 ◦C 6.3 ◦C 5 h 6.3 h 0 mm
193 12/07 Friday 8.7 ◦C 11.9 ◦C 14 h 7.7 h 0 mm
305 01/11 Friday 2 ◦C 4.2 ◦C 4.20 h 2.7 h 0 mm

4. Conclusions

In this paper, three different analytical methods were adopted and compared to determine their
effectiveness to identify pollution episodes and outliers. The data used come from a sub-urban air
quality monitoring site in Dublin, Ireland, and cover the whole year 2013 with hourly measurements.
Firstly, a classical vectorial approach was applied by analysing the data through time series, boxplots
and frequency plots. Secondly, a statistical process control was adopted to study the data grouped by
days or hours, and with different control charts (Xbar-chart, S-chart). Finally, to identify air pollution
episodes and outliers, a functional data analysis approach was adopted to analyse the daily patterns of
NO2 concentrations.

To effectively support the mitigation of air pollution and provide true air quality conditions,
a new approach and set of tools are required to effectively assess local air pollution. With this in
mind, the classical or vectorial approach is too simplistic, despite providing significant information for
decision making. It has several weaknesses related to the time correlation structure of the data, and the
inability to detect real outliers, days with behaviours far from the standard, just because they do not
exceed limit values. As such, more advanced and modern techniques can provide deeper insights to
support controlling air pollution episodes. Statistical process control presents similar problems. Even
though it manages to take into account the correlation between data, the lack of normality causes a
significant increase in false alarms for days that are within the legal limits; this method labels them as
outliers. This is because it works with discrete observations and it is not able to extract continuous
information from the data.

Alternately, the functional data analysis method, adapted to study pollution episodes, as shown
in this paper, presents important improvements as a method that can be extrapolated to any city in the
world. In short, it is not restricted to certain characteristics of the data distribution; takes into account
complete time units; works with the entire time spectrum of a continuous mode; and the detection
of outliers is more effective, which is very important in pollution issues. On the contrary, working
from a functional point of view can also have its drawbacks, such as the need for large amounts of
data (it is not always possible to get them), or other data constraints, such as continuity, positivity and
monotonicity. But as explained, the fact that all the hourly values of a day are not outliers does not
mean that that the day is not an outlier. The outlier search with the FDA allows one to detect days
that, for some reason, have different sets of measurements of NO2 than the rest (usually higher or with
strange peaks). Being able to study the reasons that make these daily functions behave differently from
others makes it possible to prevent them; to try to reduce the variability in emissions; and in short,
to improve air pollution control. With a classical method there would be no possibility of relating
certain events to lost hours that are labelled as outliers.
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The FDA’s approach is presented in this document as a methodology for more effective assessment
of air pollution, which is hazardous to the health of living beings, and to inform effective mitigation
measures in the future.
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Abstract: This study proposes a control chart based on functional data to detect anomalies and
estimate the normal output of industrial processes and services such as those related to the energy
efficiency domain. Companies providing statistical consultancy services in the fields of energy
efficiency; heating, ventilation and air conditioning (HVAC); installation and control; and big data
for buildings, have been striving to solve the problem of automatic anomaly detection in buildings
controlled by sensors. Given the functional nature of the critical to quality (CTQ) variables, this study
proposed a new functional data analysis (FDA) control chart method based on the concept of data
depth. Specifically, it developed a control methodology, including the Phase I and II control charts.
It is based on the calculation of the depth of functional data, the identification of outliers by smooth
bootstrap resampling and the customization of nonparametric rank control charts. A comprehensive
simulation study, comprising scenarios defined with different degrees of dependence between curves,
was conducted to evaluate the control procedure. The proposed statistical process control procedure
was also applied to detect energy efficiency anomalies in the stores of a textile company in the Panama
City. In this case, energy consumption has been defined as the CTQ variable of the HVAC system.
Briefly, the proposed methodology, which combines FDA and multivariate techniques, adapts the
concept of the control chart based on a specific case of functional data and thereby presents a novel
alternative for controlling facilities in which the data are obtained by continuous monitoring, as is the
case with a great deal of process in the framework of Industry 4.0.

Keywords: functional data analysis; statistical process control; control chart; data depth;
nonparametric control chart; energy efficiency

1. Introduction

Generally, univariate and multivariate control charts are applied to identify anomalies in the
industry and control the quality of products and services. However, the specific characteristics of
data obtained by continuous monitoring (which has become the main trend due to advancements
in sensoring and communications in the framework of Industry 4.0), require the use of increasingly
sophisticated tools that take into account the presence of autocorrelation in critical to quality (CTQ)
variables for the process under study.
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Recently, diverse solutions have been provided that propose the modification and application of
exponentially weighted moving average chart (EWMA) control charts [? ]; control charts based on
the fitting of autoregressive integrated moving average (ARIMA) models [? ]; and the use of control
charts for profiles, which is understood as the control of the parameters that define the relationship
between two different CTQ variables [? ? ? ? ]. Additionally, there are solutions that propose the
use of techniques based on the control chart concept for anomaly detection such as machine learning
techniques (neural networks and support vector machines, among others) and time series [? ? ? ? ? ? ?

? ]. The increasingly common use of these tools is attributed to the fact that they adapt very well to the
new paradigm of data (in the framework of Industry 4.0) defined by the continuous monitoring of
numerous variables. Traditional control charts cannot be applied to many of the new cases due to their
non-compliance with their starting hypotheses. In the domain of statistical quality control, the use of
the concept of latent variables along with multivariate control charts is one of the most popular and
useful alternatives to solve the problem of process control in the Industry 4.0. domain [? ? ? ].

Many of these new data, usually curves, can be studied as functional data. This is the case of data
in the fields of energy consumption, indoor and machine temperatures, relative humidity, amount of
CO2, among other variables, measured in all types of buildings. These new data, which currently
characterize industrial processes, require innovative solutions, developed by researchers in the field
of statistical quality control, based on the application of functional data analysis (FDA) techniques.
Until now, few works have been published (in relation to the importance of the topic and the frequent
monitoring of this type of data) on controlling the quality of processes when the data to be monitored
are functional CTQ variables. Among the most outstanding research in this context, Reference [? ]
compared the performances of different control charts used for monitoring functional data; these charts
are often identified as profiles in the statistical quality control literature. According to References [? ? ],
in the case of the monitoring of profiles, a set of statistical techniques (usually multivariate) is applied
for controlling processes when they are defined by the functional relationship between two variables.
However, a control chart for monitoring functional data, which is based on bootstrap resampling, is
also proposed in Reference [? ], whereas, in References [? ? ], two complete monographs are proposed
in which the concepts of control charts for profiles are adapted to the context of the functional data.
Moreover, recently, new alternatives for outlier detection based on interlaboratory studies and those
with application in industrial anomaly detection have been performed in the FDA framework [? ? ? ].

This study intends to provide an alternative solution to the detection of out-of-control anomalies
or states in the area of energy efficiency in buildings, specifically in commercial areas such as different
stores of textile companies. Therefore, an important aim of this work is to solve the problem of
such companies, specifically the ones providing lighting facilities; office automation; and heating,
ventilation and air conditioning (HVAC). One such company is Fridama SL. The group comprises
Fridama’s facilities, Σqus (web platforms for big data management) and Nerxus (statistical consultancy
for data analysis in the energy sector); the solution to the problem raised by this company is defined
by continuously monitored data over time that can be treated as profiles or functional data. Based on
this need, the present study proposes methodologies to build control charts that allow us to control the
aforementioned processes. in order to test the applied statistical methodologies for anomaly detection
properly, these companies have provided a database on a real HVAC installation, whose anomalies
and assignable causes are identified by its maintenance personnel.

These energy efficiency data are non-Gaussian and autocorrelated, as the main component of
continuously monitored data in the Industry 4.0 framework. Thus, the present proposal provides
alternative control charts for Phases I and II of the statistical process control that can deal with
non-Gaussian and autocorrelated data. As is well-known, using control charts, the process can be
controlled in the following two phases: Phase I involves the stabilization or the calibration of the
process and Phase II focuses on process monitoring. For Phase I, a control chart is proposed based
on the depth measurement of a functional datum and the idea of atypical detection; in Phase II,
a nonparametric range control chart is proposed, based on the calculation of the functional data depth,
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to monitor the process of interest. The procedure of building control charts corresponding to Phases
I and II are explained in the next section; it also shows the results of their performance through a
simulation study including diverse scenarios. The proposed methodology has been developed and
programmed in R through different functions integrated in the “Quality Control Review” package,
qcr, which can be freely and easily accessed by the practitioners.

Additionally, it provides a way to visualize the control charts for functional data, including the
original data and the curves corresponding to the estimated control limits. This visual tool allows
users and maintenance managers to relate each anomaly to an intuitively assignable cause. The results
of the simulation study and its application to the real data show the usefulness of this control chart
methodology in detecting anomalies when the process is defined by functional data, specifically the
daily curves of energy consumption in commercial areas.

1.1. Alternatives of the Statistical Quality Control When the Basic Assumptions of the Control Charts Are
Not Met

This control chart approximation for functional data is based on nonparametric multivariate
control charts, which are useful when the assumptions of Gaussianity are not met. Therefore, a brief
introduction of nonparametric control charts and statistical tools for dealing with autocorrelated data
are presented in the following section.

Recently, analyses of the robustness of different control charts against the non-compliance of
Gaussianity hypothesis have been developed. Particularly, several nonparametric control charts have
been proposed. In this domain, we should highlight the works of Regina Liu [? ? ? ], who has
developed the r, Q and S control charts based on the data depth and rank concepts and the rank or
ranges. In this regard, it is important to highlight the strong influence of Liu’s works; it must be noted
that several nonparametric alternatives for control charts are based on the concepts of data depth
and rank. Moreover, it should be emphasized that one of the most important lines of research of the
SQC, the profiles’ control charts, are based, in many cases, on the application of nonparametric or
semiparametric regression models [? ? ]. Additionally, it is also important to highlight the use of
resampling techniques for calculating natural control limits for different types of control charts [? ? ].
The work in Reference [? ] constitutes a complete monograph on the current trends for the development
of control charts.

Despite their important advantages (no assumptions on the probability distribution of CTQ
variables), nonparametric control charts are not predominantly used in the industrial and business
framework. As noted in Reference [? ], this can be attributed to several factors such as the lack of
specific software, both commercial and free; the lack of general training in nonparametric statistics that
generates insecurity and distrust in users and the lack of contrasted reference texts for the application
of nonparametric methods in SQC. However, the research activity in this field is growing, as illustrated
by the work in Reference [? ].

Another starting hypothesis of control charts is the independence of the observations. The data
continuously monitored over time by different sensors usually show a variable level of autocorrelation
(the greater the correlation the closer the observations are in time). The application of standard
techniques in the case of the violation of the independence hypothesis often results in the detection of
an unacceptable number of false alarms [? ]. Therefore, the development and analysis of techniques
that remove the sample autocorrelation is fully justified. Within these techniques, the most widespread
is the application of time series models (e.g., autoregressive moving average (ARMA) and ARIMA)
to remove the correlation between observations and the subsequent monitoring of the error variable
(difference between actual values and those estimated by the model) using control charts [? ? ? ].
Moreover, References [? ? ] propose the combination of control charts with adjustment algorithms.
Finally, the monographs of [? ? ] describe the most relevant lines of research for controlling and
monitoring autocorrelated data.
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It is important to note that this type of data is related to the control charts for functional data.
The use of FDA techniques allows us to consider the autocorrelation of the data as well as, by means
of resampling techniques, to circumvent parametric assumptions about the trend and dependence.

1.2. Control Charts for Phases I and II

The studied process is stabilized in the framework of the Phase I control charts, that is, the process
is left under control [? ]. This implies that there are no other assignable causes in the process, except for
those present due to randomness itself (non assignable causes). This is equivalent to stating that the
process remains stable—the parameters of the probability distribution of the CTQ characteristic remain
unchanged. This allows us to estimate the natural control limits for the variable that describes the
quality of the process. The natural control limits are estimated using a preliminary or calibration
sample. Thus, in this stage, the main assignable causes of variation are identified and rectified through
corrective actions. After the variations are removed, we estimate the natural control limits of the
CTQ variable corresponding to the process under control. While most of the literature in the field
has referred to Phase II control charts, within the new data paradigm for Industry 4.0, it would be
essential to develop methodologies for Phase I [? ]. In this regard, Reference [? ] presents an overview
of the recent contributions to the development of Phase I control charts. Among the latest proposals
for control charts, the work of Grasso et al. [? ] is especially interesting taking into account that is
a Phase I control chart proposal for profiles based on the use of functional data depth concept (as
well as the case of the present proposal). In fact, they proposed a Phase I control chart methodology
for profiles belonging to the “multi-modelling framework”, that includes the following stages: (1) a
classification stage of new profiles into different operating modes or profile patterns using functional
classification techniques from functional data depth measures (maximum depth approach based on
Mode depth); (2) even the identification of a novel operation mode is included; (3) Once the operation
mode corresponding to a new profile is identified, this is assigned to the corresponding control chart
and consequently a suitable control charting method is applied to determine if the process remained in
control over the period of time where those data were collected.

In this study, the atypical detection procedure presented in Reference [? ] is adapted to develop a
control chart for Phase I; this approach allows us to obtain a calibration sample from an under-control
process that can be monitored through new measurements using a Phase II rank control chart. In fact,
in Phase II, it is assumed that the process is under control [? ]; additionally, in each new sample
(monitored sample), the statistical rank is obtained and it is represented in the control chart with the
estimated lower control limit.

2. Methodology

In this section, methodologies of control charts for functional random variables, X, which take
values in a functional space E = L2(T), with T ⊂ R, are developed.

Based on observations of the functional variable X, we obtain a sample each of calibration and
monitoring; they are functional datasets of sizes n and m, respectively, which allow us to build control
charts for Phase I (in the case of the calibration sample) and Phase II (from the monitoring sample).

In the case of designing the control charts, any unstable or out-of-control process is refereed to
the assignable causes of variation emerging from unusual and avoidable events that interrupt the
process, that is, when they cause a change in the parameters of the underlying model of the profile or
functional data [? ]; these variations can be eliminated from the data by identifying and acting on the
cause; this approach will avoid such variations in the future [? ].

Concerning a method for building quality control charts, the probability of process instability
(level of significance) presents a measure of its performance. This probability, provided that it is within
the H0, allows the derivation of at least one measure (observed value of the statistic) outside the control
limits [? ]. Phase I involves the development of a method and the estimation of the level of significance;
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however, in the case of Phase II, is the process is assumed to be under control, that is, the level of
significance is fixed.

2.1. Procedure for Building a Control Chart for Phase I (Stabilization)

As mentioned above, in Phase I, the retrospective data corresponding to a calibration sample of
size n is analyzed for evaluating the stability of the process whose quality is ascertained over time and
for estimating the parameters of the control chart [? ].

In Phase I, a control chart is used to test the hypothesis that there is no change in the distribution
of observations of the variable ordered with respect to time {X1(t),X2(t), . . . ,Xn(t)}.

These changes can be punctual (freaks or bunches) or they can be related to a change in process
that is evaluated (observable through patterns of sudden or gradual change in the mean of the process).
Concerning isolated changes, it refers to the occurrence of at least one observation of the observed
variable that deviates from the distribution of the other observations [? ]. The hypothesis tested in
Phase I is:

H0 : Xi(t)
d
= Xj(t), ∀i, j ∈ {1, . . . , n}

Ha : Xi(t)
d
�= Xj(t), for some i, j ∈ {1, . . . , n}.

(1)

The stabilization phase of a process consists of applying an iterative method that allows the
detection and elimination of those observations (in this context curves) that have a deviation with
respect to the shape or magnitude of most of the observed curves. In other words, a curve is an
atypical value if it has been generated by a different stochastic process or there is a change in the trend
or variability of the stochastic process with respect to that corresponding to the remaining data [? ].
The quantity of outliers is assumed to be unknown, although small.

In this study, the proposed control charts for Phase I are based on the adaptation of outlier
detection methodologies from functional data, based on the data depth calculations [? ].

The method of the detection of outliers for functional data [? ] considers an atypical curve if its
depth is less than a specific quantile of the distribution of depths estimated by bootstrap. In other
words, an atypical curve will have a significantly low depth.

This procedure can be used with different types of functional depths. In the library fda.usc [? ],
the following alternatives are offered: Fraiman and Muniz (FM) [? ? ], mode depth [? ] and random
projections depth (RP) [? ? ]. In this work, the outlier detection procedure proposed by Febrero et al.
fda.usc has been adapted to estimate a specific quantile of the depth distribution that plays the role
of the lower control limit (LCL) for a Phase I control chart.

The control chart proposed for Phase I is estimated and plotted from a depth measurement (FM, RP
or mode) and only the lower control limit (LCL) is considered to detect if the process is out-of-control
(the depth of a curve is less than the LCL). In addition to this representation, an additional chart
showing the original curves is proposed to provide an intuitive idea about the cause behind the
identified anomaly (by checking its shape or magnitude) and thus to identify assignable causes.
For instance, in the case of the HVAC energy consumption in buildings, anomalies may include
stopping air handler, failure of the counter or sensor, a change in the regulation of the machines
and adverse weather conditions.

In Phase I, we consider the functional random variable X , from which a random sample is
drawn—{X1(t),X2(t), . . . ,Xn(t)}. These data are used to formulate the following steps to build the
control chart for Phase I:

1. Calculate the depth corresponding to each observation of the dataset, D(Xi)
n
i=1 and make a

control chart based on the depth of each datum with respect to time.
2. Choose the parameter LCL according to the significance level of the control chart, that

is, the percentage of false alarms (observations under control but erroneously detected as
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out-of-control) is small (for example, α = 1%). The following procedures are used to estimate
the LCL.

• Bootstrap procedure based on Trimmed:

– Reorder the curves according to their depths in a decreasing way. X(1), . . . ,X(n).

– It is assumed that, at most, α% of the sample can be considered outliers.
– B samples are obtained by a smoothed bootstrap procedure from the dataset resulting

from discarding the α% of the less depth curves. Let X ∗b
i , i = 1, . . . , n, b = 1, . . . , B these

bootstrap samples. To obtain each bootstrap resample:

∗ A uniform sampling is done, i∗ of 1, . . . , [n(1 − α)].

∗ Zi∗ is generated as a Gaussian process with zero mean and variance and
covariance matrix.

γΣX with γ ∈ [0, 1], where ΣX is the variance and covariance matrix of the
observations X(1), . . . ,X([n(1−α)]).

∗ Finally, you get X ∗b
i = X(i∗) + Zi∗.

– For each b = 1, . . . , B, we obtain Cb, which is the α% empirical quantile corresponding
to the distribution of the depths, D(X ∗b

i ). The output value, C = LCL, is the median of
the values Cb, b = 1, . . . , B.

• Bootstrap procedure based on weighing:

– The depths of the X1, . . . ,Xn curves are obtained.
– B samples are obtained through a smoothed bootstrap from the original dataset

weighted by their depths. Let X ∗b
i , i = 1, . . . , n, b = 1, . . . , B these bootstrap samples.

These replicas would be obtained:

∗ Weighted sampling is performed, with i∗ of 1, . . . , n and with probability
proportional to D(X1), . . . , D(Xn).

∗ Zi∗ is generated as a Gaussian process with zero mean and variance-covariance
matrix γΣX , with γ [0, 1], where ΣX is the variance and covariance matrix of the
observations X1, . . . ,Xn.

∗ Finally, we get X ∗b
i = Xi∗ + Zi∗

– For each b = 1, . . . , B, we get Cb, which is the empirical quantile corresponding to the
α% of the distribution of the depths, D(X ∗b

i ). The final value C = LCL is the quantile β

of the values Cb, with b = 1, . . . , B.

3. If there is any curve such that D(Xi) ≤ LCL for a given LCL, then it would be considered atypical
and the process would be out-of-control.

4. Additionally, a control chart including the original curves and the functional envelope obtained
from 99% of the deeper bootstrap replicas is also developed.

Moreover, once the atypical curves are detected, they are removed and the procedure is repeated
until the process becomes stable (under control), namely, defined by a total absence of atypical data.

2.2. Procedure for Building a Control Chart for Process Monitoring (Phase II)

Phase II deals with process monitoring; it involves quick detection of changes from the calibrated
sample stabilized in Phase I [? ]. For the scalar and multivariate cases, the process is monitored by
taking the estimated control limits in Phase I [? ] as a reference. In this phase, the average run length
(ARL) is used to evaluate the performance of the control charts [? ].
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In this context, we test if there are deviations between the data obtained in Phase II, also called
monitoring sample, {Xn+1(t),Xn+2(t), . . . ,Xm(t)} and the reference data {X1(t),X2(t), . . . ,Xn(t)} or
calibration sample, taking into account its distribution.

In Phase II, in the univariate case, an F distribution for the under-control process is estimated from
a calibration sample or reference data. It is assumed that F is the distribution of the CTQ variable of an
under-control process (Phase I). This distribution is used to establish control limits that will be used to
monitor the process in Phase II. The limits comprise an interval that will cover new observations of the
process with a high probability, assuming that the process is under control. In Phase II, a sample of the
G distribution is monitored. Therefore, in this stage, the methods for constructing control charts are
based on contrasting the hypothesis:

H0 : F = G
H1 : F �= G.

(2)

In the FDA context, we do not have a density function for a functional random variable X that
allows us to perform different tests corresponding to Phases I and II. Alternatively, we can estimate the
distribution of the depth corresponding to the curves that belong to a sample of functional data. Thus,
for Phase II, the use of the rank control charts [? ] is proposed in an FDA context. The calculation of
depths for functional data is proposed, which facilitate the calculation of ranks. These form the basis
for developing r control charts, called rank charts.

The adaptation of r control charts involves the calculation of the rank statistic from functional
depth measurements. The r chart plots the rank statistic as a function of time. The central control
line CL = 0.5 serves as a reference point for observing possible patterns or trends. The lower limit is
LCL = α, where α is the false alarm rate.

For the practical application of this proposal, the qcr [? ] and fda.usc [? ] R packages are used.
The fda.usc package provides tools for the calculation of functional data depth, while the rank control
chart, among other nonparametric charts proposed in Reference [? ], is applied using the qcr package,
which was developed by the authors.

As mentioned above, in Phase II, the curves corresponding to the calibration sample of
Phase I, {X1(t),X2(t), . . . ,Xn(t)}, are used for detecting changes or deviations with respect
to the behavior of the process described in Phase I. The curves of the monitoring sample,
{Xn+1(t),Xn+2(t), . . . ,Xn+m(t)}, are collected; additionally, we test the hypothesis of each new curve
belonging to the same distribution that corresponds to the calibration sample.

The procedure for estimating control charts for Phase II follows the same scheme presented in
Reference [? ]. Particularly, we assume that the rank statistic follows a uniform asymptotic distribution.
This result is applicable to the functional case because of the way the rank corresponding to each
observation is calculated (percentage of less deep curves than the observed ones). This fact provides a
computational advantage in the monitoring of continuous processes since it eliminates the need to
estimate the LCL. However, it is set as the quantile of a uniform distribution at a significance level α.

The procedure to develop the rank control chart for the functional univariate case (process
defined by one functional variable) is detailed below, which can be easily generalized to the functional
multivariate case (process defined by more than one functional variable).

1. From the reference sample {X1(t),X2(t), . . . ,Xn(t)}, get the depths of the dataset, D(Xi)
n
i=1

and the depths of the curves that make up the monitoring sample, D(Xj)
n+m
j=n+1. The depth of each

curve corresponding to the monitoring sample is calculated from the n curves of the calibration
sample, that is, with respect to n + 1 cases.

2. The rank statistic is calculated for each curve of the monitoring sample, rG(Xn+1), . . . , rG(Xm+n),
considering the calibration sample {X1(t),X2(t), . . . ,Xn(t)} as sample of reference.

rG(X ) =
#{Xi|D(Xi) ≤ D(X ), i = 1, . . . , n}

n
.
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3. The values of the rank statistic, the lower control limit LCL = α and central line CL = 0.5 (the
expected value of the rank statistic) are plotted, thereby generating the control chart.

4. Proceed to monitor the process. If at least the rank of a curve, X , is such that rG(X ) ≤ LCL,
then the process is considered out-of-control.

5. A functional control chart is developed. This is a graphical tool that allows us to identify
the possible assignable causes of the out-of-control states. The original curves are included,
those correspond to the reference and monitoring samples, in addition to the functional envelope
obtained from (1 − α)% of the deepest curves of the calibration sample.

3. Data Collection: Case Study of HVAC Installations in Commercial Areas

Here, the case study of HVAC installations’ control are considered for a clothing store of
a commercial area in the Panama City [? ]. The data stream has been obtained by using the
Σqus energy web platform. Sixteen CTQ variables are measured taking into account their ability
to provide information about the energy efficiency, air quality and the thermal comfort of the
store environment—indoor temperatures, overall energy consumption, HVAC energy consumption,
CO2 content in the air (ppm), relative humidity (%), temperatures of impulsion and return
temperatures of the chillers in different areas of the store (see Figure ??).

Figure 1. Plan of the case study store located in the Panama City.

Hourly measurements are obtained from 1 August 2017 to 31 October 2018. The operations of
the HVAC facilities of the store start at 9:00 a.m. or 10:00 a.m. At start-up, the energy consumption
peaks due to the characteristics of the HVAC installation. From 12:00 p.m., the consumption remains
relatively constant the store closure at 20:00 p.m., 21:00 p.m. or 22:00 p.m. The shutdown takes about 1
or 2 h, with consumption falling at a constant rate of change. The resulting data can be considered
functional data and thus FDA techniques can be applied. It is also important to note that this case
study is a controlled study in which the anomalies and their assignable causes have been previously
detected for the maintenance staff.

The data were obtained in the framework of a controlled environment where anomalies were
identified by the maintenance staff. They are briefly described as follows:

• On 11 September, there was a decline in the air conditioning consumption at about midday.
• On 21, 22 and 30 September, the shopping center was closed and thus there was no energy

consumption and the temperatures remained high.
• On 27 September, several maintenance tests were applied to the store’s HVAC installations.
• On 29 September, the store’s HVAC installations were stopped one hour earlier.
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• Additionally, on 19 September, the air conditioning was stopped half an hour before the usual
time. Particularly, there was a regulation change in the HVAC system.

• In mid-October, there was a leak in the air conditioning circuit. From that moment,
energy consumption began to rise.

• On 1 November, repairing activities were performed. Consequently, the consumption decreased
and the start-up consumption peak was removed.

• Between 17 and 20 November, the energy consumption in HVAC was again increased.

It is important to note that only working days have been studied in this work to evaluate the
performance of the proposed control charts.

4. Application to Real Data

This section shows the usefulness and performance of the new graphical methodology for quality
control using functional data, which is evaluated in the case study on the detection of energy efficiency
anomalies of an HVAC installation. Specifically, the case study considers a commercial area of
a well-known Galician apparel brand located in the Panama City. In this controlled case study,
the anomalies and their assignable causes were detected by the maintenance personnel.

The following section shows the need to develop and apply FDA methodologies for control charts,
considering the observations of the data of the present case study, particularly those corresponding to
August. As mentioned above, in August, no event destabilized the process due to assignable causes.
However, by using a methodology for scalar data (ignoring the autocorrelation between the variables),
an unacceptable number of false alarms could be detected.

In the scalar case, boxplot [? ] is commonly used to detect anomalous or atypical data. Figure ??

shows a traditional scalar approach for detecting outliers using boxplot. The left panel shows the
boxplot for each variable of energy consumption in HVAC systems per hour, while the right panel
shows the curves of daily energy consumption in HVAC systems, highlighting curves detected as
outliers by the descriptive procedure based on the application of boxplots to each hourly consumption.
In the usual procedure, atypical curves are those in which at least one point has been detected as an
outlier in some boxplot; however, the drawback of this approach is that it increases the probability of
type I error. It detects 12 daily energy consumption curves as outliers.

Figure 2. Detecting outliers in the heating, ventilation and air conditioning (HVAC) energy
consumption by developing a boxplot for energy consumption per h.

Based on the information described in the previous section, first, we apply the data depth control
chart for Phase I and, subsequently, the rank control chart to monitor the process during Phase II.
The application of these two statistical techniques, together with the contribution of an intuitive
graphic tool (to facilitate the detection of assignable causes for the anomalies), constitutes the new
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proposed procedure of control charts for functional data. Generally, the procedure can be summarized
as follows:

• The energy consumption curves in HVAC during August and September accounts for the
calibration sample. A broad temporal range has been taken to estimate the natural control
limits of energy consumption in HVAC accurately.

• For Phase I, the reference or calibration sample is stabilized by using the control chart developed
from the depth measures of the curves. Particularly, curves detected as atypical by FDA outlier
data detection methods are removed from the calculations to estimate the natural control limits.

• Data corresponding to October and November are monitored to confirm that there is no deviation
in the HVAC processes. If there is a change, that is, there are days with out-of-control HVAC
energy consumption, then it was recommended that the possible assignable causes should
be sought, which, when detected, should be removed in order to remove the corresponding
process variations.

In Figure ??, the black curves correspond to August (23 curves), whereas the gray curves account
for the HVAC energy consumption in September (21 curves). The days from Monday to Friday
are used in this study, taking into account that the work schedule is different on Saturday and
Sunday. In September, the actual anomalies were detected (see Figure ??, curves in red) using the
Phase I control chart based on the functional data depth outlier detection methods. Particularly,
the anomalies corresponding to 11, 21, 22, 27 and 29 September were identified (refer to Section ?? for
more information on the assignable causes of these anomalies).

Figure 3. Daily curves of energy consumption in HVAC facilities of the Panama City’s store. The natural
control limits are estimated from the curves belonging to the calibration sample, which have been
shown which (Phase I).

From this reference sample and based on the simulation study corresponding to the control
chart based on the functional depths (see Section ??), the mode functional depth and the weighed
method for outlier detection are used. Additionally, a significance level of α = 0.025 is used for the
estimation of the LCL from B = 500 bootstrap resamples, a smoothing coefficient γ = 0.8, and a
percentage of Trimming trim = 0.05, which allows obtaining an envelope of 95% of the deepest curves.
The advantage of this procedure of detecting atypical curves in the Phase I control chart based on
functional data is its flexibility to adapt to a wide variety of real problems, by regulating its parameters
(γ and trim).

The left panel of the Figure ?? shows the original gray curves, the estimate of the median (blue
curve), the functional trimmed mean (red curve) and the envelope corresponding to the 95% of the
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deepest curves, which is plotted in red. The curves detected as anomalous are shown in gray and
dotted in black. After the mentioned atypical energy consumption curves are identified, they are
removed from any calculation related to the estimation of the natural control limits, given that their
assignable causes have been identified (causes apart from the randomness of the data). Subsequently,
the process is repeated according to an iterative scheme until atypical curves associated with assignable
causes are not identified.

Figure ?? shows the functional approximation of the rank control chart, where each datum or point
accounts for a daily curve of energy consumption in HVAC. The first 23 points represent the HVAC
energy consumption curves for August, whereas the next 21 points represent the energy consumption
curves of September.

Figure 4. Left panel: Curves of daily energy consumption in HVAC facilities of the Panama City’s
store. The figure identifies curves detected as anomalies as well as functional position measurements.
Right panel: Control chart corresponds to Phase I; they facilitate the detection of anomalous curves,
thus eliminating the assignable causes of variation. The depths of each of the daily consumption curves
and the natural control limit are shown.

In this first iteration, the previously identified curves are detected as anomalous. Their structure
corresponds to an assignable cause of variation (see Section ??). They correspond to 11, 21, 22 and 29
September. However, in this iteration, the anomalous curve corresponding to 27 September has been
not detected. Additionally, the curves corresponding to 23 August, 20 and 26 September are detected.
Moreover, the data depth corresponding to the curves from 19 September are very small—they are
outside the lower control limit and thus they are identified as out-of-control states. The assignable
cause corresponding to this behavior is that the air conditioning was being shut off half an hour earlier
than usual.

In the next iteration, the following daily consumption curves are detected as out-of-control or
anomalous: 4 August, 15, 19, 25 and 27 September. In this iteration, the HVAC energy consumption
curve of 27 September and those corresponding to the last days of September are identified; the timing
of HVAC shutdown was changed for the latter part of September. Finally, energy consumption curves
are not detected as anomalous after the second iteration (see Figure ??).
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Figure 5. Under-control process (HVAC energy consumption is stabilized). Left panel: daily HVAC
energy consumption curves in the Panama City store, showing the envelope corresponding to 95% of
deeper curves. Right panel: control chart for Phase I based on functional data depth.

The process began with 44 curves, of which 9 (in the first iteration) and 5 (in the second iteration)
curves were identified as anomalous. Of these 14 energy consumption curves, 2 and 12 curves
correspond to August and September, respectively. Hence, the calibration sample comprises days in
August and September, until 18 September. The current performance of energy efficiency of HVAC
installation has been characterized through this reference or calibration sample. The next step is to
detect changes (from the reference HVAC performance) in the HVAC system. This task belongs to
Phase II control charts.

After Phase I, the Phase II control charts based on functional data, also called monitoring phase,
is performed. Therefore, the sample to be monitored comprises days corresponding to October in
which the HVAC facilities of the apparel store were operated at regular times. This is in consideration
of the fact that a leak in the air conditioning circuit was recorded in mid-October, especially after the
HVAC consumption began to rise. This behavior can be observed in Figure ??; it plots the monitored
sample as well as the curves of the calibration sample and their 95% envelope, which is estimated in
Phase I.

Figure ?? shows that the HVAC energy consumption, the CTQ variable for the energy efficiency
of HVAC installations, is out of control. The assignable cause is the leak in the air conditioning system.
In order to rectify the anomalous operation of the HVAC installations, on 1 November, a provisional
repair was performed. These actions produced a decrease in the HVAC energy consumption and
attenuated peak energy consumption corresponding to the start-up (see the energy consumption
curves before 11:00). Consequently, the consumption of the HVAC facilities in November is slightly
different from that of August and September, which account for the calibration sample. However,
this energy consumption resumes its rise between 17 and 20 October.

These changes can be observed in Figure ?? wherein it is observed that the HVAC energy
consumption corresponding to the monitored sample is characterized by a greater variability than
that corresponding to the calibration or reference sample. The results of the application of the rank
control chart show that the process is out-of-control both for the monitoring samples of October and
November. In October, the assignable cause is the fault in HVAC facilities, whereas the assignable
cause in November is the change in the process due to repair activities that deals on a decreasing in
HVAC energy consumption.
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Figure 6. Reference of calibration and monitored samples corresponding to October.

Figure 7. Reference (August and September) and monitoring samples corresponding to November.

Given that the process has changed, a new reference sample should be obtained and studied.
The stabilization and monitoring process should begin for the next year, starting December. Figure ??

shows the rank control chart for the calibration (August and September) and monitoring samples of
November. In practice, monitoring can be efficiently performed using the proposed control charts
because you do not need to estimate the LCL through resampling procedures. Additionally, the rank
control chart can be adapted for monitoring multivariate functional data, that is, when there are
different types of curves that define the quality of a specific system or process simultaneously.
For example, a direct case of application considers their first derivative along with the original curves.

The application of rank control charts also allows us to monitor the process by studying more
than one functional variable. Particularly, it not only allows us to study the energy consumption
curves but also the curves of daily temperature, daily relative humidity, daily CO2 concentration,
among others; they completely characterize the energy efficiency of the facilities and their thermal
comfort and ambient air quality. Precisely, this procedure would allow us to perform a functional
multivariate monitoring.

123



Mathematics 2020, 8, 58

Figure 8. Rank control chart for Phase II of quality control. Both reference (corresponding to August
and September) and monitoring (corresponding to November) samples are shown.

5. Simulation Study

The control chart performance is many times measured by observing its power (1 − β). It is
defined as the probability of identifying an out-of-control state when the process state is actually
out-of-control [? ]. Moreover, assuming that the process is actually under control, the type I error (α) or
false alarm rate will be defined as the probability of detecting an out-of-control signal [? ].

In the case of the process is under control, the probability of identifying an out-of-control
observation should be small enough to prevent an unacceptable number of false alarms. Otherwise,
if the process is effectively out of control, the power should be high enough to detect the process
change as quickly as possible [? ].

Another common index for measuring the performance of a control chart is Average Run Length
(ARL), which is defined as the average number of observations plotted before a signal is out-of-control.

The ARL is equal to
1
p

(if we can assume that the signals are independent, that the run length

distribution is geometric), where p is the probability of having an out-of-control signal [? ].
To evaluate the performance of a control chart in Phase II, the ARL0 and ARL1 are often used,

which are the average number of observations until the first out of control is detected, in cases where
the process is really under control (ARL0 = 1

α ) or actually is not (ARL1 = 1
1−β ) [? ]. The ARL1 should

be at its lowest to increase the probability of quickly identifying events (1 − β), power of a test that
lead to the process being out-of-control [? ].

Given that the F distribution is not known, a Monte Carlo simulation is designed to calculate
the control charts power. The simulated scenarios allow us to estimate and compare the power of the
control charts for different data depth measurements and for the case of independent and dependent
functional data.

In this section, the performance of the control graphics proposed for Phases I and II will be
evaluated. First, the simulation scheme designed in Febrero et al. [? ] will be used to evaluate the
performance of the control chart proposal for Phase I. Realizations of a Gaussian stochastic process
have been proposed following the expression below [? ? ]:

X (t) = μ(t) + σ(t) · ε(t), (3)
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whereby σ2(t) = 0.5 and
μ(t) = E (X (t)) = 30t(1 − t)3/2, (4)

whereas ε(t) is a Gaussian process ε(t) ∼ GP(0, Σ) with 0 mean and variance-covariance matrix
equal to

E
[
ε(ti)× ε(tj)

]
= e−

|ti−tj|
0.3 .

Additionally, Reference [? ] developed an alternative model to generate atypical curves, μ(t) =

30t3/2(1 − t). In Figure ??a, the two functional means are presented. The black curve accounts for the
process mean without atypical curves, while the red curve is the mean of the process that generates
the atypical curves.

The control charts proposed in this work have been designed to monitor the functional mean to
detect two events—change in the mean of the process in terms of the magnitude and shape—which
reveal that the process is not under control. For designing control charts for Phase II, it is assumed that
the process is under control, that is, outliers are not detected. To generate simulation scenarios for each
of these events, the following functional means have been considered:

• Mean of the model with a change in the magnitude:

μ(t) = 30t(1 − t)3/2 + δ, (5)

by which δ denotes the change that goes from 0.4 to 2 in steps of 0.4.
• Mean of the model with a change in form:

μ(t) = (1 − η) · 30t(1 − t)3/2 + η · 30t3/2(1 − t), (6)

where η is the change from 0.2 to 1 in steps of 0.2.

In Figure ??b, the green curve accounts for the functional mean of a process when there is a change
in the magnitude (δ = 0.7), while the curve of blue denotes the mean of a process when there is a
change in the shape (η = 0.3).

In Febrero et al. [? ], the functional data X1, . . . ,Xn denote realizations of a stochastic process
X(·), assuming continuous trajectories in the [a, b] = [0, 1] period and independence between the
curves. However, simulation scenarios in which the simulated curves are defined by a variable degree
of dependence have also been considered. This is because several practical applications of this type
of chart are related to continuously monitored data with respect to time, forming functional time
series, such as the curves of daily energy consumption in commercial areas. In this way, dependent
curves are generated from the model Ỹi(t) = μ(t) + σ(t) · ε̃(t), with ε̃(t) = ρ · ε̃i−1(t) + (1 − ρ) · εi(t),
where ρ is the correlation measure between curves and σ(t) = 0.5 and both ε(t) and ε̃(t) are Gaussian
processes [? ].

In order to compare the results of the simulations in the scenarios defined by independence and
dependence between the curves, the variance of ε is rescaled (we define the variance of the error ε̃ to

be one). Specifically, considering σ2
ε = (1−ρ2)

(1−ρ)2 = (1+ρ)
(1−ρ)

, you have σ2
ε̃ = 1.

In Figure ??, different scenarios are presented considering the changes in the functional mean
of the process, in the shape and magnitude, in the cases of independence and dependence between
curves. The gray curves show the realizations of the process when it is under control (whose mean
is the Equation (??)). However, the red curve in each graph accounts for the scenarios in which the
presence of events that destabilize the process is considered, that is, the process is not under control.
In Figure ??a,b, the cases of independence between curves and the presence of events defined by
changes in the functional mean in terms of the magnitude and in shape, respectively, are shown.
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However, Figure ??c,d show two cases defined by the presence of dependence between curves,
including changes in the magnitude of the mean (panel c), with respect to its shape (panel d).

Figure 9. (a) Functional means and (b) changes in the shape and the magnitude in the mean of
the process.

In the building energy efficiency domain, the out of control signals of energy consumption,
temperature, CO2 proportion and humidity, among others, can be defined by a change of shape
and/or magnitude with respect to the under control signals analogous to those analyzed in the
simulation study. The change in magnitude is related with a change in the scale of the studied process,
for example, the increasing of energy consumption, temperature, humidity or concentration of CO2

in all the hours corresponding of a specific day with respect to the otherwise normal pattern. This
type of change is accounted by the addition of the δ term to the Equation (??) in order to obtain the
Equation (??). Thus, the amount of that change is controlled by δ parameter. The green curve of
Figure ?? accounts for an example of magnitude change. If we compare with the black one, we could
realize that the two curves have the same shape and the only difference is the scale. On the other hand,
changes in the shape of the curves are introduced by modifying the Equation (??) by the η parameter
resulting in the Equation (??). In the energy efficiency domain, this type of change can be related to a
change in the HVAC facilities programing (changes in temperature regulation, changes in the time
schedule), in a failure of the HVAC in just one interval of the day, an extremely high or low level of
occupation in a building and extreme changes in the weather, among other causes. The proposed
simulation study has performed taking into account the specific domain where the FDA control chart
approach is applied, namely energy efficiency in buildings. Thus, the shape of these types of profiles
is similar to that corresponding to CO2, temperature, energy consumption and humidity curves in
buildings. In order to measure the performance of the proposed control charts for very different types
of profiles, new studies may be necessary.
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In the following section, a simulation study is performed to determine conditions under which
it can be verified that the smooth bootstrap procedure works when there is independence and
dependence between curves.

Figure 10. Scenarios in which independence between curves is studied. Changes in the functional
mean with respect to its magnitude (a) and shape (b) are shown. In the case of dependence, panels (c)
and (d) show the simulation scenarios in which changes in the magnitude and shape, respectively,
are observed in the functional mean.

5.1. Measurement and Comparison of the Performance of the Control Chart Proposed for Phase I

The performance of the control chart is estimated and compared from the generation of calibrated
samples of size 50 and 100 (curves). For each sample, different functional depth measurements
described in Section ?? are calculated and the outlier detection robust procedures (weighted and
trimmed) are applied for the estimation of type I error when the process is under control and the
power of the test when the process is out-of-control. For the estimation of type I error, each scenario
is replicated 1000 times (n = 50, 100, assuming independence and dependence between curves).
When the power of the test is estimated, in each scenario (assuming independence and dependence),
a curve within the alternative hypothesis is generated; this procedure is also repeated 1000 times.

Following the scheme described in Reference [? ], curves observed at equidistant points are
considered; the number of points that define each curve is 51 in the interval [0, 1]. From 1000 resamples
(B = 1000) and with a 2.5% trimming procedure (removing less deep curves), a smoothing bootstrap
procedure defined by a smoothing factor γ = 0.05 is applied to estimate the C = 0.01 quantile
representing the LCL.

First, a simulation study is performed to estimate and compare the type I error (α = 0.01 is fixed)
of the proposed control chart, assuming scenarios with independence and dependence between curves.
Subsequently, a similar study is carried out to estimate and evaluate the power of the control chart to
detect out-of-control signals in different situations (independence, dependence, different sample size
and a change in the shape or magnitude).
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In Table ??, the results of the estimation of the false alarm rate (type I error) in the independence
scenario are shown. The average of the percentage of false out-of-control signals (type I error) detected
by the procedure shown above are very close to the nominal 1% for the two considered sample sizes.
Furthermore, it can be observed that, when n increases, the type I error percentages are closer to the
nominal level. In general, for a sample of size n = 100, the results of applying the weighted method
are closer to α, especially when using the mode depth measurement. The results obtained in the
simulations are similar to those presented in Reference [? ].

Table 1. Estimation of the false alarm rate (%) for the case of independence between curves using a
nominal type I error of 1%.

n Method FM RP Mode

50 Weighted 1.94 1.89 1.49
Trimmed 1.34 1.95 1.36

100 Weighted 1.55 1.75 1.25
Trimmed 1.67 2.33 1.76

In any process, type I error increases the production cost. Hence, it is essential not to overestimate
this error rate when managing the quality.

Table ?? shows the results of the simulation to evaluate the ability of the control chart to detect a
change in the shape or magnitude of the functional mean of the process through the estimation of its
power (1 − β). The percentage of out-of-control signals (outliers) correctly detect when the population
defined by the Equation (??) is contaminated with curves belonging to the M1 model (Equation (??))
and M2 model (Equation (??)); it is denoted by pc; however, the percentage of false alarms (false
states out of control) is p f . These parameters have been estimated, in all the scenarios assuming the
independence of curves, using the average of the corresponding empirical values, p̂c and p̂ f .

Table ?? shows that a better performance is achieved when the curves of model M1 (where changes
in the magnitude of the proposed control chart are simulated) are studied. Precisely, p̂ f and p̂c are
closer to the nominal α and (1 − β). When identifying changes in the shape of the process average, M2,
the mode depth provides the highest percentages of correctly detected out-of-control signals. However,
in the case of the M1 model, the use of RP depth provides percentages of the detection of the true
out-of-control states lower than those corresponding to the use of FM and mode depths. With respect
to a robust method for outlier detection, the performance is similar in all the scenarios. However,
an exception is the case wherein the RP depth is used; it reveals the low performance of the control
chart in detecting observations corresponding to actual out-of-control states.

Briefly, the detection rate of false out-of-control signals for the independence scenario is close to
1%. However, when using the trimmed method, the detection rate of false out-of-control signals is
overestimated but this percentage decreases when the sample size increases.

The results of the false alarm rate (type I error) for scenarios defined by dependence between
curves are shown in Table ??. It is important to note that, for different values of ρ, very similar
results with respect to the independence scenarios have been obtained. Precisely, the average of the
percentages of false out-of-control signals are close to the nominal 1% in the two studied sample sizes.
Additionally, when n increases, the type I error percentages are closer to the nominal level. However,
some differences are observed when the RP data depth measure is used to develop the control chart.
In this case, there is an overestimation of the percentage of false out-of-control signals.
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Table 2. Percentages of p̂c and p̂ f for the cases of curves simulated with M1 (Equation (??)) and M2

(Equation (??)) models, assuming independence between curves.

δ 0.4 0.8 1.2 1.6 2

Stage Displays Depth Method p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c

M1

50

FM Weighted 1.80 8.30 1.63 27.80 1.47 56.50 1.48 85.30 1.60 95.70
Trimmed 1.25 7.70 1.19 26.80 1.19 56.00 1.22 83.00 1.20 95.50

RP Weighted 1.88 6.80 1.68 20.10 1.49 45.10 1.42 71.90 1.42 87.70
Trimmed 1.88 7.00 1.89 23.20 2.08 49.30 2.14 75.70 2.20 91.90

Mode Weighted 1.41 5.70 1.27 19.90 1.09 45.10 1.08 76.70 1.17 94.30
Trimmed 1.33 6.80 1.32 22.20 1.33 48.60 1.38 77.50 1.39 95.20

100

FM Weighted 1.51 5.70 1.40 23.30 1.34 53.50 1.34 82.00 1.38 96.20
Trimmed 1.63 7.40 1.51 25.90 1.32 56.10 1.13 83.60 1.00 96.70

RP Weighted 1.68 5.00 1.57 18.60 1.50 45.40 1.45 71.40 1.52 90.10
Trimmed 2.28 7.40 2.22 23.70 2.23 54.20 2.13 78.70 2.08 93.50

Mode Weighted 1.22 4.20 1.15 17.90 1.08 46.80 1.06 78.90 1.12 94.70
Trimmed 1.70 5.80 1.62 22.90 1.46 54.20 1.28 83.50 1.13 95.90

η 0.2 0.4 0.6 0.8 1

M2

50

FM Weighed 1.91 1.50 1.85 3.40 1.70 11.00 1.46 26.30 1.25 55.00
Trimmed 1.28 1.90 1.23 4.10 1.19 11.60 1.13 26.70 1.18 50.60

RP Weighted 1.94 2.40 1.90 3.30 1.75 8.00 1.64 16.90 1.42 32.20
Trimmed 1.89 2.30 1.83 4.60 1.73 10.10 1.84 22.50 1.92 41.40

Mode Weighted 1.43 2.80 1.35 10.70 1.19 31.00 1.06 65.30 1.12 91.70
Trimmed 1.33 4.00 1.31 12.30 1.31 33.70 1.42 68.00 1.48 92.10

100

FM Weighted 1.53 2.00 1.51 2.70 1.45 12.20 1.35 27.90 1.25 53.00
Trimmed 1.66 2.50 1.63 4.30 1.57 14.40 1.51 33.40 1.43 58.00

RP Weighted 1.69 2.70 1.66 4.10 1.63 8.20 1.55 17.30 1.48 34.70
Trimmed 2.25 2.90 2.19 5.60 2.15 13.60 2.15 25.40 2.21 45.50

Mode Weighted 1.22 3.30 1.18 11.90 1.12 34.10 1.07 66.80 1.09 89.60
Trimmed 1.72 4.60 1.65 15.70 1.57 41.70 1.41 72.70 1.22 92.90

Table 3. Results for the scenarios with dependence between curves. The estimates of false alarm rate
(type I error) for values of ρ between 0.3 and 0.7 are shown.

ρ n Method FM RP Mode

0.3
50 Weighted 1.85 1.88 1.41

Trimmed 1.31 1.90 1.33

100 Weighted 1.54 1.71 1.20
Trimmed 1.65 2.23 1.71

0.5
50 Weighted 1.80 1.81 1.28

Trimmed 1.26 1.82 1.29

100 Weighted 1.46 1.68 1.15
Trimmed 1.61 2.21 1.65

0.7
50 Weighted 1.66 1.73 0.93

Trimmed 1.25 1.74 1.06

100 Weighted 1.42 1.61 0.99
Trimmed 1.56 2.15 1.57

Tables ??–?? show the results of the empirical estimation of pc and p f , assuming different values
of ρ (from 0.3 to 0.7). The power (estimated by p̂c) of the control chart proposed for the model M1

(Equation (??)) performs better when the weighted method is applied and if the sample size is increased.
It is also observed that the performance of the control chart tends to be the same, independent of the
type of data depth measurement used. Certainly, the performance of control charts in detecting real
changes in the process, related to differences in the shape and mean, is better when the mode depth
is used.
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Table 4. Empirical values of p̂ f and p̂c, with ρ = 0.3 (assuming dependence between curves).

δ 0.4 0.8 1.2 1.6 2

Model Sample Size Depth Method p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c

M1

50

FM Weighted 1.58 8.90 1.22 33.60 0.98 69.80 1.07 91.70 1.19 99.30
Trimming 1.12 9.20 0.75 26.60 0.37 47.40 0.09 54.30 0.02 49.20

RP Weighted 1.75 7.10 1.38 26.30 0.97 53.80 0.74 77.60 0.67 90.70
Trimmed 1.72 7.60 1.42 25.90 0.89 45.90 0.49 60.90 0.20 68.70

Mode Weighted 1.21 5.80 0.90 24.90 0.67 59.80 0.70 88.30 0.86 98.50
Trimmed 1.21 6.40 0.89 24.00 0.50 49.40 0.19 73.50 0.04 89.80

100

FM Weighted 1.47 7.30 1.23 29.60 1.07 67.80 1.13 92.30 1.24 99.20
Trimmed 1.53 7.60 1.29 31.20 1.04 68.70 0.96 91.30 0.92 99.10

RP Weighted 1.69 5.50 14.67 24.40 1.21 58.00 1.06 83.90 1.02 95.90
Trimmed 2.19 8.80 1.99 27.40 1.88 64.80 1.92 89.30 1.85 97.30

Mode Weighted 1.17 4.60 0.98 23.00 0.86 62.40 0.89 91.00 1.01 98.50
Trimming 1.62 6.90 1.38 27.90 1.15 67.10 1.07 91.70 1.06 98.90

η 0.2 0.4 0.6 0.8 1

M2

50

FM Weighted 1.75 1.30 1.61 1.95 1.31 7.70 0.94 16.85 0.64 26.05
Trimmed 1.25 1.40 1.15 2.35 0.97 7.70 0.73 15.95 0.51 20.50

RP Weighted 1.86 1.20 1.75 3.00 1.43 5.50 1.24 10.85 0.96 16.55
Trimmed 1.79 1.65 1.68 3.40 1.58 7.15 1.46 13.10 1.16 19.40

Mode Weighted 1.31 3.70 1.08 16.00 0.78 44.90 0.62 79.30 0.81 96.90
Trimmed 1.22 4.70 1.11 17.50 0.74 42.20 0.29 65.00 0.07 82.50

100

FM Weighted 1.53 0.90 1.46 2.05 1.30 7.45 1.07 19.50 0.92 32.35
Trimmed 1.65 1.20 1.57 2.70 1.44 9.40 1.22 22.75 1.12 35.35

RP Weighted 1.76 0.60 1.73 2.20 1.57 5.10 1.41 12.10 1.27 21.80
Trimmed 2.23 1.10 2.18 3.30 2.09 8.25 1.91 17.45 1.97 29.35

Mode Weighted 1.17 3.55 1.07 14.70 0.91 47.20 0.86 83.10 0.98 97.50
Trimmed 1.64 4.70 1.48 20.50 1.25 52.60 1.13 85.10 1.12 98.20

Table 5. Empirical values of p̂ f and p̂c, with ρ = 0.5 (assuming dependence between curves).

δ 0.4 0.8 1.2 1.6 2

Model Sample Size Depth Method p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c

M1

50

FM Weighted 1.46 11.50 1.04 43.90 0.84 80.80 1.06 97.40 1.14 99.90
Trimmed 1.02 10.80 0.63 33.40 0.23 50.70 0.28 53.80 0.00 45.60

RP Weighted 1.68 9.10 1.21 31.10 0.80 63.00 0.65 85.60 0.60 94.60
Trimmed 1.73 9.60 1.26 30.70 0.66 52.60 0.28 66.40 0.11 68.80

Mode Weighted 1.10 7.50 0.76 34.40 0.55 73.00 0.69 95.20 0.82 99.90
Trimmed 1.05 8.10 0.72 31.40 0.32 62.60 0.06 86.50 0.01 96.40

100

FM Weighted 1.20 10.00 1.08 39.60 1.01 79.40 1.10 97.30 1.18 99.80
Trimmed 1.30 10.00 1.18 41.60 0.96 80.20 0.89 97.00 0.84 99.80

RP Weighted 1.40 10.00 1.39 32.30 1.09 69.20 0.97 90.60 0.97 97.90
Trimmed 1.80 10.00 1.93 38.20 1.84 77.10 1.80 94.70 1.73 98.80

Mode Weighted 0.90 10.00 0.86 32.10 0.79 75.80 0.91 96.00 0.98 99.90
Trimmed 1.30 10.00 1.30 38.30 1.10 79.40 1.06 97.20 1.02 99.90

η 0.2 0.4 0.6 0.8 1

M2

50

FM Weighted 1.63 1.40 1.43 3.55 1.02 10.80 0.68 21.60 0.50 33.10
Trimmed 1.16 1.50 1.02 3.60 0.80 11.20 0.54 18.00 0.32 21.70

RP Weighted 1.89 1.75 1.65 3.30 1.32 7.30 0.98 14.30 0.75 22.55
Trimmed 1.79 2.30 1.62 3.80 1.54 9.05 1.26 16.40 0.95 22.90

Mode Weighted 1.13 5.40 0.86 22.60 0.56 60.50 0.59 91.50 0.85 99.80
Trimmed 1.10 6.30 0.83 23.40 0.46 54.00 0.11 77.20 0.02 93.80

100

FM Weighted 0.01 0.01 0.01 0.03 1.13 11.90 0.90 28.25 0.77 38.90
Trimmed 0.02 0.01 0.01 0.04 1.28 15.25 1.11 30.90 1.04 39.90

RP Weighted 0.02 0.01 0.02 0.03 1.42 7.65 1.26 16.65 1.08 27.55
Trimmed 0.03 0.02 0.02 0.05 2.02 12.60 1.91 23.25 1.96 35.00

Mode Weighted 0.01 0.05 0.01 0.23 0.82 63.00 0.87 92.50 0.99 99.80
Trimmed 0.02 0.07 0.01 0.28 1.21 68.40 1.12 93.40 1.12 99.60
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Table 6. Empirical values of p̂ f and p̂c, with ρ = 0.7 (assuming dependence between curves).

δ 0.4 0.8 1.2 1.6 2

Model Sample Size Depth Method p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c p̂ f p̂c

M1

50

FM Weighted 1.32 16.00 0.87 57.70 0.85 91.40 1.01 99.30 1.01 100.00
Trimmed 0.87 13.40 0.42 40.30 0.07 53.60 0.00 47.50 0.00 35.80

RP Weighted 1.41 13.00 0.97 43.40 0.61 76.70 0.56 92.00 0.53 98.00
Trimmed 1.51 14.00 0.97 40.70 0.39 61.40 0.14 68.20 0.04 71.30

Mode Weighted 0.71 14.00 0.44 52.20 0.41 88.90 0.51 99.30 0.53 100.00
Trimmed 0.82 14.30 0.43 47.40 0.09 80.20 0.01 96.00 0.00 99.90

100

FM Weighted 1.29 12.00 0.99 54.90 1.05 90.40 1.14 99.50 1.13 100.00
Trimmed 1.36 13.80 1.08 56.00 0.89 90.20 0.84 99.20 0.76 100.00

RP Weighted 1.50 9.90 1.20 48.30 0.97 80.80 0.93 96.40 0.96 99.50
Trimmed 2.00 13.90 1.80 53.10 1.80 87.30 1.72 98.30 1.60 99.90

Mode Weighted 0.90 9.80 0.68 51.00 0.69 90.00 0.81 99.40 0.83 99.90
Trimmed 1.43 13.40 1.14 58.10 1.01 92.40 0.97 99.60 0.92 99.90

η 0.2 0.4 0.6 0.8 1

M1

50

FM Weighted 1.52 1.80 1.21 6.05 0.76 17.90 0.49 30.70 0.41 39.95
Trimming 1.07 2.10 0.85 6.15 0.56 15.30 0.31 22.30 0.18 24.05

RP Weighted 1.62 2.10 1.36 5.25 0.98 11.40 0.68 19.95 0.56 28.30
Trimmed 1.59 2.40 1.41 5.80 1.19 13.85 0.92 21.05 0.70 28.15

Mode Weighted 0.75 8.60 0.47 39.90 0.37 82.80 0.50 99.10 0.61 100.00
Trimmed 0.87 10.30 0.51 38.30 0.14 73.10 0.01 93.80 0.00 99.30

100

FM Weighted 2.02 0.00 1.24 6.35 0.99 21.20 0.81 36.45 0.75 45.10
Trimmed 3.03 0.00 1.36 7.80 1.16 24.30 1.05 37.95 1.03 44.55

RP Weighted 3.69 0.00 1.50 5.25 1.25 13.00 1.08 24.50 0.99 34.85
Trimmed 6.28 0.00 1.98 7.20 1.84 18.50 1.89 31.80 1.89 41.60

Mode Weighted 1.63 0.00 0.72 37.90 0.69 82.70 0.80 98.60 0.90 100.00
Trimmed 3.48 0.00 1.24 46.70 1.10 87.10 1.05 99.00 1.04 100.00

With respect to the false out-of-control rate p̂ f , in the scenarios corresponding to the use of M1

model, when the trimmed method is also used, a lower rate is obtained. In the case of the M2 model,
there are similar results on the scenarios defined by independence between curves, that is, the p̂ f is
lower when the trimmed method for outlier detection is used.

In Reference [? ], new methods for the detection of outliers were proposed for the case in which
there is dependence between curves. From the simulation studies carried out in this study, at different
degrees of dependence, we can say that the outlier detection method proposed in Reference [? ] was
relatively robust against the presence of dependence between curves. The simulation study performed
in this section supports the results obtained in the work in Reference [? ] and, in conclusion, justifies
the use of this method within the new control charts proposed for Phase I, even in scenarios with
dependence between curves.

Although the application of the weighed outlier detection method to Mode data depth has
generally provided Phase I control charts with best performance, if the false alarm rate of Tables ??

and ?? are observed, the use of trimmed outlier detection method tends to provide values of p̂ f slightly
closer to α = 1% (with respect to the weighted method) when the process is actually under control,
the curves are independent and the sample is relatively small (n = 50). In addition, if the process is
out of control, the curves are independent and the outliers are generated by the Equation (??) (changes
in magnitude), the trimmed method applied to FM data depth provide a p̂ f close to α = 1% and the
highest p̂c, as shown in Table ??. In all the remaining scenarios, the use of weighed method applied to
Mode data depth tends to provide the closest to α% p̂ f and the highest p̂c (see Tables ??–??).

5.2. Measurement and Comparison of the Performance of the Control Chart Proposed for Phase II

For Phase II, the monitoring stage, the use of the rank control chart has been proposed.
The application of the rank control chart allows simultaneous monitoring of changes in the mean and
variability of a process. In the functional case, in order to calculate the rank statistic, the functional FM,
RP and mode depths are used.
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An ARL0 = 1
α=0.025 (the monitoring sample is assumed under control) is assumed to evaluate

the performance of the control chart. The power of the control chart is estimated and compared for
an under-control process, based on the generation of a calibration sample of size n = 50 by a Monte
Carlo procedure.

Following the simulation scheme of Phase I, curves observed at equidistant points are assumed;
they are composed of 51 points at [0, 1] interval. A smoothed bootstrap with a smoothing factor
γ = 0.05, 1000 resamples (B = 1000), using a 2.5% trimmed procedure (removing the shallowest
curves), is applied to estimate and compare the power of the control chart to detect out-of-control
signals when a significance level of α = 0.025 is assumed. Additionally, in the same way as in Phase I,
the simulation of scenarios with independence and dependence between curves are assumed.

Table ?? shows the estimates of the power (%) of the control charts for the scenario of independence
between curves, whereas Table ?? shows power of the control chart for the scenario with dependence.
In both cases, the ability of the control chart to detect a change in the magnitude of the functional mean
of the process is evaluated by the estimation of its power (1 − β).

Table 7. Power of the control chart, 1 − β, for the case M1 (Equation (??)) model in the scenario of
independence between curves.

δ FM RP Mode

0.5 14.5 14.8 14.8
1 47.6 47.2 48.0

1.5 83.3 80.8 83.0
2 97.8 97.5 97.7

From the results of the Table ??, any depth measure can be used to detect a shift in the process
mean, since the same performance, in terms of power, is obtained.

Table 8. Power of the control chart, 1 − β, for the scenarios defined by the M1 (??) model, assuming
dependence between curves.

ρ δ FM RP Mode

0.3

0.5 20.28 23.73 21.84
1 62.95 64.75 64.06

1.5 92.98 92.33 93.64
2 99.56 99.16 99.75

0.5

0.5 25.59 29.41 28.41
1 73.84 75.12 76.24

1.5 97.15 96.56 97.94
2 99.91 99.77 99.98

0.7

0.5 35.47 40.23 43.55
1 86.14 86.87 90.38

1.5 99.48 99.11 99.78
2 100.00 99.99 100.00

The results of the detection of a shift in the process mean are shown in Table ??. A similar
performance is observed when using any depth measure for different values of ρ. Apparently,
the control chart for Phase II is robust against the existence of dependence between curves.

As observed in the simulation study and in the analysis of the case study with real data, the present
proposal of control charts for functional data, including Phase I and II control charts, can be useful to
detect anomalies in diverse scenarios. In the case of its application to real data, the set of proposed
techniques is being examined for implementation in the web platform Σqus and for its use by the
company Nerxus for detecting false alarms in facilities in commercial areas. The present control
chart methodology can be used for control tasks, monitoring, anomaly detection and continuous
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improvement in diverse industrial processes, monitoring of environmental variables, chemical industry
and, in general, any process involving continuous monitoring of functional data over time.

Regarding the use of our methodology in more complex case studies defined by different operation
modes, the application of the multi-modelling framework methodology in combination with our
proposal could be useful. Indeed, in the building energy efficiency domain, there are many different
operation modes of installations, each one defined by a specific operation pattern. Namely, the HVAC
installations can be operated in heating or ventilation modes (there are even different modes within
ventilation or heating). The automatic classification of each profile in the corresponding profile pattern
could be very useful in the building energy efficiency field and previously to the application of our
control chart proposal for Phase I and Phase II. With respect to the work of Grasso et al. [? ], it is also
interesting to mention that the proposed profile monitoring control charting scheme is that based on
functional PCA and described in Colosimo and Pacella [? ].

6. Conclusions

A new alternative of control charts has been proposed when CTQ variables of the process are
functional. The proposal includes alternatives to develop the the Phase I and II control charts for
stabilizing and monitoring the processes, respectively. In order to develop Phase I control charts
based on functional data, outlier detection methods are used based on a method of smooth bootstrap
resampling and the depth calculation of functional data is proposed. However, in order to implement
Phase II, the use of rank-type nonparametric control charts based on the concept of functional data
depth is proposed. This Phase II control chart is directly estimated assuming that the asymptotic
distribution of the rank statistic is a uniform distribution. The application of the control charts to the
two-process control phases and the development of a new graphic tool for visualizing functional data
(including an envelope with 95% of the deepest curves that facilitate the identification of the assignable
cause of each anomaly) give rise to the proposed methodology. It has been successfully applied
in real case studies belonging to the framework of anomaly detection in building energy efficiency.
Additionally, a simulation study is conducted to measure the performance (as the percentage of
rejection when the null hypothesis is not met) of the control charts, depending on the functional data
depth used, the sample size, the presence of dependence between curves and the use of different FDA
procedures for outlier detection.

In the simulation study, the use of different types of functional depths has been compared to
develop Phase II of the proposed control chart. In case of the univariate functional data (single type of
curves), for the three scenarios, a better performance is obtained with the mode depth measurement
combined with the weighted outlier detection method and moderately large samples. Additionally,
one of the final observations of the simulation study is that the control chart methodology is robust
against the presence of dependence between curves. Thus, this alternative tool can be applied to the
framework of continuously monitored data streams.

Generally, the authors recommend using the weighed method and the Mode functional data
depth for the case of Phase I taking into account the values of p̂ f and p̂c. Thus, when the Phase I
control chart is evaluated, both weighted method and Mode data depth are generally the best options
in those scenarios defined by under control assumption and even in those where out of control curves
are simulated. In the latter, when the change in magnitude or shape is very small, the corresponding
p̂c tends to be not higher to those obtained by the use of other combinations of data depth measure
and outlier detection method. Nevertheless, when the change in magnitude (δ) or shape (η) increases,
the power of the combination of weighted method and Mode depth tends to be higher than those
corresponding to the other combinations. Moreover, regarding the Phase II control chart and taking
into account the higher values of power estimates included in Tables ?? and ??, we also recommend
the use of Mode data depth for Phase II control charts.

The present proposal has been verified by its application in a real case study dealing with the
detection of energy efficiency anomalies in buildings. Specifically, all the previously identified real

133



Mathematics 2020, 8, 58

anomalies (by the maintenance personnel) have also been successfully identified by the application
of this functional approximation of control charts for Phases I and II of process control. Additionally,
the proposed graphical tool helps to intuitively identify the assignable causes corresponding to
each anomaly.

This procedure can be used in different industrial and scientific domains in which the control
procedures are defined by functional CTQ variables.
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