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Preface to ”Impacts of Climate Change on

Human Health”

Climate change poses a serious challenge to the health and wellbeing of mankind. Already, 
human costs are being realised through the increasing frequency of extreme weather events such 
as floods, droughts, and heatwaves. Changes in temperature have direct and indirect impacts on 
health, and broader environmental changes will affect infectious disease risk, air pollution, and other 
forms of exposure. The many different ways in which climate change will affect health are complex, 
interactive, and different communities are disproportionately affected. International actions such as 
the Paris Agreement and the Sustainable Development Goals recognise the future risks to society and 
acknowledge that we are already committed to a certain level of climate change. Future adaptation 
measures therefore need careful assessment and implementation for us to be able to minimise the 
potential risks from climate change and, at the same time, maximise the potential health benefits of a 
cleaner, greener world. This Special Issue comprises original research articles and detailed reviews on 
the likely impacts of climate change on health in a range of geographical settings, and the potential 
for adaptation measures to reduce some of these risks. Ultimately, studies like these will motivate 
policy level action for mitigation and help in determining the most effective methods of adaptation 
to reduce negative impacts in future through embedding scientific evidence into practice.

Clare Heaviside

Editor
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1. Background

The atmospheric and climate research communities have made significant advances in
recent decades in gathering and understanding the scientific evidence supporting the concept of
anthropogenic climate change. The IPCC (Intergovernmental Panel on Climate Change) has been
instrumental in synthesizing the latest research on the state of our climate and projected future
changes [1], as well as reporting on the impacts of climate change [2,3]. The urgency and scale of the
challenge of our changing climate is widely accepted, and reflected by several landmark international
agreements [4]. Of particular significance was the Paris Agreement of 2016; an international call for
action to reduce global temperature rises to 2 ◦C, and preferably below 1.5 ◦C [5].

Already the human cost of climate change is being realised through the increasing frequency of
floods, heatwaves, storms and forest fires leading to loss of life and injury; there are also long term
health impacts following extreme events such as trauma, chronic illness, and mental health effects as a
result of displacement [2]. Climate change also affects health through changes in ambient temperatures,
air pollution, and changes to local environments which can introduce new disease vectors [3,6–8].
Specific risks will vary for different climatic zones, and impacts for each population group will be felt
differently, depending on vulnerability due to social, economic and demographic factors.

The steady growth in the body of research into climate change impacts and adaptation topics
has partly been driven by the acknowledgement that until we understand the impacts of various
degrees of warming, there is a lack of momentum to aim for a specific target. Quantifying societal
impacts can provide incentives to policymakers and others to limit emissions of greenhouse gases
and implement adaptation measures, because the devastating effects if we do not take action, become
more apparent. It is therefore important that there is continued effort to characterize and quantify
the impacts of climate change, particularly at local and regional levels, since this is what will drive
improvements in climate change mitigation and adaptation policy [9].

Cross-disciplinary working in the fields of climate change and health allows us to better
understand and report the relationships between the environment and health. We need to strengthen
the evidence base for impacts, not only of changes to climate, but of interventions which may be
put in place to either mitigate against climate change or to adapt to it. Quantification of the human
costs of climate change is particularly important when we seek to influence policymakers and the
public of the overwhelming need to both reduce the extent of climate change, and to rapidly adapt to
changes to which we are already committed due to greenhouse gases emitted since the start of the
industrial revolution.

The aim of this Special Issue on The Health Impacts of Climate Change is to explore impacts of climate
change and adaptation to it, and to promote inter-disciplinary working in the field of atmospheric
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and health sciences. This type of research enables robust strengthening of the evidence base for
climate change impacts on health, which motivates policy level action for mitigation; allows estimation
of potential impacts to aid planning and response; and helps assess the most effective methods of
adaptation to reduce impacts in future.

This collection of articles draws from a number of international authors and includes original
research articles and comprehensive reviews. Summaries of the papers comprising the special issue are
given below, categorized into three broad areas: (1) Understanding the complex relationships between
the environment and health; (2) Quantification of the health impacts of temperature changes; and
(3) Embedding scientific evidence into adaptation practice.

2. Understanding the Complex Relationships between the Environment and Health

The relationship between meteorological variables and health outcomes using empirical methods
has been recognized for several decades. More recently, attempts have been made to estimate or
project how climate change may affect health in future, and to a greater or lesser extent, these studies
have attempted to include modifying factors such as changes in demographics, population health and
adaptation measures. Most research has focused on the direct impact of changes in climate, rather
than the more indirect pathways through which changes in the environment can have an impact
on health, for example, through environmental degradation, and socio-economic changes driven by
climate change. There is also significantly more research in high income countries than medium and
low-income countries, where data can be sparse [10,11].

Fleming et al. [12] review some of the broad health effects of environmental change, particularly
changes to the natural environment, and with reference to infectious and vector-borne diseases, and
aeroallergen exposure. Also covered is a growing body of research which aims to quantify the benefits
(to health, wellbeing and the economy) as well as the risks of human interactions with the natural
environment, focusing mainly on the UK. Benefits to physical and mental health come from interacting
with the natural environment, e.g., residing in areas with more greenspace, and visiting parks and
recreation areas. The review highlights research which shows that there are differences between the
effects of different environments (e.g., coastal, rural, urban) on mental health and exercise capacity [12].
Health-economic assessments of co-benefits to health and the economy from climate change mitigation
and adaptation measures are essential to underpin cost-benefit analyses for policy makers.

Water related or water-borne diseases have devastating impacts on health worldwide, especially in
developing countries. The relationship between these types of infectious disease and climate variability
and change is reviewed by Nichols et al. [13], who highlight that climate change poses a potential risk
associated with the incidence of cholera, typhoid, dysentery, leptospirosis, diarrhoeal diseases and
harmful algal blooms [13]. Although there are clearly direct links between weather conditions and
infectious disease risk, the indirect effects of climate change which may drive population movements
and conflict are also likely to affect the incidence of many water related infectious diseases.

Two papers in this special issue address the links between large scale climate dynamics and health:
specifically the El Nino Southern Oscillation (ENSO) and the North Atlantic Oscillation (NAO) which
are both important modes of global climate variability [14,15]. The first provides an overview of the
characteristics and impacts of ENSO, a major driver of inter-annual climate variability, and gives an
up to date review of literature seeking to understand the associations between various ENSO indices
and health impacts. ENSO may modify parameters such as rainfall, wind, air and sea temperatures in
different geographic regions, which has consequences for temperature-related health effects, flooding,
and the spread of infectious diseases such as malaria and dengue. One conclusion drawn is that a
purely statistical framework is not always sufficient to understand the complex societal impacts of a
phenomenon such as ENSO, and that caution should be applied when choosing an ENSO index for
impact studies [14].

The second paper looking at atmospheric dynamics specifically investigates the connection
between phases of the North Atlantic Oscillation (NAO), the dominant mode of atmospheric variability
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in the northern hemisphere, and ambulance call outs for elevated blood pressure [15]. The analysis
was based on a regression of daily emergency ambulance calls in Lithuania for hypertension, and
NAO Indices, adjusting for season, weather and air pollutant confounders. The relationship between
high blood pressure and the NAO is likely to be associated with the low temperatures occurring
during anticyclonic conditions, and increased emergency ambulance calls for elevated arterial blood
pressure were found for both the positive and negative values of the NAO index, varying depending
on season [15].

3. Quantification of the Health Impacts of Temperature Changes

The environment, weather and climate all have profound impacts on health, either through direct
associations or through less obvious pathways, which can make quantification difficult. However, one
of the most widely studied, and therefore the most well understood impacts of climate change on health
is through direct changes in temperature, which can increase the risk of illness and hospitalization, or
lead to premature mortality.

Kinney [16] presents a comprehensive, up to date review of the relationship between temperature
and health impacts (from both heat and cold), from morbidity to mortality, in different global regions,
as well as how these relationships have changed over time. Heat-mortality relationships have been
shown to vary by geographic region and population group, but less well studied is how relationships
may have changed over time. Kinney reviews the emerging literature to try to answer this question,
and gives guidance on taking account of trends over time and space when projecting future impacts of
climate change and the associated change in temperature [16].

There are further research papers addressing the effects of temperatures on health in this issue,
including analyses on heatwaves and cold spells, and reduced productivity in relation to heat. Two
of the papers in this special issue focus on the incidence of heatwaves [17] and cold spells [18] over
a 50 year period (1966–2015) in the city of Poznan, Poland. The authors highlight how the diversity
of land type is reflected by diverse thermal conditions across the city compared with the reference
monitoring stations, and the increased frequency of heatwave and reduced frequency of cold spells
over the period studied.

Muthers et al. [19] pinpoint specific heatwave events which occurred during the years of 2003
and 2015, and estimate the resulting heat-related mortality in South West Germany. Results showed
daily mortality anomalies reached +70% and +56% during the summers of 2003 and 2015, respectively,
and climate projections indicate the increasing probability of comparable heatwaves occurring every
second summer in the near future (2021–2050s) [19].

As well as leading to premature mortality, high temperatures and heat stress can also be
detrimental to productivity. This can be a difficult effect to quantify, and is a subject tackled by
Dear [20]. Here, a modelling approach is adopted which aims to build on existing evidence and
which can express productivity as a function of environmental heat, and considers variations between
individual workers [20].

4. Embedding Scientific Evidence into Adaptation Practice

The final set of papers address possible adaptation and planning responses to the effects of
climate change on health. For example, Orru et al. [21] argue that resilience in the face of climate
change is necessarily driven by the functioning of health systems and the drivers which shape system
effectiveness. The authors use an example of the Estonian health system, and find that the health
impacts of climate change have not been mainstreamed into policy. There is currently an opportunity
to combine information from various sources, on health systems, the environment and vulnerability,
although this prospect has not been embraced fully due to various reasons, including lack of knowledge
and understanding of extreme events and how to incorporate projected risks into policy, and unclear
division of responsibility [21]. Careful resource planning is an important consideration for the health
sector, especially in the face of an increased risk of extreme weather events. Papadakis et al. [22]
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analyse emergency ambulance calls during episodes of extreme temperatures in London, UK, and
propose a statistical physics based method to more accurately estimate the true burden on the health
system during these events, which has potential for the ambulance service to more efficiently manage
resources [22].

In the Netherlands, the issue of the urgent need for additional housing within existing urban
boundaries is addressed [23]. Koopmans et al. test a range of urban planning strategies and their
potential impacts on heat stress up to 2050, in the Hague. In particular, the impact of urban fabric on
the urban heat island intensity is considered, and it was found that increasing vegetation fraction is a
critical parameter in reducing excess heat stress in denser neighbourhoods, even if high rise buildings
are preserved. However, the effects of climate change are thought to be likely to overwhelm the effects
of increased urban densification in future [23].

Taylor et al. [24] use building models to quantify indoor temperatures in different dwelling types,
and investigate the potential impacts on heat-related mortality of a range of adaptation measures
under future climate change scenarios. Adaptation measures included mitigation of heat, improved
energy efficiency, and changes in occupant behaviour, finding that external shutters provided the
greatest benefits in terms of reducing heat-related mortality (by around 40%) and closed windows
led to increased risk (of 29–64%) [24]. The authors highlight the importance of appropriate building
design to both save energy and reduce heat-related mortality, especially for dwelling types associated
with heat-vulnerable populations.

5. Discussion

The research published in this special issue has touched on three broad areas: (1) a discussion of
the complex interactions between our environment and health, including the influence of large-scale
dynamical systems; (2) quantitative estimates of the impacts of climate change in health, particularly
through changes in temperature; and (3) an examination of the potential for adaptation and mitigation
methods to modify the risks to health from climate change. Clearly, multi-disciplinary research on
all these areas can help move us forward in understanding the risks and minimising the impacts of
climate change on health.

There are more challenges for the future, however. Any mitigation and adaptation action on
climate change needs to follow a ‘co-benefits’ approach to maximise public health benefits at the same
time as reducing health risks [25]. Economic costs of impacts based on a lack of action should be
calculated, but to motivate policy decisions, economic benefits from taking mitigation or adaptation
action are essential. A multi-disciplinary approach is essential to minimise the risk of unintended
consequences that are a danger when considering impacts in isolation.

As this inter-disciplinary field of research grows, and climate impacts on health outcomes become
more widely understood, the scientific community has an opportunity to instigate positive societal
changes, but further thought should be given as to how and where to take action in order to maximise
health benefits. To reduce health inequalities, resources need to be applied to the populations mostly
at risk, and where benefits are likely to be felt most widely. Historically, the balance of research has
disproportionately focused on high income countries, where risks are generally lower [26]. The rollout
of global research programmes on environment and health which embrace innovative approaches has
the potential to shift this balance towards lower and middle income countries, and to focus attention
where it is most needed [27].
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This special issue addresses the impact of climate change on human health—an enormous topic
that, at many levels, is proving challenging to address. The recent (2015–2016) synchronous adoption
of the five UN landmark agreements—comprising the Sendai Framework for Disaster Risk Reduction
2015–2030 [1]; the Agenda 2030 for Sustainable Development Goals (SDGs) [2]; COP21’s Paris Climate
Conference [3]; World Humanitarian Summit [4]; and Habitat III New Urban Agenda [5]—provides a
new opportunity to build coherence across different but overlapping policy areas that all link the impact
of climate change on health. Disasters, many of which are exacerbated by climate change and are
increasing in frequency and intensity, significantly impede progress towards sustainable development.

Specifically, the Sendai Framework for Disaster Risk Reduction states that ‘more dedicated action
needs to be focused on tackling underlying disaster risk drivers, such as the consequences of poverty
and inequality, climate change and variability’. The Sendai Framework goes on to state that ‘addressing
climate change as one of the drivers of disaster risk while respecting the mandate of the United
Nations Framework Convention on Climate Change represents an opportunity to reduce disaster risk
in a meaningful and coherent manner throughout the interrelated intergovernmental processes’.
Furthermore, the Framework calls for action on many wider factors that can determine health
outcomes, including unplanned and rapid urbanization, poor land management and compounding
factors such as demographic change, weak institutional arrangements, non-risk-informed policies,
lack of regulation and incentives for private disaster risk reduction investment, complex supply
chains, limited availability of technology, unsustainable use of natural resources, declining ecosystems,
pandemics and epidemics.

Taken together, these UN General Assembly-adopted frameworks make for a complete resilience
agenda requiring action that spans development, humanitarian, climate and disaster risk reduction
spheres to reduce the impacts on human health. To reduce the impact of climate change on health, the
synergies between policies, programmes and institutions need to be highlighted and supported by the
alignment of actions. These frameworks serve to strengthen the existing risk and resilience frameworks
for multi-hazard assessments and aim to develop a dynamic, local, preventive, and adaptive
urban governance system at the global, national, and local levels that can help to address climate
change issues.

The five Agreements represent a major turning point in global efforts to tackle existing and
future challenges in all countries. Specific emphasis to support resilience-building measures and a
shift away from managing crises to proactively reducing their risks is apparent. In order to respond
efficiently to all the Agreements, the effective use of best available knowledge, innovative thinking,
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leadership, coordination mechanisms and partnerships are vital. A systems approach, complemented
by a new style of research thinking and leadership, can help align the needs of this emerging field with
existing policy agendas [6]. This will require the engagement of stakeholders at all levels, as well as
the breaking down of traditional silos to be replaced by more integrated partnerships that reflect a
more holistic approach to risk management. Scientific methods, networks and communication offer
critical assistance to the development of well-informed policies and decisions across all countries [7].

Yet, stronger links between evidence and decision making in policy and planning are also needed
to ensure delivery of the 2030 agenda for sustainable development. The UN Office for Disaster
Risk Reduction of the UNISDR has acknowledged this and has issued a roadmap to support the
implementation of the Sendai Framework [8]. Understanding disaster risk is a priority action in the
framework, with four expected outcomes:

1. To assess and update the current state of data, scientific and local and indigenous knowledge and
technical expertise availability on disaster risk reduction and fill the gaps with new knowledge.

2. To synthesize, produce and disseminate scientific evidence in a timely and accessible manner
that responds to the knowledge needs of policy-makers and practitioners.

3. To ensure that scientific data and information support are used in monitoring and reviewing
progress towards disaster risk reduction and resilience building.

4. To build capacity to ensure that all sectors and countries have access to scientific information for
better-informed decision-making.

Many roles exist for practitioners, scientists and researchers to achieve these outcomes, including
the promotion of crucial coherence with disaster risk reduction and the UN landmark agreements
(in particular, the SDGs and climate change) in data collection and indicators to assist in monitoring
and evaluation. In addition, the development and promotion of multi-hazard early warning systems,
which incorporate improved climate information, aerial and spatial data, emergency response services
and communication to end users, will support the needs of policy- and decision-makers at all levels
for scientific data and information to strengthen preparedness, response and to “Build Back Better” in
the ‘three Rs’: recovery, rehabilitation and reconstruction.

By reducing losses and the impacts on the most vulnerable communities and locations around the
world, the scientific community can help achieve the Sendai Framework goal, which is to prevent new
and to reduce existing disaster risk by implementing integrated and inclusive measures that minimise
hazard exposure and vulnerability to disaster, increase preparedness for response and recovery and,
thus, strengthen resilience.
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Abstract: In the Netherlands, there will be an urgent need for additional housing by the year 2040,
which mainly has to be realized within the existing built environment rather than in the spatial
extension of cities. In this data-driven study, we investigated the effects of different urban planning
strategies on heat stress for the current climate and future climate scenarios (year 2050) for the
urban agglomeration of The Hague. Heat stress is here expressed as the number of days exceeding
minimum temperatures of 20 ◦C in a year. Thereto, we applied a diagnostic equation to determine the
daily maximum urban heat island based on routine meteorological observations and straightforward
urban morphological properties including the sky-view factor and the vegetation fraction. Moreover,
we utilized the Royal Netherlands Meteorological Institute’s (KNMI) climate scenarios to transform
present-day meteorological hourly time series into the future time series. The urban planning
strategies differ in replacing low- and mid-rise buildings with high-rise buildings (which reduces the
sky-view factor), and constructing buildings on green areas (which reduces the vegetation fraction).
We found that, in most cases, the vegetation fraction is a more critical parameter than the sky-view
factor to minimize the extra heat stress incurred when densifying the neighbourhood. This means
that an urban planning strategy consisting of high-rise buildings and preserved green areas is often
the best solution. Still, climate change will have a larger impact on heat stress for the year 2050 than
the imposed urban densification.

Keywords: urban heat island; urban planning; heat resilience; climate scenarios

1. Introduction

Climate change is expected to affect society substantially in terms of increased temperatures
and precipitation, as well as more frequent weather extremes [1,2]. Sophisticated climate-change
projections were carried out for many countries including the Netherlands. However, these projections
mostly focus on rural areas, while policy makers are also interested in how they can make future cities
more heat-resilient. The Netherlands has the challenge of realizing one million new houses by the
year 2040, which mainly need to be created within the existing built environment. This study aims to
clarify how climate change evolves in Dutch cities, and which urban morphological factors need to be
modified in order to reduce heat stress.

Atmosphere 2018, 9, 353; doi:10.3390/atmos9090353 www.mdpi.com/journal/atmosphere11
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Temperatures in cities are typically significantly higher for most of the day compared to their
rural surroundings [3]. The heat stress due to these higher temperatures has a significant impact on
health [4,5]. These elevated urban temperatures are known as the urban heat island (UHI), which is
defined as the difference in 2 m of air temperature difference between a city and the surrounding
countryside. Many factors contribute to a warmer urban environment. In general, the radiation balance
of a city is altered due to its complex canyon structure, which results in a relatively small albedo, and
thus, a large energy gain for the urban surface [6]. Furthermore, the energy balance of urban areas
is different from rural areas due to the lower sky-view factor [3,7], enhanced impervious surfaces
(initiating a higher sensible heat flux at the expense of the latent heat flux), and anthropogenic heat
release [8]. Because of the relatively large heat conductivity and thermal capacity of the urban fabric,
cities can store more heat during the daytime than rural environments. This energy is released after
sunset creating the largest UHI in the evening or onset of the night. The elevated temperatures in
urban areas affect human health and are a significant contributor to the excess mortality observed
during heat waves [4,5]. High night-time temperatures have adverse effects on human health by
preventing an adequate recovery from daytime heat and by inducing sleep deprivation [9]. The best
known examples for western Europe were the high number of excess deaths in France during the heat
waves of 2003 and 2006 [10,11]. In the Netherlands, the number of excess deaths was estimated to be
between 1400 and 2200 in the summer of 2003 [12].

The UHI is difficult to quantify directly with observations, since the availability of long-term
climatologic observational data in cities is limited. This is because official weather stations are
preferably located in open rural or natural areas with the aim of obtaining a substantial spatial
representativeness [13]. Consequently, long-term climatological observations to monitor urban heat
are rarely available for cities. Other observational sources from urban areas such as amateur weather
station data or field campaign data generally do not cover long periods, and the data often represent
only small areas due to the high variability in temperature within the urban area setting [14,15].
To overcome this lack of observations, the UHI is often modeled using sophisticated atmospheric
mesoscale models coupled to an urban canopy [16–19]. However, those models require large amounts
of initial urban morphological data, which are often inaccurate and sometimes not available [20].
Another approach is to measure the UHI with remote sensing techniques [21,22]. However, correlations
between remote-sensing-derived surface temperatures and air temperatures are weak, due to the
absence of advection and flux divergence in the air volume [21]. In addition, the intervals of the
revisiting times restrict a dynamical analysis of UHIs [22].

As an alternative approach, in this study, we diagnosed the daily maximum UHI by applying an
empirical formula designed by Theeuwes et al. (2017) [20]. With this approach, we calculated urban
minimum temperatures and compared them with rural minimum temperatures. The data needed in
this equation consist of routine meteorological observations and morphological city characteristics.
A novel concept is the application of this equation to determine the UHI for current and future
climates in an urban agglomeration. As a test bed, we computed the UHI for the agglomeration
of The Hague in the Netherlands (Figure 1). Previous research shows that cities of varying size in
a maritime climate such as the Netherlands may experience severe heat stress [14]. This also holds for
near-coastal cities like Rotterdam where nocturnal UHIs are up to 7 ◦C during clear heat-wave days [23].
Molenaar et al. [24] estimated that the number of hours of experienced heat stress, here defined as
the hours with physiologically equivalent temperatures above 23 ◦C, will double from the current
average of about 250 hours per year to slightly more than 500 hours per year under the warmest Royal
Netherlands Meteorological Institute (KNMI) climate scenario.

Also a novel concept, we investigated the impact of construction plans on the magnitude of the
UHI. In the future, the Dutch government will face the challenge of building an additional one million
residences before the year 2040 [25]. A substantial part of this new construction has to be developed
within existing urban areas. This means that the population density will increase, which will apply
pressure to the heat resiliency of cities. For instance, Steeneveld et al. [14] found a good correlation
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between the higher percentiles of UHI and population densities for Dutch cities of various sizes.
Within the current research, we investigated the effect of different urban planning strategies on heat
stress for current and future climate scenarios by creating heat maps with a resolution of 100 m.
The urban planning strategies refer to the redevelopment and the construction of additional residences
within the urban neighborhoods. The construction differs between high-rise buildings and low- and
mid-rise buildings. The choice has consequences for the urban morphological characteristics of an
urban area, as vegetation fractions and sky-view factors are important parameters in determining
the UHI. The aim of this study was to estimate urban night-time temperatures for current and future
climate in order to obtain measures which reduce the UHI.

This paper is organized as follows: Section 2 summarizes the modeling approach and introduces
the climate scenarios and urban planning strategies we explored. Section 3 presents the results we
obtained. Finally, in Sections 4 and 5, we reflect on our modeling approach and outcomes, and we
draw conclusions.

2. Methods

This section presents the followed research methodology, the utilized KNMI climate scenarios,
and the study area.

2.1. Study Area

The Ministry of Infrastructure and Environment of the Netherlands was interested in the
consequences of climate change and additional housing on heat stress in cities. The Hague was chosen,
because it is located in a large urbanized area where there is a great demand for housing [25]. The study
area (referring to rectangle in Figure 1A) includes the cities of The Hague, Delft, and Zoetermeer, as well
as the green agricultural areas that surround these cities. These cities have 532,561, 102,253, and 124,695
inhabitants, respectively [26], spread over 98.12, 24.06, and 37.06 km2, respectively. Other cities
were included in our study to allow for a reliable verification and to enable a robust statistical
relationship between residence density and urban morphological characteristics (see Section 2.2).
Taking into account the population of the smaller villages and hamlets, the agglomeration of The
Hague accommodates about one million inhabitants. It is one of the most densely populated regions
in the Netherlands. The study area has a population density of 1270 inhabitants per km2 [27].

Figure 1. The agglomeration of The Hague (panel A) and an overview map of the Netherlands
(panel B) [28]. The black rectangle in panel A indicates the study area for which the heat map
was calculated. The three WMO stations are indicated in italics (Voorschoten, Hoek van Holland,
and Rotterdam). Rotterdam acts as a rural reference station. The blue shapes in The Hague (Den Haag)
represent the urban districts, Central Innovation District (CID), and The Hague Southwest, for which
different urban planning strategies were evaluated for heat stress.

13



Atmosphere 2018, 9, 353

The climatological conditions of these regions are characterized by the vicinity of the North Sea.
The prevailing wind direction is from the southwest. The temperature distribution is rather mild with
maximum and minimum temperatures of 21 ◦C and 16 ◦C in August. In January, the daily maximum
and minimum temperatures amount to 6 ◦C and 3 ◦C. The yearly precipitation measures 666 mm,
with the largest monthly precipitation in November.

2.2. Diagnostic Equation to Compute Minimum Temperatures in Cities

Urban heat islands and urban temperatures can be estimated looking at the combined effects of
weather conditions and urban morphological characteristics. From these factors, a daily maximum
urban heat island (UHImax) can be estimated using a diagnostic equation created by Theeuwes et al.
(2017), henceforth referred as T17 [20] (Equation (1)).

urban morphology meteorology

UHImax =
(
2 − SVF − fveg

) 4
√

S↓DTR3

U .
(1)

This equation was validated using observational data from 14 cities across northwestern Europe
that vary in size. The equation appears to be robust. The UHImax expresses the maximum temperature
difference between urban and rural environments on a given day in Equation (1). SVF denotes
the sky-view factor and fveg denotes the vegetation fraction of the urban area. S↓ denotes the
mean downward shortwave radiation (K·ms−1), DTR denotes the diurnal temperature range (K),
and U denotes the mean wind speed (m·s−1) measured at a rural station nearby the city. The average
measurement period for each of the meteorological parameters can be found in T17 [20]. The heat
maps are computed on grid cells with a resolution of 100 m. The SVF and vegetation fraction were
determined using a source area of 500 by 500 m around the grid cell, which was designated to a 100 m
resolution. The SVF originates from a 5-m-resolution dataset [29], derived from a digital elevation
model based on airborne lidar measurements from aircraft measurements made in 2008 [30]. Upscaling
from a 5-m to a 500-m resolution was performed by taking the median of street level SVF data
points. The vegetation fraction dataset originates from a normalized difference vegetation index map
(NDVI) [31].

The spatial contrast of the UHImax across the city is a good measure to estimate which parts of the
city suffer more from heat stress. Nevertheless, when climate change is incorporated, the UHImax is not
an adequate measure of heat stress anymore, since climate change is heating up the world regardless
of whether an area is classified as rural or urban. Therefore, it is useful to make an evaluation based
on the absolute values of urban temperatures, such as minimum temperatures (Tncity), which can be
computed as follows:

Tncity = Tnrural + UHImax × 0.46. (2)

When minimum temperatures are observed at the rural reference station, the UHI is typically
substantially smaller than the UHImax. On a typical cloudless day, the minimum rural temperature
increases by 46% of the UHImax [3]. This fraction of the UHImax is also known as the UHITMIN.
The WMO station in Rotterdam acts as a rural reference station (provides Tnrural in Equation (2))
(Figure 1A). Measurements from other nearby WMO stations were discarded, because they were
located too close to the sea (Hoek van Holland) or were recently relocated (Voorschoten). In order to
compute climatologies, we used the data from 15 summer half-years (1 April–30 September) covering
the years 2002 to 2016 from the WMO station Rotterdam. Finally, we present heat maps showing
the average number of nights per year that exceed the minimum temperature of 20 ◦C. This metric
is consistent with ongoing climate adaption policies in the Netherlands [32]. These nights are often
referred to as tropical nights. The heat maps were generated with the QGIS software [33].
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2.3. Future Climate Scenarios

For future climate scenarios, the meteorological time series from the rural station Rotterdam
during the period 2002–2016 were transformed into the projected climate of 2050. The Netherlands
weather services (KNMI) developed four different scenarios to depict how the climate may evolve,
namely the GL, GH, WL, and WH scenarios. The scenarios differ in the estimated global temperature
rise (G or W) and the degree of change in air circulation patterns (L and H suffix), all of which are
schematically represented in Figure 2.

Figure 2. Four scenarios were used to calculate future heat stress. They differ in global temperature
rise and change in air circulation pattern. Reproduced with permission from KNMI, Brochure KNMI’14
climate scenarios, 2015 [34].

These climate scenarios are based on the Intergovernmental Panel on Climate Change (IPCC)
global climate model calculations, on global climate model EC-Earth results, and on a downscaling step
within the regional climate model, Racmo [34]. All four scenarios have an equal chance of occurrence.
As indicated in Figure 2, the scenarios differ in the degree of change in air circulation patterns and
the global temperature rise. The differences in global temperature rise are due to different projections
of greenhouse-gas emissions adopted from the emission scenarios from the IPCC [34]. The scenarios
GL and GH match the lower end of the emission reduction scenarios (RCP4.5 and RCP6), and the
scenarios WL and WH match the high-emission scenario (RCP8.5) which does not include specific
climate mitigation [35,36]. Within all of the model simulations, a distinction can be made between
models showing a large and small precipitation response [37]. Simulations with a large precipitation
response foresee wet humid winters and dry summers, and are assigned to H-scenarios. The change in
precipitation response is linked to circulation change, and H-scenarios show more frequent westerly
circulation in the winter and domination of high pressure in the summer. In the summer, this means an
increase in solar radiation and more easterly winds, which implies higher temperatures. This weather
type also favors urban heat islands.

The scenarios provide monthly temperature increments for daily percentiles [38]. These increments
were relative to the climate period of 1981–2010. There is already a climate signal in the time series
(2002–2016) compared to this climate period, and this bias was subtracted from the results. Using the
procedure of Molenaar et al. [24], these increments were interpolated for all of the days in a month.
In this study, the transformation was performed on hourly values, because the time frame in which
minimum temperatures were determined differs from the standard, i.e., from 8:00 a.m. universal
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coordinated time (UTC) to 8:00 a.m. UTC the next day. After the creation of a future hourly time series,
a proper minimum temperature can be derived. As such, we use

T f (h) = Tc(h) + ΔT(d) + ΔHTD(h)− ΔHTD(h), (3)

where

ΔHTD(h) =
(
Tc(h)− Tc

min
)(

Tc
max − Tc

min
) × ΔDTR. (4)

The symbols are defined by the following:

Tc(h) = hourly temperature current climate
Tc

min = minimum daily temperature, 8:00 a.m. to 8:00 a.m. the next day
Tc

max = maximum daily temperature, 8:00 a.m. to 8:00 a.m. the next day
T f (h) = hourly temperature for future climate
ΔT(d) = daily temperature increment to future climate
ΔDTR = change in average diurnal temperature range to future climate
ΔHTD(h) = hourly temperature deviation

ΔHTD(h) = 24-hour average bias of hourly temperature deviation

For a transformation to hourly values, the daily temperature increments, ΔT(d), were added
to individual hours (see Equation (3)). This increment, ΔT(d), was the outcome of the procedure
of Molenaar et al. [24]. A novel aspect is that the change in diurnal temperature range (DTR),
ΔDTR, between the future and current climate was also taken into account (Equations (3) and (4)).
With Equation (3), a new dataset of minimum temperatures for 2050 can be directly calculated using
the hourly temperature dataset of T f (h).

The UHImax also changes in a future climate (see Equation (1)). The scenarios generally show
an increase in global radiation and generally show a decrease in DTR, which influences the UHImax.
On the contrary, however, the H-scenarios (GH and WH) show a small increase in DTR for the warmest
months of July and August. In all climate scenarios, these months show an increase in global radiation
from 2% in the GL scenario to 7% in the WH scenario, as well as a change in DTR between −3% in
the GL scenario and 2% in the WH scenario. For the transformation in global radiation, we followed
the method of Bakker [39]. The climate scenarios provided only monthly changes in global radiation.
In our study, the change in radiation was distributed over all days without exceeding the maximum
realistic daily radiation sum, which was set at 75% of the radiation at the top of the atmosphere [39].
Changes in wind speed were not considered, because they fell within the natural variation range [34].
Transformation numbers can

2.4. Urban Planning Strategies

The impact of the redevelopment and the construction of additional residences was evaluated
for two urban districts. One district was a residential area consisting of low- and mid-rise buildings
located in the southwestern part of The Hague, referred to as “The Hague Southwest” (Figure 3A).
The other district was located near the center of The Hague and mainly consisted of a relatively old
business area and newer high-rise commercial buildings. This area is scheduled for redevelopment,
and is referred to as the Central Innovation District (CID) (Figure 3B). The densification of this district
is much larger than that of The Hague Southwest, because of the larger building assignment.

The building assignments of the districts could either be achieved by building on currently green
spaces or by replacing the existing low- and mid-rise buildings with high-rise buildings. This will
either reduce the vegetation fraction or raise the SVF, which will consequently increase the UHImax.
This choice and the alternative of building residences in surrounding green corridors were examined
using five distinct urban planning strategies shown in Table 1.
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Figure 3. Theoretical building assignment for districts of The Hague Southwest (panel A) and the CID
(panel B). The building assignment is indicated for different neighborhoods within brackets, and the
number above the brackets indicates the current number of residences in the neighborhood. The pink
areas in panel A indicate green corridors which were built using strategy C. The white numbers label
the different neighborhoods.

Table 1. Five urban planning strategies that complete the building assignments for The Hague
Southwest and the Central Innovation District (CID). The enumeration starts with B, in accordance
with the panels in Figures 8 and 10. Panel A in these figures represents the current housing.

The Hague Southwest CID (Central Innovation District)

B. Build on green corridors around the urban
neighborhoods with low- and mid-rise buildings.

C. Construct low- and mid-rise buildings on green
spaces within the urban neighborhoods.

D. Construct high-rise buildings within the urban
neighborhoods to preserve existing green spaces.

B. Construct high-rise buildings whereby green
spaces are preserved as much as possible.

C. Construct high-rise buildings whereby the
vegetation fraction is increased.

In this study, the building assignment was expressed as a change in the SVF and/or vegetation
fraction in order to estimate the changes in the UHI (see Equation (1)). Hence, as a first step, we had
to determine the numerical relationship among the density of the residences [27], the SVF, and the
vegetation fraction (fveg) for the current building volume of the agglomeration of The Hague. This is
expressed as

Residences per km2 = −213(±19)SVF − 200(±30)fveg + 1.85(±0.04)
(
SVF × fveg

)
+ 22687. (5)

Figure 4 shows the empirical relationship among the density of the residences, the SVF, and the fveg

in a three-dimensional (3D) plot. Herein, the SVF and the fveg are denoted in percentages. The ranges
used for this relationship vary between 52–99% and 11–93% for the SVF and the fveg, respectively.
For the CID, it was necessary to extrapolate to a minimum SVF of 22% and a vegetation fraction of 5%
to meet the requirements of the high density of residences. Note that the population density does not
currently occur in the agglomeration of The Hague. The UHImax equation (Equation (2)), however,
was tested for highly urbanized areas [20]; thus, it can deal with the planned densification for the
CID. The values used for the SVF, the fveg, and the density of residences for the five urban planning
strategies can be found in Tables A1 and A2 in Appendix A.
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Figure 4. Empirical relationship among the density of the residences [27], the sky-view factor (SVF),
and the vegetation fraction for the agglomeration of The Hague presented on a three-dimensional (3D)
surface (R2 = 0.64). Areas with more than one-third non-residential buildings were removed from the
analysis. Areas with a population density below 750 per km2 were also removed. The black line and
the black dotted line indicate the equilibrium between the slopes of the vegetation fraction and the SVF.
The grid resolution used is 500 m.

3. Results

3.1. Model Validation for the Agglomeration of The Hague

The diagnostic equation for the UHI applied here (Equation (2)) was designed and tested
using observational data from cities of variable sizes in northwestern Europe [20]. It was crucial
to verify the results presented here with citizen weather stations in the agglomeration of The Hague.
Firstly, minimum temperatures are a different metric from the maximum UHI used for verification
by T17 [20]. Secondly, the retrieval and integration of morphological data and meteorological data
were slightly different compared with the procedure of T17 [20]. Finally, spatial differences may occur
because the area is bordered by the coast, where seasonality in sea-surface temperatures and the
presence of a sea breeze may play a role.

A quality assessment of crowdsourced weather data is indispensable, because weather stations
may have issues and are not always properly installed [40,41]. For the verification, we used data from
citizen weather stations in the agglomeration of The Hague, and data were also obtained from the
Weather Underground platform. We selected only Davis Vantage Pro and Oregon scientific stations,
since they show small biases in the night [40]. This added up to nine stations in total. The time
series from these stations comprised two years of data (2015–2016) restricted by the summer period
(April–October). Minimum temperatures were discarded if more than two hourly values were missing
(as in the analysis by Hopkinson et al. [42]). After evaluating this constraint, the minimum availability
was 48% and the average availability was 78% for a single citizen station.

The citizen weather stations and the diagnostic equation were compared in a quantile–quantile
plot in Figure 5A, and the bias and standard deviation of the stations grouped by percentile are shown
in Figure 5B. Only the lower percentiles with low minimum temperatures had a substantial cold
bias. It is expected that the lack of anthropogenic heat led to the underestimation in the diagnostic
equation (Equation (2)). During cold weather in the spring, the anthropogenic heat source is larger
than in the summer due to heating of buildings [43]. Furthermore, in the lowest and highest percentile,
there seemed to be more variance in minimum temperatures of the citizen weather stations than in
the modeled minimum temperatures of the diagnostic equation. The other percentiles showed good
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agreement between the model and the observations, with only slight cold biases, and supported the
reliability of the equation.

Figure 5. (A) Quantile–quantile plot for modeled and observed (Davis and Oregon citizen weather
stations) night-time minimum temperatures for the years 2015–2016. (B) The bias between the data from
these citizen weather stations and the diagnostic equation are presented as a function of temperature.
Error bars indicate the standard deviation.

3.2. Heat Stress for Current and Future Climate in 2050

As a starting point, a heat map of the current climate was constructed for The Hague (Figure 6).
Note that this heat map covered a smaller area than the study area displayed in Figure 2. In the current
climate, tropical nights are not common. On average, rural areas experience 1.25 tropical nights per
year, while the urbanized parts of The Hague face 3.5 to a maximum 4.5 tropical nights per year.

Note that, in rural areas, the number of tropical nights was distributed quite uniformly over
the 15 years. During a few (20%) of the years, there were no tropical nights and the warmest year
in the series, 2006, had three tropical nights. The tropical nights typically occurred when weather
conditions were governed by a warm humid cyclonic southerly flow with an upper level trough west
of the European continent and approaching fronts, sometimes referred to as a Spanish plume [44].
These situations are unstable with high chances of thunderstorm and squall lines bringing in colder
air masses; therefore, such situations do usually not last long. These situations prevent rural areas
from developing a cool stable boundary layer at night. Urban areas may experience tropical nights
particularly during relatively long warm episodes or heat waves, which is more often accompanied
by an anticyclonic weather type. For the year 2006, a maximum of 14 tropical nights occurred in the
center of The Hague. Six tropical nights occurred within a period of eight days. Note that a warm
summer like 2006 is not unlikely in the current climate. The return time of such a summer is estimated
at eight years [45].
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Figure 6. Modeled average number of nights per year above 20 ◦C for the current climate (2002–2016)
for The Hague.

Concerning the climate in 2050, we foresee that the number of tropical nights will increase
substantially. Depending on the scenario, rural areas may experience 2.1–5.8 tropical nights per year,
and the center of The Hague may experience 6.5–16 tropical nights per year (Figure 7). For the city,
this means a three- to fourfold increase in tropical nights for the warmest WH scenario compared to
the current climate. The observed warm year 2006 would fall in between the WL and the WH scenarios
for an average year around 2050. The transformed year 2006 would lead to 15 tropical nights in rural
areas and up to 32 tropical nights in the center of The Hague for the WH scenario.

Figure 7. Modeled average number of nights per year above 20 ◦C for the four Royal Netherlands
Meteorological Institute (KNMI’14) scenarios representing the year 2050.

The absolute difference in tropical nights between rural and urban areas increases in the warmer
scenarios, because more prevalent weather conditions will enable more tropical nights in cities in
a warmer climate. Minimum temperatures simulated in cities of around 18 ◦C in the current climate
will exceed 20 ◦C in the WH scenario, and those nights will occur much more frequently than the
tropical nights of today. Interestingly, the average UHI is likely to decrease a little for urban tropical
nights in the future, because the more prevalent weather conditions are less related to strong UHIs.
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In any case, there will be very little change in the number of tropical nights for all future climate
scenarios (less than 3%). This is elaborated in the discussion.

3.3. Urban Planning Strategies for The Hague Southwest

For the urban district, The Hague Southwest, three urban planning strategies (abbreviated to
strategies) were examined, and the impact on the number of tropical nights and UHImax was evaluated.
The current climate does not indicate clear absolute differences in tropical nights between urban areas,
due to the scarcity of these nights in low- and mid-rise urban areas. Therefore, the different strategies
were shown for the future WH scenario only. The additional heat stress (measured in number of tropical
nights per year) will be mostly scattered over the urban district in the strategy where new residences
will be built on the currently green corridors around the neighborhoods (Figure 8A,B). The other
strategies concentrate the heat stress particularly within the neighborhoods. The largest increase in the
number of tropical nights takes place in neighborhood 2, which has the highest density of residences
with the largest building assignment (Figure 3). For the hottest place in this district, the average
number of tropical nights per year will increase from 3.1 to 3.5 in the current climate (not shown),
and from 11 to 13 nights in the WH scenario shown in Figure 8C,D (the mildest GL scenario shows
an increase from 4.7 to 5.4–5.5 tropical nights per year). Thus, the maximum expected numbers of
tropical nights for this neighborhood in strategy C and strategy D are very similar. However, strategy
C (construct low- and mid-rise buildings) shows larger patterns of these maxima than strategy D
(construct high-rise buildings to preserve green spaces). Strategy C is moderately warmer than strategy
D for the entire urban district, especially in neighborhood 2. This is best seen in the continuous scale of
the 95th percentile of UHImax in Figure 9 for the current climate. The maximum increase in the 95th
percentile of UHImax is 1.2 ◦C for strategy C and 0.8 ◦C for strategy D, and remains nearly constant
for the future scenarios. Note that these relative differences in the scenarios are also reflected in the
expected minimum temperatures. In summary, the realization of high-rise buildings to preserve
existing green spaces appears to be a better strategy than constructing low- and mid-rise buildings on
existing green spaces for The Hague Southwest.

Figure 8. Modeled number of tropical nights per year for the WH climate scenario in 2050 for The
Hague Southwest for: (A) current housing, (B) building on green corridors around the neighborhoods
with low- and mid-rise buildings, (C) constructing low- and mid-rise buildings on green spaces within
the urban neighborhoods, and (D) constructing high-rise buildings within the urban neighborhoods to
preserve existing green spaces.
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Figure 9. Difference in the modeled 95th percentile of UHImax between (A) strategy C (constructing
low- and mid-rise buildings) and (B) strategy D (constructing high-rise buildings). Both are compared
with the current housing for the current climate.

3.4. Urban Planning Strategies for the CID

For the CID (Central Innovation District), we looked at the frequency of tropical nights and
UHImax to examine the effects of the urban planning strategies (Figures 10 and 11). In contrast to
The Hague Southwest, the effect of the urban planning strategies is larger for the current climate,
and therefore, is presented in Figure 10. The most urbanized neighborhoods 1 and 3 show the largest
increase in tropical nights in both strategies, from 3.5 tropical nights per year up to more than five
tropical nights per year in the current climate. The future climate scenarios foresee 8–15 tropical
nights per year in the GL and WH scenarios, respectively. When compared to the district, The Hague
Southwest, it is not clear which strategy is best. However, differences between the two strategies for the
95th percentile in UHImax reveal that the strategy where green spaces are preserved most (strategy C)
is the best choice (Figure 11). The neighborhoods 1, 2, 3, and 7 show mixed results, which is due to the
small sizes of the areas. If the neighborhoods were larger, then strategy C would result more clearly in
less heat stress. In the Supplementary Materials the other climate scenarios are displayed for the urban
planning strategies for CID and The Hague Southwest, the number of tropical nights for the warmest
year 2006, and monthly transformation tables for temperature, DTR and global radiation from the
current climate to the future climate in 2050.

Figure 10. Modeled number of nights above 20 ◦C per year for the CID in the current climate for
(A) current housing, (B) constructing high-rise buildings whereby green spaces are preserved as much
as possible, and (C) constructing high-rise buildings whereby the vegetation fraction is increased.
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Figure 11. Difference in the modeled 95th percentile of the UHImax between strategy B and strategy C
for the WH climate scenario.

4. Discussion

4.1. Thresholds in Urban Planning Strategies

In this paper, we studied the effects of different urban planning strategies on heat stress for
current and future climates in the agglomeration of The Hague. It appears that preserving green
spaces was clearly the best urban planning strategy in order to avoid heat stress for The Hague
Southwest. The difference between the strategies for the CID was much smaller. An explanation for
this difference appears when examining the statistical relationship among the density of residences,
the SVF, and the vegetation fraction (Equation (5)). The larger the slope or partial derivative is in
Equation (5), the more residences could be built per a certain decrease in SVF or decrease in vegetation
fraction. Thus, the effectiveness of the strategy depends on the specific urban conditions. The vast
majority of the data points in Figure 4 are positioned above the black line, which means that more
residences could be built per percentage point decrease in the SVF than per percentage point decrease
in the vegetation fraction. Note that a percentage point decrease in the SVF has the same effect on
UHImax as a percentage point decrease in the vegetation fraction (Equation (1)). This means that,
for the majority of neighborhoods, a decrease in the SVF due to high-rise buildings causes less heat
stress than building low- and mid-rise buildings on green spaces.

SVF = fveg − 7.1. (6)

The threshold which determines the favorable strategy can be derived from Equation (5) and
is denoted in Equation (6). It is also represented as the dotted black line at the bottom of Figure 4.
Note that this relationship is specific for The Hague agglomeration and might alter slightly for other
urban areas, even in the similar climates of other countries in northwestern Europe.

This threshold indicates that reducing the SVF by constructing high-rise buildings is a better
measure, unless the SVF is considerably low and the vegetation fraction is high. This is relatively
rare for the agglomeration of The Hague. The differences in effectiveness between the strategies can
be attributed to the cross product in Equation (5), which appeared to be significant. The density of
residences can be imagined roughly as a product of urban fraction (inverse of vegetation fraction) and
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height of the buildings (more or less correlated with the inverse of SVF). Two intermediate values in
this product result in a substantial larger density of residences rather than a low and a high value for
equal levels of heat stress.

4.2. Applicability and Limitations of the UHI Diagnostic Equation

Spatial variation in UHImax and night-time minimum temperatures within cities were
investigated several times using multi-year observation data in cities. Montavez et al. [46] found
that the urbanization of Granada in Spain resulted in increased night-time minimum temperatures
predominantly in the city center. Eliasson [47] concluded that urban–park temperature differences
were on the same order of magnitude as urban–rural temperature differences, which corresponds to
large parks in The Hague. Heusinkveld et al. [23] found that spatial differences in vegetation cover are
paramount in determining the spatial variation in UHI, and the correlation coefficients were best for
an upwind fetch area of 700 m. In the current study, the wind direction was not taken into account,
and therefore, a smaller area of 500 by 500 m was an appropriate choice. When considering SVF,
an aerial mean is used to relate the SVF to UHI to incorporate advection effects on air temperature,
which was performed in studies such as those by Goh et al. [48] and Unger [49]. Similar to our study,
Unger [49] extracted the SVF on a scale of 500 by 500 m.

The verification of two years of crowdsourced city temperature data reveals that the diagnostic
method used in this study does not indicate substantial biases in minimum temperatures in urban
areas. This supports the use of the current diagnostic equation. Although the diagnostic equation is
a physically meaningful equation with conservation of fundamental dimensions, not all potentially
important contributing factors were taken into account. One can think of contributing factors such
as anthropogenic heat, albedo, thermal admittance, which is related to the heat storage of buildings,
distance to open water from a city’s edge, and a vertical temperature gradient, as a measure for
stability at the rural reference station. The latter two appeared to have less significance [20]. Caution is
advised when applying the method to places that have large anthropogenic heat production like
industrial areas or highly densely populated areas. Industrial areas were not sampled in the validation
of T17 [20]. Anthropogenic heat can be included into the equation by adding it to the incoming solar
radiation, or it can be added as a separate variable. When added to the incoming solar radiation, it has
no substantial influence, apart from the cautioned areas with large anthropogenic heat production.
Since the proximity to open water is not considered in the equation, the urban areas close to the sea
have larger uncertainties for our study area. Open water is difficult to implement in a time-invariant
UHImax equation, because the effect is strongly dependent on the season [50]. For albedo and thermal
admittance, it is a challenge to retrieve reliable area-wide data on building properties. Albedo data can
be straightforwardly retrieved from satellite observations, although a top view would over-represent
roof albedo, which is less decisive on the street level than wall and street albedo [51].

A conversion factor of 0.46 was used to estimate the UHITMIN from the UHImax (see Equation (2)).
The ratio between UHImax and UHITMIN (conversion factor) is probably not fixed for all the percentiles,
as demonstrated in a crowdsourced data study conducted in the Netherlands [14], and for city weather
stations in Rotterdam [23]. The last study reported UHImax to UHITMIN ratios in the range of 0.63–0.87
for the 95th percentile. However, it might be a safe choice to have a conservative conversion factor,
since the rural reference station Rotterdam is affected by UHI mainly due to advection from Rotterdam
and the airport itself [23]. Spatially, the conversion factor may change between areas with dominant
narrow or wide street canyons [52].

4.3. Climate-Change Projections on Heat Stress

As demonstrated in Figure 7, the projected climate change could have a reasonably large-to-huge
effect on heat stress levels. Regional climate models for Europe show similar outcomes. The high
consistency in worsening health indices seem alarming for Europe [9]. Gasparrini et al. [53] and
Huynen and Martens [54] found an increase in heat-related excess mortality for future climate
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scenarios. For the Netherlands, the population-attributable fraction of mortality is estimated to
increase by 44–119%, depending on the KNMI’14 climate scenarios [54]. Furthermore, mortality
increases when heat waves are combined with air pollution [55]. Air pollution also increases with
higher temperatures, due to the associated higher chemical reaction rates and elevated emissions of
biogenic ozone precursors [56]. Nevertheless, the direct effect of elevated temperatures during heat
waves seems to primarily be the effect of excess mortality [5,55].

Specific to the number of tropical nights, Fischer and Schär [9] showed a three- to fourfold increase
in the number of tropical nights for France and Central Europe between 1961–1991 and 2021–2050.
For downtown Paris, an increase from six to 35 tropical nights per year was estimated between
current and future climate (A1B scenario 2071–2099) [57]. Apart from the different methodology used,
these results are in line with our findings.

4.4. Comparison of Urban Heat Island and Climate Scenario Contributions on Heat Stress

Urban heat islands, as well as the projections of the climate scenarios for 2050, show significantly
raised temperatures compared to rural areas in the current climate (see Figure 7). More specifically,
rural areas in the WL and WH scenarios showed approximately the same number of tropical nights for
the center of The Hague in the current climate. Nevertheless, climate change appears to create more
significant heat stress than the imposed urbanization by the applied building assignments. This applies
especially to The Hague Southwest. The neighborhoods 1 and 3 in the CID have large building
assignments, and the increase in the number of tropical nights falls within the single climate-change
effect of the GL and GH scenarios. In particular, the higher minimum temperatures showed a large
increase in the climate scenarios. For the 5% warmest nights, an increase in night minima of 0.7 ◦C
is foreseen for the GL scenario, and up to 2.2 ◦C for the WH scenario (1.2 ◦C and 2.7 ◦C compared
to the reference climate period of 1981–2010). This climate-change effect is about the same for rural
and urban areas, which is discussed in the next paragraph. In contrast, the impact of urban planning
strategies is smaller, but still relevant. The largest relative temperature differences among the urban
planning strategies were found in The Hague Southwest. The preserving green strategy led to a 42%
lower increase in UHImax in the 95th percentile than the building on green spaces strategy, i.e., 0.33 ◦C
and 0.57 ◦C, respectively. For the CID, the building assignment was much larger, and the increased
vegetation fraction strategy noted an increase of 1.09 ◦C compared to 1.36 ◦C for the preserving green
strategy (difference of 20%). Tropical nights in urban areas were generally related to a lower UHImax

percentile, which corresponds to a lower UHImax, and consequently, the numbers increased by 25%.
The climate-change effect is nearly the same for rural and urban areas since the UHI will be

very similar in the future climate. In the diagnostic equation for UHImax (Equation (1)), this is
represented by an offset between a projected decrease in DTR and a projected increase in incoming
short-wave radiation, except for the WL scenario. This scenario shows the largest decrease in DTR
with an unchanged amount of sunshine. However, this results in a minor reduction in UHI by 2–3%.
In July and August, the UHI slightly increased (2–3%) for the H-scenarios, according to the increase in
DTR. Most other studies confirmed the small or non-significant average UHI changes for mid-latitude
cities in western Europe for the future climate [58–60]. There are climate models even hinting at a
decrease in UHImax and UHITMIN due to larger projected precipitation deficits and associated drier
soils in the summer time [57,59]. In such situations, rural temperatures increase, because less energy is
used for evapotranspiration. Hamdi et al. [59] found that, for a coupled urban and regional climate
model, the higher percentiles of UHITMIN could decrease by 1 ◦C. For our study area, the effect of soil
dryness does not play a substantial role in the UHI, because the land is below sea level and ground
water levels are controlled.

5. Conclusions

In this study, we investigated the effect of additional housing in constructed zones on heat stress,
worked out using different urban planning strategies for the current and future climates for the city
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of The Hague (the Netherlands). The heat stress is expressed based on the frequency of tropical
nights, where minimum temperatures are above 20 ◦C, and on the 95th percentile of the maximum
daily urban heat island, UHImax. The proposed additional housing was added near the city center
and in a residential area in The Hague. The urban planning strategies were applied in delineated
urban neighborhoods and differed in replacing low- and mid-rise buildings with high-rise buildings,
or constructing buildings on vegetated areas. The temperature projection was computed using a
validated diagnostic equation which combined weather data and urban morphological characteristics.
The vegetation fraction appeared to be a more critical parameter than the sky-view factor, which
was reduced by the tall buildings for the vast majority of urban configurations. This means that the
combination of mid-rise and high-rise buildings with a preservation of vegetated areas was the best
strategy. There is, however, an empirically determined optimum between vegetation fraction and
sky-view factor. The most favorable green strategy mitigated the heat stress by 42% and 20% for the
two urban districts tested.

In general, climate change will cause a larger increase in heat stress than the extra heat stress
caused by the imposed urbanization. Only the largest imposed building assignments could compete
with the colder climate scenarios. The most urbanized area of the city has on average 4.5 tropical
nights per year. For this area, we found a range of 6.5–16 tropical nights per year for the coldest and
warmest climate scenarios. For the warmest summer in the data series (year 2006), the number of
tropical nights would increase from 14 in the current climate to 32 in the warmest climate scenario.
The results were verified with a selection of high-quality citizen weather stations. The model results
were in good agreement with observations and showed only a slight cold bias. The prescribed method
based on a diagnostic equation is a fast and efficient way of determining climatologies in minimum
temperatures, and it is directly applicable for other cities across northwestern Europe.
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Appendix A

Here, the values for the SVF and the vegetation fraction are presented, which were used
for the urban planning strategies shown in Tables A1 and A2. According to strategies C and D,
only one characteristic, the SVF or fveg, was changed. The green corridor in strategy B has the urban
characteristics of neighborhood 1, which allows it to meet the criteria of the building assignment.

For the CID strategy C, both the SVF and the fveg were changed for neighborhoods which became
heavily urbanized in order to maintain realistic values. For instance, neighborhood 1 has urban
characteristics similar to downtown Paris in strategy C [20].

Table A1. Values used for the sky-view factor (SVF) and the vegetation fraction for urban planning
strategies in The Hague Southwest. In addition, the density of residences is indicated. Neighborhoods
are displayed in Figure 3.

Southwest A. Current Situation
B. Building Green

Corridors
C. Building

Low–Mid-Rise
D. Preserve Existing

Green Spaces

Neighborhood Res/km2 fveg SVF Res/km2 fveg SVF Res/km2 fveg SVF Res/km2 fveg SVF

1 5344 0.51 0.73 5344 0.51 0.73 5852 0.43 0.73 5852 0.51 0.69
2 5606 0.49 0.72 5606 0.49 0.72 8185 0.11 0.72 8185 0.39 0.58
3 5305 0.48 0.70 5305 0.48 0.70 6439 0.32 0.70 6439 0.48 0.61
4 6703 0.51 0.72 6703 0.51 0.72 7009 0.47 0.72 7009 0.51 0.69
5 0 n/a n/a 5344 0.73 0.51 0 n/a n/a 0 n/a n/a

Table A2. Values used for the SVF and the vegetation fraction for the urban planning strategies in
urban district CID. In addition, the residence density is indicated. Neighborhoods are displayed in
Figure 3.

CID A. Current Situation B. Green Spaces Preserved C. Increased Vegetation Fraction

Neighborhood fveg SVF Res/km fveg SVF Res/km2 fveg SVF

1 0.20 0.71 17010 0.05 0.23 17010 0.06 0.22
2 0.30 0.66 9811 0.13 0.55 9811 0.26 0.47
3 0.21 0.87 15643 0.06 0.29 15643 0.10 0.26
4 0.21 0.67 7706 0.17 0.64 7706 0.35 0.54
5 0.08 0.80 5805 0.08 0.77 5805 0.47 0.60
6 0.15 0.86 5907 0.15 0.74 5907 0.46 0.60
7 0.19 0.82 11919 0.09 0.46 11919 0.19 0.39
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Abstract: The North Atlantic Oscillation (NAO) is the most prominent pattern of atmospheric
variability over the middle and high latitudes of the Northern Hemisphere, especially during the cold
season. It is found that “weather types” are associated with human health. It is possible that variations
in NAO indices (NAOI) had additional impact on human health. We investigated the association
between daily emergency ambulance calls (EACs) for exacerbation of essential hypertension and
the NAOI by using Poisson regression, adjusting for season, weather variables and exposure to
CO, particulate matter and ozone. An increased risk of EACs was associated with NAOI < −0.5
(Rate Ratio (RR) = 1.07, p = 0.013) and NAOI > 0.5 (RR = 1.06, p = 0.004) with a lag of 2 days as
compared to −0.5 ≤ NAOI ≤ 0.5. The impact of NAOI > 0.5 was stronger during November-March
(RR = 1.10, lag = 0, p = 0.026). No significant associations were found between the NAOI and EACs
during 8:00–13:59. An elevated risk was associated during 14:00–21:59 with NAOI < −0.5 (RR = 1.09,
p = 0.003) and NAOI > 0.5 (RR = 1.09, p = 0.019) and during 22:00–7:59 with NAOI < −0.5 (RR = 1.12,
lag = 1, p = 0.001). The non-linear associations were found between the NAO and EACs. The different
impact of the NAO was found during the periods November–March and April–October. The impact
of the NAOI was not identical for different times of the day.

Keywords: North Atlantic Oscillation; weather; emergency ambulance calls; exacerbation of
essential hypertension

1. Introduction

The North Atlantic Oscillation (NAO) is the most prominent and recurrent pattern of atmospheric
variability over the middle and high latitudes of the Northern Hemisphere, especially during the cold
season months (November–March) [1]. In Northern Europe, during winter, the positive NAO phase
was associated with a stronger westerly wind flow, a higher temperature and increased storminess
and precipitation, whereas the negative NAO phase leads to weakened westerly wind and a lower
temperature and decreased storminess and precipitation [1]. A positive NAO phase is accompanied
by a statistically significant increase in the frequency of cyclones and cyclone depths in the North
Atlantic between 55◦ N and 75◦ N and in the south-eastern Mediterranean region [2]. As the largest
amplitude anomalies in sea level pressure occur during the winter months [3], the highest impact on
surface temperature, precipitation and atmospheric pollution indices are also observed during winter
months rather than during summer months [1]. The observations during the period 1950–2000 show
that during winters with a positive NAO precipitation amount is increased in north-eastern Europe,
whereas the precipitation is supressed under the anticyclonic conditions during the summer [4].
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The same results were observed during the period 1961–2010 in Lithuania [5]. The NAO exerts a
strong control on Europe’s climate interannual variability and pollution. Oscillations between high
and low NAO phases produce large changes in the wind speed and direction over the Atlantic,
the heat and moisture transport between the Atlantic and other continents [1]. Thus, NAO influences
hemispheric-scale and continent-scale pollution transport [6–8]. The backward trajectories analysis
in Lithuania indicates that the predominant origin of air masses is South-western Europe and North
Atlantic region [9,10].

It is found that “weather types” (synoptic events categorized by pressure patterns and wind fields)
are associated with human health. According to the studies in Italy, significant increases in hospital
admissions for myocardial infarction were evident 24 h after a day characterized by an anticyclonic
continental air mass and 6 days after a day characterized by a cyclonic air mass [11]; an increase in
ambulatory blood pressure followed a sudden day-to-day change of weather pattern from anticyclonic
to cyclonic days [12]. It is possible that variations in NAO indices (NAOI) had additional impact
on human health, after adjusting for weather variables and air pollutants. A statistically significant
association between mortality from ischemic heart disease and the NAO was found in England in
winter time [13] and an association between the incidence of and mortality from acute myocardial
infarction and the Arctic Oscillation (AO, which is close to the NAO) indices was found in northern
Sweden [14].

In our previous studies, we found the associations between emergency ambulance calls (EACs)
for elevated blood pressure (EABP) and weather and space weather variables [15] and exposure to air
pollution [16]. The aim of the study was to determine the complex association between daily EACs
for EABP occurring in the morning until the early afternoon (8:00–13:59), in the afternoon until the
evening (14:00–21:59) and at night until the early morning (22:00–7:59) and NAO indices, adjusting for
weather and space weather variables and air pollution.

2. Methods

The study was conducted from 1 January 2009 to 30 June 2011. The description of data of EACs is
presented in our previous work [15]. The values of daily NAO indices were obtained from the National
Oceanic and Atmospheric Administration (NOAA) database ftp://ftp.cpc.ncep.noaa.gov/cwlinks/.
We used the NAOI on the day of the call and on two previous days. As the quintiles of the daily
NAOI were −1.01, −0.49, −0.06 and 0.43 during the study period and the non-linear impact of
the NAO is probable, we used the NAOI as categorical variable with categories: ≤−1, (−1, −0.5],
(−0.5, 0], (0, 0.5] and >0.5. As confounders, we used the non-linear variables of air temperature
(T, ◦C), wind speed (WS, kt), barometric pressure (BP, hPA) and relative humidity (RH, %), low and
active-stormy geomagnetic activity levels, high-speed solar wind (HSSW), daily concentrations of
ozone and PM10 and the highest 8-h moving average of CO concentration. These variables are
described in more detail in previous publications [15,16].

Statistical Analysis

Continuous variables are presented as the mean value (standard error). The univariate associations
between NAOI categories and the daily number of EACs for EABP were evaluated by applying ANOVA
and Kruskal-Wallis test.

As the numbers of EACs Yt are count variable, we suppose that Yt followed a Poisson distribution
with mean λt, depending on predictor variables. We applied multivariate Poisson regression to evaluate
the association between daily NAOI variables and daily EACs for EABP, which was specified as:

ln(λt) = β0 + βXt + γZt (1)

where Xt is a NAOI variable, β is vector of coefficients for Xt, Zt—vectors of confounding factors—years,
seasonality, week days, day length, weather, space weather [15] and air pollution variables, as these
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may also affect the daily EACs rate; γ—is vector of coefficients for Zi. The daily incidence of EACs is
defined as E(Yt) = λt. Poisson regression coefficients were interpreted as the difference between the
log of expected counts.

Researchers in the topics of epidemiology and public health have been used the term “the relative
risk.” It is the ratio of two risks (or, informally, of rates or odds) comparing the risk of disease or
death among the exposed to the risk among the unexposed. We could also interpret the Poisson
regression coefficients as the log of the rate ratio. This explains the “rate” in incidence rate ratio.
In our investigation, it is important for health professionals to evaluate how many times the high or
low NAOI value increases the λi (the daily mean value of EACs) as compared to reference category
(−0.5 ≤ NAOI ≤ 0.5). Let Xi = 1, when NAOI with a lag of 2 days > 0.5, Xi = 2, when NAOI with a lag
of 2 days < −0.5 and Xi = 0 otherwise. Then ln(λi) = β0 + β1(Xi = 1) + β2(Xi = 2) + γZi, ln(λi|Xi = 1) =
β0 + β1(Xi = 1) + γZi, ln(λi|Xi = 0) = β0 + γZi and the ratio of daily incidences when Xi = 1 and Xi = 0
(λi|Xi = 1)/(λi|Xi = 0) = exp(β1) is defined as Rate Ratio (RR). We presented adjusted rate ratios (RRs)
in the multivariate Poisson regression model. The RRs are presented with 95% confidence interval
(CI) and p-value. The analysis was performed separately for the number of calls during the whole
day, in the morning until the early afternoon, in the afternoon until the evening and at night until the
early morning during the colder (November–March) and the warmer (April–October) periods. For a
sensitivity analysis, we evaluated the association between EACs for EABP and the NAOI separately
for older (>65 years) and younger patients. Statistical analysis was performed using SPSS 19 software.

3. Results

There were 17,114 emergency calls for EABP during the 911 days of the study: 26% of the calls were
received in the morning until the early afternoon (8:00–13:59), 44.5%—in the afternoon (14:00–21:59)
and 29.5%—at night (22:00–7:59); 60.2% of the patients were older than 65 years. The mean number
of EACs during the whole day was 18.8, during the time period of 8:00–13:59 it was 4.9, during the
period of 14:00–21:59—8.4 and during the period of 22:00–7:59—5.5 [15]. The mean daily number of
EACs for elderly was 11.3 and for younger patients it was 7.5. No significant difference was observed
in the distribution of NAOI categories during the colder and the warmer periods. During the colder
period, more days of NAOI < −0.5 were observed in December and more days of NAOI > 0.5 in March
(48.7%). During the warmer period, about 30% of days of NAOI < −1 was in June and 58.4% of days
of NAOI > 0.5 during the period of April–May (Figure 1).

Figure 1. The monthly distribution in the categories of the NAO index during the colder period and
the warmer period.
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A non-linear impact of the NAOI on the risk of EACs was observed (Figure 2). During the whole
day, an increase in the risk of EACs was associated both with NAOI < −0.5 on the day of the call
and on two previous days and NAOI > 0.5 with a lag of 2 days (Table 1). A protective impact of
the NAOI between −0.5 and 0 was seen especially on the same and on the previous day (Figure 2).
A negative impact of NAOI < −1 or NAOI > 0.5 on the same day was stronger during the period of
November–March (Figure 2). No any significant associations between the NAOI and daily EACs were
found during the period of April–October).

 

 

 

Figure 2. Cont.
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Figure 2. Rate ratios of emergency ambulance calls for elevated arterial blood pressure in the categories
of the NAO index (reference category the NAO index between −0.5 and 0), adjusting for years, month,
the day of the week, day length, weather and space weather variables.

Table 1. Significant associations between the NAO index and daily emergency calls for elevated arterial
blood pressure in rate ratios (RR), adjusting for day length, month, years, the day of the week, space
weather variable, weather variables and exposure to CO, PM10 and ozone.

Month Subjects NAOI RR (Lag 0) p RR (Lag 1) p RR (Lag 2) p

1−12 All whole day
<−1 vs. [−1, 0.5] 1.05 0.033 1.05 0.034 1.06 0.007

>0.5 vs. [−1, 0.5] 1.04 0.170 1.03 0.308 1.05 0.067

1−12 All whole day
<−0.5 vs. [−0.5, 0.5] 1.05 0.008 1.04 0.031 1.06 0.004

>0.5 vs. [−0.5, 0.5] 1.05 0.054 1.04 0.130 1.07 0.013

4−10 All whole day <−0.5 vs. ≥−0.5 1.04 0.129 1.04 0.168 1.04 0.098

11−3 All whole day
<−1 vs. [−1, 0.5] 1.06 0.064 1.06 0.094 1.07 0.045

>0.5 vs. [−1, 0.5] 1.10 0.026 1.09 0.036 1.08 0.052

1−12 All 14:00–21:59
<−0.5 vs. [−0.5, 0.5] 1.09 0.003 1.05 0.084 1.05 1.119

>0.5 vs. [−0.5, 0.5] 1.09 0.019 1.06 0.154 1.06 0.110

11−3 All 14:00–21:59
<−1 vs. [−1, 0.5] 1.13 0.012 1.05 0.320 1.02 0.638

>0.5 vs. [−1, 0.5] 1.15 0.023 1.11 0.081 1.10 0.144

11−3 All 14:00–21:59
<−0.5 vs. [−0.5, 0.5] 1.14 0.008 1.06 0.282 1.05 0.287

>0.5 vs. [−0.5, 0.5] 1.18 0.009 1.13 0.064 1.11 0.099

1−12 All 22:00–7:59 <−0.5 vs. ≥−0.5 1.08 0.019 1.12 0.001 1.11 0.004

4−10 All 22:00–7:59 <−0.5 vs. ≥−0.5 1.11 0.017 1.14 0.005 1.13 0.009

1−12 Age ≤ 65 whole day >0.5 vs. ≤ 0.5 1.12 0.004 1.03 0.157 1.09 0.026

4−10 Age ≤ 65 whole day >0.5 vs. ≤ 0.5 1.11 0.042 1.04 0.455 1.09 0.076

4−10 Age ≤ 65 whole day NAOI a 1.06 0.017 1.05 0.059 1.03 0.243

11−3 Age ≤ 65 whole day
<−0.5 vs. [−0.5, 0.5] 1.06 0.265 1.06 0.232 1.11 0.029

>0.5 vs. [−0.5, 0.5] 1.13 0.024 1.10 0.088 1.11 0.064

1−12 Age > 65 whole day <−0.5 vs. ≥−0.5 1.06 0.010 1.04 0.105 1.04 0.103

4−10 Age > 65 whole day <−0.5 vs. ≥−0.5 1.08 0.013 1.07 0.048 1.08 0.030

4−10 Age > 65 whole day NAOI a 0.97 0.065 0.97 0.111 0.97 0.152
a RR per increase 1.
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No significant associations were found between the NAO index and EACs for EABP during
the period of 8:00–13:59. In the afternoon-evening, a significant impact of a lower and a higher
NAOI was observed only on the day of the call. The stronger impact was observed during the colder
months (Figure 2, Table 1). At night until early morning, only the negative NAO (NAOI < −0.5) was
associated with an increased number of EACs; the stronger impact was observed during the period of
April–October (Figure 2).

For subjects, aged ≤65 years, during the period of April–October, a higher NAOI (>0.5) was
associated with an increased risk of EACs. Also, a positive association between the daily NAOI and
the daily EACs was found (Table 1). During the colder period, the risk of EACs was associated both
with a lower and a higher NAOI (Table 1). For the elderly subjects, during the period of April–October,
an increased risk of EACs was associated with a negative NAO (NAOI < −0.5). Also, the association
between the NAOI and the risk of EACs tended to be negative (RR = 0.97, p = 0.065 on the same day)
(Table 1).

For sensitivity analysis, we randomly divided the sample into five similar size parts and assessed
regression coefficients β and its standard deviations for NAOI > 0.5 and NAOI < −0.5 with a lag of
2 days. After, we calculated the mean values of β and it confidence interval. For the daily number of
EACs, the correspondence values for RRs (exp(β)) were, respectively, 1.052 (1.0005, 1.1061) and 1.068
(1.022, 1.115).

4. Discussion

In our study, a non-linear association between the NAO index and unfavourable health events
were determined for the first time. According to the results of our study, an increased risk of the daily
EACs for EABP was associated both with a positive (>0.5) and a negative (<−1 or <−0.5) values of the
NAO index, adjusting the impact of month and weather variables. Such effect may be explained by
the impact of the NAO on weather pattern and changes in air pollution level.

Days of NAOI > 0.5 were found to be associated with an increase in the risk of EAC for all
and younger subjects during the colder period. According to the analysis of multiannual data [17],
a positive NAO associated with a higher T during the period of November–March. Also, the reverse
thermal effects of the positive NAO phase during March of 2009–2011 was observed: BP on days
of NAOI > 0.5 was significantly higher as compared to days of NAOI ≤ 0.5 and the mean daily
air temperature (−0.23 ◦C) were the lowest during the period of 2000–2012. The 48.7% of days of
NAOI > 0.5 during the colder period was in March. March is the first month of spring associated
with vitamin deficiency, flu outbreaks and fatigue as well as reduced physical activity after the winter
season, therefore at that time, the human body was most vulnerable. Therefore, the impact of the cold
on days of NAOI > 0.5 in March may lead to an increased risk of EACs. So, during the studied period,
on 61.6% days mean air temperature was lower than −1 ◦C during the period of January–February.
According to the results of our previous studies [15,18], regression models of EACs for EABP for all
and aged ≤65 years subjects not included the variable of air temperature lower than −1 ◦C; only for
the elderly, variables reflecting the impact of the colder air included in the model for the risk of EACs
during the whole day and during 14:00–21:59. It is possible that only negative T concomitant weather
pattern on days of the positive NAO are risky for younger subjects.

According to our research, an increase in the risk of EACs was associated with a negative NAO
during the colder period, especially with NAOI < −0.5 for the period of 14:00–21:59. During colder
months of our study, the mean daily T and BP were significantly lower on days of NAOI < −0.5 as
compared to days of NAOI between −0.5 and 0.5. It is probable that the complex impact of both lower
T and BP may be explained by an increase in the risk of EACs during the days of NAOI < −0.5 in the
colder period.

During the colder period, a negative impact of both a positive and a negative NAOI on human
health may be caused by an increased exposure to air pollutant transfer from other regions of Europe
and Northern America. During winter months for NAO+ the transport of pollutants from North
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America to Europe is enhanced and the tracer plume is moving towards high latitudes of Europe and
reaches it in 8–10 days after tracer emissions [6]. During high NAO phases enhanced northward NO2

and black carbon transport is observed [6]. The differences between NAO+ and NAO− pollutants
air concentrations are more expressed in winter. The concentrations of PM2.5 and PM10 during high
NAO+ are up to 10 and 20 μgm−3 respectively higher than during NAO− and represent variations
of up to 20–40% between NAO phases [6]. During winter, a negative NAO associated with a higher
concentration of gaseous tracers and water-soluble aerosols emitted from Europe [6,7] in the Baltic
countries. The winter-spring peak of aerosol concentration over the north-eastern Europe usually is
recorded [9]. Concentrations of nitrogen oxides (NO and NO2) were negatively related to the NAOI in
the city of Gothenburg, west Sweden during the winter months for the period 1997–2006 [19]. In our
multivariate model, concentrations of ozone, PM10 and CO were included but we did not adjust for
the impact of other pollutants.

According to our results, during the period of April-October, an increase in the risk of EACs was
associated with a negative NAO in the elderly and with a higher NAOI in the aged ≤65 years subjects.
In mid-latitudes ~55◦ N, 20–30◦ E, during the period of June–September, negative NAO phases are
associated with a stronger westerly wind flow, a higher precipitations level, a higher cloudiness and a
lower air temperature [4,8]. A positive NAO during summer associated with a lower precipitation level,
weaker winds and a higher temperature. During the warmer months, NAOI < −0.5 on the previous
day was associated with a higher WS and a lower BP during the period of our study. The supressed
precipitation amount during the summer leads to higher concentrations of aerosols in the atmosphere.
Therefore, positive NAO phases favour increased aerosol concentrations in northern Europe regions
during summer [8]. In summer, the region of North Poland and Lithuania is also very affected and
the high difference between aerosol concentration for NAO+ and NAO− are determined. The similar
differences were recorded not only to particulate matter but also for salt, dust, SO4, NO3 and NH4

concentrations [8]. The other meteorological parameters related to the NAO and atmospheric pollution
are wind speed, temperature and atmosphere oxidative capacity. During the periods of the weaker
winds associated with the NAO+ events favour the increase of particulate matter in polluted regions
such as large cities or entire industrial regions. It is probable that the complex of meteorological
conditions during days of NAOI < −0.5 had an additional negative effect associated with an increase
in the risk of EACs in the elderly and an increase in the air pollution level during a positive NAO had
a negative impact on the younger subjects. Studies on the associations between physical activity in the
elderly and weather conditions in Europe showed that physical activity decreased significantly with
increasing wind speed, precipitation and humidity [20], a shorter day length and duration of sunshine,
a high precipitation amount and a lower maximum temperature [21,22]. These weather conditions are
associated with a negative NAO excluding winter months—therefore, it can be assumed that NAOI
< −0.5 are associated with fewer physical activity opportunities for the elderly, who are likely to be
stressed. This can explain the fact that days of NAOI < −0.5 increase the risk of EACs in the elderly
during the warmer period. It is probable that the impact of weather pattern was stronger as the impact
of air pollutants in the elderly, whereas for younger the impact of weather pattern during a negative
NAO was slight.

According to literature, both positive and negative NAO phases are associated with worse
cardiovascular outcomes. Messner et al. [14] analysed associations between daily Arctic Oscillation
(AO) indices, which are close to the NAO and the incidence of and mortality from acute myocardial
infarction (AMI) in northern Sweden. This study established a negative impact of a positive AO
with a lag of 3 days: an increase in the AO index bringing warmer weather over Scandinavia was
associated with an increase in the incidence of and mortality from AMI. Statistically significant inverse
associations between the climate index (which represents winters with a strong negative phase of the
NAO) and the level of IHD mortality were found in England [13].

According to our results, the impact of the NAOI as well as weather variables was not identical
for different times of the day. No significant impact of the NAOI was observed in the morning until
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the early afternoon. During this period of the day, the impact of weather pattern was stronger as
compared to other periods of the day [15] and perhaps because the additional impact of the NAOI not
observed. The stronger impact of NAOI < −0.5 and NAOI > 0.5 was found in the afternoon until the
evening, especially during the colder period. It is likely that in the afternoon or several hours before,
people were more exposed to environment—a lower air temperature or higher precipitations and
cloudiness during the warmer period and a higher pollution levels during NAOI > 0.5. At night-early
in the morning, the increased risk of EACs on days of NAOI < −0.5 during the warmer period may be
explained by an increased stress after the day with poorer weather conditions—a lower T and BP and
a higher precipitations and cloudiness.

5. Conclusions

An increased risk of the daily emergency ambulance calls for elevated arterial blood pressure
was associated both with a positive (>0.5) and a negative (<−1 or <−0.5) values of the NAO index,
adjusting the impact of month and weather variables. The different impact of the NAO was found
during the periods of November–March and April–October. The impact of the NAO index was not
identical for different times of the day. No significant impact of the NAO index was observed during
the period of 8:00–13:59. The stronger impact of NAOI < −0.5 and NAOI > 0.5 was found in the
afternoon until the evening, especially during the colder period.
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Abstract: Workers exposed to high ambient temperatures, either indoors or out, work slower.
The few studies that have measured this loss of productivity show a degree of consistency
across widely varying settings. I develop a class of 5-parameter probability models that express
productivity as a function of environmental heat and show how the method of fitting can be
adapted according to the completeness of the data available. As well as modelling the mean output,
it is important to also consider variation between workers, and the model presented here achieves
this. The method is illustrated using three previously published datasets from different industries
and work environments.

Keywords: workplace; heat stress; productivity loss; beta distribution

1. Introduction

There is growing interest in the extent to which productivity is reduced in workers exposed
to high ambient temperatures and high humidity, and the related impacts of climate change [1–3].
A recent survey of the economic costs of extreme weather noted that “labour productivity loss [is]
expected to make a substantial contribution to the overall economic impacts associated with a warmer
climate” [4]. In the latest climate change impact assessment related to human health concerns [5],
the heat effects on human performance and work capacity were given high visibility. The importance
of considering humidity, as well as temperature, was stressed in a projection of labour capacity out
to the year 2200, which suggested a global reduction to a 40% capacity in the peak months under
unmitigated climate change [6].

Besides the likely economic implications [7–9], there are also important health considerations.
In poor communities, individual workers may be faced with the dilemma of [10] whether to reduce
their work output and suffer a loss of family income or to continue to work in conditions of unsafe heat
stress, risking personal injury or even death [11,12]. When the heat stress is temporary, physiological
heat acclimatization plays a limited protective role [12], but in more continuous heat exposure
situations, behavioural or technological acclimatization will be of great importance, including applying
air-cooling systems. However, for many jobs, air-cooling is difficult or impossible to apply, and
the limitation of climate change impacts will depend on reducing the extent of the global climate
change [5]. The many ways in which climate change will impact worker safety and health are surveyed
in Schulte et al. (2016) [13].

Absolute productivity, that is, the hourly output of some industrial or agricultural product,
is peculiar to each work environment, so we are concerned rather with the relative productivity.
Nevertheless, data will most often be available in terms of the actual output, so here we provide a class
of models suitable for modelling such data and capturing the relative output as a discrete component
of the model. Despite the importance, both economic and epidemiological, in how worker productivity
is reduced through heat stress, few published reports of heat-related productivity loss from actual field
observations of workplaces are so far available, and the very few datasets can be used for quantitative
analysis [14–16]. It is therefore important to make the best possible use of the meagre data that are
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available, and the method presented here provides a method for analysing such data and comparing
the results between disparate settings.

In this paper, I propose a new model for the output of an individual worker in a particular work
environment. The model has two components, each with its own assumptions. First, we suppose
that each worker has a maximum potential output under ideal conditions, and model this theoretical
maximum as being normally distributed across the population of workers in that industry. Secondly, we
suppose that in any work environment, an individual’s actual output will be reduced by environmental
stress to something less than their potential maximum. This proportional reduction will itself vary
between workers, and we model it using beta distributions that vary with the environment. A worker’s
actual output under given conditions is then the product of their potential maximum output and the
proportion that they can maintain, or choose to maintain, in those conditions.

An important feature of this model is that it captures the inter-individual variation in the reduction
of output. It is workers in the tails of this distribution that are at the greatest risk to their health and/or
income. We turn next to the details of this aspect of the model.

2. Experiments

In a given work environment, including an ideal environment, workers will vary in their relative
output, so a probabilistic model is required to capture the mean relative productivity and the variation
around the mean. We define ideal conditions as those that maximise the probability of achieving
a 100% relative output. Less ideal conditions will reduce this probability, perhaps to zero if no workers
can maintain full output, and will increase the probability of lower levels of productivity, potentially
to no output at all, if work becomes impossible for at least some workers.

A suitable family of distributions to express variation in a proportion or percentage is the
two-parameter beta family, usually parameterised as

fX(x; α, β)=(x(α−1) (1 − x)(β−1))/B(α, β) ; x∈[0, 1], α > 0, β > 0 (1)

This distribution has a mean μ = α/(α + β ) and variance

σ2 = αβ/[(α + β)2(α + β + 1)]= μ(1 − μ)/( α + β + 1) (2)

A convenient reparameterisation for modelling purposes is directly in terms of μ and a scale
parameter θ =

√
αβ , from which the usual parameters can be recovered as α = θφ, β = θ/φ where

φ 2 = μ/(1 – μ).
Usually, we will model μ to express how it varies with the work conditions. Here we model μ

as a logistic function of heat stress T, and estimate θ as a constant. If a particular parametric model
implies a mean output of μ, maximising the log-likelihood of the data with respect to the parameters
that determine μ in each environment, and also with respect to θ, provides the maximum likelihood
estimates of those parameters.

We let the potential maximum output for individual i under ideal conditions following a normal
distribution, Zi ~N(ψ, τ2), and express the proportional reduction in the work environment j as Pij

~B(μ (Tj), θ). Here, Tj represents the heat stress of that environment on some scale such as ordinary
ambient temperature, or a more specialised heat stress measure such as effective temperature ET or
wet bulb globe temperature, WBGT.

The observed output is Y = Z × P. Since the mean of Z is ψ and that of P is μ, the mean of Y is
approximately E[Y] ≈ ψμ. A given level of output might represent a small proportion P of a large
potential Z, or vice-versa, so the model, as so far described, will be poorly conditioned in terms of
ψ and μ, and a further model constraint is required. Published reports often describe an optimal
environment under which heat stress is essentially absent. For example, Wyndham (1969) [14] assumed
no loss of productivity until the ambient heat (expressed as natural wet bulb temperature, Tnw)
exceeded 27.7 ◦C. It seems reasonable, then, to assume that the beta distribution representing reduced
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productivity in such an environment has its mode at P = 1, approaching a degenerate distribution
in which all workers deliver 100% output. Under the conventional Beta(α, β) parameterisation,
such distributions are the subfamily in which β = 1. This sub-family can be specified through a logistic
model in the form:

logit μ(T) = 2ln(θ) + b(T − T0) (3)

Then μ(T0) = θ2/(1 + θ2), α(T0) = θ2, and β(T0) = 1 as required. The overall model now has four
parameters: the mean ψ and variance τ2 of the maximum potential output; the (negative) regression
parameter b that relates the mean relative output μ to the environmental stress measure T; and the
beta-distribution scale parameter θ, which also determines the intercept of the regression. Sometimes,
T0 can also be estimated from the data, but this may be unstable in small datasets, and then better
results are achieved by setting T0 from external considerations such as local knowledge or expert
opinion. Both approaches are applied in the examples below.

As well as modelling the mean output through a logistic regression equation, which may include
many covariates, the model also flexibly captures between-worker variance in output, through two
parameters τ2 and θ. The first measures the inter-worker variation of output in ideal, comfortable
conditions, while θ determines how the variance changes with temperature. A large θ implies that the
variance reduces in proportion with the mean output, as assumed by the original author in the first
example below [14]. A small θ, on the other hand, implies that the variance is maintained, or even
increased, as adverse conditions cause the output to fall, which is the case in which any given setting
will in itself be a research question of interest, to be answered through the analysis of relevant field data.

3. Results

Little research has been published reporting either experimental or observational data on
occupational productivity loss. We present analyses of three papers, dating from 1969, 1992 and
2013, which report various types of data as discussed below.

3.1. Example 1: Wyndham 1969 [14], Gold-Mining in South Africa

Wyndham [14] presents fitted curves, but no data, of percentage performance (P) against natural
wet bulb temperature (Tnw) for three wind speeds: 100, 400, and 800 ft/min (approximately 0.5, 2 and
4 ms−1). This temperature metric will typically (except in extremely humid conditions) take lower
values than other scales such as Effective Temperature (ET), or WBGT. Wyndham’s curves can be
expressed as

log10 P = 2 − b
(

r(Tnw−27.7) − 1
)

, Tnw ≥ 27.7 (4)

This ensures P = 100% when Tnw = 27.7 ◦C, which is the complement of how Wyndham defined
the vertical axis of his graphs (“percentage falloff in productivity from the level at 27.7 ◦C wet bulb
temperature”). We recovered Wyndham’s fit by digitising values from the published figures and fitting
this equation to them by least squares (on the P scale). We found that a common value of r = 1.880
provides an essentially perfect fit (data not shown), with b = 0.00460, 0.00245, and 0.00165, respectively,
for wind speeds of 100, 400, and 800 ft/min. The exponential model chosen by Wyndham can be
closely approximated by our preferred logistic model. Figure 1 shows logistic equations fitted by least
squares to the same digitised values, with Wyndham’s exponential curves for comparison.
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Figure 1. The Wyndham’s exponential model (solid lines) and our logistic curves (dashed lines).

The estimated logistic curves, shown as dashed lines in Figure 1, are

• (100 ft/min) logit(μ) = 29.4 − 0.858 × Tnw,
• (400 ft/min) logit(μ) = 27.4 − 0.775 × Tnw,
• (800 ft/min) logit(μ) = 26.4 − 0.734 × Tnw.

In terms of the model proposed here, these represent logistic curves for the mean μ of the beta
distribution, with slope b that reduces with increasing wind speed. Wyndham gave no actual output
data, so we have no direct information about the mean ψ and variance τ2 of the maximum output.

However, we can infer something about θ. Wyndham adds 78% confidence intervals (±1.23 SE)
to these graphs, stating that “where they do not overlap, there is a 95% chance that there is a real
difference between the two curves”, presumably on the basis that (1 − 0.78)2 ≈ 0.05. Regardless
of the statistical logic, when combined with the reported design points, and the sample size of 10
individuals tested in each environment, these intervals furnish information on the between-subject
standard deviation, which simulations using nonlinear least squares modelling suggest was about
0.05 on the log10 scale or roughly ±12%. Constant variance of log-transformed data, as Wyndham
assumed, implies that on the original productivity scale, the SD would be proportional to the mean;
that is, the variance of Y falls at high temperatures in proportion to μ, and so has no contribution from
the variation in P but only the original between-subject variation in Z. Under our model, this implies
a degenerate beta distribution for P with zero variance, represented by an unbounded θ. Unfortunately,
Wyndham did not present his original data, from which we might have tested this and estimated θ.
Nevertheless, these data provide some support for the general applicability of our logistic model.

The estimated relative output (%) is shown in Table 1 for the range of temperatures in the
Wyndham data, assuming a wind speed of 200 ft/min (approximately 1 m·s−1). As noted above,
standard deviations for the between-worker variation around these means cannot be estimated from
the data published.
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Table 1. The summary of examples.

Setting Wyndham 1969 [14] Nag 1992 [15] Sahu 2013 [16]

Industry Gold mining Beedi rolling Rice harvesting
Effort level Heavy, underground Light, indoors Moderate, outdoors

Data Author’s model output Group output and SE Group output
Metric and threshold Wet bulb, Tnw (1 ms−1)

T0 = 27.7 ◦C (declared)
Effective temp, ET

T0 = 19.7 ◦C (estimated)
WBGT (5th hour)

T0 = 0 ◦C (set here)

Temperature % Output SD % Output SD % Output SD

25 ◦C 98 1.6
26 ◦C 97 2.0
27 ◦C 96 2.4 87 1.4
28 ◦C 100 N/A 95 2.9 83 1.7
29 ◦C 99 N/A 93 3.5 78 1.9
30 ◦C 98 N/A 91 4.2 72 2.2
31 ◦C 95 N/A 88 4.9 65 2.4
32 ◦C 90 N/A 85 5.7 58 2.5
33 ◦C 80 N/A 81 6.6
34 ◦C 64 N/A 76 7.4
35 ◦C 44 N/A 70 8.2
36 ◦C 26 N/A 64 8.8
37 ◦C 57 9.3

3.2. Example 2: Nag 1992 [15], Light Manual Workers in India

Reports of productivity in relation to heat stress do not always provide individual-level data,
but may only give summary statistics such as the mean production in each environment and some
measure of variation or uncertainty such as the standard error of each reported mean (SE) or the
between-worker standard deviation (SD). The model parameters can be estimated from these summary
statistics by maximising the sum of the two log-likelihood terms, one for the mean x ∼ N

(
ψμ, SE2

)
and one for the standard deviation SD, where υ.SD2 ∼ V.χ2

ν, and V = ψ2σ2 + μ2τ2. There are υ = n
− 1 degrees of freedom for standard deviations estimated from groups of n workers. The likelihood
contribution from each experimental environment is then

log L = −1
2

(
x −ψμ

SE

)2
− υ

2

(
ln V +

SD2

V

)
(5)

This function is maximised over our model parameters T0, ψ, τ, b and θ, which jointly determine
the mean and standard deviation of production in each environment.

Figure 2 of Nag and Nag (1992) [15] shows the means with error bars of actual production in the
first, second, and third hour of 3-hour observation periods, at nine controlled heat stress levels from
26.0 ◦C to 35.8 ◦C effective temperature (ET), which is similar to WBGT. Each of the six workers was
observed in each environment over nine days, experiencing one environment per day in a different
order for each worker. Here, we ignore the first hour as representing a “run-in” period and average
the output of the second and third hours. The data used here, digitised and summarised from the
published graph, are shown in Table 2. The units are beedi/h.

Table 2. Production data digitised from Figure 2 of Nag and Nag (1992) [15]

ET (◦C) 26.0 27.0 28.4 30.2 31.6 33.3 32.1 33.8 35.8

Hour 2 90.0 82.9 79.3 72.9 72.1 72.1 75.7 63.6 55.7
Hour 3 84.3 82.1 75.0 65.7 72.9 82.9 71.4 64.3 52.1
Average 87.1 82.5 77.1 69.3 72.5 77.5 73.6 63.9 53.9
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Figure 2. The group data from Nag and Nag (1992) [15]: beedi/h (dots); Fitted marginal distribution
of absolute production, with a 90% interval on the individual output T0 = 19.7 ◦C, mean ψ = 85.4,
SDτ = 9.97, slope b = −0.285, scale θ = 13.6.

To estimate the between-worker variation, we can measure the width of the published error bars,
averaged where distinguishable on the original graph, which is approximately 8 beedi/h. Assuming
these are standard-error bars, the standard error of the means is about 4, which implies (since n = 6)
a between-subject standard deviation in each hour of 4

√
6 ≈ 9.8 beedi/h. The within-subject correlation

between hours is unknown, but a correlation close to 1 seems likely in the workers’ output in two
consecutive hours, in which case the standard deviation of the individual output averaged across two
hours remains 9.8 beedi/h.

We next use a logistic model for μ, and here we are able to estimate the optimal-conditions
parameter T0 from the data using the maximum likelihood. Thus, we write logit(μ) = 2ln(θ) + b(T − T0),
where θ, b and T0 are all parameters to be estimated. We also estimate the two parameters of the
N(ψ, τ2) distribution of maximum potential output. The parameter estimates are T0 = 19.7 ◦C,
ψ = 85.4, τ = 9.97, b = −0.285, and θ = 13.626. Thus, the optimal temperature is about 20 degrees
Celsius, under which conditions workers produce about 85 ± 10 beedi/h. Production falls to about 65%
when the temperature rises to 36 degrees, but relative production at that temperature varies between
workers from about 50% to 80%. At T = 20 ◦C effective temperature, the relative production follows
a Beta(178, 1.04) distribution, with a mean of 0.994 and a 90% probability interval (0.983, 0.9997), so that
all workers are then, in effect, fully productive.

3.3. Example 3: Sahu 2013 [16], Rice Harvesters in India

Sahu et al. (2013) [16] report the number of bundles of rice gathered over several days, by groups
of 18 workers in the first and fifth hours of each day. Figure 3 shows the data: productivity strongly
declines with temperature, and is lower for any given temperature towards the end of the working
day, presumably due to tiredness and perhaps dehydration. By the end of a hot day, work proceeds at
only about 60% of the rate at the start of a cool day.
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(a) (b) 

Figure 3. The data from Sahu (2013) [16]: hourly rice production in bundles/h (dots); fitted model and
approximate 90% confidence intervals (lines). (a) First hour: T0 = 0 ◦C, mean ψ = 100.0, SDτ = 1.04,
slope b = −0.339, scale θ = 245; (b) Fifth hour: T0 = 0 ◦C, mean ψ = 90.2, SDτ = 0.545, slope b = −0.316,
scale θ = 183.

Individual data are not available, so we model the output of a group as the dependent variable.
There is no evidence of a threshold temperature even at the “coolest” conditions observed (which were
nevertheless very hot), so we can reasonably set T0 to any sufficiently low value, well below the
observed range. Figure 3a shows the fitted model for hour 1 and Figure 3b, for hour 5, using T0 = 0 ◦C
on the WBGT scale.

These results agree well with those reported in Sahu et al. (2013) [16] as regards to the reduction
in the mean output per degree increase in WBGT. Their linear model showed a mean reduction of
5.42 beedi/h per degree in the first hour, 5.14 in the fifth, where our model, illustrated in Figure 3,
shows an average reduction of about 5.4 in the first hour, 5.3 in the fifth, but falling more steeply
at higher temperatures. To these results, we can now add information about the between-worker
variation in this reduction, finding that the variation itself strongly increases with the temperature,
as shown in the last column of Table 1.

Estimating the parameters by maximum likelihood requires the marginal probability distribution
of the product of the two random variables Z and P, which is not analytically tractable. The estimation
may be done through approximate numerical quadrature, integrating over the distribution of Z
using Simpson’s rule. The calculations were done using the “solver” utility of Microsoft Excel.
An approximate variance for the product is available as Var(Y) ≈ ψ2σ2 + μ2τ2, and this can be used to
generate probability intervals for individual output at a given temperature, as shown in Figure 3.

4. Discussion

Assessing how worker productivity is impacted by hot working environments is important and
urgent. There is as yet very little data, and none of it is individual data, but given the importance of the
topic, more data should and doubtless will be generated. A class of models is needed for investigating
such data.

There is interest in two aspects—health and economics—and models should ideally allow
exploration of both. From a health perspective, individual risk matters. The model can also be
of value as input to the four-stage SOBANE strategy (Screening, OBservation, ANalysis, Expertise)
for the prevention and control of thermal problems in the workplace, specifically at the third analysis
stage [17,18]: if the data show a great variation in the output under heat stress, there is more of a cause
for concern about the health of the workers. This does indeed appear to be the case for those two of
our three examples in which we are able to assess it. Both the Nag data and the Sahu data suggest that
under heat stress the degree to which workers maintain their individual output becomes increasingly
variable. This, in turn, suggests that a proportion of the workforce may high experience levels of stress,
not fully apparent from looking only at the mean output of groups of workers.
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Economically, we are interested in the overall output of an industry, so the mean is the key aspect.
Assessing the cost-effectiveness of preventive measures to protect health clearly involves knowing the
productivity cost of inaction [19].

We have presented here a class of models, the logistic-beta models, that have the following
features: (a) they can be fitted to individual or groups data; (b) they capture well the patterns seen so
far, in three very diverse settings; (c) they yield estimates of both mean output and variation about the
mean, and how these vary with ambient heat, however measured.

The model can be applied to any measure of environmental stress that impacts worker productivity.
Our three examples used three different measures: Tnw, ET and WBGT, respectively. While all three
attempt to capture mainly heat and humidity, they are not directly comparable, and many other
measures might be used [12,20].

Our work has some limitations. There appears to be very little available, published data. One of
our sources [14] provided only a fitted model, with little indication of how the data varied around it.
The other two provided work output from groups of workers, not from individuals. In one case [15],
the threshold, i.e., the temperature below which full productivity is obtained, was estimable from the
data. On the other [16], the temperature range represented in the data was too narrow for the threshold
to be identified and the output appeared still to be rising strongly at the lower limit of the temperature
range (Figure 3). The threshold was therefore set to zero degrees, at which value the shape of the fitted
curve subjectively fitted the data well, though values as high as 10 degrees were also consistent.

The model is appropriate for workplaces where the measurable output is generated, such as
factories and fields. Heat stress may limit worker efficiency and threaten worker health in other
settings also, such as in the boiler rooms of ships [21].

The logistic-beta model is somewhat complicated, and care is needed in using general-purpose
software. There is, therefore, a need for the method to be implemented in special-purpose software,
such as a Stata program, SAS macro or R function. This work is in progress.

5. Conclusions

I have proposed a new model for individual or grouped worker productivity and illustrated
it using three sets of data from very different settings. The model is widely applicable to such
data and can be fitted to datasets with different properties and levels of completeness using readily
available software (Microsoft Excel). This is the first time a model has been proposed that is capable
of quantitatively capturing, estimating and displaying not just how average worker productive
declines in hot conditions, but also how between-worker variation is affected, a consideration of great
epidemiologic importance.

The model might be used as input to assessing (a) health risk to workers and (b) economic risk
to industries under climate change, as extreme work environments arise and become increasingly
frequent and severe.
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Abstract: To facilitate resilience to a changing climate, it is necessary to go beyond quantitative studies
and take an in-depth look at the functioning of health systems and the variety of drivers shaping its
effectiveness. We clarify the factors determining the effectiveness of the Estonian health system in
assessing and managing the health risks of climate change. Document analyses, expert interviews
with key informants from health systems whose responsibilities are relevant to climate change,
and analysis of a population-based survey conducted in 2015, indicate that the health effects of climate
change have not been mainstreamed into policy. Therefore, many of the potential synergistic effects
of combining information on health systems, environment, and vulnerable populations remain
unexploited. The limited uptake of the issue of climate change-related health risks may be attributed
to the lack of experience with managing extreme weather events; limited understanding of how
to incorporate projections of longer-term health risks into policies and plans; unclear divisions
of responsibility; and market liberal state approaches. Minority groups and urban dwellers are
placing strong pressure on the health system to address climate change-related risks, likely due to
their lower levels of perceived control over their physical wellbeing. The results have implications for
national, community, and individual resilience in upper-middle income countries in Eastern Europe.

Keywords: health systems; climate adaptation; health infrastructure; rescue services; Northern Europe

1. Introduction

It is expected that the health risks of climate change will increase globally, with increases in
morbidity and mortality from selected climate-sensitive health outcomes, putting additional pressures
on health systems [1,2]. The effectiveness of adaptation is influenced by a country’s physical location
and exposure to climate shocks, levels of socioeconomic development, and healthcare capacity to
prepare for and manage climate-related shocks [3]. Tailoring effective adaptation measures requires
a clear understanding of which factors led to today’s preparedness to manage climate change.
Researchers have been urged to pay more attention to the role of the nation state in climate governance,
as these actors have the legitimacy and resources to develop long-term visions, stimulate and oversee
local approaches, and carry forward adaptation programs, e.g., [4]. In their analysis of health
adaptation initiatives in ten Organization for Economic Co-operation and Development (OECD)
countries, Austin et al. concluded that national governments play a key role in health adaptation to
climate change, but there are competing views on what responsibilities and obligations this will—or
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should—include [5]. One view suggests increasing investments in existing public health infrastructure
to manage the projected health risks [6]. The second argues climate change will likely affect health by,
for instance, destabilising supporting systems or threatening infrastructure, thus necessitating new
and innovative responses. Suggested factors for successful adaptation include adopting legislation,
ensuring interdepartmental coordination, and increasing self-governance [7–9]. We take an in-depth
look at health and rescue systems in Estonia, because they will play a key role in climate adaptation
policies in connection with the EU climate change strategy [10].

Informed by the research on risk governance [11,12], we analyse the health and rescue system as
a control system for achieving policy goals; assess factors shaping those goals; and assess the factors
shaping the process of information-gathering and implementation of protective measures, such as
early warning systems or emergency preparations. We examine the extent to which outside (e.g., issue
salience) and inside (e.g., institutional capacities and rules) drivers of the health systems shape the
success of climate adaptation. We apply the World Health Organization’s Operational Framework
for Building Climate Resilient Health Systems [13] to understand how the quality of leadership and
governance, health workforce, health information systems, medical technologies, service delivery,
and climate and health financing shape the quality, efficiency, equity, accountability, and resilience of
the health systems [14].

1.1. Climate Change Adaptation of Health Systems

We adopt a case-study framework of adaptation of health systems (Figure 1). For analytic
purposes, the framework distinguishes between the processes of elaborating policy programmes,
monitoring, and information-gathering, and enforcing protective measures. The framework recognises
significant overlaps and feedback loops between these responsibilities of the Estonian health
system. Effective and timely responses depend on effective policies, strategies, and action plans

crafted by political leaders to manage climate-sensitive health outcomes. The WHO Operational
Framework specifies that in order to continuously deliver health services throughout climate-related
events, governments should modify emergency management plans and incorporate up-to-date risk
assessments. In line with the European Union’s climate change adaptation strategy [15], most European
countries have developed national strategies, but few countries have implemented regulations and
operational plans for authorities and healthcare systems to manage health-related issues.

Monitoring and gathering information of health and health system conditions provides
information for timely responses and behaviour change, but also for setting new goals and amending
legislation. The WHO Operational Framework [13] identifies three key areas that health information
systems must develop: vulnerability, capacity, and adaptation assessments; risk monitoring;
and climate and health research. Risk monitoring systems provide timely, detailed information
on current and future environmental conditions that may affect health and the ability of health systems
to provide services. In the context of climate change, hurdles for new interventions may arise in the
form of evidence provision; climate will continue to change over coming decades, with uncertainties
associated with the rate and magnitude [16,17]. The tendency of turning a “blind eye” towards policy
problems by limiting investments in surveillance and monitoring may work to maintain the status quo
in state investments [18].

As for timely responses and protective measures, monitoring systems coupled with
communication networks (early warning systems) can be designed to alert members of the public
when environmental hazards may affect their health. However, existing health safety programs
excessively focus on providing information [19] without considering the need to change motivation
and supportive infrastructure, living arrangements, and skills. For example, climate change can
affect the ability of healthcare systems to provide services during extreme weather events because of
infrastructure damage and medical supply disruptions [13].
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Figure 1. Determinants of climate adaptation of health systems.

1.2. Factors Influencing Adaptation of Policy Programmes, Monitoring Systems, and Response Measures

Effectively adapting to the health risks of climate change includes internal factors related to
administering health systems, such as management structure and capability, and external factors,
including the pressure of interest groups and the public. The internal functioning of health
systems is often characterised by administrative cultures of reactivity and lack of long-term future
orientation. The administrative focus is tightly related to the risk calculus that politicians make;
this includes issues such as the visibility of the problem (which may be obvious to experts but far
less so to the general public and politicians) and the avoidability of blame (for events that lead to
damage) [20,21]. By contrast, the notion of institutional adaptive capacity [22] highlights the proactive
provision of means and information to enable social actors to anticipate possible futures and take
preventive measures.

Administrative capacity is the health system’s economic aptitude, technical preparedness,
and competence and sufficiency of human resources; these factors may influence the development
and application of adaptation policy [23]. At lower level administrative units, larger municipalities
are likely to have more human and financial resources to direct to adaptation [24,25]. Maintaining
a healthy and effective practitioner workforce, products, and technologies are critical challenges for
health systems [13]. Beyond human and financial resources, institutions should have the authority to
generate political and legal incentives for actors to change [26].

The administrative architecture is crucial in the design of adaptation policy, as multilevel
institutions and networks are needed for the process to be successful [27]. Developing effective
adaptation plans requires coordination and collaboration between health ministries and other
government agencies and non-governmental partners, to ensure that the actions undertaken foster
positive health outcomes [13]. Policy coherence literatures (see Tosun and Lang, 2017 [28]) highlight
the demanding task of integrating institutions, particularly in cases with an increasing number of
affected interests, such as health [29] or security [30].

The most obvious contextual driver of political and administrative action is the effect of extreme
events spurring increased awareness and policy innovation [18]. In general, climate change is difficult
to understand and psychologically distant for lay people and political and administrative actors [31].
However, according to the policy-window hypothesis, following a disaster, the political climate may be
conducive to legal, economic, and social change that can begin to reduce structural vulnerabilities [32].

Based on strong interests, non-governmental organisations, entrepreneurs, or the scientific
community can influence health risk governance [12]. Robust climate and health research agendas
should expand and improve the quality of knowledge [33]. However, the scarcity of scientific evidence
of the emergence of climate change-related health impacts may challenge the ability to develop effective
adaptation options [34].
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In countries of the former Soviet Union, the role of non-governmental organisations in developing
and applying regulatory regimes has been modest [18]. This may change as national groups advocating
a certain policy or action gain prominence when an issue is placed on the political agenda and reaches
a certain level of salience [35].

International organisations pose crucial pressures; the adoption of climate policies in the OECD
countries was influenced by learning from international organisations [36]. The issue of climate
change entered the political agendas of Central and Eastern European countries through the EU [37,38].
Exemplary neighbouring states are urging other EU countries to tighten their mitigation policies [36,39].

In the context of climate change, this study takes a comprehensive look at external pressures and
factors characterising the internal working of the Estonian health system. We first present empirical
data and methods that are used to validate our expectations. We then discuss background information
about Estonia’s health systems’ adaptation to climate change. In subsequent sections, we discuss
how the dominant ideas, administrative structures and capacities, and windows of opportunity have
shaped the current situation with respect to adaptation politics.

2. Methods

Estonia lies in the North-Eastern corner of Europe. Out of a population of 1.3 million, 35.5% are
nationalities other than Estonian, including Russians (25%). One million people (77.2% of the
population) live in urban areas [40]. Income disparities are relatively large at 33.2% [40]. The health
inequalities among different age, education, and ethnicity groups are considerably larger in Estonia
than in other Nordic countries [41]. For example, life expectancy among Estonians is 78.5 years,
and non-Estonians 76.5, and total life expectancy is 77.6 years in Estonia, compared with 81.1 years in
Finland [42].

For analysing the health systems’ amenability to internal and contextual pressures, Estonian
legislative acts, directives, strategic documents, such as activity plans, and their implementation were
examined. In addition, 21 semi-structured interviews were conducted with key experts connected to
health system adaptation in Estonia, ranging from policy designers to officials to scientists to social
workers (Appendix A). The interviews clarified the expert’s observations and experiences with the
functioning of the Estonian health system and the actors and processes shaping its effectiveness.
The interviews addressed the questions of the capability of the health and rescue system, operability of
implemented measures, and the importance of various factors in shaping health system adaptation
(Appendix B). The interviews were conducted in the spring of 2015 when compiling an adaptation
strategy for the reducing the health risks of climate change and when health impact assessments were
in their infancy [43].

To address public salience as an external driver of adaptation governance, we use a survey
on environmental health risk perception and coping conducted in Estonia in 2015 of persons aged
18–75 years, stratified by age, sex, and geographical location [44]. The survey invited 2207 participants
(administered by IBP Saar Poll), of which 1000 agreed (45.3% response rate). We used a semi-structured
questionnaire constructed to assess climate change-related issues, such as perceived exposure to
extreme weather events, demand for state support for coping with extreme events, beliefs about state
institutions’ efficacy in taking care of the healthfulness of the environment, and concerns about health
risks from the environment (Appendix C). Additionally, the instrument had entries for respondents’
demographic data and self-rated health status.

We used a logistic regression analysis to estimate which factors were associated with perceived
needs for measures for coping with the health risks of climate change. For statistical modelling
of covariates of perceived need, we collapsed perceived need ratings into dichotomous groups by
combining the answers high to total agreement (scores 4–5) into a group perceiving need, and the other
categories as not. We recoded worry about health risk to self and family arising from the environment,
as scores 1 and 2 = group 1, score 3 = group 2, and scores 4 and 5 = group 3.
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3. Results

Despite the relatively milder impacts of climate change on Northern and Eastern Europe under
the more pessimistic RCP8.5 emission pathway, up to 1000 additional premature deaths due to
heatwaves are projected annually by the end of the 21st century [45]. In northern Europe, the number
of heatwave days are projected to increase by 2.4 times during the warmest months [33]. Also,
the likelihood of forest fires could increase, and pollen seasons will be prolonged, with an increase
in the number of new allergens [46,47]. Climate change could affect the spread of leishmaniosis,
hantavirus, tick-borne encephalitis, dengue fever, and tularaemia in the region [48]. Among other
European areas, the northern European region is projected to experience significant increases in future
strong storms (intensity of high-impact wind speed and extreme cyclone frequency) [49]. An increase
in the frequency of extreme weather, storms, and torrential rain may bring increased risks of physical
danger. Climate change-related increases in the number of glazed frost days and prolonged periods of
heatwaves threaten the elderly and chronically ill. These projected risks pose a direct challenge not only
to medical care and rescue capacity, but also to social security services and informal support networks.

3.1. Adapting Health Systems to Climate Change

3.1.1. Planning Responses to Climate Change-Related Health Risks

Managing climate change-related health risks are divided between several ministries and their
subdivisions in Estonia (Table 1). The Ministry of Social Affairs coordinates environmental health
politics following the National Health Plan 2009–2020 [50], without explicitly considering the health
risks associated with climate change. The Ministry of Environment Environmental Strategy 2030 and
National Environmental Action Plan recognise the need to increase understanding of health risks,
including through increasing awareness about health risks in environment and educational specialists
and in the population, and in those responsible for managing emergency situations [51,52].

Table 1. Key institutions and responsibilities in policymaking, monitoring, and protective measures in
relation to climate change adaptation.

Key Institutions
Policies and
Programmes

Monitoring and
Information-Gathering

Responses and Protective
Measures

Addressing
Climate Change?

Ministry of Social
Affairs, Health
Board, National

Institute for Health
Development

National Health
Plan 2020

Health Board: monitoring and
prevention of infectious

diseases, vector transmitted
diseases, including cyanotoxins

in bathing water

Health Board: Information on
web on prevention of

infectious diseases, vector
transmitted diseases.

No

Ministry of
Environment,

Weather Service

Environmental
Strategy 2030

Weather Service [53–55]:
European forecast model

HIRLAM, Weather Alert System
Meteoalarm, Baltic Sea forecast
models HIROMB; UV radiation;

pollen content for allergens

Weather Service: forecasts and
warnings on web: Estonian

Weather Service, Air Quality
Management System [56].

Included in
environment
monitoring

Ministry of Interior

Emergency Act
[57], Internal

Security
Development Plan

2015–2020

Rescue Board in collaboration
with Health Board conducts risk

analysis for emergency
situations including floods,

extensive forest fires, extremely
cold and warm weather

Emergency plans for
large-scale forest or landscape

fires; storms and floods in
densely populated areas;

epidemics. Instructions on
behaviour during emergencies

on Crisis web

Included in
rescue capacity

Emergency situations that potentially affect health, including extremely hot or cold weather,
storms, large-scale landscape or forest fires, floods in densely populated areas, and epidemics,
are regulated by the Emergency Act [57]. According to the Internal Security Development Plan
2015–2020 [58], the goal is to ensure preparedness for disasters resulting from extreme weather
conditions caused by climate change, and to develop procedures for disaster management.
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Baseline research for a more comprehensive Climate Strategy was initiated in 2015 to follow
the EU Climate Adaptation Directive [15]. Interviews found there was not a perceived need to deal
with adaptation separately. The respondents found that healthcare, environmental health, and rescue
services are sufficiently regulated by legislative acts and strategic documents. An official of the Ministry
of the Interior (29 April 2015): “Everything is in its place legislatively, and if anything needed to be changed it
is rather the organisation of work.”

3.1.2. Gathering Information and Monitoring the Situation

Different organisations monitor and forecast weather conditions. The Estonian Weather Service
uses several European forecasting models and alert systems (Table 1) [53–55] and measures UV
radiation. Measuring the quality of drinking and bathing water, spread of infectious diseases,
and vector-transmitted diseases is the responsibility of the Health Board [59]. Not addressed are the
spread of potentially infectious agents, vectors, airborne mould, and changes in indoor environments
associated with climate change.

The Environmental Health Research Centre under the Estonian Health Board was active during
the period 2013–2015, with the help of EU structural funding. The goals of the Centre were to collect
data from different state agencies to analyse the associations between morbidity and environmental
factors; to conduct risk assessments and health impact analyses; and to develop evidence-based policy
proposals concerning environmental health [60]. Due to the of lack of resources, the work of the Centre
on comprehensive risk and vulnerability analyses has stopped.

The Estonian Rescue Board, in collaboration with Health Board [61], conducts risk analyses for
emergency situations (Table 1). However, most of the analyses do not consider climate change when
assessing the probability and impact of events. The Internal Security Development Plan 2015–2020 [58]
identified, as a problem, the lack of a common environment for analyses of the sustainability of
essential services, and of phenomena and events with impacts on the living environment; together,
these make the timely prediction of needs impossible. An official from the Ministry of the Interior
stated in an interview the need to make the compilation of risk analyses more efficient (29 April 2015):
“We would like to create a situation where the risk analysis is more frequent, based on the needs, in other words,
when there is a need for a more frequent analysis than after every two years, then it is done . . . ”

3.1.3. Protective Measures and Responses

Emergency plans specify administration structures during emergency situations, the tasks of
participating institutions, and procedures for information exchange and for notifying the public in case
of large-scale forest or landscape fires, storms, floods in densely populated areas, and epidemics [62–65];
heatwaves are excluded. Under the coordination of Health Board, health service providers are expected
to deliver health services to those affected [59,61,64,65]. The weak capacity of the Health Board to
manage emergency situations was mentioned by a representative of the Rescue Board (7 June 2015):
“Only the police and rescue services have a real operational capacity currently in Estonia, the rest who should
run the situation, like the Health Board or Environmental Board, only do it declaratively since they have no
capacity, experience or structure to speak of today.” Risk analyses compiled by the Health Board [66] noted
that microclimates in hospital wards and work premises are likely to deteriorate as a consequence
of warmer weather, because most hospitals lack air conditioners. An official from the Ministry of
the Interior (29 April 2015) and one from the Health Board’s medical bureau (25 May 2015) noted
that hot weather plans as not being necessary because: “We do not have such extreme conditions as a
result of which hospitals should start rearranging their work.” Family physicians, hospitals, and ambulance
services operate under private law, and their responsibilities and preparedness competences in case of
emergency events, like extreme weather, have not been analysed nor regulated [62].

According the Internal Security Development Plan 2015–2020 [58], plans for managing emergency
situations are not tested on a regular basis, as required by law (RT I, 2009, 39, 262). For example,
during a national exercise “Snowstorm 2010” that took place in the January of 2010, Padaorg valley
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was mentioned as an area of greatest risk. In the end of the same year, when snowstorm Monica struck
Estonia, hundreds of people were left to the elements in Padaorg. Although according to the law,
the organisation of exercises and training should be the responsibility of the ministry that is responsible
for the emergency, the reality is that national exercises have only been organised by the Ministry of
Interior [67].

The interviews also revealed a need to address the issue of “grassroots level applications” to
create possibilities for people to protect their health in everyday life. In the case of more frequent
extreme weather in the future, the most vulnerable, including the elderly, the chronically ill, or mentally
disabled, require special attention from social care and primary healthcare providers. Although social
care professionals possess vital information on the location and specific needs of the most vulnerable,
they have not been engaged in the process of adaptation (interview with an expert in social care
4 March 2015).

Response measures targeted at individuals during a crisis mainly focus on information-sharing
on the web about health risks and preventative measures and instructions on behaviour, and do not
consider practical arrangements or infrastructure (Table 1). Web-based information-sharing is limited
because not all vulnerable groups have access. According to a Health Board official (7 May 2015),
recommendations for the population, including risk groups, in the case of extreme hot weather,
are published on the Health Board’s website; however, there was no money for published brochures.
An official from the Ministry of Environment (21 May 2015): “What needs to be improved is the notification
of the public, early warning of the climate change health risks.” A family physician (7 July 2015) criticised
the whole information-based approach for adverse impact prevention: “Let me give you an example,
even if we have info on the radio on the dangerously high UV-factor, people still go to the beach to get tanned.”

3.2. Explanations for the Current Situation with Respect to Health Adaptation

There are questions about how the situation evolved in which goals concerning climate change
health effects have been set only in the fields of environment and internal security; why monitoring
climate parameters are fragmentary and do not cover all the important factors for assessing health
effects; why the quality of risk analyses are disputed; why rescue and private health service providers
and social care cooperation procedures have not been developed; and why exercises to increase the
capacity to cope with extreme weather conditions are irregular and not very effective.

3.2.1. The Inner Functioning of the State Apparatus Influences the Adaptation Activities

The absence of an integrated approach to climate adaptation can be explained by the nature of
the administrative culture of the institutions involved in the Estonian health system. On the one
hand, adaptation policies are influenced by an understanding of the necessity of state intervention
(or the lack thereof) and, on the other hand, the manner of making decisions and their transparency.
A prevalent viewpoint is that individuals can adapt to climate change because it occurs over long time
periods, so preparedness only needs to be ensured for extreme changes. As stated by a climate expert
(29 April 2015): “We need the support of the state first and foremost when health effects have occurred as a result
of short and abrupt changes. For certain, human body has the ability to adapt to long-term changes.” Likewise,
the majority of the interviewees found that state regulations are sufficient, and that increasing the
readiness of people to cope with changing weather patterns is all that is needed. As one official from
the Ministry of the Interior said (29 April 2015): “The readiness of people to cope has decreased. This should
be taught from early on.”

In coping with extreme weather events, transparency in decision-making was called into question.
Interviews pointed out that although shaping policies is open to different parties, decisions in the
area of health and rescue are made by a small closed group. The officials pointed out that sometimes
government decisions come without explanation as to what was the motive or evidence behind a
decision. As a specialist in environmental health from the Ministry of Social Affairs (4 May 2015) said:
“Today such decisions are made in politics the background of which is not known even to us—no matter have the
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scientists or experts been involved or not.” There was no evidence supporting the hypothesis that there
is a change in the climate-related norms of the political actors in Estonia or for growing support for
climate adaptation policy.

The administrative architecture is important for monitoring climate change-related health effects
and assessing the readiness to cope with emergencies; these are lagging due to the dispersal of
responsibilities across institutions. A specialist in public health discussed the challenge of not having
an owner of the issue of the health risks of climate change: “Climate health effects, as environmental
health in general, is a highly cross-sectoral phenomenon and nobody really wants to claim the problems and
take responsibility for the area.” A specialist in environmental health in the Ministry of Social Affairs
(4 May 2015) brought out problems in distributing resources in connection with the application of
measures and executing control: “The Ministry of the Environment has the money and the Ministry of Social
Affairs has the problems, however, the ministry will not allocate money to solve the problems. The fragmentation
of the area between the ministries would not even be a problem if there was clarity as to which ministry should be
paying for solving the problem.”

Distributing responsibilities between ministries with insufficient cooperation between them
results in problems when dealing with emergency situations associated with climate change, as was
pointed out by a representative of the Rescue Board (7 June 2015): “Each ministry has their own plans
for coping in different situations, but there is no general plan.” A representative of the Rescue Board
(18 June 2015) said: “Currently, the Ministry of the Interior is the coordinator of crises situations and other
ministries do not want to come along in this matter. The Ministry of the Interior does not have the means to force
other ministries either. This is why such freewheeling exists. Since the state has not given any direct guidelines
the departments just see how they can manage.” A family physician (7 May 2015) commented on the ability
of healthcare to react in case of emergency situations: “Everybody is doing what comes to mind. There is no
uniformly controlling agency to whom to turn to. The tasks and who precisely is responsible for what has not
been clearly determined. This is a very topical problem.” A representative of Rescue Board said: “It would
be complicated to get the hospitals and doctors behind one table, to map their resources and situation, because
they are private bodies. One can only assume that when something happens that would exceed the capacity of a
local hospital, other hospitals would accept the patients; however, there is actually no certainty in this matter.”
The issue of silos of primary healthcare, emergency situations, and social care was also stressed by a
city medical officer (12 June 2015): “Now when the family physicians are no longer part of local governments
and the communication takes place through Ministry of Social Affairs, the health care part is distancing itself
from the local governments’ health adaptation issues.”

One of the factors influencing the administrative capability to cope with climate change on the
state level is the scarcity of the necessary expertise. A separate programme for environmental health
to address adaptation issues was not considered necessary. There is almost no continuing medical
training in environmental health for physicians. Climate change-related health risks are an unknown
territory for social care professionals. As an expert in social work (4 March 2015) explained: “A social
worker or caretaker does not have the knowledge about what kind of weather conditions present danger and how
to prepare a ward. The current activities are all a creative effort on the spot.”

Lack of financing has inhibited monitoring, integrating databases to assess health effects and
rescue necessities, and diversifying information systems. Creating a common pool of resources and
synergies by coordination of information systems is resisted for a paradoxical reason mentioned by an
official from the Ministry of the Interior (29 April 2015): “We are, nevertheless, a poor country. There is
a fight in departments for money and for each individual.” Poor preparedness of medical infrastructure
and staff are explained by a lack of financing and prioritisation. The interviewed medical workers
stressed the inadequacy of human resources to cope with climate-related disease outbreaks. As a family
physician (7 May 2015) explained: “As for today, we don’t have extra resources in case of an outbreak.” At the
same time, some officials claimed there are insufficient human resources to ensure the capability to deal
with climate change-related health risks. An official from the Ministry of the Interior (29 April 2015)
said: “Climate change is currently highly unlikely and the effect climate change has does not exceed the usual
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capability of the hospitals; we do not treat this as a likely emergency right now.” This also explains the
insufficient investment into cooling systems for hospitals and care homes.

3.2.2. Adaptation Activities Influenced by the External Pressure Factors of the State Apparatus

The lack of public interest may reduce the pressure on health systems to address climate
change-related health risks. An Eurobarometer survey [68] confirms that, in comparison with the rest
of Europe, Estonia has the fewest numbers of people who consider climate change as a very serious
problem. Analyses of the population-based survey focused on people with strong beliefs that state
measures are necessary to reduce the health risks from climate change (respondents scores 4–5 on a
five-point-scale, ranging from strong disagreement (1) to strong agreement (5), accounting for 30%
(301) of respondents). There are significantly (p < 0.05) more women, ethnicities other than Estonians,
and urban residents with high interest in adaptation measures (Appendix D). The level of interest does
not differ significantly by age, educational group, or level of individual self-rated health.

We identified factors explaining high interest in measures for reducing the health risks of climate
change using logistic regression. The base model predicting demand for measures included gender,
age, education, home language, and self-rated health status. Table 2 shows that Estonian-speakers
had a 0.61 (95% CI 0.43–0.86) lower odds of requesting measures than individuals speaking Russian
or other languages. When adding the possible predictors of demand to the base model one-by-one,
no effect was seen between the trust in institutional efficacy in taking care of the healthfulness of the
environment and demand for measures. Compared to individuals with high worry, individuals with
low worry had 0.57 (0.37–0.88), and individuals with medium worry had 0.58 (0.38–0.88) lower odds
of demanding measures. The odds of demanding measures increased by 1.24 (1.06–1.45) when the
perceived exposure to extreme weather events increased by one degree on a five-point-scale.

Table 2. Association between factors and the belief in need for measures to reduce the health risks
from climate change in Estonia, odds ratios (95% CI).

Base Model Sig. Exp(B)

Gender, man (ref woman) 0.79 0.96 (0.68–1.34)
Age, 20–34 (ref 55–75) 0.19 0.73 (0.46–1.17)
Age, 35–54 (ref 55–75) 0.10 0.71 (0.48–1.06)
Education, primary (ref higher) 0.84 1.08 (0.50–2.33)
Education, secondary (ref higher) 0.57 0.90 (0.62–1.30)
Home language, Estonian (ref Russian or other) 0.01 0.61 (0.43–0.86)
Self-rated health status 0.71 0.96 (0.79–1.18)

Social and psychological factors *

Belief in state institutions taking care of the
healthfulness of living environment 0.52 0.94 (0.79–1.18)

Worry about health effects from environment on
personal and family health

Low (ref high worry) 0.01 0.57 (0.37–0.88)
Medium (ref high worry) 0.01 0.58 (0.38–0.88)
Exposure to extreme weather events 0.01 1.24 (1.06–1.45)

* Logistic regression was adjusted for gender, age, education, home language, and self-assessed health status.

The opinion that the health risks of climate change are a comparatively less important concern
for Estonian society is also reflected in the (lack of) political debate and administrative prioritisation.
This was brought out in key expert interviews. All the respondents started the interview with a
recognition that they do not believe that climate in Estonia will start changing considerably, and that
there is not enough evidence to confirm that climate change is occurring. For example, an official from
the Ministry of the Interior (29 April 2015) said: “The numbers do not show that the climate would change
dramatically in Estonia; we have no facts to support that today.”

One of the most important factors that has kept public and political salience low is the insufficiency
of corroborating scientific evidence that climate change affects health. Up to 2015, there were very
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few studies in Estonia on the interaction between climate change, environmental factors, and health
indicators. Limited governmental resources have forced the state to set priorities; environmental health
is not one of them. A public health specialist (8 May 2015) emphasised: “Unfortunately, environmental
health is not a priority and therefore there is no state funding available.” Paradoxically, the officials consider
the role of scientific research important in making decisions. As a specialist in environmental health
from the Ministry of Environment (4 May 2015) said: “We do nothing just because of gut feeling. We will
not contribute the resources if there are no prognoses or studies made. At least when a change has been initiated
by us, there must always be a scientific explanation behind it.”

The shortage of expertise in this area is also suggested by the fact that Estonia does not train
specialists in environmental health, and in medical school, the topic is covered in only one subject.
A public health specialist (8 May 2015) stated: “We have many specialists on environment in different
universities in Estonia, but in none of them has a course on environmental health in which climate change
and its actual health effects would be clarified for the future decision makers.” The National Health Plan
2009–2020 [38] includes measures for training of health effect assessment specialists and for collecting
environmental health related knowledge. So far, there are no resources to support this.

The key experts do not see commercial interests as having an impact on the design or
implementation of health adaptation policies. Increasing introductions of viruses could interest
new product development in pharmaceutical companies. For example, tick-borne encephalitis can
be prevented by vaccination. According to a family physician (7 May 2015), it is simply a matter of
time until the pharmaceutical companies “get wind of it” and start gathering support for the national
vaccination programme.

3.2.3. International Pressures

The lack of public interest may reduce the state-level policies that are often influenced by
international agreements or the experiences of neighbouring countries. A key factor in the development
of Estonian health adaptation policies is European Union regulations. Therefore, developing a national
strategy for health adaptation is based on the EU strategy on adaptation to climate change [43].
When developing policies in the area of safety, according to an official from the Ministry of the Interior,
the examples of Sweden, Finland, and Germany were taken into account (official from the Ministry
of the Interior 20 April 2015). However, the progressive examples of Sweden and Finland were
not considered.

In addition to the need to develop an adaptation strategy, the interviewees considered the
influence of the EU to be an important example of the demand to finance and monitor environmental
factors. Thus, a public health specialist (8 May 2015) emphasised: “The European Union has a huge
influence in improving for example environmental monitoring, since as a condition of the accession to the EU,
Estonia has had to introduce several amendments to the laws and that effect is only positive, since the efficiency
of monitoring is on the increase as a result of it.” For example, the purpose of the “Report on the risks of
flooding” is to map flood-prone areas in Estonia using observations according to Articles 4 and 5 of
the EU Floods Directive [69].

4. Discussion

Our research clarified the factors determining the preparedness of the health system in Estonia to
manage the health risks of climate change. The study was conducted in 2015, when health adaptation
had not been legally defined. The material analysed was used as background material for compiling
the strategy “Climate Change Adaption Development Plan until 2030” that was ratified by the Estonian
parliament in 2017 [70]. A “Climate Change Adaption Development Plan’s Action Plan for 2017–2020”
was subsequently agreed upon. However, the resources dedicated for the action plan were a magnitude
smaller than what was proposed [71]. Therefore, many of the problems raised in the study remain
to be addressed. Our analyses take an in-depth look at one country, Estonia. The lessons learned
could be of relevance for other countries with similar Eastern European backgrounds. In some Eastern
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European countries (e.g., Poland), climate change adaptation and mitigation are taken seriously at
the city level [25]. However, Eastern European countries, including Estonia, fall far behind Finland,
Sweden, and the United Kingdom in adaptation planning and implementation.

The policy innovation literature, e.g., [4,72] offers some clues as to the circumstances under
which adaptation policies emerge, e.g., bringing out the role of leadership and the state’s participation
in international organisations. However, the literature stops short in giving an integrated look at
the drivers behind implementation, monitoring, and protective responses. We took a broader look
at the health systems functioning and the variety of drivers shaping its effectiveness and equality
in provision. An in-depth case study allowed exploration of the mechanisms behind the adoption
and implementation of adaptation policies, including the broader perspective of health systems,
particularly prevention, healthcare provision, and rescue services.

The WHO Operational Framework foresees that for effective policymaking activities,
policymakers and other stakeholders require accurate, timely information on health and health
system conditions. However, up until the initiation of baseline studies for a climate adaptation
strategy pursuant to the EU Directive [15], there had been no studies on climate change and related
health systems functioning. Our analyses confirm the findings by Massey et al. [23] that external
drivers, primarily, the centrality of EU is required for the diffusion of adaptation policies across
Europe. EU institutions are important driving forces for gathering information, especially in improving
monitoring and early warning systems.

It has been argued that the “EU values” on climate change are not internalised by the political
actors in Central and Eastern Europe [25]. The analyses in this paper highlight several key impediments
for why health systems have not fully adopted these ideas. One is the style of regulation. The market
liberal state approach characteristic of environmental health governance in Estonia can dissociate
responsibilities with the “lean state” rhetoric [18]. The overruling perspective among policymakers
is that if climate change occurs at all, then people should be able to cope with the long-term effects
by themselves. Such a perspective can be explained by limited economic capacity and the lack of
evidence. This dissociation of responsibilities is understandable as the evidence pointing to the
need for intervention is scarce, and longer-term planning based on projections of the health risks of
climate change is limited. The tendency of turning a “blind eye” towards policy problems by limiting
investments in monitoring and inspection also occur in other environmental health issues [18]. We may
assume that health systems in other small countries with dispersed human, financial, and political
resources may lack the resources necessary for adaptive capacity [22] to deal with what is still often
considered as an avant-garde issue of climate change risks.

Even if the capability to cope during acute situations exists, there is no certainty as to the
extent to which family physicians and hospitals operating under the private law would be ready for
extreme events. Maintaining an informed and effective practitioner workforce is a critical challenge
for health systems grappling with extreme events [13], however, no contingency plan has been
elaborated for hospitals. Limited preparation and the state approach of minimal interference has
important implications for the safety of the most vulnerable population groups, including elderly and
minority groups.

Our results highlight the significance of the regulatory architecture and the related allocation

of responsibilities. Climate change-related health risks are highly cross-sectoral, which means that
other state departments are expected to assume primary responsibility. In extreme weather conditions,
healthcare systems and rescue services will indeed cope within the limits of their competences, but in
case of more complex issues, prevention and timely responses are inhibited by the lack of cooperation
between rescue and social services, and healthcare providers. Also, for information-gathering,
monitoring of some parameters or vulnerable groups is organised separately, fragmented between
institutions. Fragmentation inhibits the integrated assessment of climate change-related health
and related risks and vulnerabilities. Furthermore, lack of coordination and integration impedes
accessing a range of possible solutions. The process of mainstreaming a policy issue (also called
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policy integration [73]) through the integration of adaptation policy and measures into ongoing
national sectorial planning is expected to increase policy coherence, minimise contradictory policies,
and capture the opportunities for synergistic efforts in terms of increased adaptive capacity [74].
However, developing cross-sectorial policy goals becomes more demanding with an increase in the
number of affected institutions and interests [75,76]. A solution addressing the institutional and
organisational dimension of the problem would be to appoint a responsible institution that could
facilitate policy integration in-between existing policy pillars. Attempts at mainstreaming are also
more likely when the issue receives political attention [24]. The EU Climate Adaptation Strategy has
been an important force to increase the political salience of the topic. However, this has yet to translate
into actual better coordination between the institutions.

Our analysis shows the societal and institutional silencing of the health risks of climate
change. Institutional responses constitute important influences on people’s perceptions [77], and the
implementation of adaptation measures require some degree of demand from citizens [78,79]. The low
level of worries and attention to climate change adaptation measures can be explained through the
limited “pool of worries” hypothesis, and the tendencies of attenuation of risk in countries preoccupied
with socioeconomic instability. With the increase in income levels, the East of Europe countries are
expected to increase their concern with respect to climate change [80,81]. Although there is an increase
in levels of concern in Eastern member states, including Estonia, instead of these countries “catching
up” with the levels of concern of southern and northern EU countries, the Eurobarometer studies
show an increase in the relative difference between the average levels of concern in these groups of
countries [68].

Low level of engagement with adaptation has been attributed to a lack of knowledge of climate
change and related adaptation issues [82,83]. Although experience with weather-related phenomena
may give rise to a perceived need for adaptation action [84–86], Estonia has yet to experience any
major weather extremes (except for a major heatwave in 2010 [87]. This may have impeded awareness
of the risks amongst the public. The low demand for health adaptation may also be explained by the
general population being used to relatively extreme weather over four seasons (a few hot weeks are
warmly welcomed). Further, the geographical size of the country may play a role, as the small size of
the country decreases the chances of anything happening, leaving an impression that climate-related
events that happen in other, even close-by countries, do not affect our safety and wellbeing. It has
been argued that extraordinary storms and heatwaves can result in a focus on the current emergency,
leaving the long-standing risks unattended [20]. However, the Estonian case indicates that increased
experience with attention-grabbing extreme events in the northeastern parts of Europe could bring to
the fore the need to consider long-term climate trends, and risks for health and health systems.

The occurrence of extreme weather events, coupled with research projecting that these are likely
to increase in frequency and severity, resulting in increasing costs in the future, motivates richer
states [23]. In the case of Estonia, an upper-middle income country, the lack of public and political
salience means research of climate change-related health effects is less of a priority. The associated lack
of evidence, in turn, may inhibit raising public awareness and efforts to establish health adaptation
goals and implement policies and programs, including increasing individual and community-based
capacities to respond to emergencies. Recent projections indicate substantial increases in summer
temperatures by the end of the century over central and Eastern Europe [88], along with projected
increases in pollution levels (near-surface ozone and aerosol particles) [89]. Health risks will increase
under these projections, unless proactive adaptation is undertaken.

Ethnic minorities (mainly Russian-speaking) and city-dwellers are more worried about climate
change, and express higher demand for protective measures. Their concerns can be explained by their
social status, and the perceived level of control a person has over one’s physical or psychological
wellbeing. As shown also in the literature on risk perception among minority groups [90], the demand
for measures is high among individuals with weakened positions, and who, in general, may have
restricted ability to influence decision-making. This has further implications for managing the
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vulnerability of minority groups. Their perceived inhibited access to informal and institutional
support may be an indication of actual vulnerability, but also a lack of awareness of support networks.
As a novel finding, respondents in urban areas expressed higher demand for measures for coping
with the health risks of climate change. A possible explanation for the urban dwellers’ higher
demand for protective measures could be attributed to their dependence on urban expert systems
and infrastructures that may make city dwellers feel more vulnerable, with a general sense of higher
exposure to extreme weather events. In rural areas, individuals have lower expectations from the state,
being situated further away from expert systems; they have maintained skills to cope with current
extreme weather events, but may not be prepared for future, more extreme events.

5. Conclusions

The study shows the significance of the EU pressures for aligning the health systems of a small
country, like Estonia, with the climate adaptation goals of building resilience to future increases in,
e.g., projected storminess and length of heatwaves. However, the effect of these external pressures
remains short-lived, when the political salience of climate change and the related political will
is low to mainstream climate change into policies, and to invest scarce resources in adaptation
policy programmes, monitoring, and protective responses. Although efforts are being made in
emergency preparedness and rescue, which, as a co-benefit, increase the ability to cope with the
health risks of climate-related extreme events, the state has limited avenues for pressuring the
private domains of primary care and hospitals. There are significant opportunities to gain synergistic
benefits from conducting risk and vulnerability analyses, and from building community resilience
through mainstreaming climate change over related policy fields, including rescue services, health,
environment, social care, and even education. In a situation where there is lack of issue ownership,
policy integration and mainstreaming could be facilitated by appointing a responsible institution.
Institutional responses resonate with people’s perception and the demand for adaptation measures.
As characteristic of a small health system, the shortage of regionally specific scientific assessments
and lack of pressure from other organised interest groups, attenuate the social and political urgency
for adaptation. Nevertheless, growing experience with extreme weather events, particularly among
increasing urban and minority populations who are detached from traditional coping strategies,
may increase demand for the provision of state support for health adaptation.
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Appendix A

Interviewed experts:

1. Expert on social work (4 March 2015)
2. Local government official (10 March 2015)
3. Tartu City Government official (17 March 2015)
4. Environmental health scientist (20 April 2015)
5. Official from the ministry of the Interior (29 April 2015)
6. Climate expert (29 April 2015)
7. Environmental health specialist, Ministry of Social Affairs (4 May 2015)
8. Official from the Estonian Environmental Research Centre (4 May 2015)
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9. Family physician (member of the managing board, Association of Family Physicians) (7 May 2015)
10. Health Board official (7 May 2015)
11. Public health specialist (8 May 2015)
12. Official from the Ministry of the Environment (21 May 2015)
13. Representative of a hospital (member of managing board) (4 June 2015)
14. City medical officer (12 June 2015)
15. Representative of volunteer rescue service providers (16 June 2015)
16. Representative of Rescue Board (Lääne päästekeskus) (18 June 2015)
17. Official from the Health System Development Department, Ministry of Social Affairs (19 June 2015)
18. Chief specialist from the Environmental Health Research Centre, Health Board (27 May 2015)
19. Official from the Health Board’s medical bureau (25 May 2015)
20. Official from Pärnu City Government (26 August 2015)
21. Official from Government Office (27 August 2015)

Appendix B

Interview guide:

• What do you think about the climate change and its health effects?

� Health risks in the world/Estonia
� Future trends

• How would you assess health systems functioning to cope with CC effects on health?

� Sufficiency of regulations, programmes
� Monitoring and information gathering (prognoses, risk analyses)
� Protective responses, prevention

• What could be the key drivers/impediments on (a) tailoring programmes, measures, and (b) their
implementation for CC health adaptation, (c) gathering information? Assess the role of ...

� yourself as an expert; public salience, NGOs, private companies, scientific groups,
international organisations

� state officials, their competences and resources, regulatory style (and size), architecture
(dispersion of responsibilities).

Appendix C

Table A1. Questionnaire items on key variables.

1 Personal Exposure No Exposure Extreme Exposure

Please rate on a scale of 1–5 your exposure
to extreme weather events 1 2 3 4 5

2 Personal worry No exposure Extreme exposure

In general, how worried are you about the
health risks posed to you and your family
by your residential environment?

1 2 3 4 5

3 Belief in need for measures No exposure Extreme exposure

Measures against climate change related
risks are urgently needed 1 2 3 4 5

4 Belief in institutional efficiency No exposure Extreme exposure

I trust that the authorities will take care of
the healthfulness of my living environment 1 2 3 4 5
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Appendix D

Table A2. Low and high demand for state intervention to mitigate climate change CC health effects
per demographic and self-rated health, and group comparisons.

Low Demand, n (%) High Demand, n (%) Chi2 p Value

Gender 3.11 0.08

Male 320 (72.7) 120 (27.3)
Female 377 (67.6) 301 (32.4)

Age 2.47 0.29

Age, 20–34 110 (67.9) 52 (32.1)
Age, 35–54 211 (69.2) 94 (30.8)
Age, 55–75 109 (62.3) 66 (37.7)

Education 0.03 0.98

primary 23 (65.7) 12 (34.3)
secondary 262 (67.2) 128 (32.8)

higher 143 (66.8) 71 (33.2)

Home language 13.86 0.00

Estonian 496 (73.6) 178 (26.4)
Russian or other 201 (62.0) 123 (38.0)

Place of residence 9.93 0.00

Urban 473 (66.9) 234 (33.1)
Rural 224 (77) 67 (23)

Self-rated health status 8.69 0.12

Very good 52 (71.2) 21 (28.8)
Good 299 (72.7) 112 (27.3)

Average 277 (67.6) 133 (32.4)
Bad 59 (69.4) 26 (30.6)

Very bad 6 (75.0) 2 (25.0)
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Abstract: The objective of the paper was to characterize the occurrence of cold days and cold waves
in Poznań in the years 1966/67–2015/16, as well as to characterize thermal conditions in the city
during selected cold waves in the years 2008/09–2015/16. The study was based on daily data on
maximum and minimum air temperature for station Poznań-Ławica from the years 1966/67–2015/16
and daily air temperature values from eight measurement points located in the territory of the city
in different types of land use from the years 2008/08–2015/16. In addition, to characterize thermal
conditions during selected days forming cold waves, satellite images were used, on the basis of
which the land surface temperature (LST) was calculated. A cold day was defined as a day with daily
maximum temperature (Tmax) below the value of 5th annual percentile of Tmax, and a cold wave
was defined as at least five consecutive cold days. The study showed an increase in Tmax in winter,
which translated to a decrease in the number of cold days over the last 50 years, although the changes
were not statistically significant. Thermal conditions in the city showed high variability in the winter
season and during the analyzed cold waves.

Keywords: air temperature; cold days; cold waves; climate change; urban area types; Poznań; Poland

1. Introduction

The currently observed climate warming is unquestionable and evident among others through an
increase in mean global air temperature [1]. The result is a decrease in the number of cold days and
cold waves, although the changes are not as intensive as in the case of an increase in the frequency of
hot days in the summer period. Current research conducted in Poland also points to a decrease in the
number of cold days [2–4], although more evident changes are observed in the case of frequency of
occurrence of days with strong frosts [5,6]. Despite the observed changes, during numerous winter
seasons, several-day periods with very low air temperature have been recorded in Poland in recent
years, for example in January 2016 and 2017 and February 2018 [7–9].

The meteorological conditions of the city and suburban areas are considerably different because
of transformation of the environment. Due to a small contribution of natural plant surfaces, numerous
vertical surfaces, as well as human activity, substantial amounts of heat are accumulated within the
city during the day. They are then released to the atmosphere causing their slower cooling than in the
surrounding areas [10]. Therefore, air temperature in the city is usually higher than in suburban areas.

In recent years, teledetection data have been applied in research on thermal conditions in urban
areas increasingly frequently. An example of such research can be the analysis of relations between
surface temperature and air temperature in the central part of Japan [11]. Voogt and Oke [12]
emphasized that the urban heat island observed from thermal remote sensing data is the surface
urban heat island (SUHI). Analyses of the urban heat island based on teledetection data have been
conducted among others in Brno [13], Kraków [14], Madrid [15], and Poznań [16]. Moreover, satellite
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teledetection data are increasingly frequently used for the analysis of lake surface temperature [17,18]
and dates of the beginning of the vegetative season [19].

The study of the temperature field in urban areas at a resolution of 30 × 30 m allows distinguishing
part of the city exposed to very high [20] and low values of air temperature. These thermal conditions
are the cause of thermal stress both in the summer and winter seasons. In this study, the obtained
maps allow to compare the different types of land cover according to Urban Atlas in terms of their
thermal conditions. This paper constitutes a continuation of research on thermal conditions in the city
during extreme air temperatures [20]. In the context of forecasts of the UN [21] showing an increase in
the number of population living in cities, it is desirable to thoroughly investigate thermal conditions in
the city both in the case of high and low temperatures. Taking this into consideration, the objective of
the paper is:

1. characteristics of occurrence of cold days and cold waves in Poznań in the years 1966/67–2015/16;
2. characteristics of occurrence of cold days and cold waves in the city in the years 2008/09–2015/16;
3. analysis of thermal conditions in the city during selected days of cold waves based on

satellite images.

2. Research Area, Data and Methods

The study area is the city of Poznań. It is the largest city in the Wielkopolskie Voivodship,
inhabited by 545.7 thousand people. In terms of the size of population, Poznań is the fifth city in
Poland, and eighth in terms of surface area. The city is in three physiographic mesoregions, namely:
Poznańskie Lakeland, Wrzesińska Plain, and Poznański Warta River Gorge. The three areas are parts
of the Wielkopolskie Lakeland [22,23].

The paper is based on two sets of data concerning air temperature. The first set covered
daily maximum (Tmax) and minimum (Tmin) air temperature values for the station in Poznań
(Poznań-Ławica) from the multi-annual period 1966–2016 provided by the Institute of Meteorology and
Water Management–National Research Institute. The second data set includes daily air temperature
values from the years 2008–2016 for eight measurement points located in Poznań in different types
of land use (Table 1, Figure 1). The data were obtained from the resources of the Department of
Climatology of the University of Adam Mickiewicz in Poznań. At the one of the measurement points,
namely Collegium Geographicum, season 2008/2009 was excluded from the analysis due to the lack
of a complete sequence of data.

Table 1. Location and characteristics of measurement points in Poznań.

No. Location Latitude (N) Longitude (E)
Distance from the

City Center–Piekary
(km)/Direction

Land Cover

1. Piekary 52◦24′19.96” 16◦55′3960” 0.0/- Industrial, commercial, public,
military, and private units

2. Collegium
Minus 52◦24′31.13” 16◦54′53.22” 0.9/W Industrial, commercial, public,

military, and private units
3. Słoneczna 52◦23′40.27” 16◦52′29.69” 3.9/W Green urban areas
4. Rusa 52◦23′29.65” 16◦59′0.75” 4.0/SE Discontinuous Dense Urban Fabric
5. Dębina 52◦21′19.88” 16◦54′46.14” 5.7/S Green urban areas
6. Ławica 52◦24′59.46” 16◦50′4.71” 6.9/W Airports

7. Collegium
Geographicum 52◦27′46.80” 16◦56′28.92” 6.7/N Industrial, commercial, public,

military, and private units
8. Strzeszyn 52◦27′15.14” 16◦50′50.79” 7.7/NW Discontinuous Dense Urban Fabric
9. Świerczewo 52◦22′11.90” 16◦53′56.11” 4.5/S Continuous urban fabric
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Figure 1. Location of Poznań (a) as well as Landsat 5 (thermal) 8-bit greyscale image of the study area
(b) and image composite of three infrared bands of the ETM+ radiometer RGB = 654 (c) (acquisition date:
9 January 2010) and location of measurement points against type of land use (d) (Urban Atlas 2012).

The first data set provided the basis for the calculation of mean Tmax for particular winter seasons
(December–February). Cold days and cold waves were also identified. Then, for the aforementioned
characteristics, the direction of changes and statistical significance of such changes was determined.
This involved the application of a non-parametric Mann-Kendall test, detecting a trend in time series.
The strength of tendencies of characteristics was determined based on the non-parametric Sen’s
method [24]. Next, based on threshold values from station Poznań-Ławica, cold days were designated
at all measurement points in the years 2008/09–2015/16.

A cold day was defined as a day with maximum daily air temperature below 5th annual percentile
of Tmax (from 1966–2015), and a cold wave as a continuous sequence of at least five such days.

For detailed determination of thermal conditions in the city, land surface temperature (LST) was
calculated with the application of two satellite images registered during days included in a cold wave.
The analysis of satellite images is intended to illustrate the differentiation of thermal conditions of the
city at a resolution of 30 × 30 m. The used images were registered by satellite LANDSAT-5 TM on
9 February 2010 and 21 February 2011 at 9:34 UTC. A sample of a thermal image showing the study
area in shades of grey is presented in Figure 1b (darker pixels refer to colder objects and brighter ones
to warmer objects). Figure 1c is much easier to interpret by the human eye. It can be obtained by
mixing three infrared bands in RGB composite (Red = 6 band, Green = 5 band, Blue = 4 band). In this
image, the interpretation is easier and more intuitive because warmer objects are in yellow, the coldest
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in dark grey, blue, and violet. Figure 1c clearly shows the trail of smoke and its shadow covering some
of the pixels that were masked before any calculations.

The calculation of basic LST statistics for each type of land use required applying a layer with
information on the range of each of the types on the LST raster map for the purpose of reading the LST
value for overlapping pixels. Due to this, the Urban Atlas [25] vector layer was rasterized to a raster
layer with a size of a pixel corresponding to a surface of 10 × 10 m in the field. Moreover, due to the
presence of a smoke streak and the shadow of the streak coming out of the chimney of the heat and
power plant Karolin right outside the eastern boundary of Poznań, some of the pixels were masked
before performing the calculations.

A detailed description of the performed calculations and used methods and tools was presented
in a paper concerning thermal conditions in the city during selected heat waves [20].

The last stage of work involved the determination of weather conditions based on weather forecast
from Daily Meteorological Bulletin of the Institute of Meteorology and Water management—National
Research Institute. The presented weather maps were obtained from websites of Met Office.

3. Results

3.1. Tmax in the Winter Season in the Years 1966/67–2015/16 (Poznań-Ławica)

The average Tmax in winter (December-February) in the years 1966/67-2015/16 in Poznań
amounted to 2.3 ◦C. The lowest average Tmax was recorded in the season 1969/70. It amounted to
−2.8 ◦C (Figure 2). Equally cold seasons occurred in the years 1984/85, 1995/96, 1978/79, 1986/87,
as well as 2009/10 and 2010/11. The highest average Tmax, amounting to 6.0 ◦C, was recorded in
seasons 1989/90 and 2006/07. Moreover, warm winters with an average considerably above norm
occurred in the years 1997/98, 2015/16, 1988/89, 1974/75, and 2007/08. Standard deviation for the
given multi-annual period amounted to 2.2 ◦C. An increase in Tmax at a level of 0.36 ◦C was recorded
in the analyzed years, although the changes were not statistically significant.

Figure 2. Course of the average Tmax in the winter season with long-term average value in Poznań-Ławica
in the years 1966–2015.

3.2. Cold Days and Cold Waves in the Years 1966–2015 (Poznań-Ławica)

Cold days (i.e., days with a maximum temperature below −1.6 ◦C) in Poznań occurred for 18 days
in a year on average. In particular seasons, their number was largely variable, as suggested by the
value of standard deviation amounting to 12.6. The number of cold days changes from 1 day (1974/75)
to 50 days (1969/70) (Figure 3). A decrease in the number of cold days was recorded in the analyzed
period, although the changes were not statistically significant. The analyzed days occurred from
November to March, although their highest number was recorded from December to February with
a maximum in January (43.9% of all recorded days). The first cold day was observed the earliest on
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4 November 1980, and the latest on 23 March 2013. According to the above data, the potential period
of occurrence of cold days in Poznań amounted to 140 days.

Figure 3. Number of cold days in the period 1966/67–2015/16 and the frequency of occurrence of cold
days in months.

A total of 59 cold waves were observed in the analyzed multi-annual period. They lasted for a total
of 551 days (Table 2). The lowest number of cold waves was recorded in the years 1996/97–2005/06
(8 cases), and the highest in the years 1976/77–1985/86 (16 cases). Waves of 5 and 7 days were
the most frequent, respectively 14 and 12. The longest cold wave occurred in winter 1984/85 and
lasted for 27 days from 26 December to 21 January. An equally long cold wave was recorded in the
season 1996/97. It lasted for 24 days (from 20 December to 12 January). The average length of cold
waves in the analyzed multi-annual period amounted to 9.3 day, and in particular decades it varied
from 7.9 (1986/87–1995/96) to 10 days (1996/97–2005/06). Cold waves occurred from November
to March and were the most frequent in January (52.5% of all waves). The earliest cold wave in the
analyzed multi-annual period was observed in 1993, from 19 to 23 November, and the latest from 1 to
7 March 1987.

Table 2. Characteristics of cold waves in the period 1966/67–2015/16 in Poznań-Ławica.

Years
Number of
Cold Waves

Total Duration of
Cold Waves (Days)

Average
Length (Days)

Average
Tmax (◦C)

Average
Tmin (◦C)

1966/67–1975/76 12 113 9.4 −5.6 −11.8
1976/77–1985/86 16 158 9.9 −5.0 −11.4
1986/87–1995/96 11 87 7.9 −5.5 −11.9
1996/97–2005/06 8 80 10.0 −5.5 −11.2
2006/07–2015/16 12 113 9.4 −5.7 −11.4
1966/67–2015/16 59 551 9.3 −5.5 −11.5

The average Tmax during the analyzed cold waves amounted to −5.5 ◦C, and Tmin −11.5 ◦C.
The lowest average Tmax and Tmin was recorded during the cold wave in 1987 (7–22.01). They
amounted to −10.6 ◦C and −18.3 ◦C, respectively. The highest average Tmax and Tmin were recorded
during the wave in 1978. They equaled −2.9 ◦C and −5.5 ◦C, respectively. During the longest cold
wave, i.e., a wave lasting from 26 December 1984 to 21 January 1985, the average Tmax amounted to
−7.0 ◦C, and average Tmin −12.8 ◦C.

3.3. Tmax and Cold Days in the City in the Years 2008/09–2015/16

In the years 2008/09–2015/16 in the winter season, the average Tmax in the city varied from 2.2 ◦C
in Słoneczna to 2.6 ◦C in Collegium Minus and Piekary. In all measurement points, the coolest season
occurred in winter 2009/10, and the average Tmax ranged from −0.5 ◦C in Collegium Geographicum
to 0.0 ◦C in Collegium Minus (Figure 4). An equally cold winter occurred in 2010/11. The warmest

75



Atmosphere 2018, 9, 208

season was observed in winter 2015/16, when the average Tmax varied from 5.0 ◦C in Słoneczna and
Strzeszyn to 5.4 ◦C in Collegium Minus, Piekary, and Ławica.

The total number of cold days in the city ranged from 141 days in Piekary and 142 days in
Collegium Minus to 160 days in Ławica. The highest number of such days was recorded during the
coldest seasons, i.e., in winter 2009/10 (Figure 4). Their number varied from 33 in Collegium Minus
to 36 days in Rusa and Collegium Geographicum. Cold days occurred equally frequently in winter
2010/11. They were recorded the most seldom in season 2014/15, when their number varied from
7 to 8 days. In the warmest season, from 8 cold days were recorded in Collegium Minus and Piekary
to 11 cold days in Ławica.

Figure 4. Average Tmax (black solid line) in the winter season and number of cold days (grey bars) in
2008/09–2015/16 in Poznań.

3.4. Cold Waves of 2010 and 2011

3.4.1. Tmax in the Cold Waves

The cold wave in the entire area of the city began on 7 and lasted until 11 February (Figure 5a).
The average Tmax during the wave ranged from −4.3 ◦C in Collegium Geographicum to −3.3 ◦C
in Collegium Minus and −3.5 ◦C in Piekary. In most of measurement points, the lowest Tmax was
recorded on 9 February. It varied from −5.2 ◦C in Collegium Geographicum and Słoneczna to −3.3 ◦C
in Collegium Minus.

The beginning and ending of the second analyzed cold wave was variable over the area of the
city. It began the earliest in Collegium Geographicum and in Rusa and Słonecznej—on 14 February,
one day later in Ławica, Strzeszyn, and Świerczew, and on the subsequent day in Dębina (Figure 5b).
In Collegium Minus and Piekary, the beginning of the wave was recorded only on 19 February.
The discussed cold wave ended on 26 February, and one day earlier in Collegium Minus. The lowest
Tmax over the entire area of the city was recorded on 22 February. It varied from −9.4 ◦C in Ławica to
−6.7 ◦C in Collegium Minus.
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Figure 5. Tmax during the cold wave of 7–11 February 2010 (a) and 14–26 February 2011 (b).

3.4.2. Daily air temperature on 9 February 2010 and 21 February 2011

On 9 February, the daily course of air temperature throughout the city was approximate (Figure 6a).
The lowest air temperature was observed at 6–7:30 UTC, and the highest at 12–14:30 UTC. Minimum
temperature in Poznań ranged from −15.8 ◦C in Collegium Geographicum to −11.1 ◦C in Słoneczna,
and maximum from −5.2 ◦C in Collegium Geographicum and Słoneczna to −3.3 ◦C in Collegium
Minus. During the day, differences in air temperature between particular measurement points were
considerably lower than in night-morning hours. The smallest differences (approximately 1.1 ◦C)
occurred around midnight, and the highest in morning hours with a maximum at 6:30 UTC (5.0 ◦C).
During the analyzed day, air temperature amplitude varied from 5.9 ◦C in Słoneczna to 11.0 ◦C
in Strzeszyn.

On 21 February 2011, similarly as on 9 February 2010, the daily course of air temperature
was approximate in all measurement points (Figure 6b). The lowest temperature was observed
at 6:30–7:30 UTC, and the highest at 12–13:30 UTC. Minimum temperature ranged from −16.7 ◦C in
Ławica to −14.6 ◦C in Piekary, and maximum from −8.2 ◦C in Collegium Geographicum to −5.6 ◦C in
Collegium Minus. The smallest differences in air temperature between particular points were observed
in morning hours with the minimum at 8:30 UTC (1.1 ◦C), and the highest in evening hours with a
maximum at 19 UTC (4.3 ◦C). The daily air temperature amplitude in particular points ranged from
7.5 ◦C in Słoneczna to 9.3 ◦C in Collegium Minus.
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Figure 6. Daily course of air temperature in Poznań on 9 February 2010 (a) and 21 February 2011 (b).

3.4.3. Land Surface Temperature and Land Use

On 9 February 2010 at 9:34 UTC over the study area, considerably high variability of the value of
the LST field occurred because of variable land cover and land use (Figure 7a). The highest values
of the LST median (−3.2 ◦C) are characteristic of continuous urban fabric and discontinuous dense
urban fabric (−3.5 ◦C). For both types of land use, statistically significant medians are different from
the medians calculated for all the remaining types, directly suggesting evident distinctiveness of the
LST field in the areas. The lowest values of the LST median occur in the following areas: agricultural +
semi-natural areas and wetlands as well as pastures (−6.4 ◦C, −6.6 ◦C, respectively) (Figure 8a).

21 February 2011 was cooler than the day described above. Similarly, as previously, the highest
values of the LST median (excluding water areas) occurred in urbanized areas to the greatest degree,
i.e., continuous urban fabric (−5.4 ◦C) and discontinuous dense urban fabric (−5.5 ◦C) (Figure 7b).
Also, in this case, LST medians were statistically significantly different from medians for the remaining
types of land use. The lowest values of the LST median (−7.4 ◦C) occurred in the following areas:
agricultural + semi-natural areas, wetlands, and pastures (Figure 8b). On that day, a higher value of
the LST median (−4.3 ◦C) over water areas in comparison to medians in the remaining types of land
use draws attention. The comparison of values of medians for water areas from 21 February 2011 and
9 February 2010 shows a slight difference in LST (0.7 ◦C), whereas for the remaining types of land
use the differences are considerably higher and amount to almost 2.0 ◦C. The direct cause of such a
situation is presumably substantially higher heat capacity of water areas in comparison to land areas
and their resulting slower response to changes in air temperature.
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Figure 7. Land surface temperature pattern in Poznań ((a)—9 February 2010, (b)—21 February 2011).

Figure 8. Statistic of land surface temperature in Poznań ((a)—9 February 2010, (b)—21 February 2011)
based on Landsat images according to Urban Atlas 2012 types (colors and order of types according
to legend in Figure 1). On the boxplot, the middle values denote medians, the box extends to the
Q1 (first quartile) and Q3 (third quartile), and the whiskers show the range (99.3%): the upper whisker
shows Q3 + 1.5 × IQR (the interquartile range), the lower shows Q1 − 1.5 × IQR. The notches extend
to ±1.58 IQR/sqrt(n) and the dots represent outlier.
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3.4.4. Weather situation on 9 February 2010 and 21 February 2011

On 9 February, Poland remained under the influence of a retreating high from over Russia,
gradually replaced by a low from over Scandinavia (Figure 9a). Old polar-marine air flew in over
Poland. On that day, the weather was cloudy with clear spells and local clearings. Maximum
temperature varied from −7.0 ◦C in the east and center of the country to −1.0 ◦C on the coast.
The wind was weak, from eastern directions. In Poznań, the wind was north and north-east, and its
average daily speed was 6.8 km/h.

On 21 February, Poland remained within the range of an extensive high pressure system with
the center over Russia, providing for advection of arctic air masses (Figure 9b). Over a major part of
the country, the weather was cloudy or slightly cloudy, the cloudiness grew to moderate only locally.
Maximum temperature varied from approximately −12.0 ◦C in north-east to −4.0 ◦C on the coast.
The wind was weak, northern, and north-eastern. In Poznań, the wind was north and north-east,
and its average daily speed was 9.4 km/h.

Figure 9. Synoptic maps on 9 February 2010 (a) and 21 February 2011 (b). Source: Met Office.

4. Discussion and Summary

The study showed an increase in Tmax in the winter season, although the recorded changes
were not statistically significant. Earlier studies also determined the lack of statistically significant
changes in air temperature in winter in many regions of Poland [26,27], simultaneously pointing to the
strongest warming in spring and summer [4,26,27]. The consequence of the observed warming is a
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decrease in the number of cold days and cold waves. A similar direction of changes in Poland and
Central Europe was also pointed out by other authors [4,28–31]. In the studied years, cold waves of
5 and 7 days occurred the most frequently. The longest cold wave lasted for 27 days and occurred
in winter 1984/85. The aforementioned wave also occurred in other regions of the country and was
similarly included to the longest among others in south-east Poland [32].

The analysis of point measurements in the city showed high differentiation of thermal conditions
in winter and during the analyzed cold waves. In particular measurement points, for the analyzed
cold days, the differences varied from 1.1 to 5.0 ◦C. A similar range of differences was also observed
during selected hot days, with a maximum of 5.2 ◦C [20]. The coldest areas include semi-natural urban
green areas, sports and recreation areas, as well as forests and fallow arable land. The warmest areas
include strongly transformed areas, i.e., areas of continuous urban fabric and discontinuous dense
urban fabric and industrial areas.

Research on the differentiation of urban conditions during a cold wave by means of satellite
images showed a considerable effect of particular urban structures on LST. On both days, irrespective
of the average air temperature for each of them, the effect of the type of land on LST was very similar,
as suggested by the structure and proportions of LST for each type of land. Considerably higher
and statistically significantly different values of the median as well as values of the lower and upper
quartile of LST concern the direct city center, i.e., areas of continuous urban fabric and discontinuous
dense urban fabric with density according to the Urban Atlas at a level of 30–80%. The warming effect
of the city on LST is also evident in areas with a lower density of urban fabric. In this case, very similar
and evidently distinctive values of statistics of LST temperatures occurred on the first of the analyzed
days (warmer) in the categories of discontinuous urban fabric (medium, low, and very low). On this
day, another group probably affecting LST includes areas of industrial fast transit and other roads
with associated land. The remaining types of land use have a considerably lower effect on LST in the
city, and the lowest effect concerns types marked as pastures and agricultural, semi-natural areas and
wetlands. On the second of the analyzed days (cooler), statistics of LST values show a similar effect
of particular types of land use except for lower importance of areas of discontinuous urban fabric
(medium, low and very low), as suggested by the equalization of values of LST statistics with values
for industrial fast transit and other roads with associated land. On both days, the smallest range of
difference of LST medians for water areas draws attention. It suggests a considerably higher inertia of
their response to changes in air temperature. An approximate distribution of the coldest and warmest
areas in the city was presented by Majkowska et al. [16] analyzing the urban heat island in Poznań, and
Walawender [14] analysing the urban heat island in Kraków based on satellite images. According to
the expectations and earlier results of urban climate research, areas with a higher density of buildings
(a greater number of inhabitants and thus more released anthropogenic heat) are usually warmer than
other areas with a lower density of buildings.

Differences in air temperature between particular points are largely determined by weather
conditions. During cloudless and windless weather, natural surfaces are cooled faster than artificial
ones [10]. This results in higher variability of air temperature in the city.
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5. Bielec-Bąkowska, Z.; Łupikasza, E. Frosty, freezing and severe freezing days and their synoptic implications
in Małopolska, southern Poland, 1951–2000. Bull. Geogr. Phys. Geogr. Ser. 2009, 1, 39–62.
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of Poznań as derived from Landsat 5 TM. Theor. Appl. Climatol. 2017, 128, 769–783. [CrossRef]
17. Politi, E.; Cutler, M.E.J.; Rowan, J.S. Using the NOAA advanced very highresolution radiometer to

characterize temporal and spatial trends in water temperature of large European lakes. Remote Sens. Environ.
2012, 126, 1–11. [CrossRef]
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Abstract: The aim of the study was to characterise the occurrence of hot days and heat waves in
Poznań in the 1966–2015 period, as well as to describe the thermal conditions in the city during
selected heat waves between 2008 and 2015. The basis of the study was the daily maximum and
minimum air temperature values for Poznań–Ławica station from 1966–2015 and the daily values
of air temperature from eight measuring points located in the city in various land types from 2008
to 2015. A hot day was defined as a day with Tmax above the 95th annual percentile (from 1966
to 2015), while a heat wave was assumed to be at least five consecutive hot days. The research study
conducted shows the increase of Tmax, number of hot days and frequency of heat waves in Poznań
over the last 50 years. Across the area of the city (differentiation of urban area types according to
Urban Atlas 2012), there was a great diversity of thermal conditions during the heat waves analysed.

Keywords: air temperature; hot days; heat waves; climate change; city; urban area types;
Poznań; Poland

1. Introduction

Today’s climate warming is unmistakable and visible, among other manifestations, in the
increase in global average air temperature [1]. The consequence of the aforementioned changes is the
increasingly frequent occurrence of hot days and heat waves [2–6]. The waves of 2003, 2006, 2010 and
2015 are to be highlighted amongst the recent extreme heat waves of Poland and Europe. In the future,
an increase in the frequency of heat waves and their duration is expected, which will be a consequence
of the increase in air temperature [7,8]. It is estimated that in the Poland of 2071–2100, the increase in
air temperature in the summer may reach 2.9 ◦C for the average maximum air temperature and 3.4 ◦C
for the average minimum air temperature [9].

Urban areas are particularly vulnerable to prolonged and intense heat waves [10], which is
a consequence of the transformation of the environment. The small proportion of natural vegetation,
numerous vertical surfaces and human activity causes significant heat in the city during the day,
which is then released into the atmosphere, causing it to cool down more slowly than the surrounding
areas [11]. The above factors make bioclimatic conditions more burdensome in the city than in
non-urban areas. As Gabriel and Endlicher’s [12] studies in Brandenburg and Berlin show, the effects
of heat are more pronounced in highly urbanised area. Numerous studies have shown an increase in
the number of deaths during heat waves in large cities, including in Warsaw [13], Munich [14] and
Paris [15].

In urban climate studies since the end of the 20th century, more and more investigations have
been based on remote sensing data. For example, Landsat 5 TM was used by Kawashima et al. [16]
to analyse relations between surface temperature and air temperature in the central part of Japan.
Voogt and Oke [17] emphasised that the urban heat island observed from thermal remote sensing data
is the surface urban heat island (SUHI).
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An attempt at air temperature retrieval from Moderate Resolution Imaging Spectroradiometer
(MODIS) data was made by Sun et al. [18] for the North China Plane. Taking into consideration land
cover categories, vegetation cover, and building density Dobrovolny [19] studied the SUHI in Brno
(Czech Republic). Some indicators obtained from remote sensing data were used by Schwarz et al. [20]
to analyse differences between urban and agricultural areas. Ptak et al. [21] applied Lansat thermal
images in an analysis of lake surface temperature in Poland. In the present study the temperature field
on the area of Poznań city was characterised by using Landsat 5 and 8 TM remote sensing data.

Due to the great risk to human health and life associated with the occurrence of heat waves,
particularly in highly urbanised areas, the research results presented may be useful for a wide and
diverse group of readers. The implementation of this research study is well founded, especially in the
face of UN projections [22] of the increase in the number of people living in cities. With this information
in mind, the purpose of the article was to:

• define multiannual changes in the occurrence of hot days and heat waves in Poznań in the
years 1966–2015;

• characterise thermal conditions in the city during selected heat waves in the years 2008–2015.

2. Research Area, Data and Methods

Poznań is located in western Poland in the area of the Wielkopolska Lakeland. The city’s area is
262 km2 and the population is 545,700 people. Over 58% of the city area is above 80 m a.s.l.; 7% is in
the floodplain of the Warta River Valley, and the rest (35%) in upper river terrains. Within the limits of
Poznań, there are natural and artificial lakes covering a total of 1.9% of the city area. Developed and
urbanised land constitutes 44.6% of the city’s area (of which about 28.6% is residential areas, 30.3% of
communication and 9.1% of industrial areas), while forested and wooded land constitutes 15.3% [23].

Poznań is located in a temperate transition zone between the sea and the continental climate.
The average annual air temperature is 8.3 ◦C. On average, the coldest month is January with an average
temperature of −1.6 ◦C, and the warmest is July with an average of 18.1 ◦C. The average annual rainfall
is 517 mm, with the lowest observed in February (26 mm) and the highest in July (75 mm). Over the
year, winds from the western sector (SW, W, NW) dominate the study area and about 5% of the day
is calm. The average wind speed is 4.1 m/s and it ranges from 3.5 m/s in August to 4.8 m/s in
March [24].

This article has used daily values of the maximum (Tmax) and minimum (Tmin) air temperature for
the station in Poznań (Poznań–Ławica) from 1966 to 2015. The data were obtained from the records of
the Institute of Meteorology and Water Management–National Research Institute (IMGW). In addition,
daily air temperature data for the years 2008–2015 were used from eight measuring points located in
the Poznań area on various types of land (Table 1, Figure 1). The analysis excluded the year 2012 due
to the lack of complete data for all the measuring points. Data were obtained from the Department of
Climatology of Adam Mickiewicz University in Poznań. The air temperature is measured 2 m above
ground level with HOBO U23-001 recorders with 30-min resolution and 0.2 ◦C accuracy.

Table 1. Location and characteristics of measuring points in Poznań.

Location Latitude [N] Longitude [E]
Distance from the City

Center–Piekary
(km)/Direction

Land Cover

1. Piekary 52◦24′19.96′ ′ 16◦55′39.60′ ′ 0.0/- Industrial, commercial, public,
military and private units

2. Collegium Minus 52◦24′31.13′ ′ 16◦54′53.22′ ′ 0.9/W Industrial, commercial, public,
military and private units

3. Słoneczna 52◦23′40.27′ ′ 16◦52′29.69′ ′ 3.9/W Green urban areas

4. Rusa 52◦23′29.65′ ′ 16◦59′0.75′ ′ 4.0/SE Discontinuous Dense Urban
Fabric

5. Dębina 52◦21′19.88′ ′ 16◦54′46.14′ ′ 5.7/S Green urban areas
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Table 1. Cont.

Location Latitude [N] Longitude [E]
Distance from the City

Center–Piekary
(km)/Direction

Land Cover

6. Ławica 52◦24′59.46′ ′ 16◦50′4.71′ ′ 6.9/W Airports

7. Collegium
Geographicum 52◦27′46.80′ ′ 16◦56′28.92′ ′ 6.7/N Industrial, commercial, public,

military and private units

8. Strzeszyn 52◦27′15.14′ ′ 16◦50′50.79′ ′ 7.7/NW Discontinuous Dense
Urban Fabric

9. Świerczewo 52◦22′11.90′ ′ 16◦53′56.11′ ′ 4.5/S Continuous urban fabric

Figure 1. Location of measuring points against the type of land use (Urban Atlas 2012).

Based on the data from the Poznań–Ławica station, the average Tmax for each summer season
(June–August) was calculated and the hot days and heat waves were differentiated. A hot day was
defined as a day with Tmax above the 95th annual percentile (from 1966–2015), and a heat wave was
assumed to be at least five consecutive hot days. The aforementioned assumption was based on the
definition of an extreme weather event included in IPCC reports [1], according to which a weather
phenomenon is so rare within the particular area that it lies within the range of 10th or 90th percentile
of an observed probability density function or rarer. It is hence defined as an extreme weather event.
The value of the 95th percentile of the air temperature was often used in previous studies on the
occurrence of heat waves [25–28].

The next step was to examine changes in the above characteristics in the years 1966–2015 and
determine their statistical significance. To this end, the non-parametric Mann–Kendall test was used to
detect the trend in the time series. The strength of trends in temperature characteristics and the number
of days in the multiannual period were determined by Sen’s non-parametric method. Sen’s method
adopts a linear trend model, f (t) = Qt + B, where Q is an estimator of the linear regression coefficient
(trend strength); B is a free term. The calculations were done using the MAKSESENS 1.0 application
(freeware) developed by researchers from the Finnish Meteorological Institute [29].

Moreover, with the threshold values from Poznań–Ławica station, hot days and heat waves were
distinguished at every measuring point in the city.

Thus, to characterise the thermal conditions in the city accurately, two satellite images were
used, i.e., the image recorded by the LANDSAT-5 TM satellite on 12 July 2010 at 9:34 UTC and
LANDSAT-8 OLI/TRIS on 11 August 2015 at 9:34 UTC. Both days were characterised by the heat
wave occurrence. In addition, on 12 July 2010, there was clear and calm weather with a clearly marked
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thermal diversification of the urban surface; 11 August 2015 was thus characterised by the passage of
warm weather front and less spatial thermal diversification of the city.

The image processing involved the data processing procedure described in detail by Sobrino and
Raissouni [30], Jiménez-Muñoz and Sobrino [31], Walawender [32] and Majkowska et al. [33], including
separate patterns for LANDSAT-5 TM and LANDSAT-8 OLI/TRIS images. The aforementioned
procedure consisted of the following steps:

1. conversion of the values measured by the satellite sensor (in the thermal channel) for each pixel
to the energy radiation value;

2. conversion of radiation values to radiation temperature using Planck’s law;
3. calculation of the land surface temperature under the Stefan–Boltzmann law, taking into account

the differentiation of the emissivity of different surfaces;
4. conversion of the land surface temperature (LST) to the air temperature at 2 m above the surface

layer (Tasl) using a linear regression model. This model is used to estimate the air temperature
(Tasl) value when the LST value is known:

Tasl = a × LST + b.

a, b—linear regression coefficient.

Maps of the air temperature distribution were then constructed for the area analysed for the days
and the air temperature course analysed along the designated profiles on 12 July 2010. This day was
chosen because of the large variation in air temperature in the city area and the apparent impact of
land development on the thermal conditions. Daily sea level pressure (SLP), heights of isobaric surface
500 hPa (z500 hPa) and temperatures on isobaric surface 850 hPa (T850) were used to characterise
the weather conditions. The data were obtained from the collection of the National Centre for
Environmental Prediction/National Centre for Atmospheric Research (NCEP/NCAR) Reanalysis [34],
which are available at the Climate Research Unit resources. Based on the aforementioned data,
the maps of SLP, z500 hPa and SLP, z500 hPa and T850 anomalies maps were plotted for the analysed
days. In addition, weather maps and comments from the Daily Meteorological Bulletin from IMGW
resources were used.

What is more, the Urban Atlas 2012 [35] database for Poland was used. For each type of land use,
the average values of LST and their median, first and third quartiles as well as outliers and ranges
were calculated. The aforementioned data was used to evaluate the impact of land use on the thermal
conditions in the city during the hot days analysed. The following were used in the research: ESRI
ArcGiS Desktop 10.5 software with Spatial Analyst, Quantum GIS 2.8 and R software (R Core Team,
Vienna, Austria, 2015) and its packages: “raster” [36] and “rgdal” [37] dedicated to the spatial analysis.

3. Results

3.1. Tmax in the Summer Season in the Years 1966–2015 (Poznań–Ławica)

The average summer season (June–August) Tmax in the years 1966–2015 was 23.6 ◦C and ranged
from 20.8 ◦C (1980) to 26.8 ◦C (1992) (Figure 2). The standard deviation for the given multiannual
period was 1.4 ◦C. A statistically significant (p < 0.05) increase in Tmax was observed in the period
analysed, which was 0.35 ◦C per 10 years. The aforementioned increase was significantly influenced
by Tmax changes at the beginning of the 21st century, when its value in almost all summer seasons was
higher than the average for the 1966–2015 period (Figure 2). In the 1966–2000 period, during 19 of the
35 summer seasons, the Tmax mean was lower than the mean from the multiannual period.
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Figure 2. Average Tmax in the summer season in Poznań–Ławica in the years 1966–2015.

3.2. Hot Days and Heat Waves in the Years 1966–2015 (Poznań–Ławica)

Hot days (i.e., days above the 95th annual percentile—>27.8 ◦C) in Poznań occurred on average
18 times a year. In individual seasons, the number varied from two days (1980) to as many as
37 days (2006), and the standard deviation was 9.1 days (Figure 3). In the period analysed, there was
a statistically significant (p < 0.05) increase in the number of hot days (2.9 days/10 years). Days with
Tmax > 27.8 ◦C were observed from April to October, although the largest number were reported in
July and August, representing 39.8% and 31.3% of all hot days, respectively. In total, there were seven
days in April and only one day in October.

Figure 3. Number of hot days in 1966–2015 and the frequency of hot days’ occurrence in certain months.

In the analysed multiannual period, there were 42 heat waves in total, which lasted 310 days
(Table 2). Five- and six-day waves were the most common and accounted for, respectively, 34.9% and
20.9% of all heat waves. The longest heat wave was recorded in 1994, which lasted 18 days (from 21 July
to 7 August). Long heat waves were observed in 2015 (16 days, from 2 to 17 August), 2006 (14 days,
from 18 to 31 July), 1969 and 1971 (12 days—27 July to 3 August and 24 July to 4 August, respectively).
The average heat wave length in the multiannual period analysed was 7.4 days, while in the individual
years it ranged from six (1996–2005) to 8.8 days (2006–2015). Heat waves occurred between May and
August, although most of them (as much as 56%) occurred in July. The earliest recorded heat wave in
1979 was from 31 May to 7 June, while the latest one in 1997 occurred from 22 to 27 August.

Table 2. Characteristics of heat waves in 1966–2015 in Poznań–Ławica.

Years
Number of
Heat Waves

Total Duration of
Heat Waves (Days)

Average
Length (Days)

Average Tmax

(◦C)
Average Tmin

(◦C)

1966–1975 6 51 8.5 30.7 16.8
1976–1985 9 57 6.3 30.1 16.2
1986–1995 9 63 7.0 30.6 15.0
1996–2005 7 42 6.0 29.9 14.5
2006–2015 11 97 8.8 31.2 17.7

1966–2015 42 310 7.4 30.5 16.2
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The mean Tmax during the heat waves analysed was 30.5 ◦C, while Tmin was 16.2 ◦C (Table 2).
The highest mean Tmax was found during the heat wave of 1992 (6–11 August), which was
33.9 ◦C, while the lowest average Tmax value, which was 28.9 ◦C, was seen in 1992 (24–28 July),
1997 (22–27 August) and 2001 (26–30 July). During the longest heat wave, i.e., that lasting from 21 July
to 7 August, 1994, the average Tmax was 32.1 ◦C, while the average Tmin was 16.1 ◦C.

3.3. Tmax, Hot Days and Heat Waves in the City Area in 2008–2015

In 2008–2015, the average Tmax in the city area was 23.8 ◦C and changed from 22.3 ◦C in Collegium
Geographicum to 25.1 ◦C in Piekary. At all points, the coldest season was recorded in 2009. The average
Tmax then changed from 21.6 ◦C in the Collegium Geographicum to 24.3 ◦C in Piekary (Figure 4).
Also, at the two points (Collegium Geographicum and Słoneczna), the same average Tmax as in the
summer of 2009 was recorded in the 2014 season. On the other hand, at most points, the highest mean
Tmax in the summer occurred in 2015 and ranged from 21.9 ◦C at the Collegium Geographicum up to
25.8 ◦C in Strzeszyn and Piekary.

Figure 4. Average Tmax in the summer season and the number of hot days in 2008–2015 in the city area.

In the studied years, the total number of hot days in the city ranged from 131 days at Słoneczna to
197 days in Collegium Minus and Piekary. Apart from two points (Dębina and Piekary), the least hot
days were recorded in the coldest season (summer 2009) and their number ranged from 11 days at
Słoneczna to 25 days in Collegium Minus and Piekary (Figure 4). In turn, the hottest days occurred in
2015, and their number changed from 29 days at Słoneczna to 35 days in Collegium Minus, Dębina
and Ławica.

A total of 10 heat waves were recorded in the city, of which five heat waves occurred at every
measuring point. These were the waves from 2010 (8–17 July), 2014 (4–9 July, 15–23 July, 26–30 July
and 2015 (2–18 August). The start and end dates of these waves (except for the wave from 2015)
were similar throughout the entire city. In turn, three heat waves occurred in the city area, but they
were not recorded in the Poznań–Ławica station. These were the waves of 2008 (30 May–3 June),
2009 (29 June–4 July) and 2011 (3–8 June). Across the city, the longest heat wave was recorded in
August 2015. The length of this wave ranged from 10 days (6–15 August) at Słoneczna to 17 days
(2–18 August) in Dębina and Collegium Minus.
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3.4. Heat Waves of 2010 and 2015

3.4.1. Tmax in the Heat Waves

The heatwave lasted from 8–17 July 2010. On 8 July, it started in Collegium Minus and Piekary,
while for the rest of the area it was on 9 July. Mean Tmax during the wave ranged from 32.5 ◦C in
Collegium Geographicum and Ławica to 33.7 ◦C in Dębina. At most points, the highest Tmax was
found on 12 July and fluctuated from 33.1 ◦C at Słoneczna to 35.4 ◦C in Collegium Minus (Figure 5a).
During the heat wave there was a marked cooling on 14 July, caused by the passage of a warm weather
front. Then Tmax changed from 30.1 ◦C at Słoneczna to 32.9 ◦C in Collegium Minus.

In 2015, the start and end of the heatwave varied across the city. At six points, it began on
2 August, while at three points it only started on 6 August. The end of the heat wave was recorded
between 15 and 18 August. The mean Tmax during the wave ranged from 31.9 ◦C in Ławica to 32.8 ◦C
in Dębina. At all points the highest Tmax was recorded on August 8th, which ranged from 36.8 ◦C at
Słoneczna to 38.3 ◦C in Świerczewo (Figure 5b).

Figure 5. Tmax during the heat wave of 8–17 July 2010 (a) and 2–18 August 2015 (b).

3.4.2. Daily Air Temperature on 12 July 2010 and 15 August 2015

On 12 July 2010, the course of daily air temperature was found to be similar at all measuring
points. The lowest air temperature was observed at 2–3:30 UTC, while the highest temperature was
found at 13–15 UTC (Figure 6a). During the day, the air temperature differences between the individual
measuring points were lower than at night. In the hours before noon, the range of air temperature
fluctuations was less than 2 ◦C (minimum 1.7 ◦C at 10:30 UTC), while in the night and early morning
they exceeded 5 ◦C (maximum 5.2 ◦C at 1:00 UTC). On the aforementioned day the lowest daily
amplitude of the air temperature was found at Słoneczna (10.6 ◦C), while the highest was at Dębina
(16.8 ◦C).

On 11 August 2015, the course of the daily air temperature was similar in all measuring points.
The lowest air temperature was observed at 4–4:30 UTC, while the highest temperature was found
at 13–15:30 UTC (Figure 6b). During the day, the air temperature differences between the individual
measuring points were significantly lower than at night. The smallest differences (about 1.5 ◦C)
occurred in the morning (6:30 UTC) and the afternoon (16:00 UTC), while the largest were in the
evening and night hours with a maximum at 21:00 UTC (4.8 ◦C). On the day analysed, the lowest daily
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amplitude of air temperature was observed at Słoneczna (12.5 ◦C), while the largest were in Dębina
and Collegium Geographicum (16.3 ◦C and 16.2 ◦C, respectively).

Figure 6. Daily course of air temperature in Poznań on 12 July 2010 (a) and 11 August 2015 (b).

3.4.3. Air Temperature and Land Use

To obtain the air temperature on 2 m high above land surface (Tasl) conversion of the land surface
temperature (LST) using a linear regression model for two, taking into consideration the days used.
The regression equations for 12 July 2010 (1) and 11 August 2015 (2) are:

Tasl = 0.20234 × LST + 24.22906 (1)

Tasl = 0.3278714 × LST + 11.68150. (2)

The coefficient of determination (R2) was 0.65 (for probability level p = 0.008467) and 0.68 (for
probability level p = 0.01112), respectively, for the first and second day. It should be emphasised
that the regression models used are only an attempt to quantify the dependencies (Tasl and LST)
according to the limited possibilities of their verification, due to difficulties in obtaining the subsequent
observations (a limited number of satellite images).

On 12 July 2010 at 9:34 UTC there was a significant diversification of the thermal conditions in
the surveyed area (Figure 7a). The spatial distribution of air temperature clearly showed the impact
of land development and use. The lowest mean air temperature was 29.8 ◦C over water bodies, and
the highest 32.6 ◦C, within the industrial and commercial, public, military and private unit areas
(Figure 8a). Among the warmest areas in the city were those with continuous urban fabric, industrial
and commercial, public, military and private unit areas, fast transit roads and associated land, other
roads and associated land, while among the coldest areas were water bodies, herbaceous vegetation
associations and forests (Figure 8a).
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Figure 7. Air temperature in Poznań on 12 July 2010 (a) and 11 August 2015 (b) at 9:34. Profile lines
(a) used in Figure 9.

Figure 8. Statistic of air temperature in Poznań ((a)—12 July 2010, (b)—11 August 2015) on the basis
of Landsat images according to Urban Atlas 2012 types (colours and order of types according to
legend in Figure 1). In the boxplot, the middle values denote medians; the box extends to the Q1
(first quartile) and Q3 (third quartile), while the whiskers show the range (99.3%). The upper whisker
shows Q3 + 1.5 × IQR (the interquartile range) and the lower shows Q1 − 1.5 × IQR. The notches
extend to +/−1.58 IQR/sqrt(n) and the dots represent outliers.
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On 11 August 2015 at 9:34 UTC, there was less variation in air temperature than on 12 July 2010
(Figure 7b). The impact of land development and use on the thermal conditions was significantly
weaker. The lowest mean value of air temperature was 29.7 ◦C over water bodies and the highest,
31.2 ◦C, in continuous urban fabric, airports and mineral extraction and dump sites (Figure 8b).

The effect of land use on thermal conditions is evident in the air temperature profile from the
northwest of the city to the southeast (about 22 km) (Figure 9). Along the profile, the air temperature
varied from 28.9 ◦C to 33.2 ◦C. The coldest areas were recorded in the northwestern part of the city, i.e.,
in the western green wedge area, where Kierskie Lake is situated; then there is a systematic increase in
air temperature with a maximum in the city centre (>32.0 ◦C), where a slightly colder area of the Warta
River is also noted.

Figure 9. Air temperature in NW–SE and N–S profiles on 12 July 2010 at 9:43 UTC.

A significant decrease in the air temperature is observed in forest areas in the eastern part of
Poznań, forming the eastern green wedge. In turn, along the profile made along the north–south line
(about 19 km length), the air temperature changed from 29.6 ◦C to 33.7 ◦C (Figure 9). The coldest areas
were found in the northern part of the city, where farmland dominates. A significant increase in air
temperature (>32.0 ◦C) was found in areas with low-density, compact urban development occurring in
the Naramowice, Winogrady, Stare Miasto and Wilda housing estates. A clear drop in air temperature
was recorded in the Warta River Valley.

3.4.4. Atmospheric Circulation on 12 July 2010 and 11 August 2015

The analysis showed the different effects of land development on the thermal conditions in the
city on selected days; the weather situation in Poland occurring on these days was therefore analysed.
On 12 July 2010, Poland was within the weak-gradient high-pressure system, while on 11 August 2015
it was within the reach of the trough of low pressure (Figure 10). Both pressure situations provided an
influx of warm air masses from the east and southeast sector. Recorded anomalies indicate the presence
of warm air masses, whose temperature was higher by more than 8 ◦C than average in the summer.
The 500 hPa isobaric surface on both days over central Poland settled over 140 m higher than average
during the summer season. On 11 August, a warm weather front moved from the south to the north
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of the country, providing the exchange of air masses over the area. Advection of tropical air masses
took place after the weather front (Figure 11). The different thermal conditions in the city during the
two selected days were due to the differentiation of atmospheric circulation. On 12 July 2010, the air
over the city was additionally warmed up by settling for longer over the urban area with anticyclonic
weather. In turn, the passage of the weather front on the second of the days analysed resulted in
significantly lower temperature values.

Figure 10. SLP and z500 hPa (a), SLP and z500 hPa anomalies (b) and T850 anomalies (c) on 12 July 2010
(right column) and 11 August 2015 (left column).

 

Figure 11. Weather situation on 12 July 2010 (a) and 11 August 2015 (b). Source: Meteorology and
Water Management–National Research Institute.
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4. Discussion

The research showed the Tmax increase in the summer season in Poznań over the last 50 years.
The results are consistent with previous studies conducted in Poznań [27,38] and other Polish cities [27,39],
as well as in the rest of Europe [38,40,41].

The observed increase in Tmax translated into an increase in the number of hot days and heat waves.
Of the exceptionally hot summer seasons in Poznań, one should especially mention the summers
of 1992, 1994, 2006 and 2015. Similar results were also obtained in other regions of Poland [42–44].
As Sulikowska et al. [27] have shown, the summer of 2015 was exceptionally hot in Poland, especially
in the southwest of the country.

In the city districts, there was a great diversification of thermal conditions during the summer
season and during the analysed heat waves. The highest air temperature was recorded in heavily
transformed areas, i.e., in the developed city centre or industrial and commercial and public
areas, while natural areas such as forests and areas near water bodies were characterised by the
lowest air temperature. On this basis, within the city, one may distinguish areas with favourable
biometeorological conditions during heat waves, such as green wedges, where the air temperature was
significantly lower than in the centre and the air temperature differences were several degrees. A similar
distribution of areas with highest and lowest temperatures was determined by Majkowska et al. [33]
by analysing the urban heat island in Poznań, and Walawender [32], who analysed the urban heat
island in Kraków based on satellite images.

In the course of daily air temperature in Poznań, the greater difference between the individual
measuring points in the early hours, which gradually decreased during the day, was clearly visible.
These differences are due to numerous shadowing effects of urban space and slower heating of
the artificial surfaces [11,45–47] and faster cooling of natural areas, especially in clear and windless
weather [11].

The research conducted using satellite images showed different variations in air temperature
in the city area on the days analysed. On the first day, the average air temperature differences in
the studied area were 2.8 ◦C, while on the second day they were smaller and amounted to 1.5 ◦C.
On the second day, there was also less variation in air temperature within the various types of land
use. No significant impact of the city’s development on thermal conditions on 11 August 2015 was
caused by the exchange of air masses.

This situation was a consequence of the passage of a weather front, while on 12 July 2010 the
anticyclonic weather caused tropical air to hold for a few days. When stable pressure systems hold
for a longer time, this leads to intensification of thermal conditions in highly transformed areas,
which results in deterioration of biometeorological conditions and poses risks to human health and life.
This highlights the significant role of atmospheric circulation in shaping weather conditions that can be
modified by local factors. Similar results were obtained by Półrolniczak et al. [48], who demonstrated
that the greatest intensity of the urban heat island is at night, especially during anti-cyclone circulation.

5. Conclusions

The results of the research conducted thus show how diverse thermal conditions occur in the city
and how in particular types of land use they may be compared to those recorded at the meteorological
station representing the mesoclimatic conditions (Poznań–Ławica). As the article has demonstrated,
this diversity may result from the dissimilarity of a given part of the city due to the type of land
development, but also it may result from meteorological conditions, i.e., barometric situation and
the passage of atmospheric fronts, as well as advection or settling of the same air mass for a long
time. The correct recognition of dependencies governing the occurrence of extreme phenomena in the
city, such as heat waves, will hence translate into the possibility of more accurate forecasting of this
phenomenon, which may consequently have a considerable social dimension.
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Abstract: Mortality rates rise during hot weather in England, and projected future increases in
heatwave frequency and intensity require the development of heat protection measures such as the
adaptation of housing to reduce indoor overheating. We apply a combined building physics and
health model to dwellings in the West Midlands, UK, using an English Housing Survey (EHS)-derived
stock model. Regional temperature exposures, heat-related mortality risk, and space heating energy
consumption were estimated for 2030s, 2050s, and 2080s medium emissions climates prior to and
following heat mitigating, energy-efficiency, and occupant behaviour adaptations. Risk variation
across adaptations, dwellings, and occupant types were assessed. Indoor temperatures were greatest
in converted flats, while heat mortality rates were highest in bungalows due to the occupant age
profiles. Full energy efficiency retrofit reduced regional domestic space heating energy use by
26% but increased summertime heat mortality 3–4%, while reduced façade absorptance decreased
heat mortality 12–15% but increased energy consumption by 4%. External shutters provided the
largest reduction in heat mortality (37–43%), while closed windows caused a large increase in risk
(29–64%). Ensuring adequate post-retrofit ventilation, targeted installation of shutters, and ensuring
operable windows in dwellings with heat-vulnerable occupants may save energy and significantly
reduce heat-related mortality.

Keywords: heat; mortality; adaptation; dwellings; indoor temperature

1. Introduction

In the UK, as in most settings, the risk of mortality increases during hot weather particularly
among vulnerable groups such as the elderly [1]. In England and Wales, the heatwaves of 2003 and
2006 led to an estimated 2091 [2] and 680 [3] excess deaths, respectively. Warming temperatures and an
increased frequency of extreme temperatures in the future [4], as well as an aging population, are likely
to increase the importance of heat as a public health risk in the UK [5]. High temperatures may also
lead to increases in population morbidity due to, for example, heat stress and heat exhaustion, kidney
failure, and heart attacks [6].
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As people in the UK spend the majority of their time indoors, housing is an important determinant
of heat exposure and consequent heat-related mortality. A study of the 2003 heat wave in Paris found
that living in top-floor flats and in poorly insulated homes were both associated with increased
mortality risk [7]. Moreover, large-scale monitoring studies in the UK have suggested that certain
housing types exhibit higher indoor temperatures, with flats generally being warmer than most
other dwellings, and detached and solid-walled dwellings cooler [8,9]. Similar conclusions arise
from modelling studies [10–12], which also indicate the potential effectiveness of adaptations such as
shading, use of external shutters on windows, and using solar reflective coatings [13,14] while dwelling
energy-efficiency may increase or decrease internal temperatures [10,11]. The Urban Heat Island (UHI)
effect—where urban areas are significantly hotter than surrounding rural areas primarily due to the
modification of land surfaces and waste heat—may exacerbate heat exposure during hot weather and
increase heat mortality risk [15].

A number of studies have incorporated building overheating markers to predict heat exposure
at the population-level. Dwelling characteristics and population demographics have been used to
develop a heat risk index for London [16,17], while the same have been used alongside UHI data to
identify vulnerable areas in Birmingham, UK [18,19]. Outside of the UK, housing, UHI, and population
data have been combined in heat exposure studies in Melbourne, Australia [20], New York City [21],
and across the U.S [22].

In the UK, modelled temperature exposures from dwellings and/or the UHI has been combined to
estimate heat-related mortality in London, Sheffield, and the West Midlands. Taylor et al. [23] estimated
the spatial variation in heat exposure using simulated UHI temperatures, and building physics
models of indoor temperatures for individual dwellings in the London housing stock; an age-specific
heat-mortality function was then used to estimate heat attributable mortality using underlying census
population and age data. Liu et al. [24] also used building physics models of buildings, in combination
with high resolution climate projections, to estimate the spatial variation in heat-related mortality
risks across the city of Sheffield. Finally, modelled indoor temperatures were used to estimate the
changes in population mortality in the West Midlands, UK, prior to and following a number of different
energy-efficiency and overheating adaptations to dwellings and the built environment [25].

Using the underlying indoor temperature and health model described in Taylor et al. [25],
this paper aims to explore the variation in heat mortality risk across building types in the West
Midlands region of the UK, based on dwelling indoor overheating risks and occupant characteristics.
The effects of energy efficiency (including wall, floor, or roof insulation, and full retrofit), behavioural
(window-opening), and heat adaptations (external shutters and low absorptance surface coatings) on
heat exposure, mortality, and energy use are explored. In addition, the reduction in mortality through
more realistic implementation of adaptations targeted at dwellings or residents is also examined.

2. Methods

2.1. Building Modelling

The West Midlands region has a population of 5.6 million [26], and contains Birmingham,
the second-most populous urban area in the UK. During the 2003 heatwave, the region had an
estimated 130 excess deaths due to hot weather [2].

The baseline housing stock and population model is the 2010–2011 English Housing Survey
(EHS), which contains regionally-representative housing and occupant data for 1558 dwellings in the
West Midlands [27]. Resident age data is available within the database for each dwelling occupant.
Data within the EHS is used to inform the geometry, floor area, glazing area, construction type,
and insulation levels of each dwelling, while the energy efficiency and airtightness of each dwelling
has been estimated using standardised methods [28].

Readers are referred to Symonds et al. (2016) for further information on the indoor temperature
model. Briefly, indoor temperatures and energy use for space heating in the West Midlands housing
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stock were estimated using a series of metamodels derived from the results of simulation studies [29,30]
using the building physics model EnergyPlus. Previous studies have compared the underlying
EnergyPlus model outputs against a large dataset of monitored indoor temperatures, showing that the
model is able to capture the trends in overheating risk between dwelling variants [30]. Here, the model
is adapted to model dwellings with and without energy efficiency, occupant behavior, and passive
overheating interventions. Air conditioners (A/C) were not modelled due to their rarity in English
housing stock—estimated at 3% of dwellings [31]—and because of their high energy demands.

Metamodels were developed for each combination of dwelling geometry (end terrace, mid-terrace,
semidetached, detached, bungalow, converted flats, low-rise flats, and high-rise flats), wall type (cavity
or solid), and heat adaptation (shutters or no shutters). For each combination of the above, EnergyPlus
models were developed with fabric energy efficiency levels, permeability, floor area, glazing
area, and local wind exposure randomly sampled from distributions available from representative
samples [27,32] of English dwellings. For this study, roof and wall absorptance was also randomly
selected in the range of 0.1–0.6, representing the painting of external surfaces with a low absorptance
paint; the indoor temperature threshold above which windows are opened were also randomly
selected (18 ◦C–35 ◦C) to represent extreme ranges in occupant behaviour. Archetypes, used to
represent dwelling geometries, can be seen in Appendix A. Models were run using Test Reference
Year weather data, representing the “average” climate for 2030 under a medium emission scenario
(A1B-50th percentile) [33], assumed to be representative for the region.

From the results of these simulations, we computed the mean maximum daytime living room
temperature at different two-day rolling mean maximum outdoor summer temperatures, as well as
annual energy use (kWh) for space heating. A metamodel was then generated using artificial neural
networks [34] to determine energy use and indoor temperatures from dwelling characteristics across
the West Midlands housing stock. The metamodel was applied to obtain indoor temperature and
energy use estimates for individual dwellings in the West Midlands under the adaptation scenarios in
Table 1, using weather data that describes “average” Birmingham summers in 2030s, 2050s, and 2080s
(A1B-medium emissions scenario, 90% probability [4,33]).

Table 1. The adaptations and underlying assumptions modelled. The reduction in fabric U-value is
based on the UK Government’s Standard Assessment Procedure (SAP) for Energy Rating of Dwellings,
with the lowest possible U-value for the fabric component selected based on the fabric type and
dwelling age [35]. The change in permeability is estimated based on the work by a Hong et al. [36] or
b UK SAP, following the methods described by Hamilton et al. [37].

Adaptation Details

En
er

gy
Ef

fic
ie

nc
y

Cavity wall
insulation (CWI)

All cavity walls are modelled as insulated, reducing wall U-value, and the infiltration rate
in previously uninsulated dwellings reduced by 0.2 air changes per hour (ach) a

Internal solid wall
insulation (SWI)

All solid walls are modelled as internally insulated, reducing wall U-value, and the
infiltration rate in previously uninsulated dwellings reduced by 0.3 ach a

Floor insulation (FI) All floors are modelled as insulated, reducing floor U-value, and the infiltration rate in
previously uninsulated dwellings reduced by 0.1 ach b

Loft insulation (LI) All lofts are modelled as insulated, reducing loft U-value, and the infiltration rate in
previously uninsulated dwellings reduced by 0.1 ach a

Full Retrofit
A full retrofit (floors, loft, walls, and triple-glazed windows) is modelled, with reductions
in U-value as above and the infiltration rate reduced by 0.7 ach to a Building Regulations
minimum permeability of 3 m3/h/m2

H
ea

t
A

da
pt

at
io

n Shutters External shutters are closed daily between 9 a.m. and 6 p.m. during the summer

Absorptance The solar absorptance of the building façade is reduced from 0.7 to 0.1

103



Atmosphere 2018, 9, 190

Table 1. Cont.

Adaptation Details

O
cc

up
an

t
Be

ha
vi

ou
r Windows Open Windows are opened when indoor temperatures exceed 18 ◦C during summer,

representing a scenario were windows are continuously open

Windows Closed Windows are opened when indoor temperatures exceed 35 ◦C, representing a scenario
were windows are continuously closed

2.2. Mortality Calculations

Household weighting values in the EHS were used to estimate the mean and distribution of
occupant temperature exposures across the West Midlands housing stock. As there is no spatial
information for the EHS, we assume the modelled households have equal distributions of UHI
temperature exposures. From this, a dwelling-specific indoor temperature anomaly relative to the
regional population-weighted mean was calculated:

T∗
max,k,d = Tmax,out,d + TIndoor Anomaly,k,d (1)

where Tmax,out,d is the two-day rolling mean maximum outdoor temperature for day d; TIndoor Anomaly,k,d
is a positive or negative temperature anomaly representing the deviation in estimated two-day rolling
mean maximum indoor temperature for dwelling k from the population-mean rolling maximum indoor
temperature on day d for the West Midlands; and T∗

max,k,d is the temperature to which occupants are
exposed on day d in household k. For adaptation scenarios, anomalies were calculated relative to the
mean of the unadapted stock.

Calculations of heat-related mortality were based on applying region-specific temperature-
mortality functions for the West Midlands to the EHS occupant age data and corresponding estimated
dwelling indoor temperatures. Heat-associated mortality is described in terms of Relative Risk (RR),
or the ratio of the probability of mortality occurring in a heat-exposed group to the probability of
mortality in an unexposed group. The all-age heat-mortality RR for the West Midlands was derived
from Armstrong et al. [38] from which age-specific (0–64, 65–74, 75–84, 85+) temperature-mortality
slopes were derived using the age-specific RRs for England and Wales published by Gasparrini et al. [1].
The underlying age-specific all-cause mortality rates by season were obtained from the Office for
National Statistics (ONS); here we adjust these to reflect summer rates. Dwelling-specific heat mortality
was then calculated as:

Dk,d = ∑
i

[
occupantsi,k × deathratei ×

(
RRheat,i

(T∗
max,k,d−23 ◦C) − 1

)]
(2)

where occupantsi,k is the number of individuals of age-group i in dwelling k; deathratei is the
summertime daily mortality rate per person for age-group i; RRheat,i is the relative risk (RR) of
mortality due to temperature for age group i; and 23 ◦C is the estimated regional heat mortality
threshold for the West Midlands [38]. Readers are referred to Taylor et al. [25] for a detailed description
of mortality calculations.

3. Results

3.1. Heat Exposure across Dwelling Variants

The average living room temperatures across a range of dwelling variants when Tmax,out,d exceeds
23 ◦C during the 2030s summer can be seen in Figure 1. Certain dwelling variants are hotter than
others, including mid-terraced dwellings and flats. Multiple distributions are provided for flats to
represent the different floor levels of the flats within the buildings. Buildings with higher indoor
temperatures were also found to exceed the 23 ◦C temperature threshold more regularly during hot
weather, with the coolest dwellings exceeding it 39 times and the hottest exceeding it 101 times during
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the 123 days of summer, 2030s (median 69 days). The sample size for each dwelling variant within the
EHS is also shown.

Figure 1. Density plots of the average indoor temperature when Tmax,out,d exceeds 23 ◦C during
the 2030 summer. The red vertical line shows the median for the stock. There is a lack of data for
ground-floor high-rise flats, and so these are not shown. English Housing Survey (EHS).

3.2. Housing Adaptations and Heat Exposure

The distribution of average indoor temperature exposures for a 2030s summer when Tmax,out,d
exceeds 23 ◦C can be seen in Figure 2, before and after various energy efficiency, heat mitigating,
and behavioural adaptations. Individual energy efficiency retrofits generally do not lead to a
significant increase in temperature exposure, with the exception of internal solid wall insulation
which causes a median temperature increase of 0.1 ◦C (range: −0.4 to 0.9 ◦C) in solid-walled
dwellings. While individual fabric interventions to not lead to a significant increase in median
temperatures, the cumulative effects of different energy efficiency interventions on permeability is
reflected in an increase following the full retrofit of all buildings in the stock (median 0.2 ◦C, range:
−1.0–1.7 ◦C). Full retrofit is predicted to reduce 2030s energy use by 25.5% relative to the current stock,
and individual retrofits show comparatively more modest reductions in energy use for space heating.
This energy saving is due to reduced ventilative and fabric heat losses only, as changes to heating
systems are not modelled. Shutters are able to significantly reduce indoor temperature exposure
across the stock (median: −1.4 ◦C, range: −4.1–0.2 ◦C), and lead to a small increase in space heating
energy consumption as the absence of solar gains means heating is occasionally required to meet
setpoint temperatures.
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Decreasing the surface absorptance of the external surfaces led to a smaller reduction (median:
−0.5 ◦C, range: −1.5 ◦C–0.6 ◦C) as well as an increase in space heating energy use of 4.1% during the
2030 heating season (September–May). Regarding occupant behaviours, keeping windows open when
internal temperatures exceed 18 ◦C had a modest impact on reducing temperatures compared to the
threshold of 22 ◦C modelled in the ‘current’ stock (median: −0.4 ◦C, range: −1.1–0.3 ◦C). The largest
risk-factor for heat exposure is keeping windows closed at all times (median 1.4 ◦C, range: 0.1–3.4 ◦C).

Figure 2. Density plots of the average indoor temperature when Tmax,out,d exceeds 23 ◦C during the
2030 summer following energy efficiency, heat, and behavioural adaptations. The red vertical line
shows the median for the current (unadapted) stock (26.3 ◦C).

3.3. Mortality across Dwelling Variants

Analysis of the West Midlands population by age group and dwelling type in the West Midlands
from the EHS can be seen in Table 2. A higher proportion of elderly occupants inhabit bungalows
and converted flats, while more young individuals live in purpose-built flats and terraced dwellings.
The mortality rate per million occupants of each dwelling type at increasing temperatures shows
how the relative heat mortality risk varies by dwelling variant (Figure 3A). The rate of increase
reflects the housing overheating characteristics and the age profiles of the occupant population.
Bungalows show the greatest rate increase in mortality risk with increasing outdoor temperatures,
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followed by converted and low-rise flats. The different age profiles in dwelling types and their
variation in indoor temperatures are reflected in the absolute estimated mortality and risk of mortality
across variants. The largest predicted mortality under increasing temperatures were residents of
houses rather than flats, primarily semi-detached dwellings, followed by bungalows and detached
properties (Figure 3B). This is due to semi-detached and detached properties housing the largest
number of individuals in the West Midlands population (34% and 21%, respectively), while the age
effects of the occupant population play a significant role in bungalows despite their moderate indoor
overheating risk and relative infrequency in the housing stock (5.5%). The mortality in flats was
predicted to represent only a small fraction of overall mortality, also due to their infrequency across
the West Midlands housing stock.

Table 2. Dwelling type by percent of residents within each age group, West Midlands.

Dwelling Type
Age Group

0–64 65–74 75–85 85+ TOTAL

End Terrace 88.3% 7.8% 3.3% 0.6% 541,917
Mid Terrace 91.7% 3.7% 3.8% 0.9% 1,060,700

Semi Detached 85.3% 8.7% 5.6% 0.7% 1,826,175
Detached 83.0% 10.3% 5.8% 0.9% 1,145,396
Bungalow 42.5% 28.1% 22.3% 7.1% 297,168

Converted Flat 78.6% 11.2% 8.0% 2.1% 56,047
Low-rise Flat 83.3% 9.0% 6.1% 1.7% 366,618
High-rise Flat 88.1% 4.8% 7.1% 0.0% 65,942

TOTAL 4,495,026 484,724 325,129 64,301 5,359,963

 

Figure 3. (A) The mortality per million occupants per day of each dwelling type at increasing outdoor
temperatures; (B) The mortality per million population per day in the West Midlands at increasing
outdoor temperatures, stacked by dwelling variant.
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At the population level, appreciable risk of heat mortality (here defined as 100 per million
occupants) under 2030s conditions exists only in 15% of the population, with risks increasing with age
band (Figure 4). The wide range of risk within each age group is attributable to indoor temperature
exposures, with the differences between the coolest and hottest dwellings causing a fivefold increase
in mortality risk amongst the 75–84 age group, and a fourfold increase in those over 85.

 

Figure 4. The heat-related mortality risk per million population for summer 2030, by cumulative
population percent and age classification.

3.4. Housing Stock Adaptation and Mortality

The estimated mortality of occupants in the current stock under typical 2030s, 2050s, and 2080s
climates, and following a range of adaptations, can be seen in Table 3. Individually, energy efficiency
adaptations did not cause significant changes in heat mortality relative to the current stock, apart from
loft insulation which reduced mortality. Full retrofit led to a small increase in heat mortality risk
(2.5–4.4%), driven primarily by the increased indoor temperatures associated with internal solid wall
insulation and the cumulative reduction in permeability that restricts ventilation and convective heat
dissipation. Any small increase in summertime heat-related mortality from full retrofit is likely to be
offset by a much larger reduction in winter mortality due to warmer housing, as well as benefits from
the significant energy savings for space heating.

Of the modelled heat-mitigation scenarios, installation of external shutters was the most effective,
causing an estimated reduction in heat-related mortality of 43%, 40%, and 37% in weather conditions
representative of typical 2030s, 2050s, and 2080s summers, respectively, while reducing absorptance
was less effective (15%, 14%, and 12%). Of the occupant behaviours modelled, reducing the window
opening threshold to 18 ◦C had only modest reduction in heat mortality risk (6–10%), while keeping
windows closed led to a substantial increase in population heat mortality risk of 29–64%. The significant
increase in risk associated with closed windows indicates that occupant behaviour or housing where
windows cannot be opened due to inadequate windows, outdoor pollution, crime, or noise-may be the
single largest modifier of indoor heat exposure and consequent heat-related mortality risk.

Targeted interventions were assessed to determine how population heat-related mortality might
decrease under more realistic levels of adaptation. Installing shutters in properties with residents
over the age of 85 (2.8% of the stock) decreased heat-related mortality risk by 5–9% (Scenario 1),
while installing them in the 12.1% of dwellings with residents over 75 decreased heat-related mortality
risk by 28–33% (Scenario 2). It may not be straightforward to install shutters on certain dwellings (e.g.,
high-rise flats), or there may be local regulations that prevent changes to the external façade (e.g., listed
buildings, assumed here to be all buildings built prior to 1918). Installation of shutters in all buildings,
excluding these, is estimated to reduce population heat-related mortality by 32–38% (Scenario 3).
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Table 3. The estimated heat-related mortality per million population in the West Midlands prior to and
following adaptation.

Mortality Per Million (Percent Change from Unadapted Stock)

Adaptation 2030 2050 2080
Current 93 126 194

Adaptation-Energy
CWI 93 (0%) 126 (0%) 194 (0%)
SWI 93 (0%) 126 (0%) 194 (0%)
FI 93 (0%) 126 (0%) 194 (0%)
LI 92 (−0.6%) 126 (0%) 193 (−0.6%)
Full Retrofit 97 (4.4%) 131 (3.5%) 199 (2.5%)

Adaptation–Heat
Shutters 53 (−42.9%) 76 (−39.9%) 122 (−36.9%)
Absorptivity 78 (−15.3%) 108 (−14.2%) 170 (−12.4%)

Adaptation-Behaviour
Windows Open 83 (−10.1%) 116 (−8.1%) 182 (−5.9%)
Windows Closed 151 (63.5%) 184 (45.9%) 249 (28.7%)

Targeted Intervention
Scenario 1 85 (−8.5%) 117 (−7.3%) 184 (−4.8%)
Scenario 2 62 (−32.7%) 88 (−30.3%) 139 (−28.1%)
Scenario 3 58 (−37.5%) 82 (−34.8%) 131 (−32.2%)

3.5. Mortality across Adapted Dwelling Variants

Figure 5 shows the variation in mean heat mortality risk by dwelling, occupant age group, and heat
mitigating (shutters) or deleterious behaviour (windows closed). The greatest risk is estimated in those
aged over 85 living in mid terraced dwellings. Bungalows, which showed a rapid increase in mortality
with increasing temperatures, have a relatively low rate of mortality within each age category. This low
rate of mortality is due to the modest temperatures within the modelled bungalows, while the rapid
rise in mortality per thousand occupants is due to bungalows being homes to the largest proportion of
elderly in the West Midlands. The dwelling types do not show a consistent order of risk within each
age classification due to the variation in the fabric and geometry characteristics of the dwellings.

Heat mitigating (shutters) or deleterious behaviour (windows closed) (Figure 5) also has a
significant impact on mortality risk, varying by dwelling and occupant vulnerability. In most cases,
application of shutters greatly reduces the risk of heat mortality in dwellings with vulnerable occupants.
For those aged over 85, shutters led to a median reduction of 40% mortality risk, with a range of 37–78%,
while for those between 75 and 85 the median reduction was 59% (range: 37–90%). Shutters were less
effective in ground floor flats and dwellings with low glazing areas. Leaving windows closed led to a
median increase in risk for occupants over 85 of 164% (range: 130–219%), and a median increase of
164% (range: 119–257%) for those between 75 and 85.
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Figure 5. The median mortality per 1000 occupants over the 2030 summer by occupant age classification
and dwelling type for the current stock, and with shutters or windows closed. The cumulative frequency
of each age class/dwelling variant is shown on the secondary axis.

4. Discussion and Conclusions

With a changing climate and aging population, there is an urgent need to identify ways to mitigate
against heat exposure without increasing greenhouse gas emissions in order to reduce population
heat mortality. There is, however, little empirical evidence to help identify the best solution with
respect to population heat mortality and energy consumption. We have described the application
of a heat risk model to the housing stock and population of the West Midlands, UK, and estimated
how adaptations to the housing stock may alter the risk of heat-related mortality. Modelled indoor
temperatures showed a wide variation across different dwelling variants, indicating that housing
type is a significant modifier of heat exposure risk during hot weather. Certain dwelling variants,
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such as flats, mid terraced houses, and bungalows were found to be at elevated risk of high indoor
temperatures. Heat-related adaptations to dwellings showed decreases in indoor temperatures in
line with previous modelling studies on overheating in housing [13,14], while changes to indoor
temperatures following energy efficiency adaptations also reflect those from previous modelling
studies [11,12].

The application of the mortality model to the indoor temperature estimates indicates that building
adaptations have the potential to alter the mortality of building occupants during warm and hot
weather. The most effective adaptation to reduce heat-related health effects was using external shutters
during the daytime, which was able to reduce heat-related mortality by over 43% under the 2030,
40% under 2050, and 37% under 2080 summer weather scenarios. Reducing the absorptance of the
external façade led to a more modest reduction in estimated mortality of 12%, 14%, and 15% under the
same climate scenarios, but with the unintended consequence of increasing 2030 winter space heating
energy consumption by 4%. These results therefore indicate that external shutters are a more effective
and efficient means of reducing internal temperature exposure during summer months.

Full retrofits led to a small increase in overheating risk and heat mortality, driven primarily
by internal solid walled insulation and reductions in ventilation due to decreased permeability.
The impacts of energy efficiency improvements on energy use for space heating were significant,
particularly following the whole-building retrofit. It should be noted that, while these adaptations may
marginally increase risks during hot weather, they may significantly reduce mortality risks during
cold weather [39]. Cold weather is currently associated with a much higher burden of mortality than
hot weather in the UK, and while heat-related mortality is predicted to increase in the future due
to climate change, cold-related mortality is expected to remain the greater risk [5,40]. Consequently,
modest increases in heat-related risks should not discourage the installation of energy-efficient retrofits,
but retrofits should ensure adequate ventilation and in certain cases would be best done in conjunction
with adaptations to reduce overheating risk.

While individual dwelling variants showed a range of indoor temperatures, occupant age was
the largest risk factor for heat mortality. Targeted interventions found that installation of shutters in
dwellings with vulnerable elderly occupants could significantly reduce summertime mortality risk,
by 5–33% while only requiring adaptation of 3–12% of the housing stock. Similarly, the scenario where
windows are closed increased heat-related mortality risk by as much as 260% in certain dwellings
amongst the elderly, and so interventions should also ensure that windows are openable and operable
by occupants and that support is provided at a community level for heat vulnerable or low mobility
individuals. Housing interventions offer an advantage over local built environment adaptations
such as urban greening, in that they may be targeted specifically at the homes of the most vulnerable
with lower financial costs. Based on the results, future policies may wish to encourage energy-efficient
retrofits in parallel with adaptations to prevent overheating, prioritise the installation of external
shutters in dwellings with vulnerable, elderly occupants, and to ensure that the vulnerable can
adequately ventilate their houses during hot weather.

There were a number of assumptions necessary in the building physics modelling. We assume a
complete implementation of adaptations in either the whole or targeted stock. In the case of shutters,
it is assumed that they are functional and closed throughout the day. In reality, this is unlikely to be the
case: it may not be possible to install operable shutters in all dwellings, and occupant shutter closing
behaviour is likely to have a similar broad range as window-opening behaviours. Amongst the most
vulnerable, those currently unable to open windows due to mobility issues will also likely to be unable
to operate shutters. We have not modelled active heat adaptations such as Air Conditioning (A/C),
as they require significant energy expenditure and should be discouraged, and because we assume
perfect installation and operation across the housing stock would reduce heat mortality to very low
levels. Energy saving calculations from retrofits are presented as an indicator of the maximum potential
energy savings, and do not account for occupant ‘take-back’, where occupants opt for increased thermal
comfort rather than the energy savings provided by such adaptations.
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The application of the mortality model also has limitations which should be acknowledged.
We assume heat exposure occurs in the home. While it is likely much of the population will be
out during the day, mortality is dominated by deaths among the more vulnerable groups, who are
more likely to spend the day at home. We also assume that the Armstrong heat-mortality risk
function—derived using outdoor temperatures—applies to exposures in the indoor environment,
a necessary assumption due to a lack of direct evidence on indoor temperatures and mortality. We do
not include local variations in outdoor temperature from Urban Heat Island effects in the model due to
the lack of spatial information in the EHS, however previous studies have estimated that the UHI leads
to an increase of 21–50% in heat-related mortality during hot weather in the West Midlands [15,25].
We therefore assumed that all dwelling variants and occupant age groups have equivalent exposures
to elevated UHI temperatures, which may not be the case [19]. Modelled dwelling adaptations,
such as white roofs, may themselves affect the UHI. Some dwelling variants, particularly high-rise and
converted flats, have small sample sizes (Figure 1), while the sample of these dwelling variants with
occupants over 85 is smaller still. This means that mortality estimates for elderly occupants is subject
to a large amount of uncertainty due to limited data on building characteristics.

The results highlight the importance of shading and adequate ventilation in housing as
temperatures increase, and that targeted adaptation of vulnerable dwellings can reduce summertime
heat mortality risk without needing to adapt a large proportion of the existing stock. Adaptations to
buildings should be performed in conjunction with other public health measures, such as providing
public cool spaces, heatwave advice, and UHI mitigation, while active adaptations such as A/C should
be discouraged as this may increase energy consumption. While this study has focused on the West
Midlands, UK, the results can provide insight into potential heat exposure, mitigation, and mortality
risk in other temperate regions with housing stocks dominated by naturally-ventilated, older dwellings.
Areas with large or increasing elderly populations may be at greater risk of heat mortality effects
during hot weather. Studies have shown the existence of heat-mortality relationships worldwide [41],
and while the threshold and age-specific slope of this relationship may vary internationally, there are
opportunities to passively modify housing in order to reduce heat exposure and subsequent heat
mortality. While we have estimated mortality—and reductions in heat mortality—under future climate
scenarios, we have not accounted for population aging, adaptation to heat, nor any transformation
of the housing stock due to demolition and construction. Future research could refine the model to
enable predictions of future mortality under a range of climate, population, and adaptation scenarios.
In addition, the model will be applied nationally, and using spatially-varying housing data and local
air temperatures which include the urban heat island effect.
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Appendix A
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Figure A1. Cont.
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Figure A1. Building Geometries.
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Abstract: The association between episodes of extreme temperature and ambulance 999 calls has
not yet been properly quantified. In this study we propose a statistical physics-based method to
estimate the true mean number of ambulance 999 calls during episodes of extreme temperatures.
Simple arithmetic mean overestimates the true number of calls during such episodes. Specifically, we
apply the physics-based framework of nonextensive statistical mechanics (NESM) for estimating the
probability distribution of extreme events to model the positive daily variation of ambulance calls.
In addition, we combine NESM with the partitioned multiobjective method (PMRM) to determine
the true mean of the positive daily difference of calls during periods of extreme temperature. We
show that the use of the standard mean overestimates the true mean number of ambulance calls
during episodes of extreme temperature. It is important to correctly estimate the mean value of
ambulance 999 calls during such episodes in order for the ambulance service to efficiently manage
their resources.

Keywords: ambulance 999 calls; extreme weather; resource planning; London; UK

1. Introduction

The impact of extreme weather on the number of ambulance 999 calls has been reported in many
studies but is rarely quantified [1–8]. These studies show a significant increase in the number of calls
during periods of extreme weather (e.g., heat waves, cold waves).

Alessandrini et al. [1] applied time series analysis to examine the associations between emergency
ambulance dispatches and biometeorological discomfort conditions in Emilia-Romagna, Italy. Their
study showed a strong relationship between ambulance dispatches and temperature. Dolney and
Sheridan [2] studied the relationship between extreme heat and ambulance data response calls for
the city of Toronto, Ontario, Canada. They reported that over a four-year period (from 1999 to
2002), the average number of ambulance calls increased by 10 percent over normal levels on those
days considered oppressively hot. In further studies, Mahmood et al. [3] analyzed the impact of
air temperature on London ambulance call-out incidents and response times and Nitschke et al. [4]
analyzed the impact of two extreme heat episodes on morbidity and mortality in Adelaide, South
Australia. Schaffer et al. [5] examined emergency department visits, ambulance calls, and mortality
associated with the 2011 heat wave in Sydney, Australia. They concluded that the heat wave resulted
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in an increase in the number of emergency department visits and ambulance calls, particularly in
older persons, as well as an increase in all-cause mortality. Ambulance call-outs and response times in
Birmingham and the impact of extreme weather and climate change were studied by Thornes et al. [6],
who also considered the impact of cold episodes. Turner et al.’s [7] time-series analysis of the association
between hot and cold temperatures and ambulance attendances in Brisbane, Australia, suggested that
ambulance attendance records can be used in the development of local weather/health early warning
systems. Wong and Lai [8] examined the effect of strong weather on the daily demand for ambulance
services in Hong Kong suggesting the potential value of developing of a short-term forecast system of
daily ambulance demand using weather variables.

The aim of this study is to examine records of recent extreme temperature periods and to estimate
and interpret the expected (mean) value of the positive daily variation of ambulance calls in London.
More specifically, it is to estimate how many more 999 calls are likely to be received in London
during extreme temperature weather events. We argue and show that use of the standard mean of
ambulance 999 calls for examining episodes of extreme temperature overestimates the true level and
that a combination of statistical physics and risk analysis-based methods provides a better estimate of
the mean number of 999 calls.

It should be also noted that not all 999 ambulance calls are acted upon; between the years 2000
and 2014, London Ambulance Service (LAS) only responded to two-thirds of the 999 calls on average.
The remaining third include cases where it is clear that the caller does not require an ambulance and/or
can be advised to consult 111 or General Practice (GP) services etc.

When calculating the standard mean of a random variable, it is assumed that the variable is
“well-behaved”. As an example, consider a random variable which exhibits the random values x1 to
xn. If the random variable is behaving “normally”, then the mean value is given by (x1 + . . . + xn)/n.
In other words, we are assigning equal probabilities (1/n) for each occurrence. However, when the
random variable in question exhibits extreme or complex behavior, we can no longer attach equal
probability weights (i.e., 1/n) to the occurrences of the random variable when calculating the mean.
We need to introduce instead some bias to the probability weights to account for extreme behavior of
the variable. The standard method for calculating means assumes that the random variable during
periods when it exhibits extremes has an equal probability of occurrence [9]. In reality, as the value of
the random variable increases, the probability of occurrence decreases. The theory of nonextensive
statistical mechanics (NESM) is concerned with understanding and analyzing this complexity using
Tsallis probabilistic context [10,11]. In addition, a series of publications demonstrate the effectiveness
of NESM for the study of extreme phenomena. Our approach is similar to that of Basili [12] who
showed that using NESM gives better forecasts of influenza pandemic outbreaks.

2. Method

The description of the method divided into three sections. The first two sections describe the two
theories underpinning the analysis, and the third section outlines the application of the methods in six steps.

2.1. Nonextensive Statistical Mechanics

The theory of nonextensive statistical mechanics (NESM), originally introduced by Tsallis [10],
is a method for modelling complex systems exhibiting extreme behavior. These include natural
processes such as earthquakes, floods, extreme weather events etc., and non-natural phenomena
such as extreme fluctuations in the financial market. Tsallis distribution (q-exponential distribution)
characterizes such systems and derives its principles from the concept of nonadditive entropy, which
is a generalization of the classical Boltzmann–Gibbs (GB) entropy [10,11]. GB entropy characterizes
systems which exhibit normal (Brownian) nonextreme fluctuations. In this study, we apply NESM to
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characterize the ambulance 999 calls. In this case, the Tsallis complementary cumulative distribution
function (CCDF) is expressed as:

P(D > x) =
[

1 − (1 − q)
x
x0

] 1
1−q

, (1)

where P (D > x) is the probability that the positive daily difference of calls is greater than x; q and x0 are
parameters of the distribution. The key parameter is q which measures deviations from classical
entropy i.e., it characterizes extreme and behavior. The closer it is to unity the more normally
distributed is x and the further it deviates upward from unity the more extreme x is [13–15]. In other
words, the estimated value of q reflects the absence or existence of extreme values of ambulance 999
calls (low or high values). If q deviates significantly from unity, the time-series of ambulance 999
calls exhibits extreme values whereas if q tends to one the 999 calls portray normal (i.e., BG-type)
fluctuations. Note that Tsallis distribution (i.e., the q-exponential distribution) recovers the exponential
distribution in the limit q → 1. Note also that in this study the calculation of the CCDF is based on
the concept of escort probability which is a transformation of the ordinary physical probability when
dealing with complex systems (for more information see [11,16,17]). Overall, the Tsallis framework is
capable of calculating the degree of correlations in a dynamic system and is also capable of describing
transitions of a complex system from a normal random phase (Poissonian processes) to a phase where
the system self-organizes towards an extreme phase.

2.2. The Partitioned Multi-Objective Risk Method

The partitioned multiobjective risk method (PMRM) [18] is a risk analysis method to handle
extreme and potentially catastrophic risks. The PMRM calculates conditional expected values for
different ranges of the variable of interest from the normal to the extreme range. The ranges are
specified according to some criteria which are explained below.

2.3. Application of Methods

We outline the methods in six steps:

1. We focus on four extreme temperature episodes in London (see below) and we calculate the
positive daily difference (i.e., difference between successive days) of the total number of 999
emergency incidents (calls) for each episode.

2. We divide each of the four extreme temperature episodes into three periods that correspond to the
period before (Period A), during (Period B) and straight after (Period C) the extreme weather episode.

3. We estimate two nonclassical statistical-mechanics-based measures of the daily difference in 999
calls: Tsallis exceedance probability distribution function and Tsallis mean value.

4. We partition the estimated Tsallis probability distribution function for each period into three
ranges by using the partitioned multiobjective risk method (PMRM). These ranges correspond to
low positive daily difference of calls/high exceedance probability (Range 1), medium positive
daily difference of calls/medium exceedance probability (Range 2) and high positive daily
difference of calls/low exceedance probability (Range 3). The whole range (Range 4) is defined
as the union of the three ranges.

5. We show that (i) the calculated Tsallis mean value in Range 3 of Period B is a measure of the
increase of the mean value of the positive daily difference of calls during an extreme weather
period; (ii) the calculated Tsallis mean value in Range 4 (unconditional mean value of Period B) is
an accurate measure of the mean value of the positive daily difference of calls during extreme
weather periods. In other words, we propose that Tsallis mean value estimates the true mean of
the underlying distribution which describes extreme events.

6. We estimate the exceedance probability for various thresholds of the positive daily difference of calls.
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Figure 1 captures the aforementioned steps.

Figure 1. Schematic representation of the methodological steps followed in this study.

3. Data

We examined 999 emergency ambulance calls in London from 1 April 2000 to 31 December 2014.
The daily average number of ambulance calls during this period is 3904. Instead of analyzing the whole
sequence of 999 emergency ambulance calls (see Figure 2), we chose to focus on four well-reported
extreme temperature episodes in the UK as described in Thornes [19,20]. These specific episodes have
health relevance. The Heat wave Plan for England [21] defines a heat wave in London expressed as two
consecutive days at 32 ◦C with the night time temperature in between not dropping below 18 ◦C. On the
other hand, the Cold Weather Plan for England [22] gives warnings when the mean temperature for the
day is 2 ◦C or below, which was the case for 16 days out of 31 in December 2010 (Cold spell in December
2010, see Table 1). The choice to study well-documented extreme temperature episodes enables us to
scrutinize the probabilistic nature of such episodes. In order to examine the fluctuations of the number
of ambulance calls before, during and after the extreme temperature episodes, we selected broader time
periods centered at the peak of each episode (for a detailed description see the Analysis section). These
periods and the corresponding extreme temperature episodes are given in Table 1.

Figure 2. The daily total number of 999 emergency ambulance incidents (calls—blue dots) in London
from 1 April 2000 to 31 December 2014. The red rectangles delimit the four extreme temperature
episodes which we study in this paper. Seasonal peaks which are the spikes on the 1 January each year
are marked with black dots (see text above).
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Table 1. Selected periods of study and the associated number of days for four extreme temperature episodes.

Extreme Temperature Episode Selected Period Number of Days

Cold spell in December 2010 1 October 2010–28 February 2011 151
Heat wave in August 2003 25 May 2003–24 October 2003 153

Heat wave in July 2006 15 April 2006–16 September 2006 155
Heat wave in July 2013 19 April 2013–21 September 2013 156

Figure 2 shows the daily total number of 999 emergency ambulance incidents (blue dots) in
London from 1 April 2000 to 31 December 2014. The red rectangles delimit the four extreme weather
episodes which we study in this paper. Significant peaks in the number of calls are observed in
December 2010 [6], in August 2003, in July 2006 and in July 2013. It is worth noting that the daily
average number of calls has dramatically increased from 2000 to 2014. For example, the daily average
number of calls during 2000 was 3235 whereas for 2014 was 5055. Note that this increasing trend has
been removed from our analysis by windowing the extreme weather episodes of interest (see next
section). Figure 2 suggests that rapid daily variations in urban temperature are strongly related to the
999 ambulance calls particularly during extreme temperature periods. These temperature increases
or decreases over short time periods are fully reflected in Figure 3, which shows the positive daily
difference of the total number of 999 emergency calls in London from 1 April 2000 to 31 December
2014. The positive daily difference is equal to the difference between the number of calls on one day
and that of the previous day if the difference is positive, otherwise it is zero. We used the positive
daily difference instead of the absolute number of calls because the time-series is nonstationary and
because we are only interested in extreme positive daily deviations. There are also seasonal peaks
that correspond to surges in calls on the 1 January each year during New Year’s Eve celebrations [19]
(see Figure 2) and which seem to disappear from 2013 onwards. We substituted these peaks by the
average number of calls. The rationale for windowing the extreme weather episodes (red rectangles) is
explained in detail in the following section.

Figure 3. The positive daily difference of the total number of 999 emergency ambulance calls (blue
dots) in London from 1 April 2000 to 31 December 2014. The red rectangles delimit the four extreme
temperature episodes which we study in this paper. Seasonal peaks which are the spikes on the
1 January each year are marked with black dots (see text above).

4. Analysis

This section presents the method we use to estimate the Tsallis mean value of the positive daily
variations of calls during an extreme weather period. We describe the method giving as an example
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the 2010 cold wave period. Figure 4 shows the daily total number of 999 emergency ambulance calls
in London from 1 July 2010 to 31 May 2011. Note that the minimum number of calls for this period
is chosen to be 3500. We need to set a minimum threshold (baseline) for the number of calls for
each extreme weather episode to avoid analyzing very low numbers of calls that are not caused by
temperature variations. They could be due to other causes such as an ambulance operations problem.
Overall, despite the fact that our study gives special attention to the occurrence of high numbers of
calls, we try to avoid analyzing extremely low numbers of calls unrelated to temperature changes.
In other words, we do not calculate positive daily differences for calls below this baseline. For example,
we can clearly see in Figure 1 that a plausible baseline for the number of ambulance calls during the
2010 cold wave period is 3500. However, there are two days within this episode which had 3000 calls.
If we keep those two days in the dataset the positive daily difference of calls would be erroneously
high and unrelated to temperature. In addition, to focus only on peaks that are caused solely by
extreme temperature, we substituted the peak observed on the 1 January 2011 (7455 calls) by the
average number of calls (4201).

Figure 4. The daily total number of 999 emergency ambulance calls (blue dots) in London from 1 July
2010 to 31 May 2011.

For each extreme weather episode, we specify three periods. We define the extreme weather
period as Period B. This is a period of one month in duration centered at the peak of the positive daily
difference of calls (Figure 5). Other durations were chosen for sensitivity analysis purposes (see below).
Although usually extreme temperature episodes last for a few days (few events) we choose a period
of one month in order to have a sufficient number of events (31 events) for calculating the associated
probability distribution. Using the actual number of days that concern the extreme temperature
episode would lead us to a poor estimation of the probability distribution due to the small number of
events selected. We define further two associated periods, one before (Period A) and one straight after
(Period C) the extreme weather period (Period B). Periods A and C are two-month periods where we
expect “normal” numbers of calls (i.e., corresponding to “normal weather conditions”) to be recorded.

As we have explained, we use the positive daily difference of ambulance 999 calls (x) as the
measure for analysis and we estimate the parameter q and the Tsallis CCDF for each one of the
extreme temperature periods. We estimate the Tsallis probability distribution of the time series and the
associated Tsallis expected value (referred as generalized q-expectation value in NESM’s theoretical
framework, see Tsallis 2009) for each of the datasets. Tsallis probability distribution and the associated
expected value are calculated for each period of the four selected extreme weather episodes (i.e., before
(Period A), during (Period B) and right after (Period C) the episode). We focus on the Tsallis expected
value of the extreme temperature in Period B because it measures the increase of the mean value of the
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positive daily difference of calls relative to periods A and C. Moreover, as we show in the following
sections, by analyzing Period B we obtain an accurate measure of the true mean of the positive daily
difference of calls.

Figure 5. The positive daily difference of calls of 999 emergency ambulance incidents (blue dots)
in London from 1 July 2010 to 31 May 2011. The dataset is divided into three periods. Period A
corresponds to the period before the extreme temperature, Period B is the extreme temperature period
and Period C is after the extreme temperature.

Parameter q is calculated by fitting Tsallis CCDF to the dataset using the Levenberg–Marquardt
(LM) algorithm [23] (Figure 6). The LM algorithm is an iterative numerical procedure that is suited
to solving nonlinear least squares problems [24–26]. Figure 7 shows the exceedance probability
distribution function corresponding to each period for the 2010 cold wave. When the time series
exhibits extremes (i.e., during the extreme weather period) the q value acquires its highest value and
the distribution becomes “fatter” at the tail end, which means that the probability of getting high
values of calls (x) is not small.

Figure 6. Log–log plot of the exceedance probability distribution function. The dataset (blue dots)
and the Tsallis fitting curve (Equation (1), red line) for period C of the 2010 cold wave. The q value is
calculated equal to 1.02.
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Figure 7. The exceedance probability distribution function corresponding to each period. It should be
noted that the axis in this plot is not in logarithmic scale as in Figure 6.

Based on the PMRM method, we partition the exceedance probability distribution function of the
positive daily difference of ambulance calls-outs (D) into a number of ranges; three ranges are selected
here: low D/high exceedance probability (Range 1), medium D/medium exceedance probability
(Range 2) and high D/low exceedance probability (Range 3) (Figure 8). In terms of extreme events,
Range 3 is the most important, and the PMRM provides a robust method for its interpretation and
analysis. Range 4 includes all the three ranges 1 to 3 (Figure 8).

Figure 8. The partition of the positive daily difference of calls into three ranges of the exceedance
probability (red line), i.e., high, medium and low exceedance probability, for the whole dataset,
in London from 1 July 2010 to 31 May 2011. The x-axis is in logarithmic scale.

Figure 8 shows the partition of the exceedance probability function of the positive daily difference
of calls into three ranges of the exceedance probability, i.e., high, medium and low exceedance
probability, for the whole dataset, in London from 1 July 2010 to 31 May 2011. Without loss of
generality, the partitioning probabilities a1 and a2 are selected to be 0.35 and 0.68 respectively (y-axis).
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The associated positive daily difference of calls (x-axis) is b1 = 220 and b2 = 80. This selection of the
partition probabilities defines Range 2 (medium exceedance probability) as the linear part of the curve
of the exceedance probability (red line) shown in Figure 8. The same partitioning probabilities are used
throughout this paper to calculate the unconditional and conditional expected values of the positive
daily difference of the ambulance 999 calls in the four ranges.

In the analysis, the conditional and unconditional Tsallis expected values are calculated for each
of the three periods (A, B, and C) and four ranges by using NESM and the partitioned multi-objective
risk method. The results are presented in the following section.

5. Results

5.1. Cold Wave: December 2010

Table 2 shows the estimated q value and Tsallis expected value for the four ranges of each period.

Table 2. The estimated q value and Tsallis expected value for the four ranges of each period.

Period q
Range 1

(Tsallis Mean Value)
Range 2

(Tsallis Mean Value)
Range 3

(Tsallis Mean Value)
Range 4

(Tsallis Mean Value)

A

1 October 2010–30
November 2010 1.01 46 28 42 116

B

1 December 2010–31
December 2010 1.41 37 72 98 207

C

1 January 2011–28
February 2011 1.02 14 43 45 102

Sensitivity Analysis

To test the sensitivity of the results to the selected duration of periods A, B and C, we performed
a sensitivity analysis by changing the duration of Period B. Table 3 shows the estimated q value and
Tsallis expected value for the three ranges of each period when Period B is set to last 2 months (instead
of one month) centered at the peak of the positive daily difference of calls. Comparing results between
Tables 2 and 3 we observe that the estimated values are not affected by the change of the duration of
Period B.

Table 3. Sensitivity analysis. The estimated q value and Tsallis expected value for the four ranges of
each period when Period B is set to last 2 months.

Period q
Range 1

(Tsallis Mean Value)
Range 2

(Tsallis Mean Value)
Range 3

(Tsallis Mean Value)
Range 4

(Tsallis Mean Value)

A

15 September 2010–14
November 2010 1.01 50 26 34 110

B

15 November 2010–15
January 2011 1.43 25 82 86 193

C

16 January 2011–15
March 2011 1.02 14 40 41 95

5.2. Heat Wave: August 2003

Figure 9 shows the daily total number of 999 emergency ambulance calls in London from 1 March
2003 to 31 December 2003. The minimum number of calls for this period is chosen to be equal to 2800.
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Figure 10 shows the positive daily difference of calls of 999 emergency ambulance calls (blue dots)
in London from 1 March 2003 to 31 December 2003.

Table 4 shows the estimated q value and Tsallis expected value for the three ranges of each period.

Figure 9. The daily total number of 999 emergency ambulance calls (blue dots) in London from 1 March
2003 to 31 December 2003.

Figure 10. The positive daily difference of calls of 999 emergency ambulance incidents (blue dots) in
London from 1 March 2003 to 31 December 2003.

Table 4. The estimated q value and Tsallis expected value for each range of each period.

Period q
Range 1

(Tsallis Mean Value)
Range 2

(Tsallis Mean Value)
Range 3

(Tsallis Mean Value)
Range 4

(Tsallis Mean Value)

A

25 May 2003–24
July 2003 1.01 25 60 45 130

B

25 July 2003–24
August 2003 1.10 47 80 100 227

C

25 August 2003–24
October 2003 1.01 17 49 28 94
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5.3. Heat wave: July 2006

Figure 11 shows the daily total number of 999 emergency ambulance calls in London from
1 February 2006 to 30 November 2006. The minimum number of calls for this period is chosen to be
equal to 3200.

Figure 11. The daily total number of 999 emergency ambulance calls (blue dots) in London from
1 February 2006 to 30 November 2006.

Figure 12 shows the positive daily difference of calls of 999 emergency ambulance calls (blue dots)
in London from 1 February 2006 to 30 November 2006.

 
Figure 12. The positive daily difference of calls of 999 emergency ambulance calls (blue dots) in London
from 1 February 2006 to 30 November 2006.

Table 5 shows the estimated q value and Tsallis expected value for the four ranges of each period.
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Table 5. The estimated q value and Tsallis expected value for the four ranges of each period.

Period q
Range 1

(Tsallis Mean Value)
Range 2

(Tsallis Mean Value)
Range 3

(Tsallis Mean Value)
Range 4

(Tsallis Mean Value)

A

15 April 2006–14
June 2006 1.01 18 39 33 90

B

15 June 2006–15
July 2006 1.38 27 60 61 148

C

16 July 2006–16
September 2006 1.04 10 34 33 77

5.4. Heat wave: July 2013

Figure 13 shows the daily total number of 999 emergency ambulance calls in London from 1 May
2013 to 30 September 2013. The minimum number of calls for this period is chosen to be equal to 4100.

Figure 13. The daily total number of 999 emergency ambulance calls (blue dots) in London from
1 March 2013 to 30 November 2013.

Figure 14 shows the positive daily difference of calls of 999 emergency ambulance calls (blue dots)
in London from 1 March 2013 to 30 November 2013.

Figure 14. The positive daily difference of calls of 999 emergency ambulance calls (blue dots) in London
from 1 March 2013 to 30 November 2013.
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Table 6 shows the estimated q value and Tsallis expected value for the four ranges of each period.

Table 6. The estimated q value and Tsallis expected value for the four ranges of each period.

Period q
Range 1

(Tsallis Mean Value)
Range 2

(Tsallis Mean Value)
Range 3

(Tsallis Mean Value)
Range 4

(Tsallis Mean Value)

A

19 March 2013–19
June 2013 1.01 21 54 50 125

B

20 June 2013–20
July 2013 1.24 63 62 77 202

C

21 July 2013–26
September 2013 1.03 22 60 52 134

6. Discussion and Conclusions

Results show that during extreme temperature periods (Period B) the q parameter deviates from
unity and varies from 1.10–1.41. Moreover, Tables 2–6 show that the estimated Tsallis expected value
in Range 3 of Period B equals approximately the difference between the estimated Tsallis expected
values in Range 4 of Periods B and A. This finding signifies that the calculated expected value in Range
3 of Period B is a measure of the increase of the expected value of the positive daily difference of
calls during an extreme temperature period in respect to periods A and C. In addition, the estimated
Tsallis expected value in Range 4 (unconditional expected mean of Period B) is a true measure of the
expected positive daily difference of calls during extreme weather periods. Table 7 shows that for
the four case studies, the mean daily difference of ambulance 999 calls in Range 4 and Range 3 varies
between 148–227 and 61–100, respectively. In other words, the positive daily difference of calls (Period
B, Range 4) varies between 148 and 227 and the increase of the positive daily difference of calls during
an extreme temperature period (Period B, Range 3) varies between 61 and 100. Another significant
finding presented in Table 7 is that the use of the standard mean overestimates the true positive daily
difference of calls in cases of extreme weather. The standard mean is simply the sum of the positive
daily difference of calls divided by their number. This finding shows the importance of using Tsallis
distribution to derive the expected values of calls during extreme temperature periods. Assuming
that for London each ambulance call-out costs about £250, it is straightforward to appreciate that
an inaccurate estimate of the mean of calls when planning ahead for resources can lead the ambulance
authorities to overestimate the required resources. In addition, we can approximately determine
how many staff and ambulances need to be available in reserve in a near future event of an extreme
temperature episode.

Table 7 also shows that with the exception of results for 2006 heat wave, the Tsallis expected value
(Range 4) was close to 200. Moreover, Tsallis expected value associated with extreme temperature
conditions (Range 3), i.e., the increase of the expected increase in the positive daily difference of calls
during an extreme weather period, was estimated to be close to 90.

Table 8 shows the exceedance probability for various thresholds of the positive daily difference of
calls. With the exception of the 2006 heat wave similar exceedance probabilities are estimated for the
rest of the extreme temperature episodes.
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Table 7. The standard and Tsallis values, and the additional Tsallis value due to extreme weather
(Range) 3 for the four case studies (extreme weather periods).

Period B
Standard

Mean

Tsallis Mean (Mean
Value of Calls for

Range 4)

Additional Tsallis Mean at
Extreme Temperature (Mean
Values of Calls for Range 3)

Cold wave: December 2010 348 207 98
Heat wave: August 2003 303 227 100

Heat wave: July 2006 195 148 61
Heat wave: July 2013 338 202 77

Table 8. The exceedance probability for various thresholds of the positive daily difference of calls.

Period B

Exceedance Probability for

Positive Daily
Difference of
Calls ≥ 100

Positive Daily
Difference of
Calls ≥ 200

Positive Daily
Difference of
Calls ≥ 400

Positive Daily
Difference of
Calls ≥ 700

Cold wave: December 2010 0.72 0.54 0.34 0.2
Heat wave: August 2003 0.76 0.56 0.31 0.15

Heat wave: July 2006 0.59 0.37 0.16 0.09
Heat wave: July 2013 0.74 0.56 0.34 0.17

How Would the Method Be Used in Practice for Planning Resources? An Illustrative Example

Assume that we are planning ahead now for a future extreme temperature event and we wish to
estimate the expected variation in the positive daily difference of ambulance calls in London. We have
at our disposal a dataset consisting of the 999 calls on the cold wave in December 2010, the heat wave
in August 2003, the heat wave in July 2006 and the heat wave in July 2013. Following the methodology
described in this paper, we end up with Tables 7 and 8. By studying these tables, we ascertain that the
true positive daily difference of calls during the next extreme temperature episode will vary between
148 and 227 (Table 7 Period B, Range 4). Moreover, we estimate that the increase in the positive daily
difference of calls during the next extreme temperature period will vary between 61 and 100 (Period
B, Range 3). We can also estimate the probability of occurrence of different levels of the positive
daily difference of calls. If instead of the Tsallis mean we used the standard mean, we would have
overestimated the true mean value of the positive daily difference of calls for both ranges. Tsallis
distribution secures that we assign a legitimate probabilistic context to all calls without neglecting the
probability of extreme events (in our case positive daily difference of calls ≥700, see Table 8).

Stakeholders can use our findings for resource planning. For example, the ambulance service
could estimate the likely consequences of a future extreme temperature weather event as follows.
Assuming that the average positive daily difference of 999 calls during ‘normal temperature periods’
in London is 125 (Table 6, Period A, Range 4), then the ambulance service would expect an increase
between of 61 and 100 calls (Table7, Range 3) on day 1 (and for each day) of the extreme temperature
episode. If the extreme temperature period lasts for 7 days, then the total increase of the average
positive daily difference will vary between 427 and 700 calls. The expected total number of the average
positive daily difference of 999 calls during each day of this period will vary between 148 and 227
(Table 7 Period B, Range 4).

By using the estimates obtained in Table 7, we present in Table 9 the expected total number of
the positive daily difference of 999 calls during a hypothetical seven-day extreme temperature period
using the standard and Tsallis mean for comparison. In addition, we present the expected number of
the positive daily difference of additional 999 calls due to the seven-day extreme temperature period
relative to a seven-day “normal temperature” period. To obtain Table 9, we simply multiplied the
values obtained in Table 7 by seven (number of days of the extreme temperature period). Because the
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values in Table 7 cover a range over the four modelled extreme events, we present the values in Table 9
as ranges too.

Table 9. The expected number of the positive daily difference of calls during a hypothetical seven-day
extreme temperature period using the standard and Tsallis means for comparison (first and second
rows). The third row gives the expected number of the positive daily difference of additional calls
during the seven-day extreme temperature period relative to a normal seven-day period.

Seven-Day Period of Extreme Temperature

Standard Mean
1365–2436 is the spread of the total number of the positive daily
difference of calls during the seven-day period of extreme
temperature.

Tsallis Mean (Range 4)
1036–1589 is the spread of the total number of the positive daily
difference of calls during the seven-day period of extreme
temperature.

Additional Tsallis mean at extreme
temperature (Range 3)

427–700 is the spread of the positive daily difference of additional calls
due to the seven-day extreme temperature compared to a normal
temperature period.

The spread of values in the cells in Table 9 correspond to those of Table 7 across the four extreme
events. It is obvious that the standard mean (first row) overestimates the expected number of 999 calls
during this extreme seven-day period compared to the Tsallis mean (second row). Furthermore,
in this approach we are able to calculate the true expected additional number of 999 calls compared
to a normal period (third row). This shows that the standard method of calculating means during
extreme temperature events overestimates the true number.

The conclusions of this study would be strengthened by examining more records of 999 calls
during episodes of extreme temperature in other cities in the UK and worldwide. Moreover, future
work should include analyzing the temporal variation of the Tsallis q parameter by using event-based
moving windows. Such analysis should elucidate further the behavior of 999 calls and the existence of
possible patterns or distinct correlations before, during and after an extreme temperature period.

Our findings are not meant to be used for day-to-day operational planning. Table 8 shows that
the probability of occurrence of an extreme positive daily difference of calls is not negligible and can be
used as a guide for the authorities to plan ahead for the occurrence of the extreme temperature period.
Using the current standard mean methods, the ambulance call-out rate during periods of extreme
weather is being overestimated. This increases costs and utilized scarce resources. By using the Tsallis
mean, a better estimation can be derived that will improve the planning of ambulance resources.
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Abstract: After 2003, another hot summer took place in Western and Central Europe in 2015. In this
study, we compare the characteristics of the two major heat waves of these two summers and their
effect on the heat related mortality. The analysis is performed with focus on South-West Germany
(Baden–Württemberg). With an additional mean summer mortality of +7.9% (2003) and +5.8% (2015)
both years mark the top-two records of the summer mortality in the period 1968–2015. In each
summer, one major heat wave contributed strongly to the excess summer mortality: In August
2003, daily mortality reached anomalies of +70% and in July 2015 maximum deviations of +56%
were observed. The August 2003 heat wave was very long-lasting and characterized by exceptional
high maximum and minimum temperatures. In July 2015, temperatures were slightly lower than
in 2003, however, the high air humidity during the day and night, lead to comparable heat loads.
Furthermore, the heat wave occurred earlier during the summer, when the population was less
acclimated to heat stress. Using regional climate models we project an increasing probability for
future 2003- and 2015-like heat waves already in the near future (2021–2050), with a 2015-like event
occurring about every second summer. In the far future (2070–2099) pronounced increases with more
than two 2015-like heat waves per summer are possible.

Keywords: heat-waves; heat-related mortality; 2003; 2015; climate change; Germany

1. Introduction

High temperatures are an established risk factor for human health [1]. Heat waves, usually
understood as periods of persistent hot conditions, have been found to be associated with sharp
increases in mortality all over the globe [2]. Similar effects are found using morbidity data [3].
Understanding how heat waves affect human health is an important key for the preparation and
adaptation to the projected increase in heat wave durations and frequencies [4].

The risk of suffering from adverse health effects due to heat stress is related to different
physiological or socioeconomic factors. In particular, older, frail people are highly vulnerable to
heat stress [5] and patients with chronic deseases, e.g., cardiovascular or respiratory diseases [6].
The physiological mechanisms of the adverse health effects are well known and documented,
e.g., dehydration and reduced blood viscocity, which increases the risk for thrombosis [7]. The general
stress for the cardiovascular system associated with the work required to maintain thermoregulation
induces another risk factor [8]. Moreover, socioeconomic ascpects like living alone [9] or living in
dense urban areas [10] can increase the risk of dying during a heat wave.

In Europe, the record breaking summer of 2003 has received particular attention due to the pronounced
health impacts. In particular, the August 2003 heat wave lead to large increases in the mortality rates from
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Spain [11] over France [12], Italy [13], and Germany [14,15] to Austria [16]. Overall, the heat waves of the
summer 2003 caused more than 80,000 additional deaths in 12 European countries [17].

As a consequence of the summer 2003, several European countries installed heat health warning
systems (HHWS) to inform the health system and the public of possible threads due to upcoming heat
waves [18]. In Germany, for instance, a HHWS is operational since 2005 and raises heat warnings based
on the human-biometeorological index Perceived Temperature and a building simulation model [19].

In 2015, another very warm summer took place in Europe. Across Europe several temperature
records were set from London over Paris and Berlin to Dobřichovice in the Czech Republic [20,21].
For Germany, the nationwide highest temperature was observed in Kitzingen (central Germany) with
40.3 °C on 5 July. and again on 7 August. While the 2003 heat waves were centered over Western and
Central Europe, the heat waves of the summer 2015 were more pronounced over Central and Eastern
Europe (Figure 1) [20,22].

Figure 1. July–August 2003 (left) and July–August 2015 (right) daily maximum temperature (Tmax)
anomalies with respect to 1981–2010 based on the E-OBS dataset (version 16.0) [23]. Within the bounding
box of Germany, which is shown by the blue box, a mean July–August daily Tmax anomaly of 2.8 °C is
found for both summers.

For Germany, daily maximum temperature July–August anomalies of 2.8 °C with respect to
1981–2010 are found for both summers, when using the E-OBS data set and averaging over an area in
Central Europe covering Germany (Figure 1).

In general, an increasing frequency of record breaking heat waves has been observed in the recent
decades: from the 2003 heat wave in Western Europe, to the 2010 heat wave in Eastern Europe and
Russia, to the heat waves of the summer 2015 [24–26]. For several of these events, an anthropogenic
fingerprint could be found: Stott et al. [27], for instance, estimated that the human influence on the
climate system has doubled the probability for temperatures extremes as found in 2003. Similar findings
apply for the summer heat waves of 2015 [28]. With the ongoing anthropogenic climate change, a
further increase in the number of heat waves in the upcoming decades is very likely [4]. Given the
pronounced negative health effects of heat waves, improving the adaptation of the population to heat
waves is therefore crucial.

The 2003 and 2015 heat waves have been ranked as the second and sixth most severe European
events with respect to their intensity and spatial extend [26]. Germany was affected by both heat
waves. Here, we present a comparison of the two summers 2003 and 2015 focusing on similarities
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and differences with respect to the meteorological conditions and the health impact with a focus on
South-West Germany. In the context of climate change, we furthermore assess the likelihood of similar
heat waves in the near and far future, using regional climate model (RCM) simulations.

2. Data and Methods

2.1. Health Data

Daily mortality data for the federal state Baden–Württemberg (South-West Germany, population
10.9 Mio in 2015) for the period 1968 to 2015 were provided by the Statistisches Landesamt
Baden–Württemberg. This absolute all-cause mortality was transformed to mortality rates
(deaths per 100.000 inhabitants) to reduce possible biases due to changes in the population size.
Therefore, daily population data were linearly interpolated from the annual values. To estimate the
additional mortality associated with extreme weather conditions, we calculated the baseline mortality
following an approach of Koppe and Jendritzky [29]. Therefore, a 365-day Gaussian smoothing was
fitted to the mortality rates in a first step. The smoothing removed any long-term trends from the data,
but is only weakly influenced by single influenza episodes or heat waves. The beginning/end of the
time series were padded with artificial data, resembling the average annual cycle of the first/last five
years, to allow for the computation of the Gaussian filter for the full data period. Since the Gaussian
smoothing with a one-year window resulted in an underestimation of the annual cycle, the smoothed
time series was adjusted with a correction factor in a second step. The correction factor was chosen in
the way, which minimizes the differences between the original values and the smoothed curve. In the
following, the baseline mortality is represented by the adjusted 365-day smoothed mortality rates and
mortality anomalies were calculated by deviations of the absolute mortality rates from this baseline.

Although this analysis focuses only on the years 2003 and 2015, the full 48 yr period was used
to estimate the singularity of the years 2003 and 2015. For comparison to the reference period of the
meteorological data, the same period 1971–2000 was used to estimate the standard deviation (σ) of the
mortality data. Any long-term trends in the mortality record were removed by the complex approach
to estimate the baseline mortality, and do not affect the calculation of σ over the 30 yr period.

2.2. Meteorological Data

Since mortality data was available for South-West Germany, the analysis of the meteorological
conditions also focused on this region. Hourly observational measurements of 2 m air temperature
and humidity for the weather stations Freiburg, Stuttgart, and Mannheim were extracted from the
database of the Deutscher Wetterdienst. For each observation time, the average over the three stations
was calculated to represent the average for the federal state Baden–Württemberg. Note, this average
can not resemble an area weighted average over the entire federal state, due to the large topographical
differences within the federal state, reaching from the Upper-Rhine valley (about 200 m. a.s.l.) to the
highest altitudes of the Black Forest and the Swabian Alb (above 1000 m a.s.l). By focusing on the three
larger cities—with two of them being situated in the south and the north of the warm and densely
populated Rhine valley—this approach allows to estimate the meteorological conditions perceived by
the majority of the population of Baden–Württemberg. Estimates for the mean climate, the standard
deviation, and percentiles were calculated over the reference period 1971–2000.

In addition to the direct meteorological observations we calculated the index HUMIDEX, which
combines the thermal load due to air temperatures and water vapour pressures. HUMIDEX was
calculated using hourly air temperature and dew point observations [30]. In a first step the HUMIDEX
was computed for each station. In a second step the Baden–Württemberg average was derived as
described above. The daily minimum and maximum values of the parameters considered were
calculated based on the hourly average values of the Baden–Württemberg average.
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2.3. Climate Model Data

16 RCM experiments for Europe from the World Climate Research Program Coordinated Regional
Downscaling Experiment (EURO-CORDEX) initiative [31] were used to estimate future changes in the
number of extreme heat waves per summer (Table 1). All simulations were performed with a high
resolution of 12.5 km for the past (historical) and the future under the Representative Concentration
Pathways (RCPs) RCP4.5 and RCP8.5. For two of the 16 RCMs, the RCP4.5 simulation was not available.
The boundary conditions for the RCMs were taken from different global models (compare Table 1).

Table 1. Overview of the CORDEX EUR-11 simulations used in this study [31].

RCM Driving GCM Modelling Center Scenarios

CLM CanESM2

CLM Community with contributions
by BTU, DWD, ETHZ, UCD, WEGC

historical, RCP8.5
CLM CNRM-CM5 historical, RCP4.5, RCP8.5
CLM EC-EARTH historical, RCP4.5, RCP8.5
CLM MIROC5 historical, RCP8.5
CLM HadGEM2-ES historical, RCP4.5, RCP8.5
CLM MPI-ESM-LR historical, RCP4.5, RCP8.5

CNRM CNRM-RM5 Météo France historical, RCP4.5, RCP8.5

HIRHAM5 EC-EARTH Danish Meteorological Institute, Copenhagen, Denmark historical, RCP4.5, RCP8.5

WRF IPSL-CM5A-MR

Laboratoire des Sciences du Climat et de l’Environnement,
IPSL, CEA/CNRS/UVSQ and Contributors INERIS
Institut National de l’Environnement Industriel et des
Risques, Verneuil en Halatte, France/Institut Pierre Simon
Laplace, CNRS, France

historical, RCP4.5, RCP8.5

RACMO22E EC-EARTH Royal Netherlands Meteorological Institute, historical, RCP4.5, RCP8.5
RACMO22E HadGEM2-ES Ministry of Infrastructure and the Environment historical, RCP4.5, RCP8.5

RCA4 CNRM-CM5

Rossby Centre, Swedish Meteorological and
Hydrological Institute, Norrkoping Sweden

historical, RCP4.5, RCP8.5
RCA4 EC-EARTH historical, RCP4.5, RCP8.5
RCA4 CM5A-MR historical, RCP4.5, RCP8.5
RCA4 MPI-ESM-LR historical, RCP4.5, RCP8.5
RCA4 HadGEM2-ES historical, RCP4.5, RCP8.5

For each simulation, the data at the grid points of Freiburg, Stuttgart, and Mannheim was extracted
and the HUMIDEX was calculated based on the modeled daily mean 2 m temperature and dew point
temperature. The Baden–Württemberg average was calculated by averaging over the three stations.

The analysis of the RCM data was performed for three different time frames: 1971–2000 was used
as reference period to identify possible biases between model simulations and observations. The future
projections were evaluated for the near (2021–2050) and far (2070–2099) future. The uneven period for
the far future is related to the fact that not all model simulations were available until the year 2100.

The model spread is quantified by the interquantile range (IQR, resembling the box area of
a boxplot), which is defined by the range which contains exactly 50% of the values of a distribution.
Model results and range are given as multi-model mean, separately for each scenario and time period.

3. Results

3.1. Comparison of the 2003 and 2015 Heat Waves

Focusing first on the meteorological summer season (Figure 2), we found an JJA daily maximum
temperature anomaly of 5.6 °C and 3.2 °C for 2003 and 2015, respectively, corresponding to 4.7 and 2.7
standard deviations of the interannual variability of the 30 yr period 1971–2000. With these anomalies,
the two summers correspond to the two warmest summers since 1968, with respect to the average
daily maximum temperature.
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Figure 2. Daily maximum temperature (top), daily minimum temperature (middle), and daily
excess mortality (bottom) from May to September in Baden-Württemberg. Beginning and end of
the climatological summer season is highlighted by the vertical gray dashed lines. The summer 2003
is displayed in red; green lines denote the conditions of the summer 2015. Other years of the period
1968–2015 are shown by the thin gray lines in the background. The gray shading denotes the standard
deviation of the corresponding parameter, estimated over the reference period 1971–2000.

In the JJA mortality data similar anomalies occurred. Averaged over the summer season a daily
excess mortality of 7.9% and 5.8% was found for 2003 and 2015, respectively (3.9 and 2.6 standard
deviations), making the two summers the summers with the highest summer mortality since 1968.
With respect to the average population size of the years 2003 and 2015 these anomalies correspond to
about 1770 additional deaths during the summer 2003 and about 1380 additional deaths in 2015.

To identify possible anomalies in the preceding seasons or potential effects of mortality
displacement in the seasons following the summer, we briefly assessed the mortality anomalies
for all seasons of the years 2003 and 2015. In the winter seasons (December to February) prior to the
summers 2003 and 2015, a flu epidemic took place, however, only in 2015 a pronounced increase in
the mortality anomalies of the winter season was found (compare Table 2). During the spring season
(March to May) of 2003 and 2015, mortality was close to normal. Similarly, the mortality anomalies
during autumn (September to November) and winter are within the normal range of variability.
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Table 2. Seasonal mortality anomalies (%) with respect to the baseline for the years 2003 and 2015.
†: For 2015 only December was available, therefore, no DJF anomaly could be calculated.

Season 2003 2015

December–February (previous) 0.9 7.2
March–May 1.1 0.9

June–July 7.9 5.8
September–November 1.3 0.3

December–February (following) 1.1 – †

Furthermore, no pronounced periods of negative anomalies took place within the summer seasons
(Figure 2). In 2015 a few days with mortality anomalies below the long term range of variability are
visible around August 20, and in 2003, a tendency towards below average mortality values can be
found towards the end of August. Overall, however, negative anomalies are very rare, suggesting no
distinct mortality displacement.

Heat related mortality, however, is particularly sensitive to multi-day periods with enhanced heat
stress, i.e., heat waves (e.g., [32]). In Figure 2 one major event with enhanced mortality values and high
temperatures can be identified per summer: In 2003 a pronounced increase of the mortality rates took
place in August, with strongly positive values for up two weeks. In 2015 a period of persistent positive
mortality anomalies occurred in early July, lasting for about 9 days. Furthermore, a few days with
positive mortality values show up in the second half of July for both summers and a weakly positive
event in the first half of August 2015.

The major deviations of the mortality values, however, were found in early July 2015 and early
August 2003. The development of the minimum and maximum air temperature, dew point temperature,
and HUMIDEX together with the mortality anomalies are shown in Figure 3. The dates are shifted to a
common relative time axis with day zero (2 August 2003 and 1 July 2015) being the first day with a daily
maximum temperature exceeding the 95th percentile. Since the focus of this analysis is on the heat-related
mortality during theses events, we display the time series of the variables, until the mortality anomalies
reach again the level of background variables (anomalies < σ). Daily air temperature maxima (Figure 3a)
and minima (Figure 3d) also exceeded the 90th, 95th, and 99th percentile for several consecutive days,
e.g., 11 days in a row are above the 99th percentile of the daily maximum temperature in 2003 and 7 above
the 99th percentile of the daily minimum temperature. In 2015, the air temperature values were not as
extreme as in 2003, however, 5 and 4 consecutive days above the 95th percentile for the daily maximum
and minimum temperature, respectively, are found as well.

Besides the high temperature, also the water vapour content of the atmosphere is of major
importance for the perception of heat stress, mainly due to its impacts on the heat loss of the body by
evaporation. The daily minimum and maximum dew point temperature (Figure 3b,e) reveal some
differences between the two heat waves. In 2003, daily maximum dew points temperatures were
almost within the normal range and reached the 90th percentile threshold only during the last two days
of the heat wave. During the night, the daily minimum temperature was even below the climatological
average. In June 2015, however, very high daily maximum and minimum dew points were measured,
related to the transport of warm and moist air from the Mediterranean region into the Rhine valley.
The 95th percentile was reached for 5 days in a row for the daily maximum dew points and for 3
(not consecutive) days for the daily minimum values.
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Figure 3. Time series of (a–f) a number of heat related meteorological parameters and (g) daily mortality
anomalies (%) for the major heat wave of (red) 2003 and (green) 2015. For each parameter the daily
values are displayed together with the 90th, 95th, and 99th percentile threshold calculated over the
summer season (JJA) for the period 1971–2000 shown by the horizontal lines. The gray vertical dashed
line indicates the beginning of the heat waves; colored vertical dashed lines mark the maximum of
the mortality anomalies during the heat wave. (a) Daily maximum air temperature (°C); (b) daily
maximum dew point (°C); (c) daily maximum HUMIDEX (°C); (d) daily minimum air temperature
(°C); (e) daily minimum dew point (°C); and (f) daily minimum HUMIDEX (°C); (g) daily mortality
anomalies (%). Shading denotes the background variability in the mortality values estimated for the
period 1971–2000, for the time of the year of the 2003 (red) and the 2015 (green) heat wave.

The combined effect of the air temperature and the humidity is described by the HUMIDEX
(Figure 3c,f). Accordingly, the higher temperature in 2003 and the higher humidity in 2015 compensate
and led to high HUMIDEX values for both events. From the beginning of the heat wave up to one day
before the maximum in the mortality data, all daily maximum HUMIDEX values exceeded the 95th
percentile threshold for both heat waves (5 and 12 consecutive days for 2015 and 2003, respectively).
Furthermore, the daily minimum HUMIDEX passed the 95th percentile for most of the heat wave
days. In terms of absolute values, the highest HUMIDEX values were found in 2015, both for the daily
maximum and minimum.

When focusing on the mortality time series, the close relationship between the heat load and
the mortality becomes clear. In 2003, the mortality anomalies grew constantly until the maximum of
+70% was reached after 11 days (14 August; Figure 3g). After this date, mortality began to decline for
four days and almost reached the levels of background variability after 15 days at 19 August. In 2015,
mortality increased for five days to a maximum anomaly of +56% (6 July). From this date on, mortality
decreased for three days until 9 July. The reduction of the mortality anomalies after the maximum was
in both cases very fast.

The extraordinary nature of the health impacts of these two heat waves is highlighted by the
fact, that both events cross the 99th percentile of the daily summer (JJA) mortality values for 6 (2015)
and 10 (2003) consecutive days. Per definition, less than one day per summer is expected to exceed
this threshold in an average summer. With respect to the linear interpolated daily population data,
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about 1390 additional deaths were counted during the August 2003 heat wave. In the July 2015 heat,
about 700 cases above the base line were registered. Both heat waves, therefore, contributed to a great
extent to the excess deaths of the corresponding summer season.

Figure 3 furthermore suggest a slight lag between the meteorological conditions and the signal in
the mortality data. The mortality anomalies lagged behind the daily maximum HUMIDEX exceeding
the 95th percentile by 1 or 2 days, for 2015 and 2003, respectively. Consequently, the maximum
in the mortality data occured for both heat waves on days where the meteorological parameters
indicate a clear reduction of the heat stress (dashed vertical lines in Figure 3c). These patterns suggest
a sustained health effect of the heat wave for at least one day.

3.2. The 2003 and 2015 Heat Waves in the Context of Climate Change

In the context of climate change, the number of heat waves is very likely to increase in the next
decades [4]. In the following, we quantify the probability for heat waves comparable to the ones of
2003 and 2015 in the near and far future using RCM simulations.

RCM data is usually not available in a temporal resolution higher than daily means. Therefore,
the analysis shown in Figure 3 was repeated using the daily mean HUMIDEX (Figure 4a). This approach
led to very comparable results. The heat wave of 2003 was now characterized by 8 consecutive days
above the 95th percentile, while for 2015, 5 consecutive days were found. To generalize these findings,
we assessed the change in heat wave frequencies for all events where the daily mean HUMIDEX
exceeds the 95th percentile for 3 to 10 consecutive days. Therefore, we calculated the 95th temperature
percentile for each model separately to reduce the influence of model biases on the analysis [33].
The 95th temperature percentile was calculated using the reference period 1971–2000.

First, the RCM’s capability to simulate these heat waves was assessed (Figure 4b). In the reference
period the RCMs tend to overestimate the average number of heat waves per year for all durations.
Heat waves with a duration of three days, for instance, occured on average every second summer in
the observations (0.5 events/yr), while the multi model ensemble median suggest a frequency of about
0.6 events/yr. While for most durations at least a few models simulate frequencies comparable to the
observations, the medium-length durations of 5 and 6 days are clearly overestimated by the models.
This overestimation of the heat wave persistence in the CORDEX simulations has been discussed earlier
[33] and may be attributed to a misrepresentation of land-atmosphere feedbacks (e.g, soil moisture,
surface energy fluxes).

The projected changes are calculated separately for each model with respect to the model mean
value of the reference period, to reduce some effect of the overestimated persistence. In the near future
(2021–2050) and under RCP4.5, a clear increase in the frequency is found for all durations. Short term
events (3 days) already increase by 0.9 events/yr (multi-model median). Furthermore, the very strong
10 day events increase by about one event per decade (0.1 events/yr) in comparison to less than
one event in 30 yrs in the reference period (multi-model median 0.03 events/yr). No pronounced
differences are found between RCP4.5 and RCP8.5 for the near future. Increases are in general slightly
larger in RCP8.5, but much smaller than the differences between the models. On this time scale,
differences in the emission scenarios have no systematic effect on the heat wave frequencies.

In the far future (2070–2099), however, the differences between the scenarios emerge. For RCP4.5
a further increase is found for all classes. However, at least for the shorter events, a weakening of the
trend is found, i.e., the changes 1971–2000 to 2021–2050 are larger than the changes from 2021–2050 to
2070–2099. The three day heat waves, for instance, increase by 1.5 events/yr relative to the reference
period (0.6 relative to 2021–2050). In case of the extreme long-lasting heat waves, changes are still
small, but nevertheless pronounced. 10 day events may increase by 0.3 events/yr, suggesting one
additional extreme heat wave every third summer.
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Figure 4. (a) Similar to Figure 3 but for the daily mean HUMIDEX; (b) Boxplot statistics for number
of heat waves per year in the RCM simulations. Heat waves are defined by 3 to 10 consecutive
days with a daily mean HUMIDEX above the 95th percentile. Dots resemble the results from
the individual simulations; colored squares denote the number of events per year derived from
observations. The events of 2003 (8 consecutive days) and 2015 (5 consecutive days) are highlighted by
the red and green color; (c) Boxplot statistics for the change of heat waves frequencies with a duration
between 3 and 10 days in the near (2021–2050) and far (2070–2099) future for the RCP4.5 scenario
relative to the model mean value for 1971–2000. Dots resemble the individual RCM simulations;
(d) Same as (c), but for RCP8.5.

Still, in comparison to the RCP8.5 the changes found for RCP4.5 are moderate. For all duration the
intensification is always larger than the changes from 1971–2000 to 2021–2050. 3 day heat waves increase
by 3.5 events/yr, the 2015-like events with 5 day duration increase by 2.2 events/yr (two additional
2015-like heat waves in every summer), and a 2003-like event is also likely to take place once a summer
(multi-model median increase by 1.2 events/yr). The strongest 10 day heat wave, finally, increases by
0.9 events/yr until the end of the 21th century.

4. Discussion and Conclusions

12 years after the extra ordinary heat wave of 2003, another serious heat wave took place in
Central Europe. Similar to 2003, the 2015 event lead to a very exceptional increase of the mortality.
While in 2003 persistent extreme high air temperature lead to high heat loads, the 2015 event was
moreover characterized by high dew point temperatures, causing very sultry conditions.

Similar to 2003, the heat wave of 2015 was not limited to South-West Germany. For large parts
of Western Europe exceptional high temperatures and humidity values were observed in 2015 and
an increase of the mortality is likely to be found also in other countries. In Switzerland, a comparable
mortality increase of +6.9 and +5.4% was reported for summer 2003 and 2015, respectively [34].
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For both heat waves our results show, that the maximum in the mortality values occurred one day
after the maximum of the wave, when the meteorological parameters indicated a clear reduction of
the heat stress. An explanation for this effect can be found in the up to two-day lag, between outdoor
heat stress and the indoor conditions [35]. In particular, since many people, especially elderly or
sick people which are most vulnerable to heat stress, typically spend a large part of their time inside
buildings. Heat warning systems should therefore consider the indoor thermal conditions as well and
heat-intervention strategies should focus also to the days following a heat wave.

In this study we applied the HUMIDEX, a combined index which considers the thermal effects of
air temperature and humidity. Heat stress perceived by human beings, however, is not only governed
by these two parameters. Therefore, the applied HUMIDEX may not cover all possible heat stress
situations. This caveat may be avoided by the application of complex human-biometeorological indices,
e.g., the Perceived Temperature [36]. In this study, when using RCM simulations to project future
changes in heat waves, a heat stress indicator based on temperature and humidity only is a more
reliable index, since more sophisticated indices rely on additional input parameters (wind speed,
short-wave and long-wave radiation fluxes or cloud cover), which are associated with larger biases in
RCMs (e.g., [37]) and are often not available in an appropriate temporal resolution.

Two main differences between the two heat waves should be mentioned. Firstly, the duration
of the events. The health impact of heat waves increases with the duration (e.g., [29,38,39]). In this
context, the 2003 heat wave, with a duration of two weeks, was very exceptional. Secondly, the timing
of a heat wave is important. Heat waves occurring early during the season cause stronger health
impacts than heat wave towards the end of the season [32,40,41], due to short-term acclimatisation
effects. This is an additional factor explaining the health effects of the 2015 heat wave, which took
place in early July, about one months earlier than the 2003 heat wave.

Furthermore the sensitivity of the population to heat stress is not stationary in time. In our study,
for instance, where the mortality data was normalized by the population size, a change in the age
structure may have changed the sensitivity of the population to heat waves. Between 2003 and 2015,
the ratio of elderly (65 years and more), which are more vulnerable to heat stress, has increases from
about 17 to 20%. Consequently, the same heat wave is expected to lead to a higher health impact in
2015 in comparison to 2003, if no adaptation has taken place.

One adaptation measure, which was implemented after the 2003 event, is the German HHWS.
From 30 June to 7 July 2015 warnings of strong and extreme heat stress were issued by the German
Meteorological Service (DWD) for large parts of Germany. A quantification of the influence of these
warnings on the heat related mortality in 2015, however, is currently not possible, given the societal
changes and the differences between the heat waves with respect to the duration, the time of the year,
and the meteorological conditions. More work is needed to quantify this aspect.

For the projected change in heat related mortality, long-term adaptation needs
to be considered [42,43] and several different methods exists, to assess long-term adaptation
to heat stress for the future [44]. Estimates of long-term adaption for long-lasting heat waves,
however, are associated with large uncertainties, given the fact that heat waves with a duration
of more than 5 days occured only once or less during the reference period. Therefore, we did not
transfer the projected increase in heat wave frequencies into an increase in the heat related mortality.
Some long-term adaptation might reduce the future health impact, in particular for the shorter heat
waves. The projected increase for all heat waves duration—and in particular the pronounced increases
in very long lasting events—and for all scenarios in the near and far future, however demands for
an intensification of climate change mitigation and adaptation efforts.
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Abstract: High temperatures have large impacts on premature mortality risks across the world,
and there is concern that warming temperatures associated with climate change, and in particular
larger-than-expected increases in the proportion of days with extremely high temperatures, may lead
to increasing mortality risks. Comparisons of heat-related mortality exposure-response functions
across different cities show that the effects of heat on mortality risk vary by latitude, with more
pronounced heat effects in more northerly climates. Evidence has also emerged in recent years of
trends over time in heat-related mortality, suggesting that in many locations, the risk per unit increase
in temperature has been declining. Here, I review the emerging literature on these trends, and draw
conclusions for studies that seek to project future impacts of heat on mortality. I also make reference
to the more general heat-mortality literature, including studies comparing effects across locations.
I conclude that climate change projection studies will need to take into account trends over time
(and possibly space) in the exposure response function for heat-related mortality. Several potential
methods are discussed.

Keywords: heat-related mortality; climate change; trends over time

1. Introduction

This paper summarizes and discusses key findings on trends over time in the effects of temperature
on human mortality. While not intended to be a comprehensive review of the temperature–mortality
relationship literature, I start by briefly summarizing main findings from broad literature. I focus on
mortality, although there is also some evidence emerging from the morbidity literature on trends in
impacts [1].

The effect of temperature on mortality is the most extensively studied topic within the broad
domain of climate and health research, with a reference that covers a broad range of methodologies [2].
A limited number of studies have quantified deaths listed as heat-related on death certificates, most
often accumulating individual case reports from medical records [3]. However, heat-related deaths
identified by medical records tend to capture only cases with clear heat involvement, which represent
only a subset of all heat-related deaths [2]. A recent study found that less than 10% of excess heat-related
deaths were labeled as such on death certificates from 1997 to 2013 in New York City [4]. Another
type of epidemiology study quantifies excess mortality that occurs in a city or region during a clearly
identified heat wave event, as compared to during non heat-wave periods in the same locale. This
was for example the approach used by researchers to quantify the impacts of the 1995 Chicago
heat wave [5] and the 2003 Paris heat wave [6]. However, heat-related deaths also occur during
periods when not obvious heat waves happen, such as when occasional temperature spikes that occur
in most of summers. To more comprehensively quantify the overall burden of heat on mortality,
a third epidemiologic approach uses regression analysis of multi-year daily time series to quantify
exposure–response relationships linking temperature and mortality [7,8]. These latter studies usually
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include deaths due to all causes, or all causes minus “external” causes such as homicide and suicide,
and report substantial impacts in association with high temperatures. Studies that analyze the entire
distribution of temperatures also report that cold temperatures are associated with increased mortality
risk; however, the extent to which these deaths are caused by low temperature, as opposed to seasonal
respiratory infections that co-vary with temperature, has been questioned [9,10]. The specific impact of
winter temperature on mortality is a key area of uncertainty in projecting the health effects of climate
change. However, the present study only focuses on heat-related deaths.

Multi-city and age-stratified analyses have examined vulnerability factors that can explain
differences in heat-mortality effects between cities. Increased heat risk is associated with old or
young age, living alone, preexisting chronic diseases, poverty, and low prevalence of air conditioning
(A/C) [7,8,11]. Thus, to estimate the quantitative impact of future temperatures on mortality, we need
to understand not only how climate may change, but also how these vulnerability factors may evolve
in the future.

2. Spatial/Climatic Differences in Temperature Impacts

One very consistent finding from the time series literature is that the shape of the
exposure–response function (ERF) differs by latitude (i.e., prevailing climate) [7,8,12–14]. A classic
figure from an early study is reproduced in Figure 1, showing the ERFs from 11 U.S. cities [7]. Southern
cities show small or non-existent heat effects, but substantial cold effects. Conversely, northern cities
show less pronounced cold effects but larger heat effects. Additionally, the lowest point on the
curve (termed “minimum mortality temperature” (MMT)) tends to shift to higher temperatures
in southern, warmer cities. It is important to note that Figure 1 displays the raw relationship
between temperature and mortality, not controlled for seasons. As a result, the “cold” effect is
likely substantially overestimated.

Figure 1. From Curriero et al., 2002 [7] showing temperature-mortality risk functions for 11 US cities.

These findings support the concept that populations adapt to climate conditions typical in their
cities. This means the populations exhibit health responses mainly at temperatures that are extreme
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within the local context. Hondula and colleagues defined four classes of climate adaptation from the
following aspects: physiological (referred to as acclimatization), behavioral (e.g., avoidance; use of
A/C), infrastructural (e.g., white roofs and green infrastructures), and technological (e.g., heat warning
systems, and more efficient A/C) [15]. It seems likely that all of these factors play a role, with the
relative importance of each varying with settings, populations, and health outcomes of interest. Among
the studies that provide empirical evidence of differential temperature effects by location, Anderson
and Bell’s analysis of 107 U.S. cities from 1987 to 2000 [8] is noteworthy in analyzing factors that modify
temperature effects by location. Prevalence of A/C is one significant predictor of the differences across
cities in heat effects. Barreca and colleagues [16] also reported higher heat–mortality effects in cooler
climates, based on a nationwide, state-level analysis. Further insights into spatial differences in
exposure response as a function of local climate were provided by Lee and colleagues who analyzed
data from 148 U.S. cities from 1973 to 2006 [17]. Cities were grouped into 8 clusters based on weather
patterns. As shown below in Figure 2, heat and cold effects differed across clusters as a function
of temperature, with more pronounced cold effects—steeper slopes—in warmer clusters, and lower
thresholds for heat effects, but similar slopes, in cooler clusters. It would be tempting to use these
findings to develop empirical adaptation functions by relating parameters of the cluster-specific ERFs
to cluster-specific climate variables such as seasonal mean temperature. Further evidence supporting
the concept that populations adapt to local temperatures has been shown in an international study
across over 300 cities [13,14]. Guo and colleagues found that MMTs vary with the mean temperature
across countries in a surprisingly consistent way. Still, the authors noted that the exposure–response
relationship between climate indicators and temperature-related mortality is not a simple one, and
cautioned against using these relationships in a quantitative way to project future impacts.

At a finer spatial scale, one innovative study in France reported an analysis of heat-related
mortality within 30 × 30 km grids across the entire country [18]. This is the only example in the
literature to date where health and environmental data have been analyzed within a regular grid over
a region, rather than within administrative areas. Within each grid, non-linear exposure-response
functions were fit, and the MMTs computed. There was a strong correlation (0.90) between MMTs and
mean summer temperatures (MSTs) across grid squares. This suggests that another way to project
adaptation might be to model within-country associations between MMTs and MSTs in the current
climate, and then adjust future MMTs based on changing future MSTs.

The literature on geographical differences in temperature–mortality ERFs shows that effects
vary substantially depending on local climate, and imply that populations eventually adapt to local
conditions. They say nothing about the time course over which adaptation occurs. Still, it is tempting
to hypothesize based on these findings that future populations would also adapt to changing climatic
conditions, at least once a new steady state climate is achieved [19]. A key question is “what does
the pace of adaptation look like while climate is on a changing trajectory from historical conditions to
a future steady state?”.

One way to address this question is by looking at trends over time in temperature–mortality ERFs
in a given location as climate changes. However, detecting a climate change-induced adaptation signal
from these trends is problematic for several reasons. First, climate has warmed by only about 1 ◦C over
the past century, and health datasets often span only a fraction of this period; thus, the climate-driven
trend in adaption would be expected to be small within the observed record. Secondly, there may be
trends in other factors that, while not directly related to climate change, can have a profound impact
on heat-health effects. These include trends in urbanization, income, housing, the built environment,
indoor/outdoor activity patterns, access to healthcare, chronic disease prevalence, and others. One
such trend has been the rapid increase in A/C prevalence in the past 3–4 decades in the U.S. In the
following section, I examine the literature on temporal trends in temperature–mortality ERFs.
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Figure 2. From Lee et al., 2014 [17]. Temperature-mortality risk functions by US region. At (left) is
effect of temperature on mortality in January. At (right) is effect of temperature on mortality in July.
Between 8–36 cities are included in each region, with effects summarized using meta regression.

3. Studies of Trends over Time in Heat Impacts

In addition to the literature documenting geographical/climatological differences in
temperature–mortality ERFs, recently, there has been growing literature on temporal changes in
these effects. Recent review papers document a generally decreasing trend over time in heat-related
mortality ERFs, particularly in North America, with less consistent findings in Europe, and Asia [20–22].
Evidence shows that the quantitative effect of heat on mortality has been decreasing in most, but not
all, cities where studies have been carried out. The reasons for this decreasing risk have not been
clearly identified, but may include: enhanced heat-health awareness and prevention measures, general
improvements in population health, and technological changes such as increases in residential A/C
prevalence. There are virtually no mortality trend studies for low-income countries, nor for persons
who are exposed outdoors because of work, homelessness or recreational activities. Where examined,
there has been little evidence that cold effects on mortality have decreased over time [21].

One of the first studies to examine trends over time in heat-related mortality was carried out
by Davis and colleagues [23], which documented declining heat effects in 28 U.S. cities over the
years 1964–1998. More recently, Bobb and colleagues [24] analyzed data from 105 U.S. cities over
1987–2005 and reported more than a 60% drop in the mortality effect per 5.5 ◦C (10 ◦F) rise in same-day
temperature. The authors hypothesized that A/C may play a role in this trend, but they were unable to
show that rates of decline in health effects by city were related to differences in rates of A/C adoption.
Their inability to detect statistically significant A/C effects may have been due in part to the limitations
of available A/C data over time, as well as the lack of A/C data that are specific to population groups
most affected by high temperatures, such as the poor and elderly. The authors speculated that declines
over time in cardiovascular mortality rates may contribute to reduced heat vulnerability.

In contrast to the findings in [24], Barreca et al. [25] reported that A/C prevalence largely explains
temporal and spatial differences in heat effects on mortality in U.S. over the 20th century when
analyzing at the levels of state and month. This study, and related econometric work by Deschenes
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and colleagues [26,27] stands apart in methodology by using monthly or annual data aggregated at the
state level, rather than the daily time series, city-level approach used in the epidemiologic literature.
One advantage of the econometric approach is that, by analyzing data in monthly or annual segments,
it likely avoids biases in effect estimates due to short-term harvesting. It could also be argued that
annual statistics are more relevant to future climate impact projections, which are usually aggregated to
annual or decadal statistics. An interesting review of the advantages and limitations of the econometric
approach is provided in [27].

While focusing only on New York City, the work of Petkova and colleagues [28] is noteworthy
because it reported heat effects over multiple decades of the 20th century, from 1900 to 2006. They
reported a marked decrease in the ERF for heat-related mortality between the first five decades of the
20th century and the most recent four decades. In recent decades, the downward trend appeared to
slow somewhat, suggesting a leveling off of the ERF (See Figure 3).

Figure 3. Decadal heat relative risks and 95% confidence intervals in NYC. Note that there is a data
gap in mid-century. From Petkova et al., 2014 [28].

Nordio and colleagues [29] reported declines in heat-related mortality but no change in cold
related mortality, from 1962 to 2006 in 211 U.S. cities. This is the largest U.S. daily time series study in
both spatial and temporal coverages. Cities were divided into 8 climatological clusters, and analyzed
in six 7-year segments. Key results are summarized in Figure 4.

Astrom and colleagues [30] reported a decrease in heat effects in Stockholm over the 20th century,
and there was some evidence of a leveling off in recent decades. No change in cold effects was
observed. In a follow-up study, the same team reported a steady rise in the MMT over the century [31].
As noted above, the MMT may prove to be a useful metric to model changes over time and space in
temperature–mortality ERFs. In France, Todd and Valleron also reported a rise in MMTs over time
(1968–2009) as well as a strong dependence of the MMT on the MST [18]. (MMT and MST were
correlated at 0.9 in all periods cross sectional correlation analysis.) The rise in the MMT with time
corresponded to 0.44 ◦C per degree temporal rise in the MST. The cross-sectional increase in MMT was
0.76 ◦C per degree rise in MST. The ratio of these quantities (0.58) may offer one measure of the time
lag in adaptation due to warming temperatures, in a country where A/C is probably less of an issue
in general.
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Figure 4. Heat-related mortality effect at 80◦ vs. 60◦ F, as a function of summer mean temperature,
AC% and time period. From Nordio et al., 2015 [29].

Carson and colleagues analyzed weekly data from London over the 20th century, and found
little evidence for heat-related mortality declines, but this may be an artifact of their analysis method,
which analyzed data in weekly units, rather than daily data as usually used elsewhere [32]. In contrast,
cold-related mortality declined substantially over the 20th century in four discrete time windows.
An earlier study of trends in North Carolina, Southern Finland, and Southeastern England reported
declines in heat-related mortality in all three locations, including the latter two where A/C was not
prevalent [33]. This suggests economic and general health improvements may play a role in the
observed declining heat effects. In an internationally combined analysis of data from 272 cities across
seven countries from 1985 to 2009 [34], significant declines in heat-related mortality were seen in the
U.S., Japan and Spain; however, there was little evidence for declines seen in the UK and the other
countries, though the latter analyses were severely limited by statistical power. Declines in heat-related
mortality have also been observed in South Korea, Japan, Taiwan and Vienna, Austria [35–39], with
little or no change in cold-related mortality effects investigated. One outlier is a study in Shanghai,
China that found no decline in heat-related mortality but saw some evidence for decline of cold-related
mortality [40]. An examination of 20-year trends in heat-related mortality in nine European cities
found some declines and some increases, though interpretation of these findings is limited by the short
duration of study [41].

4. Interpretion of Temporal Trends in Temperature Effects

What factors are responsible for the declining ERF for heat-related mortality? While attribution to
specific factors remains elusive, studies have speculated that increasing wealth, enhanced heat-health
awareness and prevention measures, general improvements in population health, and housing
improvements all could play a role [22,23,32,33,42,43]. One leading explanation, at least in the U.S.,
is the increasing prevalence of A/C usage in recent decades. There is some empirical support for
a role of A/C as a modifier of effects, but a great deal of evidence is cross sectional. For example, A/C
prevalence can explain some of the city-to-city differences in effect estimates [7,8]. Longitudinally,
the evidence remains incomplete, with some studies reporting a strong role for A/C [25] and others
not [24]. It seems likely that the power to test for effect modification over time by A/C has been limited
by the coarse temporal scale of A/C survey data (e.g., decadal), and also by the problem of not having
A/C usage data that are specific to the vulnerable population subset (the ill, elderly and poor). While
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potentially effective as an adaptive measure, A/C has several important limitations, including capital
and energy cost, carbon- and pollution-generating energy demand, and potential for failure during
power outages [19].

A related question is the extent, to which heat adaptation trends are being driven by climate
warming itself. After analyzing this question, Christidis and colleagues [43] suggested that trends
in heat- and cold-related mortality have more to do with economic and cultural trends than with
adjustments to the changing climate. In addition, there has been considerable attention paid to
reducing heat-health risks by a range of public actors in the U.S. and Europe in the past two decades.
This view is supported by the fact that heat effects have declined quite rapidly over the past several
decades during a time when climate has warmed only slightly. This is not to say that climate warming
will not affect future adaptation trends, but rather that most of the trends observed to date are likely
driven by non-climate factors such as those noted above.

Hondula and colleagues provided a thoughtful review of the role of climate in spatial and
temporal trends in adaptation [15]. They reviewed ways in which adaptation has been modeled to
date in climate and health projection studies. An important caveat to keep in mind is that the ERF,
while declining, is only one component of future risk. Rising temperatures and ageing populations
could lead to increasing risks in the future [39,44].

5. Projecting Future Temperature Effects

In a great deal of the past literature projecting future mortality impacts of temperature in
a warming climate, no adaptation was assumed [45]. Given the mounting evidence for declines over
time in heat effects, ignoring “adaptation” trends likely yields overestimates of future heat impacts on
mortality. One simple and intuitive approach to incorporating adaptation is to apply ERFs derived
from currently hot cities (e.g., Atlanta, GA, USA) to represent the future ERF in currently cool cities
(e.g., New York City, NY, USA) that are projected to have hotter temperatures in the future [46]. This
has been termed the “analogue city” method. Some have noted that this approach could yield biases if
analogue cities differ from the index city in relevant social, economic, or demographic features that
affect risk [47]; however, these factors could be theoretically taken into account in a meta regression
context. Another limitation of the analogue city method is that it assumes that the ERF from the
analogue city is fixed in time, and not itself changing due to trends in other factors. A related method
uses ERFs derived from the hottest “analogue summers” in a given location to estimate future risk [48].
However, this method would only capture short-term acclimatization or inter-annual behavioral
adaptations. A recent study modeled adaptation based on the mortality risk on “heat wave days”
falling above the 99th percentile of temperature [49]. For future projections, a “no adaptation” scenario
used the threshold temperatures observed in the historical baseline period to define heat wave days
and associated mortality risk in the 2061–2080 period. An “on pace adaptation” scenario used the 99th
percentile temperatures for the future time period to define risk. An intermediate, “lagged adaptation”
scenario used 99th percentile temperatures for an intermediate time period (2023–2042) to define
heat wave days and risks in the 2061–2080 period. This latter approach incorporates the reasonable
assumption that it will take some time for adaptation to occur in a rapidly warming climate.

A few projection studies have made adjustments to the heat slope or MMT of the ERF to represent
future conditions [50–52]. While in most cases, these adjustments have been made arbitrarily, a more
empirical approach was recently reported by Petkova and colleagues, where the ERF in NYC was
projected into future, unobserved decades by fitting and extrapolating a non-linear function to the
historical trend in effects [53]. Mills and colleagues are the only authors who incorporated both heat
and cold adaptation. This is important because even though time trend studies generally do not
show measureable changes in cold-related mortality impacts, cross sectional studies show marked
differences in the cold ERF depending on the local climate.

How do future mortality projections change when the adaptation assumptions are incorporated?
Knowlton et al. provided a useful illustration in [46]. There, heat-related mortality impacts in the 2050s,
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as compared with those in the 1990s, were modeled with and without an analogue city adjustment
to the ERF. Without adaptation, the observed ERF from a time series analysis in NYC was used in
both the baseline and future impact assessment. To model adaptation, the ERFs from two analogue
cities—Washington DC and Atlanta GA—were averaged. Both cities had current MST within 1 ◦F of
that projected for NYC in the 2050s. Future impacts were reduced by between 28% and 34% depending
on the scenario. Other studies using a range of methods have reported a reduction by between 20%
and 80% in future impacts under various adaptation assumptions [50,52,53]. A recent comprehensive
analysis in 14 European cities applied six different adaptation assumptions for future projections,
and concluded that uncertainties related to adaptation were generally larger than those related to
climate models and emission scenarios [54].

While available evidence from high-income countries shows that heat effects have been trending
downward in recent decades, data gaps and demographic trends add considerable uncertainty to
future projections. We have no trend studies in low-income countries, where the epidemiological
transition towards increasing chronic disease prevalence, as well as rapid urbanization, may place
more people at risk. Additionally, technology-based heat-adaptation measures, such as A/C, may
be largely unavailable in low-income settings. We also lack studies of agricultural and construction
workers, the homeless, youth athletes and others exposed while engaged in intense physical exertion
outdoors [20]. Of particular note is the emerging worldwide epidemic of chronic kidney disease
among agricultural workers, which is thought to be partly related to high temperature exposures [55].
In addition, ageing is likely to worsen heat-health risks in the future. Populations are ageing rapidly
worldwide, particularly in wealthy countries, and this could lead to increased heat-related mortality
risk in the future [56].

6. Summary and Implications

The above review allows us to draw several broad conclusions. Across space, temperature–mortality
ERFs for both heat and cold effects differ substantially in ways that appear to depend strongly on
prevailing temperatures. In relatively cool climates, the MMT is shifted to the left on the temperature
axis, with a shallow cold slope and steep hot slope. In relatively warm climates, the MMT is shifted
to the right (higher temperatures), with a steep cold slope and a shallow hot slope. Over time, there is
strong evidence that MMTs are rising and that hot slopes are declining, with the particular finding being
somewhat dependent on the analytical methods used in individual studies, which are not standardized.
There is relatively little evidence for changes in cold slopes over time, in contrast to the cross sectional
evidence noted above. Projections of future heat-related mortality that do not take adaptation into account
very likely overestimate future heat impacts.

What information can we draw from the current literature to guide future mortality projection
studies? There are several possible approaches. As a simple way to incorporate uncertainty regarding
adaptation trends, future projections could incorporate sensitivity analyses that apply adjustments to
the hot slope ranging from −20% to −80%, a range that is supported by the literature. However, such
adjustments would remain somewhat arbitrary, and also would not explicitly take elapsed time into
account, which ought to matter in projecting risks of the future.

Alternatively, one could apply a simple time-dependence adjustment by drawing quantitative
information on trends in heat slopes based on longitudinal studies such as in [28,29]. The average
decadal decline in the heat slope in Petkova’s analysis of the past four decades in NYC was about
31% [28]. Nordio’s analysis over five decades nationally suggested a decadal decline of about 45% on
average per decade [29]. Thus, a range of between 30% and 45% decline in the heat ERF per decade
could be applied to projections over the next several decades. This approach has the appeal that it is
tied to empirical evidence for trends over time. Additional data to support this approach are available
from the supplemental materials provided by Nordio et al., where ERFs by cluster and time period are
given, along with corresponding climate data. A recent study applied this approach to project future
mortality across the U.S. in a changing climate [57].
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Another adaptation model that would be supported by the literature is to adjust the MMT
upwards as a function of MST, either keeping the hot slope constant or allowing it to be reduced with
rising temperatures. Todd and Valleron [18] provided quantitative backing for this approach in France,
although A/C is not yet prevalent in this country. [Their study suggests that the temporal change in
MMT vs. MST is about 60% of the magnitude of the spatial change in MMT vs. MST, which hints at
the pace of adaptation in a changing climate; in other words, we observe about a 60% adjustment to
new climate conditions compared to the observed cross sectional differences.] These findings warrant
replication using other national datasets. Heat wave-based mortality models are also amenable to
simple adaptation adjustments, as in [49].

More generally, international datasets that include mortality and temperature data observed over
multiple decades and locations could be further analyzed to better quantify spatial and temporal
patterns in heat-related ERF parameters [57], perhaps using simple parameterizations that include
a hot slope and a threshold as in [17]. Cold effects could be similarly modeled. The parameters of
city-specific fits could then be analyzed in second stage models that relate them to both time per se,
and to spatial and temporal differences in mean temperatures.

Finally, it is important to emphasize that this review has focused on trends in heat-related mortality
analyzed at the city scale using administrative data in high-income countries, because that is where
the literature has focused until now. While these data are of high relevance to public health planning
in the context of a changing climate, they miss important aspects of the problem, which should be
a priority for research moving forward. In particular, there is an urgent need for studies focusing on
low-income countries, and on vulnerable population subgroups such as agricultural and other outdoor
workers [20], for whom adaptation options will be much more limited. New study designs and data
sources could also help advance the science of heat adaptation, taking advantages of new health and
exposure sensors, citizen science, GIS, and big data.
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Abstract: Background: Water-related, including waterborne, diseases remain important sources of
morbidity and mortality worldwide, but particularly in developing countries. The potential for
changes in disease associated with predicted anthropogenic climate changes make water-related
diseases a target for prevention. Methods: We provide an overview of evidence on potential future
changes in water-related disease associated with climate change. Results: A number of pathogens are
likely to present risks to public health, including cholera, typhoid, dysentery, leptospirosis, diarrhoeal
diseases and harmful algal blooms (HABS). The risks are greatest where the climate effects drive
population movements, conflict and disruption, and where drinking water supply infrastructure
is poor. The quality of evidence for water-related disease has been documented. Conclusions:
We highlight the need to maintain and develop timely surveillance and rapid epidemiological
responses to outbreaks and emergence of new waterborne pathogens in all countries. While the
main burden of waterborne diseases is in developing countries, there needs to be both technical
and financial mechanisms to ensure adequate quantities of good quality water, sewage disposal and
hygiene for all. This will be essential in preventing excess morbidity and mortality in areas that will
suffer from substantial changes in climate in the future.

Keywords: climate change; waterborne disease; natural environment; risks; public health;
cryptosporidiosis; cholera; leptospirosis; Legionnaires’ disease

1. Introduction

The effect of human activity on observed changes to the climate system over recent decades is
widely acknowledged and is a global cause for concern. Anthropogenic (man-made) climate change has
led to a rise in annual global mean temperatures since pre-industrial times, with more rapid increases
since the mid-1900s [1]. As well as changing weather patterns, increasing average temperatures and,
potentially of more concern, is the increase in the frequency of extreme weather events which can have
enormous human cost [2]. Climate change is seen as an example of a tragedy of the Commons [3],
whereby it is in the interests of individuals to benefit from human activity but the overall impact
on all people collectively will be negative unless there is an agreed intervention. It is generally the
case that the largest impacts on health are realised in developing regions of the world such as the
tropics, whereas the greatest contributors to greenhouse gas emissions are often developed countries
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which do not suffer the consequences of extreme events to the same extent [4]. Due to the lifetime of
greenhouse gases such as carbon dioxide in the atmosphere, and the timescales associated with ocean
warming, even if global CO2 emissions were curtailed immediately, the effects on the earth’s climate,
including increasing temperatures and sea level rise would continue for a number of decades before
starting to plateau [2]. However, this should be seen as a general call to action to reduce emissions
as soon as possible, given that the impacts are likely to extend beyond current conditions and there
are indications that economic investment now will be likely to reduce costs later [5]. There is also a
need to develop adaptations to cope with changes in climate. Recent research highlighting the health
benefits of limiting future temperature rises to the more ambitious target of 1.5 ◦C rather than 2 ◦C,
in line with the Paris agreement of 2016, further emphasises the need to limit emissions [6].

Climate change affects health in a number of ways, and the impacts vary both geographically and
between different populations. A growing and ageing population in much of the world means that
the proportion of the population who are vulnerable to the effects of climate change will increase in
the future [7]. The most direct impacts from climate change are from the effects of high temperatures,
and from acute impacts relating to extreme events such as storms, floods and heatwaves. These
physical or meteorological stressors can produce direct health effects, such as physical injury, illness,
or mental health impacts due to the consequences of the aftermath. In places where infrastructure
or adaptation measures are poor, the impacts will be more severe [2]. In addition to these types of
impact on health, climate change is likely to modify or mediate existing health effects and exacerbate
inequalities through a number of indirect pathways. These more indirect effects on health occur
through climate interactions with ecosystems, water, biodiversity and land use changes. Climate
change can lead to environmental degradation; can affect food and water availability and quality;
and increase risks to health from pathogens, vectors and infectious diseases [8]. Civil conflict or mass
movement of people may be partly driven by environmental degradation and can further increase
risks to health. There is evidence to suggest that climate change can be a driver for civil war [9,10].

Waterborne and water-related diseases are sensitive to environmental conditions, some or all
of which are likely to be affected by climate change. For example, climate change is likely to lead to
changes in the frequency of heavy rainfall events, storms and drought periods [2], melting of polar ice
and glaciers, warming and thermal expansion of the oceans causing sea level rise [11], and melting
of permafrost, which may contribute to further warming [12]. Changes in interactions between
the water cycle and the climate system will modify the risk from waterborne diseases from these
physical impacts, as well as from the resulting risk of famine, water shortages, decreased water quality,
increasing habitat for mosquitoes, alterations to seasonality of diseases and contaminated recreational
waters. However, health impacts of waterborne disease over the longer term may be secondary to
other health effects associated with other water issues (e.g., shortage, flooding, famine, the economy,
sea level rise and war).

Tackling the climate change problem has focussed on mitigating the effects of greenhouse gas
emissions through the Intergovernmental Panel on Climate Change (IPCC), through cross government
international agreements on reducing carbon emissions and by providing reliable scientific evidence
and reports. While the approach has generally been to reduce worldwide greenhouse gas emissions,
the reductions are likely to be slow and work on adaptation strategies to deal with the climate change
associated with overall increases in temperature is also being undertaken.

2. Climate Change and the Water Cycle

Even cursory examination of the evidence shows the importance of water in relation to climate
change. The impact of water in the decline of civilisations has been examined and reviewed [13].
Climate change is likely to affect the water cycle across the globe [14] with potential influences on
surface and groundwater quality; it will lead to changes in atmospheric water vapour content, changes
in cloud types and cover, and changes in the frequency of severe storms. Over time, it is likely that
there will be increased melting of glaciers and icecaps [15] and ocean warming (and associated thermal
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expansion) that will cause sea levels to rise [16]. It remains possible that the release of permafrost
methane may contribute to further warming [12,17]. These changes in atmospheric conditions and
moisture content are expected to result in an increase in floods, famine, hurricanes and tropical storms,
drought [18], wild fires, chronic water shortages, decreased water quality, periods with increased
mosquito vectors, alterations to the seasonality of diseases, contaminated recreational waters and
rising sea levels. Most assessments of the risks to health from climate change are conducted over
time periods ranging from the present to 80 years. However, there are potentially much larger risks
over longer timescales, particularly if there is a substantial sea level rise, and prolonged periods with
much-increased average and peak temperatures [19].

Although scientific understanding of how climate may affect weather patterns has increased
enormously over the past few years, especially in relation to extreme weather, the consequences for,
and influences on, water quality (e.g., microbiological quality) are far less studied [20]. Changes in
water arise from interactions with the weather, affecting ecosystems, changing the flow of nutrients
and pathogens in catchments, and influencing water quality. Climate change may influence the
microbiological quality of river water, which may present risks to bathers [21]. A modelling approach
involving Quantitative Microbial Risk Assessment found that although climate change increased the
fluxes of a number of pathogens, the overall change in risk was limited. Part of this was due to the
dilution effect of increasing rainfall. As risks are likely to be location specific, wider generalisations are
difficult. The approach used in such studies could be transferred to other locations. In summary the
IPCC states that in overall terms, climate change is projected to reduce the quality of raw waters [22].

3. Climate Change and Drinking Water-Related Infectious Diseases

The history of water-related disease dates back to the classical period when Empedocles is reported
to have introduced drainage of a swamp (a public health intervention) to reduce disease [23]. The ability
of waterborne diseases to cause large outbreaks that, in the case of typhoid and cholera, have a high
morbidity and mortality, makes them important historically. A classification of water-related infections
was drawn up by Bradley (Bradley’s classification [24]) and has been adapted by others [25–27].
A modified-version groups diseases into waterborne; water access related; water based; water-related
insect vectors; and engineered water systems, although this revision still excludes some water-related
diseases (Table 1).

Drinking water is the most important waterborne disease risk because the contamination of large
mains supplies can cause large outbreaks [28–32], and because small rural supplies are commonly
contaminated [33,34] which, in developing countries, can lead to substantial infant mortality. Bottled
water is usually safe, particularly natural mineral waters that are derived from deep wells or other
secure sources, but outbreaks may occasionally occur. The water supplies on ships, trains and aircraft
can be subject to contamination where the supply chain breaks down [35]. There are always potential
risks when people drink untreated natural waters. The supply of clean water can become critical in
areas of war, disaster, famine, drought, water shortage and flooding, and refugee supplies often need
to be established rapidly to prevent outbreaks [36–41].

While climate change may affect the microbiological quality of water and water-related diseases,
the arguments indicate notable uncertainty over what the specific impacts will be, and when and
where they will be most acute. However, to assess the likely impacts upon the health of humans, there
is a need to examine the resilience of society to changing water quality. Developing an understanding
of these capabilities and adaptation potentials is key to assessing the likely influence of climate change.
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Table 1. Criteria for water-related diseases [24–26,42].

Class Sub-Class Examples

Waterborne infection

Infectious through drinking water Cryptosporidium spp., Giardia spp., Vibrio cholerae,
Dracunculus medinensis

Infectious through recreational water Cryptosporidium, Adenovirus, Leptospira spp.,
Naegleria fowleri

Infectious through inhalation (engineered
systems) Legionella pneumophila

Infectious through contact Pseudomonas aeruginosa

Infectious through contamination of wounds Mycobacterium marinum, Vibrio vulnificus,
Aeromonas hydrophila

Infectious through growth in equipment and
water systems Mycobacterium avium complex

Infectious through growth in soil or water Acanthamoeba spp., Burkholderia pseudomallei

Infectious through growth in coastal waters Vibrio spp.

Infectious from food contamination with
water/soil Clostridium botulinum

Infectious through water contamination of food Cyclospora cayetanensis, Cryptosporidium spp.,
Salmonella Typhi

Infections through near-drowning Aeromonas hydrophila

Infectious through injection of non-sterile water Clostridium botulinum, Clostridium novyi

Waterborne chemical or
toxin Potent toxins through inhalation Ostreopsis spp. (HABS)

Potent toxins through seafood Dinoflagellate and diatom fish and shellfish
poisoning (HABS)

Potent toxins through drinking Cyanobacterial blooms (HABS)

Potent toxins through dialysis Cyanobacterial blooms (HABS)

Potent toxins through recreational exposure Cyanobacterial blooms (HABS)

Water washed (poor
access)

Hygiene related Shigella spp., Chlamydia trachomatis, scabies,
pneumonia

Infections related to drought Coccidioides immitis

Infections related to flooding Leptospira spp.

Water based

Parasite lifecycle requiring water and transmitted
by water Schistosoma spp., Dracunculus medinensis

Parasite lifecycle requiring water and transmitted
by food

Fasciola spp., Opisthorchis sinensis, Heterophyes
heterophyes

Parasite lifecycle transmitted by waterborne route
Dracunculus medinensis, Spirometra spp.,
Echinococcus spp., Sarcocystis spp., Toxoplasma
gondii

Water-related insect
vectors Vector breeding in water Dengue virus, Onchocerca spp., Trypanosoma spp.

Waste water related Parasites maturing in waste water Ascaris lumbricoides, Cyclospora cayetanensis

Diseases related to
damp

Toxicosis related to food stored damp Mycotoxins (aflatoxin, patulin, ochratoxin)

Disease related to living in damp conditions Mycotoxins

One of the major pathways through which contaminated water affects individuals is though
drinking water. In terms of management, these supplies range from unimproved sources where the
individual is effectively consuming raw water, to large, managed supplies where multiple barriers
exist to prevent microbiological contamination of water supplies. Climate change has a number of
potential influences upon water treatment, and higher temperatures are known to enhance biological
methods of water treatment [43]. However, countering this effect are a number of other factors linked
to more extreme weather, such as increased rainfall and water turbidity [44,45] which may increase
risks to microbiological water quality in some locations. A review of the impacts of climate change on
surface water contamination concluded that it was likely to increase the risk associated with drinking
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water supplied mainly during extreme climatic events [46]. Pathogen risk was argued to rise mainly
due to elevated temperatures and extreme rainfall, especially in temperate countries.

Ensuring appropriate water infrastructure, regular monitoring and appropriate management
techniques, such as Water Safety Plans, are likely to be increasingly important to address changing
risks. In the future rapid testing (e.g., PCR based) [47] and new treatment technologies (e.g.,
nanomaterials) [48] may play an increasing role in addressing climate change challenges. The ability
to respond to changing risks will vary according to the resources available. In terms of supplies less
able to adapt to a changing water quality, we highlight small water supplies, private water supplies as
well as supplies in lower income areas as potentially being at greatest risk.

4. Settings Other Than Drinking Water, and the Range of Water-Related Diseases

Drinking water is not the only route through which potentially contaminated water may affect
individuals; bathing water is another important pathway. As argued above, modelling is challenging,
and this is especially the case given the multiple number of potential exposure points. Water quality
modelling is currently possible, and could be extended to include climate change. Warning the public
about water risks in relation to bathing water is one way to address changing risks associated with
climate change [49].

Infections can be related to exposure to natural and man-made recreational waters. These
include thermal waters (amoebae, Legionella) [50], inland recreational fresh waters, ponds and lakes
(cyanobacteria, Pseudomonas aeruginosa [51], enteric pathogens, Leptospira spp., Trichobilharzia spp. [52],
Schistosoma spp. [53], Vibrio spp.) [54], wild swimming (enteric pathogens), coastal waters including sea
sports, sea water pools, bathing beaches (dinoflagellates and diatoms, jelly-fish larvae, toxic seaweed,
enteric pathogens) and the beach environment, including run-off from fields and sewers, beach sand,
and so forth. Recreational exposure to man-made fresh water pools includes treated swimming pools
(Cryptosporidium), natural pools (enteric pathogens), spa baths (P. aeruginosa [55], Legionella spp.), water
parks (Cryptosporidium spp.), foot wash and foot spas (Mycobacterium spp. [56] and P. aeruginosa [57])
and inflatables (P. aeruginosa, Aeromonas hydrophila [58]).

Infections from working in water can include Schistosoma spp., Burkholderia pseudomallei [59]
and wound infections from water (Vibrio vulnificus [60], Mycobacterium spp., [61] B. pseudomallei [62]).
Water transmission in man-made systems and equipment includes hospital/medical uses of water,
water for dialysis and hydration (cyanobacteria), water for washing and decontamination, hospital
water systems, water transmission in intensive care (P. aeruginosa) [63–66], contaminated equipment
including endoscope washers (Mycobacterium spp.) [67], humidifiers, taps and wash basins, showers
(Legionella spp.) and water births [68–71]. A variety of industrial waters can contribute to respiratory
infection, including cooling towers and thermally polluted waters (Legionella spp.).

The disposal of waste can contribute to water contamination, particularly chemical contamination,
but also pathogens. Sewage disposal is the main source of human faecal contamination in developed
countries and sewage treatment is designed to reduce this to a minimum. However, animal waste
probably represents a larger input to the natural environment as a result of defecation on fields and
run-off. In developing countries, human faeces are commonly deposited in the natural environment at
defaecation sites or middens where the ‘night soil’ matures over time and some pathogens require this
to become infectious (Ascaris lumbricoides [72], Cyclospora cayetanensis). There are also potential risks
associated with water passing through waste burial sites, particularly mass graves associated with
plague, smallpox or anthrax, and from water running from leather processing sites (Bacillus anthracis).

Water is important in agriculture and food production, and irrigation may be conducted with
water that is not of potable quality. Where this is done for salad items and soft fruit that are eaten
without further treatment, then outbreaks can occur [73,74]. Contaminated water used for washing
and food processing can also cause outbreaks. Food retailers require water on the premises in order
for staff to wash their hands. Water-related foodborne disease (water-based) includes helminths and
other macro-parasites, ciguatera, shellfish dinoflagellate toxins and similar toxins [75]. As shellfish
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filter large volumes of water, there are common outbreaks associated with faecal pathogens (especially
norovirus and Vibrio cholerae [76], Vibrio parahaemolyticus [76] and Vibrio vulnificus [76]). Many processed
drinks and foods contain water, and infections are prevented by source water protection, filtration, heat
treatment or preservative treatment and a matrix that prevents pathogenic organisms from multiplying.

Where water is in short supply, water washed diseases may occur [14]. This can be in desert
areas where lack of water and chronic water shortages, together with flies resulting from poor waste
disposal, can allow the transmission of enteric (shigellosis) and eye infections (Chlamydia trachomatis).

Vector borne diseases (mosquito-borne, tick-borne, fly-borne, triatomid bug) can be strongly
influenced by weather and geographic parameters, are likely to change in distribution as a result of
climate change and are difficult to predict accurately [77], but are not examined further in this paper.

5. Methods and Reviews Related to Water Quality and Health

Systematic review (SR) and meta-analysis (MA) are methods which have been used extensively
to elucidate the relationships between microbiological contamination and ill health. As climate change
will impact water contamination, an examination of systematic reviews relating to water quality has
been undertaken. A SR of the effectiveness of interventions to reduce the health impact of climate
change around the world, found a weak evidence base and gaps in dealing with extreme weather
events [78]. This follows a previous SR [79]. The seasonal differences in faecal contamination of source
waters used for supplying drinking water have been examined in a SR [80]. They found increased
contamination in the wet season. A general review of wider evidence for pathogens being waterborne
and the impacts of climate are included in the review of pathogens (Table A1, Appendix A).

6. Flooding

Flooding causes local or widespread disruption of normal life and makes waste disposal difficult.
A SR of waterborne infections and climate change found evidence of outbreaks and increased sporadic
disease following flooding [37], and included cholera and other diarrhoeal diseases. Other reviews
have found similar results [36] and the health impacts of flooding showed that monitoring, mitigation
and communication had the potential to reduce loss of life [81]. Tsunami related flooding can have a
disproportionate impact on women, children and the elderly [82]. The impact of flooding is generally
greater in developing rural countries with poor infrastructure compared to developed countries where
people in flooded properties can be readily moved to non-flooded areas for a temporary period and
provided with potable water. This is particularly true of coastal areas [83]. After Hurricane Katrina,
there was an outbreak of norovirus deriving from populations being held in a stadium [84] and an
increase in Vibrio infections resulting from coastal waters [85]. An increase in flood related disease
might be expected under climate change with altered weather patterns and more severe weather events.
Early warning systems with effective disease surveillance, prevention and response are important in
preventing infectious diseases following flooding [86].

7. Drought

Drought can be a hidden risk with the potential to cause a public health disaster [87]. A SR of the
health effects of drought found the main categories included: Nutrition-related effects; water-related
disease (including Escherichia coli, cholera and algal bloom); airborne and dust-related disease
(including coccidioidomycosis); vector borne disease (including malaria, dengue and West Nile
Virus); mental health effects; and other health effects [88]. A review in Canada found that drought
can affect respiratory and mental health, with illnesses related to exposure to toxins, food, water
and vector-borne diseases [89]. Drought-related health impacts vary widely and depend upon
drought severity, population vulnerability, health and sanitation infrastructure, and available resources
with which to mitigate impacts as they occur. Population resilience is affected by socio-economic
environment. A SR has examined the likely impacts of climate change on water quality and disease in
the Mekong delta basin [90].
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8. Disasters

The water needs for disaster recovery identified relations between the amount of water provided
and the diarrhoea and mortality rates, but emphasised the inadequacy of the data [91]. As responses
to climate related emergencies influence subsequent morbidity and mortality, it is important to
understand the impact of water, sanitation and hygiene (WASH) interventions on health outcomes
in humanitarian crises. The current evidence base is limited, and is unsuitable for determining
associative or causal relationships [92]. People living with HIV have a higher morbidity where there
is contaminated water, poor hygiene and sanitation. Programs to improve these also improved
morbidity [93].

9. Climate Impacts on Water, Sanitation and Hygiene (WASH)

Understanding the climate change impacts on water-related diseases requires an understanding
of water, sanitation and hygiene. Much of the burden of waterborne disease appears to result from
small and rural supplies, although there may be under-ascertainment of outbreaks in urban areas
with mains supplies due to limited disease surveillance. This is important in an examination of the
burden of waterborne disease and future changes as a result of altered weather patterns. Waterborne
disease burden methodologies used in developed countries to attribute acute gastrointestinal infection
(AGI) to drinking water, include simple point estimates, quantitative microbial risk assessment,
Monte Carlo simulations based on assumptions and epidemiological data from the literature [94].
In developing countries, inadequate water and sanitation are associated with risk of diarrhoeal
disease [95], particularly in young children, and raised maternal mortality occurs in households
with poor sanitation and a poor water environment [96]. The microbiological quality of household
water correlates with health outcomes (diarrhoea and trachoma) [97], although improved sources
do not always provide water that is completely free of faecal contamination. Point of use devices
can be effective [98], however, contamination of water between source and point of use remains a
continuing problem [99]. An examination of interventions to reduce diarrhoea in less developed
countries found, that while interventions were generally effective, the heterogeneity between studies
made the exact conditions causing disease reductions difficult to assess [100], and others found a
dearth of methodologically sound studies [101]. There were also inadequacies in behavioural models
and frameworks for intervening in WASH specific interventions [102]. The impacts of WASH on
child diarrhoeal morbidity has been examined in a number of studies [103] and there was a general
lack of good quality studies of diarrhoea morbidity in children in India [104]. While water treatment
(e.g., chlorine water treatment at point of use) can be effective, most studies are short term [105].
An examination of water distribution system deficiencies demonstrated that study blinding can be
important [106]. Expecting to obtain good information on the risks from water-related infections under
climate change, in the absence of reliable, experimental evidence for effectiveness of interventions,
seems naïve.

Of 293 outbreaks linked to water supplies in Canada and the US, failure of existing treatment and
lack of water treatment were the leading causes [107]. Temporary water outages and chronic outages in
intermittently operated systems can be associated with gastrointestinal infection [106]. The Walkerton
outbreak of E. coli O157 and Campylobacter in Canada highlighted the role that heavy rainfall can
play in outbreaks [108,109]. However, this was also linked to poor management. There are many
studies that have examined the role of rainfall before an outbreak. It is generally seen that heavy rain
is more common before many outbreaks, suggesting the source water is compromised [32,36,110–112].
The association between waterborne outbreaks with a period of prolonged low rainfall in the four
weeks before an outbreak may also indicate a vulnerability to weather [32], although this was not seen
in other studies. There is a strong need for water utilities to build water safety plans that factor in
likely changes in climate over future scenarios, while retaining an understanding of historical weather
events. Behaviour change interventions for water and sanitation in developing countries have looked
at risk factors, attitudinal factors, normative factors, ability factors, and self-regulation factors [113].
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Social marketing for water and sanitation products showed this improves health threat awareness and
provides a solution to reducing disease burden [114]. Good water sourcing, treatment, distribution,
storage and clean point of use remain the key to community health. Water and sanitation in schools is
an important area where improvements can facilitate improved educational achievement [115].

There is a need for robust epidemiological studies that quantify the health risks associated with
both small, private water systems, and large community supplies. More information is needed
on pathogen quantification, susceptibility of vulnerable sub-populations, the influence of extreme
weather events, the proportions of the population served by different water sources and the treatment
level, source water quality and condition of the distribution system infrastructure. The exposure to
faecal contamination in potable water has been estimated, suggesting that there may be a substantial
under-estimate of disease burden [116].

10. Which Water-Related Pathogens Are Important?

A wide range of pathogens are known to be transmitted through water (Table A1, Appendix A).
Historically, some diseases, such as cholera, dysentery and typhoid have been very important from
a public health perspective, causing extensive morbidity and mortality. Many of the diseases are a
problem where there is limited infrastructure, as in developing countries or rural regions of developed
countries and can be sensitive to social disruption and infrastructure damage. It is important to
understand the future health impacts of climate change and to understand where the most important
disease burdens will be. Waterborne diseases can be sensitive to emergence, but this is generally
related to the discovery of new infectious agents or identification methods (e.g., cryptosporidiosis,
microsporidiosis, legionellosis, hepatitis E) rather than newly emergent diseases. However, some
classical waterborne pathogens may emerge in new areas with climate change (e.g., cholera), and
Legionnaires’ disease, which is predominately derived from contaminated water systems in the built
environment, may increase as a result of raised temperatures.

An examination of 24 analytical studies assessing the association between extreme precipitation
or temperature and drinking water-related waterborne infections, found that most studies showed a
positive association with increased precipitation or temperature. A few studies showed an association
with decreased precipitation and several in which there was no association [117]. Infections included
cholera, typhoid, paratyphoid, campylobacter, shigella, hepatitis A, cryptosporidiosis, giardiasis and
waterborne outbreaks.

10.1. Schistosomiasis

Schistosoma are transmitted as a result of cercaria burrowing through the skin of people working
or bathing in contaminated waters. The cercaria develop in infected snails. Although temperature,
precipitation and humidity are known to influence the development of schistosome parasites, as well
as their intermediate snail hosts (Biomphalaria spp.; Oncomelania spp.) [118–121] and their internal
defence system [122], modelling climate change impacts on disease can have mixed results [123,124].
Some scenarios show predicted increases and decreases [125], with degrees of uncertainty [126,127].
Increases in parasite growth related to temperature can be offset by increased snail mortality at
higher temperatures [127]. Schistosoma eradication campaigns may be impacted by changes in
snail distribution, migrant workers and weather [128]. The impact of water and sanitation on
schistosomiasis has shown that access to safe water and adequate sanitation is important in reducing
schistosomiasis [129,130].

10.2. Guinea Worm

Dracunculus medinensis is transmitted by drinking water contaminated with copepods that contain
the parasite larvae, and infections are easily controlled with simple measures. This disease is moving
rapidly towards eradication under the supervision of the Carter Centre, with the World Health
Organisation, UNICEF and CDC [131,132]. Although climate is likely to influence disease, the biggest
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problems in elimination have been organising surveillance in conflict areas [133], and the recent
demonstration of a transmission cycle in dogs, particularly in Chad [134].

10.3. Nematodes

Ascaris, Trichuris and hookworms are soil transmitted nematodes, and transmission is related
to inadequate methods for faecal/wastewater disposal. Risk of Necator infections were linked to
rainfall in East Timor [135]. For Ascaris lumbricoides, higher temperatures in the coolest quarter of
the year resulted in reduced risk. There is little evidence to suggest that changes in climate might
greatly increase disease transmission and evidence that helminth control measures, if effectively
undertaken, might cause substantial reductions in disease. A SR of spatial and temporal distribution
of soil transmitted helminths was used to determine changing disease burden and predict treatment
needs for eradication [136]. Another soil helminth SR and MA identified reductions in disease
associated with WASH activities, but emphasised the limited nature of the studies, which were mostly
observational [137].

10.4. Protozoa

Waterborne cryptosporidiosis is common, even in developed countries because the parasite’s
oocysts are resistant to chlorine, which is the main chemical treatment used for disinfecting both
drinking water and indoor recreational waters, including swimming pools [138]. The oocysts are
common in natural waters and can be present in source waters. A SR and MA of the impacts of
weather on surface waters indicated that contamination with Cryptosporidium and Giardia was 2.61
and 2.87 higher during and after heavy rainfall [139]. A SR was used to examine the risks of endemic
cryptosporidiosis, and found increased risk associated with the unsafe use of water [140]. This makes
the need for risk assessment necessary. Cryptosporidiosis outbreaks may well increase if there are
more frequent incidents of severe weather. In many countries, surveillance involving the laboratory
identification of isolates is absent or suboptimal. Without good surveillance, outbreaks will be missed,
and the prevention of these not dealt with. A SR of Toxoplasma outbreaks showed longer incubation
following exposure to contaminated water compared to meat related exposures [141]. A SR of intestinal
protozoal infections found significantly lower odds of infection in people with treated water [142].
Giardia transmission is not as well understood as Cryptosporidium, mostly because typing approaches
have been suboptimal and routine surveillance in developed countries has focussed on the link to travel,
rather than indigenous sources of infection [143]. Hygiene linked to water is important and occurrence
in developing countries shows no relationship to rainfall [144]. However, the infection is common, and
determining any change due to climate may be difficult. Both Giardia and Cryptosporidium are common
in developing countries, and include a variety of species and types, and it has been suggested that
climate change will increase malnutrition and contamination of water sources [145].

Naegleria fowleri infections are commonly associated with thermally polluted waters and cases
might increase with raised temperatures. However, many of the reported infections are associated
with geothermal waters that will not be greatly impacted by climate change.

10.5. Cholera and Other Diarrhoeal Diseases

Cholera remains one of the major diarrhoeal disease concerns with climate change. There has been
a long history of associations between seasonality and weather as contributing factors in outbreaks.
Cholera is also readily inserted into disaster situations and can contribute to morbidity and mortality.
Examination of the weather relationship in El Niño years to the occurrence of cholera suggests
that weather might be able to be used for predicting outbreaks in East Africa [146]. However, the
assumptions in models are not necessarily always proven in practice [147–149]. As pandemics of
cholera have occurred in the past, there is a strong need to reduce the risks of another pandemic
arising out of a disaster situation. Changes in seawater temperature may contribute to changes in
disease incidence [150]. The impact of water, sanitation and hygiene interventions are important in the
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control of cholera [151]. Home water treatment and storage interventions can reduce diarrhoea and
cholera [152]. This study demonstrated the dearth of good evidence. A SR looked at the environmental
determinants of cholera in inland Africa [147]. They found that spread was linked to displaced
populations and the poor water and sanitation associated with these settings. A similar review of
coastal cholera by the same authors found that cholera seasonality is driven by rainfall-induced
contamination of unprotected water sources [148].

The impact of a changing climate is most important when it comes to the quality of drinking
water and diarrhoeal diseases, particularly in developing countries [37]. There are relationships
between many of the bacterial infections and temperature, and evidence of links to heavy rainfall
and flooding [32,110,117]. The sources of exposure may be agricultural [153] or from sewage, and the
different sources contain different pathogens, with human viruses rarely being detected in animal
waste [154]. Engagement with the water sector is important in reducing risks.

10.6. Legionella

Legionnaires’ disease is commonly associated with thermally polluted waters [155]. Due to the
relationship between temperature and the occurrence of Legionella spp. in water, one might expect
an increase in cases or outbreaks associated with climate change. Studies indicate that temperature
and humidity [156,157], or vapour pressure [158], may play a role in the occurrence of sporadic
disease. Due to concerns about the multiplication of Legionella spp. at the consumer endpoint (taps
and showers) the European Drinking Water Directive has been modified to include a risk assessment
for this pathogen. A SR on cooling towers related to Legionnaires’ disease provided quite detailed
advice on risks and their mitigation [159]. As climate changes becomes more apparent, there may
be improvements in our understanding of previously unrecognised transmission routes from the
natural environment.

10.7. Leptospira spp.

Leptospirosis outbreaks are commonly linked to flooding in rural developing countries.
This relates to the dislocation of small mammal populations [160–162]. It is expected that an increase
in flooding will contribute to more leptospirosis cases. Floods are one of the most important drivers of
leptospirosis on islands and in Asia [163].

10.8. Pseudomonas aeruginosa

The ability of Pseudomonas to grow in water is dependent on being able to extract nutrients
from the surfaces it is growing on, and to bloom within the body of the water. This includes
outbreaks of folliculitis associated with spa pools and is dependent on temperature. One must
therefore expect some increase associated with increased temperatures. A SR of Pseudomonas aeruginosa
in hospitals found evidence that the water systems can be the source of this organism, and that
contamination mostly occurs at the distal end [164]. Water resource management is important in
control of this [165]. P. aeruginosa infections are common, and numbers related to water use may
increase with a changing climate.

10.9. Harmful Algal Blooms (HABs)

Harmful algal blooms have the potential to increase with changes in climate [75]. The neurotoxin
producing dinoflagellate and diatom plankton mainly cause disease through shellfish poisoning and
Ciguatera poisoning in fish, but can also be responsible for the mass deaths of fish. Monitoring of
shellfish waters can facilitate shellfish bed closures as a means of controlling exposure through food,
while ciguatera is mostly controlled by not eating carnivorous reef fish. Blooms can cause respiratory
symptoms in people on affected bathing beaches. Freshwater cyanobacteria are a potential risk through
untreated potable water, and the toxic products can cause liver disease. In developed countries, these
problems should be dealt with by water utilities.

172



Atmosphere 2018, 9, 385

10.10. Shiga-Toxin Producing E. coli (STEC)

As water is commonly contaminated with the faeces of agricultural animals, ways of reducing
E. coli O157 excretion by cattle have been examined [166]. Further work on preventing haemolytic
uremic syndrome found that vaccine use on animals reduced carriage, but the study emphasised the
importance of public health measures [167]. Patients were consistently found to have exposure to
rodents, behavioural and sanitation related risk factors.

10.11. Norovirus

An examination of norovirus transmission routes showed higher attack rates in foodborne than
waterborne transmission, and higher rates in surface derived than groundwater derived waters [168].
Given the very common occurrence of this pathogen, any change will possibly depend more on
progress in vaccinations rather than an impact from climate change. However, outbreaks may occur
when large populations are kept in confined areas during an emergency [84].

10.12. Trachoma

Chlamydia trachomatis is the cause of trachoma, a disease of the eyes related to water shortage.
Water can be important in reducing trachoma, where the F and E of the SAFE strategy (surgery,
antibiotics, facial cleanliness and environmental improvement) were strongly linked to disease
reduction [169]. Another trachoma SR found the studies too limited to demonstrate the impact
of F and E [170]. The SAFE interventions are dramatically reducing disease but could be disrupted in
chaotic situations associated with climate change.

11. Preparing for Climate Change

The principal reason for drinking water infections is the absence of reliable infrastructure. For rural
communities worldwide, this includes the source waters used for drinking, the methods used to
transport it from source to household, safe storage within the household, any treatment used and
hygiene and sewage disposal changes. The principal underlying factor is poverty. Improving water
treatment needs to be accompanied by improvements in sewage disposal and hygiene training.
Climate change will not alter these underlying principles. What could change is the frequency of
water shortages, population movements, conflict, refugee camps and so on, and a deterioration in the
hygienic quality of water that people receive. Good planning associated with disasters can reduce
the risks of waterborne diseases [41]. Any increase in disease associated with disasters in developing
countries can have knock-on effects in developed ones.

With climate change, it is important to build knowledge of the mechanisms by which changes in
weather can influence individual pathogens, and how these may subsequently affect human health.
Not all problems associated with diarrhoeal diseases are as a result of outbreaks and it is important
to understand the drivers for sporadic disease, and the disease burdens associated with the range
of common pathogens. Good surveillance is necessary in order to detect clusters and outbreaks at
an early stage, so that they can be investigated and controlled in a timely way, and so that future
outbreaks can be prevented.

Most enteric pathogens are very seasonal, with bacterial pathogens (e.g., Salmonella spp.,
Campylobacter spp., STEC) predominating in the summer months, while viral gastroenteritis
predominantly peaks in the winter (e.g., norovirus, rotavirus) [171]. The analytical examination
of weather drivers has relied on time series approaches, that have limitations due to the collinearity
between, for example temperature and seasonality, making it difficult to get definitive evidence of
the causal mechanisms and to predict the impact of changes in climate. A review of mathematical
approaches to demonstrating weather influences on waterborne infections has been undertaken [172].
The studies grouped into two clusters: Process-based models (PBM) and time series and spatial
epidemiology (TS-SE). A review of analytical epidemiology studies looked at the quality of evidence
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for associations with rainfall, temperature, and so on, and waterborne disease identified the difficulties
with developing optimum approaches [117]. A more systematic examination of the seasonality of a full
range of pathogens [171] may widen our understanding of those that are linked to climate fluctuations.
There are also a range of less analytical approaches that can contribute to a better understanding
of waterborne pathogens and future risks (Table A1, Appendix A). Further development of tools to
separate the effects of weather from other influences on seasonality needs to be undertaken, utilising
surveillance data from a wider geographic area and linking local cases to local weather.

12. Conclusions

There have been a number of previous reviews and publications highlighting potential impacts of
climate change and water-related illness in water-related or waterborne disease [37,38,117,172–182].
Some approaches examine the technological means to best represent the data [42,175,177,178,183],
some examine outbreaks [28,32] and others focus on effects of the hydrological cycle in particular
regions [28,110,174,179], while others have adopted a systematic review approach [37]. This paper
has examined a full range of water-related pathogens, providing an evidence base for regarding them
as water-related and indicating which studies have provided evidence. In addition to a changing
climate, the world will continue to experience an increasing human population, with ever greater
inter-connectivity through travel and information technology. Animal infections will continue to
contribute to zoonotic disease and we should expect new pathogens to continue to arise. With climate
change we need to watch for the rise in cholera worldwide. Although this is predominantly a disease
of the poor and is not generally a problem in developed countries that have safe drinking water, it
still has the potential to cause pandemic disease if there is general chaos, as can be found in disaster
situations. The growth of Vibrio cholera in coastal waters means there can be changes in exposure with
alterations in rainfall and temperature [150]. There remains a strong need for timely surveillance and
rapid epidemiological response to outbreaks and new waterborne pathogens. The needs of developing
countries in relation to waterborne diseases are both technical and financial, and ensuring adequate
quantities of good quality water will be essential in preventing excess morbidity and mortality in areas
that will suffer from substantial changes in climate in the future.
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CA Cost analysis
CEO Circumstantial evidence only
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EACWQ Ecological association between climate and water quality
FTA Fault Tree Analysis
GAMTS Generalised additive model time series
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GDSE Gastrointestinal and dermatological symptoms and exposure
GLM Generalised linear model
HSM Hindsight suitability model
LR Literature review
MLM Multi-level modelling
MM Mathematical modelling
MMF Microbiological monitoring of flooding
MMO Microbiological monitoring of outbreaks
MMST Microbiological monitoring with salinity and temperature
NBM Negative binomial model
MSRA Multiple stepwise regression analysis
NE No published evidence
OI Outbreak investigation
PMCC pairwise-matched case-control study
POCS Prospective observational cohort study
PORA Post outbreak rainfall analysis
POTA Post outbreak temperature analysis
POWE Post outbreak water examination
PRA Poisson regression analysis
RAI Review of animal infections
RCS Retrospective cohort study
RCCS Retrospective case-crossover study
RILO Rodent investigation linked to outbreak
ROS Retrospective outbreak surveillance
RRM Rainfall runoff model
RSA Rainy season association
RSE Recreational swimming exposure
SA Spatial analysis
SCS Sporadic case series
SFA Seasonal factor analysis
TSAT Time series analysis of temperature
QMRA Quantitative microbial risk assessment
WMCS Water microbiology and case series
WMR Water microbiology and rainfall
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Abstract: The El Niño Southern Oscillation (ENSO) is an important mode of climatic variability
that exerts a discernible impact on ecosystems and society through alterations in climate patterns.
For this reason, ENSO has attracted much interest in the climate and health science community,
with many analysts investigating ENSO health links through considering the degree of dependency
of the incidence of a range of climate diseases on the occurrence of El Niño events. Because of the
mounting interest in the relationship between ENSO as a major mode of climatic variability and
health, this paper presents an overview of the basic characteristics of the ENSO phenomenon and its
climate impacts, discusses the use of ENSO indices in climate and health research, and outlines the
present understanding of ENSO health associations. Also touched upon are ENSO-based seasonal
health forecasting and the possible impacts of climate change on ENSO and the implications this
holds for future assessments of ENSO health associations. The review concludes that there is still
some way to go before a thorough understanding of the association between ENSO and health is
achieved, with a need to move beyond analyses undertaken through a purely statistical lens, with due
acknowledgement that ENSO is a complex non-canonical phenomenon, and that simple ENSO health
associations should not be expected.

Keywords: El Niño Southern Oscillation; ENSO; health; climatic variability; climate-sensitive disease

1. Introduction

Through a cascade of processes that link variability in the ocean-atmosphere system and the
surface environment, weather and climate can have a discernible impact on health. Such impacts may
be direct, indirect, or diffuse [1], and occur over a range of temporal and spatial scales [2]. There is a
burgeoning literature on the assessment of the impacts of climate on health, generally focusing on the
health risks of climate variability and climate change.

The climate variability and health literature is generally concerned with establishing the impact
on health of variations in weather conditions at intra-seasonal, inter-annual, and inter-decadal time
periods. In general, climatic variability is connected with variations in the state of the atmospheric and
ocean circulation and land surface properties (e.g., soil moisture) at the intra-seasonal to inter-decadal
timescales. Therefore, climate variability and health studies explore relationships between historical
climate and health data at a variety of temporal and spatial scales. Climate change-related health
studies generally focus on the risks of a systematic change in the statistical properties of climate
(e.g., mean and variance) over a prolonged period (e.g., several decades and beyond). Projections
of the health risks of climate change use established associations, often derived from quantifications
of associations between health outcomes and climate variability, and “force” these associations with
projected changes in climate variables to make projections about the possible outcomes arising from
anthropogenic climate change.
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Assessments of the health risks of climate change rely on both known associations between health
and climate variability, and on projections of how the magnitude and pattern of risks could change
with additional climate change. Therefore, it is important to understand the range of modes of climate
variability, generally defined as quasi-periodic variations in ocean and atmospheric circulation patterns
that possess an oscillatory behaviour, which might influence health. A large number of modes of
climate variability, not all independent of each other, have been identified [3–5], all of which could
be considered as potential moderators of intra-seasonal to inter-annual to inter-decadal variability in
health outcomes (Table 1).

Table 1. A selection of teleconnection patterns and indices (Source: McGregor [6]).

Arctic Oscillation (AO)/Northern Annual Mode (NAM) El Niño Southern Oscillation (ENSO)

North Atlantic Oscillation (NAO) East Atlantic Pattern (EA)
West Pacific Pattern (WP) East Pacific/North Pacific Pattern (EP/NP)

Pacific/North American Pattern (PNA) East Atlantic/West Russia Pattern (EA/WR)
Scandinavia Pattern (SCA) Northern Hemisphere Pattern (TNH)

Polar/Eurasia Pattern (POL) Pacific Transition Pattern (PT)
Pacific South American Pattern (PSA) Southern Annular Mode (SAM)/Antarctic Oscillation (AO)

Indian Ocean Dipole (IOD) South Pacific Wave Pattern (SPW)
Quasi Biennial Oscillation (QBO) Madden Julian Oscillation (MJO)
Pacific Decadal Oscillation (PDO) Atlantic Meridional Oscillation (AMO)

A major driver of inter-annual climate variability associated with adverse health outcomes is
the El Niño Southern Oscillation (ENSO) phenomenon [7]. ENSO can account for a considerable
proportion of climate variance across a range of geographical scales [8,9] and thus impact health
sensitive environmental conditions, including land- and ocean-based temperature and precipitation
extremes, ecosystem health, drought and riverine and coastal flooding. Because strong ENSO-related
climate anomalies have discernible impacts on health in some regions and because ENSO generally
accounts for the largest proportion of the inter-annual variation in climate [8], especially in regions
where health systems are less resilient to “climate shocks”, the purpose of this paper is to present an
overview of the basic characteristics of the ENSO phenomenon and its climate impacts, discuss the use
of ENSO indices in climate and health research and outline our present understanding of ENSO health
associations. ENSO-based seasonal health forecasting, and the possible impacts of climate change on
ENSO, and the implications this holds for future assessments of ENSO health associations, will also be
briefly discussed.

2. The ENSO Phenomenon

The ENSO phenomenon refers to the variations in atmospheric and ocean conditions, or in the
climate conditions, arising from variations in sea surface temperatures and atmospheric pressure
across the tropical Pacific Ocean. ENSO is comprised of two major components that reflect its complex
coupled nature, the El Niño or ocean, and the Southern Oscillation or atmospheric component.
Human society has chronicled the impacts of El Niño for far longer than its atmospheric counterpart.
Peruvian fishermen in the 1500s understood well the impact on fisheries of unusually warm waters
that occasionally occurred off the coast of Peru around Christmas time. Because El Niño events are
associated with anomalously high sea surface temperatures, they are also referred to as “warm events”.
The “cool event” counterpart carries the name of La Niña.

H. Hidebrandsson, working in the late 1890s, is often credited with unearthing the rudiments
of what we now know as the Southern Oscillation or the atmospheric pressure “seesaw” (barometric
seesaw) between the eastern and western Pacific [10]. Building on this work and that of Norman and
Lockyer in 1902, and extensive research of his own and that of his collaborator E W Bliss, Gilbert
Walker in 1928 named and presented the first coherent ideas about the Southern Oscillation (SO) and
extensively described the implications of the SO for inter-annual climate variability across the tropics,
including how a Southern Oscillation Index (SOI) could be applied to climate forecasting a season
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ahead [10]. While Troup [11] reconfirmed and refined many of the earlier long distance associations
(now referred to as teleconnections) discovered by Walker, Bjerknes [12] conceptualised the association
between El Niño and the Southern Oscillation as an outcome of air-sea or ocean-atmosphere interaction
that led to the coining of the term ENSO.

El Niño and La Niña are part of the ENSO cycle that lasts from 12–18 months, over periods
of 2–7 years, associated with alterations of the SO; although some El Niño and La Niña events can
last beyond 24 months. The ENSO cycle refers to the alteration of climate fields associated with the
development, peak, and decay of sea surface temperature anomalies in the eastern and central Pacific
along with alterations to the atmospheric circulation and weather patterns across vast areas. El Niño
(La Niña) or warm (cool) event conditions first begin to manifest as positive (negative) sea surface
temperature (SST) anomalies in the central and eastern Pacific around July. These continue to develop
as the ENSO cycle progresses, reaching a peak in the Northern Hemisphere around January to February
of the following year, trailed by a decay or lessening of SST anomalies in the subsequent months of
March to July/August, and cessation of the El Niño (La Niña) event by the end of summer. The swing
between El Niño and La Niña phases is not immediate and successive. Rather, El Niño and La Niña
events can be punctuated by “neutral” conditions when SST conditions in the eastern and central
Pacific are in and around “normal”.

ENSO events can be viewed as a self-sustained and naturally oscillatory mode of the coupled
ocean-atmosphere system, or a stable mode triggered by stochastic forcing [13], and positive
ocean-atmosphere feedback processes, with negative feedbacks required to terminate events [12].
No two ENSO events are alike. From exhaustive analyses of ocean and atmosphere climate fields,
two broad types of ENSO have emerged: Eastern Pacific (EP) and Central Pacific (CP). The two
types were identified in relation to where maximum SST anomalies tend to occur, with the CP type
also referred to by a variety of other names particularly the widely used “El Niño Modoki” [13].
While in the context of ENSO and health the different types or flavours of ENSO events might appear
inconsequential, the nuanced differences in their climate impacts may hold implications for the
temporal and spatial dynamics of ENSO-related health responses.

A further characteristic of ENSO that holds possible implications for climate and health
associations is the multi-decadal changes observed for ENSO’s amplitude, period, propagation
characteristics, asymmetry, onset, and predictability [13,14]. For example, the variance of the 2–7 year
periodicity of ENSO was relatively high during the periods 1875–1920 and 1960–1990, but relatively
low from 1920 to 1960 [14]. A clear shift in the amplitude of SST anomalies in the EP occurred in
and around the mid-1970s. Such a shift and the variation in the variance of the 2–7 year periodicity
appears to be related to the background climate state of the Pacific Ocean, or the phase of the Pacific
Decadal Oscillation (PDO). As the Pacific Ocean transitions from a cool (warm) phase with lower
(higher) than normal SSTs to a warm (cool) phase with positive (negative) SST anomalies over a
period of 3–4 decades, ENSO characteristics and their link to climate impacts are affected [9,15–19].
The implication is that ENSO-related health impacts may be non-stationary at the multi-decadal
scale. That there are non-symmetric relationships between ENSO and the Indian Ocean Dipole (IOD),
another form of ocean climate variability [20], also raises the question as to whether the strength and
direction of ENSO health links in the broad region of IOD influence might be IOD phase dependent.

3. ENSO (Teleconnection) Indices

A teleconnection index is used to describe the temporal behavior of a particular mode of climate
variability such as ENSO. Essentially statistical constructs, teleconnection indices are presented in the
form of a single number for the temporal scale of interest (e.g., monthly, annual) with the assumption
that a specific index captures the range of often complex, ocean and/or atmospheric process interactions
that give rise to what is a multifaceted mode of climatic variability. While each teleconnection index
has a commonly accepted acronym (Table 1), there may be various versions of a particular index
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because different methods, data sets, atmosphere and ocean variables, criteria, and sampling periods
might have been used in their derivation [6].

A plethora of ENSO indices have been developed to measure, monitor, and summarise ENSO
status. These can be broadly divided into atmospheric, oceanic and blended indices. Some of the
more common ENSO atmospheric and oceanic indices, reported monthly by NOAA in its Climate
Diagnostics Bulletin, are presented in Table 2.

Table 2. El Niño Southern Oscillation (ENSO) indices commonly reported by NOAA on a monthly
basis. Modified from the Climate Diagnostics Bulletin http://www.cpc.ncep.noaa.gov/products/CDB.

Index Index Name Variable Form of Index Value
Region (in
Degrees)

Type

Atmospheric

Southern Oscillation
Index (SOI) Pressure

Standardised pressure
difference between Tahiti

and Darwin

Uses the single
location of Darwin

and Tahiti

850-hPa Trade Wind
Index 1

Wind direction and speed,
Southwest Pacific

Standardised by mean
annual standard deviation

for reference period 2

5 N–5 S
135 E–180

850-hPa Trade Wind
Index 1

Wind direction and speed,
South Central Pacific

Standardised by mean
annual standard deviation

for reference period

5 N–5 S
175 W–140 W

850-hPa Trade Wind
Index 1

Wind direction and speed,
Southeast Pacific

Standardised by mean
annual standard deviation

for reference period

5 N–5 S
135 W–120 W

200-hPa Zonal Wind
Index 3

Wind direction and speed,
Central to Eastern
Equatorial Pacific

Standardised by mean
annual standard deviation

for reference period

5 N–5 S
165 W–110 W

Outgoing Longwave
Radiation Index

(OLR) 4

Longwave radiation
in W/m 2

Standardised by mean
annual standard deviation

for reference period

5 N–5 S
160 E–160 W

Oceanic

NIÑO 1 + 2
Pacific sea surface

temperature (SST) in ◦C
Departures from
1981–2010 mean

0–10 S
90 W–80 W

NIÑO 3 Pacific SST in ◦C Departures from
1981–2010 mean

5 N–5 S
150 W–90 W

NIÑO 3.4 Pacific SST in ◦C Departures from
1981–2010 mean

5 N–5 S
170 W–120 W

NIÑO 4 Pacific SST in ◦C Departures from
1981–2010 mean

5 N–5 S
160 E–150 W

North Atlantic Atlantic SST in ◦C Departures from
1981–2010 mean

5 N–20 N
60 W–30 W

South Atlantic Atlantic SST in ◦C Departures from
1981–2010 mean

0–20 S
30 W–10 E

Global tropics Global Tropics SST in ◦C Departures from
1981–2010 mean

10 N–10 S
0 W–360 W

1 Positive (negative) values of 850-hPa zonal wind indices imply easterly (westerly) anomalies. 2 Currently NOAA
uses 1981–2010 as the base period. 3 Positive (negative) values of 200-hPa zonal wind index imply westerly (easterly)
anomalies. 4 Positive (negative) values indicate large amounts of outgoing longwave radiation.

3.1. Atmospheric Indices

Of the indices presented in Table 2, the SOI has the longest history [21,22]. It is composed of the
standardised pressure difference between Tahiti and Darwin. These locations are sometimes referred
as “centres of action” because they are in the general region at either end of the barometric seesaw
that straddles the Pacific and so demonstrate the maximum climate station-based variance in pressure
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during an ENSO event. The SOI swings between positive and negative values with a phase shift from
La Niña to El Niño such that when the pressure is above (below) average in Darwin and below (above)
average in Tahiti, as found during an El Niño (La Niña) event, the SOI is negative (positive) (Figure 1).

Figure 1. Time series of Southern Oscillation Index (SOI) and Tahiti and Darwin pressure, 1997–2016.
Sourced and redrawn from the Climate Diagnostics Bulletin (http://www.cpc.ncep.noaa.gov/
products/CDB).

The SOI is calculated in two stages. First, sea level pressure is standardised in relation to a
set reference period, separately for Darwin and Tahiti. The differences in the standardised values
between the two locations are then standardised. The resulting SOI values vary between −2.5 and
2.5, with roughly 66 percent of the values occurring between −1.0 and 1.0 [21]. Although this range
of values implies symmetry around a mean of zero, there is a slight asymmetric distribution of SOI
values because the strongest El Niño events tend to produce greater negative departures from zero
compared to the positive departures for strong La Niña events. The strongest El Niño events are more
intense than the strongest La Niña events. Although SOI values can be calculated for daily and weekly
timescales, it is best if monthly to seasonal values are used in health impact analyses. This is because
short term fluctuations in pressure at the two reference stations can occur due to weather and climate
phenomena other than ENSO. The method of averaging over longer time scales therefore facilitates
identification of continued periods of positive or negative departure of the SOI that is most likely due
to ENSO.

While there are good historic reasons as to why Darwin and Tahiti were selected as the reference
locations for the development of the SOI, their location is slightly south of the main equatorial region
where ENSO manifests itself. Accordingly, an alternative form of the SOI was developed: the Equatorial
SOI (EQ SOI) [21]. This is calculated using re-analysis as opposed to observed atmospheric pressure
data, as the standardised anomaly of the difference between the area-average monthly sea level
pressure between largely oceanic equatorial regions in the eastern Pacific (80◦ W–130◦ W, 5◦ N–5◦ S)
and Indonesia (90◦ E–140◦ E, 5◦ N–5◦ S) (Figure 2). Although the EQ SOI may have advantages over
the SOI in that it is derived for equatorial slices that more closely map onto ENSO centres of action,
the record only extends back to 1949 (historical extent of the re-analysis data); the SOI is available from
the late 19th century. Further in relation to the EQ SOI, it is worth mentioning that prior to the satellite
era (pre-1979), the re-analyses on which the EQ SOI is based, possess some uncertainties, as in situ
observations were sparse, thus compromising the quality of the re-analysis data.
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Figure 2. Locations for calculation of SOI and Equatorial SOI. EQ is equator, DAR is Darwin,
TAH is Tahiti, EPAC is eastern Pacific and INDO is Indonesia. Sourced and redrawn from
Barnston [21] https://www.climate.gov/news-features/blogs/enso/why-are-there-so-many-enso-
indexes-instead-just-one.

During ENSO events, the major zones of deep convection that produce thunderstorm-related
rainfall move eastward away from their “normal” regions of predominance in the western Pacific.
This shift is evident from rainfall observations and from space as changes in cloud patterns captured
by satellite images of the global tropics. Because clouds, like all other objects, emit longwave radiation,
satellite-based measurements since the late 1970s have been used to construct an Outgoing Longwave
Radiation (OLR) index that has proven to be a good indicator of ENSO events (Figure 3). As described
by the Stefan-Boltzman Law, the cooler an object, the lower the amount of longwave radiation emitted.
Therefore, deep convective storms that reach high into the troposphere and produce substantial rainfall
will have very low cloud top temperatures. Accordingly, such clouds will emit less OLR than their
warmer and shallower counterparts, such that low (high) values of outgoing longwave are taken to
mean enhanced (suppressed) thunderstorm activity and anomalously high (low) rainfall. Although the
OLR index has yet to be used to explore ENSO health links, it may offer some potential for exploring
rainfall-sensitive health outcomes, especially for the geographic region for which the index is derived
(Table 2), because it is a proxy of thunderstorm/rainfall activity.
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Figure 3. Time series of outgoing longwave radiation (see Table 2), 1997–2016, showing clearly the
below average OLR for the 1997–1998 and 2015–2016 El Niño events. Sourced and redrawn from the
Climate Diagnostics Bulletin http://www.cpc.ncep.noaa.gov/products/CDB.

Multiple lower and upper atmosphere wind indices have been developed for monitoring the flow
of air in the lower and upper branches of the Pacific Walker Circulation [21]. The three 850 hPa indices
(Table 2) represent the strength of the easterly trade winds in ENSO critical regions along the equator
(Figure 4). The trade winds form the lower east to west branch of the Walker Circulation. The 200 hPa
zonal wind index (Table 2) provides a measure of wind strength in the upper west to east branch of
the Walker Circulation (Figure 4). At the western and eastern extremities of the Walker Circulation,
air ascends and descends, respectively, thus forming the ascending and descending branches of the
along the equator circulation. Positive (negative) values of the 850 hPa wind indices indicate strong
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(weak) trade winds. The weakened trade winds of the 1997–1998 and 2015–2016 ENSO events are
clearly visible in time series of this index for the three reference regions, especially for the 1997–1998
event (Figure 4). How inter-annual variations in the trade wind strength might play out in terms of
health impacts, especially in countries directly affected by these anomalies across the wider Pacific
Basin, remains to be explored.
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Figure 4. Time series of ENSO wind indices for various regions (see Table 2) 1997–2016. The weakening
of the zonal winds is especially apparent for the 1997–1998 El Niño event. Sourced and redrawn from
the Climate Diagnostics Bulletin http://www.cpc.ncep.noaa.gov/products/CDB.
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3.2. Oceanic Indices

Because ENSO is very much a phenomenon associated with ocean-atmosphere interaction,
a logical parameter for monitoring its behaviour is sea surface temperature (SST) as initially recognised
by Bjerknes [12] and later fully explored by Rasmussen and Carpenter [23]. The three main oceanic
indices used are based on SST anomalies for a number of ocean regions distributed along the equator.
These are named after numbered shipping routes as Niño 1, 2, 3, and 4, because a vast array of ships
crossing the Pacific for operational reasons recorded SST over a number of decades (Figure 5). Based on
studies of SST variability in relation to ENSO events, Niño 1 and 2 were combined into region Niño
1 + 2; a new region, Niño 3.4 that straddles Niño 3 and 4, is now used (Figure 5).

Figure 5. Niño sea surface temperature regions (see Table 2). Sourced and redrawn from
Barnston [21] https://www.climate.gov/news-features/blogs/enso/why-are-there-so-many-enso-
indexes-instead-just-one.

Niño 1 + 2 is the smallest Niño region. It sits directly off the coast of South America and tends
to have the largest variation in SST when compared with the other Niño SST regions (Figure 6).
Initially, Niño 3 was favoured as the key region for observing and forecasting El Niño; however, it was
realised that in terms of critical ENSO related ocean-atmosphere interactions, an area further to the
west, Niño 3.4, had greater diagnostic power [24]. Niño 3.4 anomalies capture the average equatorial
SSTs across the Pacific from around the dateline to the South American coast (Figure 6). It is one
of two official NOAA ENSO indices used for classifying ENSO events: when the 5-month running
mean of Niño 3.4 SST anomalies exceeds +0.4 ◦C (−0.4 ◦C) for six months or more, an El Niño (La
Niña) is defined to have occurred. Complementing the Niño 3.4 index is the Oceanic Niño Index
(ONI), the other official index, and the one used for operational definitions of ENSO events by NOAA.
While the ONI uses the same SST region as the Niño 3.4 index, it classifies ENSO events differently.
A 3-month running mean is used, with “fully-fledged” El Niño (La Niña) events defined when SST
anomalies exceed +0.5 ◦C (−0.5 ◦C) for at least five consecutive months. The ONI is also used for
defining El Niño (La Niña) onset. When the Niño 3.4 anomaly exceeds +0.5 ◦C (−0.5 ◦C) for a 3-month
period El Niño (La Niña) onset is declared. Niño 4 covers the central equatorial Pacific. It displays the
least SST variance of all the Niño regions (Figure 6) and is infrequently used in ENSO analyses.

In addition to the Niño regionally-based oceanic indices, the Trans-Niño Index (TNI) was
developed by Trenberth and Stepaniak [24], who suggest that the TNI be used in tandem with the
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Niño 3.4 index. The TNI is defined as the difference in the standardised SST anomalies between Niño
1 + 2 and Niño 4 regions. The physical justification is that it captures the SST gradient between the
central and eastern Pacific, and thus may be useful for identifying El Niño Modoki events, as they arise
when the central to eastern Pacific SST gradient is steep, for example with sizeable positive (negative)
SST anomalies in Niño 4 (Niño 1 + 2) regions. However, as noted by Hanley et al. [25], the TNI has
non-consistent lag correlations with the Niño 3.4 index related to the transition of the Pacific Ocean
from a cool to warm PDO phases in the mid-1970s. Accordingly, Hanley et al. [25] do not include the
TNI as an index for identifying individual events and comparison of ENSO years.
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Figure 6. Time series of SST anomalies (◦C) for NIÑO regions (see Table 2 and Figure 5) 1997–2016.
The strong positive SST anomalies are especially apparent for the 1997–1998 and 2015–2016 El Niño
events. Notice also how the SST anomalies generally decrease in magnitude to the west. Sourced and
redrawn from the Climate Diagnostics Bulletin http://www.cpc.ncep.noaa.gov/products/CDB.

3.3. Blended Indices

Blended indices are a combination of a number of single variables with the blending technique
achieved through a variety of methods. The justification for blended indices is that ENSO is a
multivariate phenomenon [26], thus any index should be comprised of more than one variable.
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Most commonly, blended indices are used to diagnose ENSO events. While researchers recognised
the physical complexity of ENSO events and the challenges associated with diagnosing them [26,
27] it wasn’t until the early 21st century that attempts to produce blended indices first appeared
in the literature. For example, a Bivariate ENSO Timeseries (BEST) was produced by Smith and
Sardeshmukh [28] by combining the SOI and Niño 3.4 SST, while Allan [29] blended SST and SLP fields
using empirical orthogonal function (EOF) analysis. More recent attempts to produce new blended
indices are largely based on different SST variables and apply various forms of EOF analysis [30–37].
While such new indices proved useful for diagnosing various aspects of ENSO, they have not gained
particularly strong traction for ENSO monitoring.

Perhaps the most widely used blended index for ENSO monitoring and impact studies is the
Multivariate ENSO Index (MEI) of Wolter and Timlin [38]. Unlike other blended indices, the MEI
amalgamates more than one ocean and atmospheric variable, being based on six observed variables
recorded over the tropical Pacific: sea level pressure, zonal and meridional surface wind components,
SST, surface air temperature and total cloudiness fraction of the sky. The MEI is actually the first
unrotated Principal Component (PC) of the aforementioned variables. It is calculated separately for
12 sliding bi-monthly seasons (December/January, January/February, . . . , November/December)
with all bi-monthly values standardised for each season based on a 1950–1993 reference period.
More recently Wolter and Timlin [39] extended the MEI back to 1871 (MEI.etx) using a reduced set of
variables because of possible errors associated with wind variables prior to 1950.

The extended Multivariate ENSO Index (MEI.ext) is based on reconstructed values of SST and
SLP, and is calculated as the first principal component of SST and SLP fields (similar to the MEI).
As noted by Wolter and Timlin [39], the MEI.ext confirms many of the postulated ENSO characteristics
evident from analyses of the original but shorter MEI time series, including ENSO activity subsided in
the early to mid-20th century, and ENSO was about as predominant a century ago as it is currently.
Further, Wolter and Timlin [39] were able to detect strong associations between ENSO amplitude and
duration plus amplitude and periodicity using the MEI.ext.

Although not strictly blended in nature, a number of alternative ENSO indices based on variables
other than the more traditional ones (e.g., SLP, SST, wind, and OLR) have emerged recently, including
an ozone-based ENSO index [40], an atmospheric electrical index [41], and an ENSO salinity index [42].

4. ENSO Indices for Climate and Health Analyses

Faced with a range of ENSO indices, questions that are likely to arise when planning analyses
of ENSO health associations are “which index will be optimal for exploring ENSO-related health
impacts?” and “are there different ways of defining ENSO events?”

Currently there is no common consensus in the climate science community as to which ENSO
index best describes ENSO phases. This appears to contrast with the climate and health science
community in which there appears to be a substantial amount of blind faith applied to the use of ENSO
indices for exploring possible ENSO driven health variations at a range of temporal and spatial scales.
In many ways, the choice of an ENSO index for health analyses may depend on geographical location,
its relation to a health-sensitive climate variable or even disease outcome. For example, for regions
in close proximity to the Niño oceanic regions, the SST-based indices may be appropriate, especially
for exploring rainfall, air and sea temperature-related health outcomes. Similarly, the OLR index
may be useful for exploring rainfall-related health issues in the central Pacific. ENSO-related wind
indices, because they represent the surface trade wind strength, are more than likely to be only useful
in the trade wind regions of the Pacific Basin. For locations distant from the Pacific Basin, such as
southern and eastern Asia, one of the pressure-based indices might be more suitable, as these represent
variations in atmospheric circulation conditions over a larger geographical range.

While some researchers might be tempted to use one of the more recently developed blended
or multivariate ENSO indices, it is worth bearing in mind that these are complex indices made up of
multiple interacting variables. Accordingly, they may not be appropriate if the purpose of an analysis
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was to uncover a direct link between a specific climate attribute such as temperature and a disease
outcome. Further, blended indices have not yet been widely adopted by ENSO forecasting centres.
This is most likely because of the prediction error associated with the individual input variables such
that the cumulative error for a predicted value of a blended index could be large when compared
to a single variable based index. Notwithstanding this, blended indices such as that of Wolter and
Timlin [38] have been applied on a number of occasions in ENSO-health studies (see Section 6).

In selecting ENSO indices, researchers also need to be aware of the producing agency because
of the way ENSO phases and events are identified can vary between agencies. As noted above,
NOAA uses the Niño 3.4 region (5◦ N–5◦ S, 170◦ W–120◦ W) based on ONI and the persistence of SST
anomalies in excess of +/−0.5 ◦C for five months for identifying ENSO phases. In contrast, the Japan
Meteorological Agency (JMA) uses a slightly different formulation for the calculation of their ENSO
index, which is a 5-month running mean of spatially averaged SST anomalies over the geographical
range of 4◦ S–4◦ N, 150◦ W–90◦ W; this is essentially a latitude-restricted Niño 3 region. Further,
the JMA define an ENSO year as October through to the following September. If the JMA index
values exceed +0.5 ◦C or −0.5 ◦C for six consecutive 5-month periods, including October to December,
the ENSO year is declared as either El Niño or La Niña. The Australian Bureau of Meteorology (BoM),
like NOAA and the JMA, uses SST anomalies as a basis for the ENSO phase definition but sets a higher
threshold. For an El Niño (La Niña) event to be called, SST anomalies in the Niño 3 and Niño 3.4 regions
must exceed +0.8 ◦C (−0.8 ◦C). Further to the SST criteria, BoM specifies much weaker (stronger) trade
winds over the western or central equatorial Pacific for the previous 3–4 months, as well as a SOI value
of −7 (+7) to be necessary for an El Niño (La Niña) event to be specified. Note that in the case of BoM,
the SOI values are quite different from those associated with the NOAA SOI index because the BoM
uses the Troup SOI, the standardised anomaly of the mean sea level pressure difference between Tahiti
and Darwin. The BoM calculation uses the period 1933 to 1992 as the climatology; this contrasts with
the NOAA and JMA. Once the Tromp SOI is calculated, it is multiplied by 10. Using this convention,
the BoM SOI takes on values in the range of −35 (strong El Niño) to about +35 (strong La Niña).

NOAA, JMA, and BoM use SST anomalies in their definitions of the El Niño and La Niña
phases of ENSO. In addition to the slight differences in the criteria used for defining events (e.g., SST
anomaly, anomaly period, and region), a further source of difference between the oceanic indices
are the SST data sets employed for constructing the SST anomalies. For example, the JMA uses the
Centennial In Situ Observation-Based Estimates (COBE)-SST data set for ENSO monitoring with
sliding climatological values based on the most recent 30-year period as described by Ishii et al. [43]
and JMA [44]. In contrast, NOAA and BoM use the Extended Reconstructed Sea Surface Temperature,
Version 5 (ERSSTv5) data set with anomalies based on centred 30-year periods updated every five years
as described by Huang et al. [45]. Although not described here, the United Kingdom’s Met Office’s
Hadley Centre applies yet another SST data set for deriving historical SST-based ENSO measures,
the HadISST data set [46]. Important to note in the consideration of possible pre-1950 ENSO health
associations is that for this period, because of observational uncertainties, the ERSSTv5 and HadISST,
from which ENSO indices are derived, demonstrate significant differences [47]. Given this, researchers
need to be aware of the differences in SST data sets for deriving ENSO indices in terms of the SST
observations drawn upon, statistical and data assimilation methods applied, and spatial resolution of
the final SST products [48] because these data set properties may affect the degree to which meaningful
associations between ENSO and health outcomes can be quantified.

Hanley et al. [25] provided a useful comparison of ENSO indices in terms of their ability to
describe ENSO events. They found that El Niño only engenders a weak SST response in the Niño
4 region, whereas La Niña produces quite a strong SST signal in the Niño 1 + 2 region (see Figure 6).
They also concluded, based on an analysis of the sensitivity of a range of ENSO indices relative to
each other, that the choice of an index for analysing ENSO related risks is somewhat dependent on the
ENSO phase. For example, in the case of La Niña events, the JMA ENSO Index was more sensitive
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than other atmospheric and oceanic indices. In contrast for El Niño events, the SOI, Niño 3.4, and Niño
4 indices are almost equally sensitive but more sensitive than the JMA, Niño 1 + 2, and Niño 3 indices.

ENSO indices have also been used to classify the strength of ENSO phases. Such classifications
may be of interest to climate and health researchers because El Niño or La Niña strength may
be an indicator of the potential scale of climate-related health risks, all other variables, such as
socio-economic conditions or vulnerability, being equal. A recent classification of ENSO phase strength
for the period 1950–2016 was produced by Santoso et al. [47] using Niño 3.4 SST anomalies averaged
across four SST reanalysis products (ERSSTv4, ERSSTv5, HadISST, and COBE) over the months of
November-December-January (NDJ) and December–January–February (DJF). Because the classification
is based on SST anomalies for NDJ and DJF, it identifies the year of the development phase of an
ENSO event. For strong (weak) events, the averaged Niño 3.4 anomaly must exceed 1 (be between
0.5 and 1) standard deviation. A neutral phase is deemed to be associated with a standard deviation
of less than 0.5. Strong and weak El Niño and La Niña years are listed in Table 3. The classification,
while identifying the often cited extreme 1972/1973, 1982/1983, 1997/1998, and 2015/2016 El Niño
events as extremes, also highlights other strong El Niño events that have received little attention in the
literature. Recalling that two broad types of El Niño events occur, Santoso et al. [47] used the Niño4
index DJF average to identify Central Pacific El Niño events; the Niño 4 average must be greater than
0.5 ◦C and greater than Niño3 to be classified as a CP event (Table 3). Usefully, Santoso et al. [47]
also analyse the sensitivity of El Niño and La Niña strength classification to varying criteria; this has
implications for general qualitative statements about ENSO strength and health associations.

Table 3. Years in which strong and weak ENSO phases developed (Source: Santoso et al. [48]).

Strong El Niño 1957, 1965, 1972, 1982, 1991, 1997, 2009, 2015
Weak El Niño 1963, 1968, 1976, 1977, 1987, 1994, 2002, 2006

Strong La Niña 1973, 1975, 1988, 1998, 1999, 2007, 2010
Weak La Niña 1950, 1954, 1955, 1964, 1970, 1971, 1984, 1995, 2000, 2005, 2008, 2011

Central Pacific (CP) El Niño 1958, 1968, 1977, 1979, 1987, 1990, 1994, 2002, 2004, 2006, 2009, 2014

Perhaps even more apposite when considering the application of ENSO indices to the analysis
of ENSO-health associations would be the reflection on the conceptual links between ENSO and
health-sensitive climate fields given that the ENSO signature may vary considerably with season
and location.

5. ENSO and Health-Sensitive Climate Impacts

In most conceptualisations of climate and health links, the variables of rainfall and temperature
dominate as climate drivers of hypothesised and actual health outcomes. Further, an often unstated
assumption in many analyses of the relationship between ENSO and disease is that ENSO “signals”
will be found in disease incidence time series. While this might be self-evident, the way in which this
axiom is applied is often naïve. This is because ENSO forcing of adverse health outcomes is usually
explored without prior investigation of the extent to which a disease-relevant climate variable, such as
rainfall or temperature, is ENSO sensitive for a specific location, region, or time period.

There is no doubt that ENSO has a marked impact on climate fields, with this impact
being geographically and seasonally dependent. Given this, graphics of ENSO climate-related
impacts (Figures 7 and 8) should be useful indicators of where direct ENSO/climate-driven
(rainfall/temperature) variations in disease might occur. In effect, such canonical patterns, as appear
in El Niño and La Niña composites (Figures 7 and 8), should assist with identifying potential ENSO
-health “hotspots”. However, having said that, an essential in the approach to any ENSO-health
study informed by canonical patterns of health-sensitive climate impacts is the recognition that ENSO
composites of rainfall and temperature patterns are only averages (the climatology) and as such mask
much El Niño/La Niña inter-event variability in climate impacts. For example, and beyond the broad
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central Pacific (CP–“Modoki”) and eastern Pacific (EP) ENSO types, Johnson [48] identified nine
different “flavours” of ENSO; a distinct climate outcome is associated with each one. Paek et al. [49]
also highlight that no two ENSO events are the same, and provide a useful analysis of the differences of
the strong 1997–1998 and 2015–2016 El Niño events. It is perhaps no surprise that some ENSO-health
studies do not find consistent temporal or spatial ENSO-health associations, as the “strength” of
climate forcing may vary from ENSO event to event, both temporally and geographically. Although
there have been no systematic studies of the way in which different flavours of ENSO might manifest
in variable regional or local ENSO-health associations, the contrasting rainfall fields for El Niño
and El Niño-Modoki events hint at potential temporal and spatial inconsistencies of ENSO-health
associations (Figure 9). For example, in El Niño-Modoki events not only is the degree of departure of
rainfall from the long-term mean weak, but the spatial pattern of both positive and negative rainfall
anomalies is fragmented and somewhat different, and for some regions opposite (e.g., equatorial South
America, equatorial eastern Pacific) when compared to El Niño events (Figure 9). The implications for
ENSO-health studies of such contrasting climate responses for different ENSO types is clear, especially
if an ENSO index that does not discriminate between ENSO types is applied bluntly to the analysis of
disease incidence time series.

EL NIÑO CLIMATE IMPACTS
a) December – February

b) June – August

Warm

Cool

Dry

Wet

Warm and dry

Cool and dry

Warm and wet

Cool and wet

Figure 7. Canonical climate impact patterns of El Niño for (a) December–February and (b) June–August.
Sourced and redrawn from the Climate Predicition Centre http://www.cpc.ncep.noaa.gov/products/
analysis_monitoring/ensostuff/ensofaq.shtml#GLOBALimpacts.
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LA NIÑA CLIMATE IMPACTS
a) December – February

b) June – August

Warm

Cool

Dry

Wet

Warm and dry

Cool and dry

Warm and wet

Cool and wet

Figure 8. Canonical climate impact patterns of La Niña for (a) December–February and (b) June–August.
Sourced and redrawn from the Climate Predicition Centre http://www.cpc.ncep.noaa.gov/products/
analysis_monitoring/ensostuff/ensofaq.shtml#GLOBALimpacts.

(a) 

Figure 9. Cont.
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(b) 

Figure 9. Rainfall anomalies for (a) El Niño and (b) El Niño Modoki events. Sourced and redrawn from
Japan Agency for Marine, Earth Science and Technology. http://www.jamstec.go.jp/frcgc/research/
d1/iod/enmodoki_home_s.html.en.

6. ENSO and Health Impacts

The World Health Organisation posited a number of potential ENSO, or more specifically,
El Niño-related health impacts (Figure 10), based either on known health outcomes arising from past
ENSO events or conceptual relationships of climate and health, given that ENSO produces discernible
variations in health sensitive climate variables. Kovats et al. [7] provided a useful overview of the
impact of El Niño on infectious diseases and recommendations related to the assessment and reporting
of interactions between ENSO and health. Amongst the potentially ENSO-sensitive infectious diseases
reviewed were malaria, dengue, and diarrhoea. These make significant contributions to the burden of
climate-sensitive disease. For example in the case of malaria and dengue, the per capita mortality rate
is almost 300 times greater in developing nations than in developed regions [50], with many of the
affected nations lying in regions impacted by ENSO events. Accordingly, there is a growing interest
in establishing the veracity of ENSO-malaria and -dengue associations based on well-known climate
vector relationships such as the broad dependence of the distribution of insect vectors on temperature,
humidity and rainfall patterns, and at the insect scale, the modulating effect that climate variables
have on metabolic activity, egg production, and feeding behaviour [51].

Diarrhoea is also an important climate-sensitive disease, because many cases can be attributed to
the lack of access to clean drinking water as a result of either drought, flooding, or temperature related
bacterial infections in food and water. Diarrhoea is the second leading cause of death in children under
five years old; globally, there are in excess of one billion cases of childhood diarrhoeal disease every
year resulting in a high death total amongst children under five years old [52].

Because of the gravity of these diseases, and the potential changes in their incidence during ENSO
events, we update Kovats et al. [7] with studies published since 2003. In conducting the review of the
ENSO malaria/dengue/diarrhoea literature, terms such as ENSO, El Niño, La Niña, and Southern
Oscillation Index (SOI), linked with the three diseases, were used to search the Web of Science for the
period 2003–2018. Note the search terms were limited to the title. Further, the search term “climate”
was not used because this generated a large number of climate change-related studies with little or no
reference to ENSO-driven variations in the three diseases. Further, the literature reported on here was
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restricted, where possible, to that which considered ENSO health links beyond a single El Niño or La
Niña event.

Direct injuries and fatalities Malnutrition

Food insecurity

Decreased water
quality

Lack of water supply
and sanitation

Air pollution

Increased vectors

Increased rodent and
animal hosts

Contaminated water

Damaged
infrastructure

Population displacement

INCREASED
RAINS

INCREASED
DRY CONDITIONS

Floods Drought

Storms,
Cyclones

Wildfires

Vector-borne diseases Communicable diseases

Water-borne diseases Water-borne diseases

Disruption of health services Reduced acces to health care

Respiratory diseases
Heat Stress

Mental health and psychological effects

Figure 10. Range of El Niño related health impacts. Sourced and redrawn from the World Health
Organisation. http://www.who.int/hac/crises/elnino/who_el_nino_and_health_global_report_
21jan2016.pdf.

6.1. Malaria

Because a disproportionately high global malaria burden occurs in the African region (90 percent
of global malaria cases and 91 percent of malaria deaths in 2016), and because ENSO influences
temperature and precipitation patterns in the continent, there has been interest in the influence of
ENSO-related climatic variability on malaria incidence, particularly assessing malaria predictability.
For northwest Tanzania, where there are two malaria seasons related to early and late rains,
Jones et al. [53] attribute the positive associations identified between rainfall, temperature, and malaria
to the influence of El Niño, noting that the 1998 epidemic was associated with El Niño-related heavy
rains. For Ethiopia, Bouma et al. [54] demonstrated how El Niño-related above-normal SSTs in the
Pacific, via an indirect link to anomalously high SSTs in the western Indian Ocean off the coast of
Ethiopia, and thus above-normal winter and spring land surface temperatures in the highlands,
are associated with an increased risk of malaria in the subsequent main malaria season. For five
countries in Southern Africa, Mabaso et al. [55] used the SOI to assess ENSO malaria associations for
the period 1988 to 1999, finding that below (above) normal incidence of malaria corresponded with a
negative (positive) SOI; El Niño (La Niña) suppresses (enhances) the chances of malaria incidence via
anomalously dry (wet) conditions. Further, there was evidence of possible Indian Ocean-based climate
influences on malaria incidence as well as non-climatic factors related to malaria control efforts and
response capacity, producing possible non-stationary ENSO malaria associations.

Although Dev [56] reported no association between annualised malaria incidence and annual
climate statistics in northeast India, this would be expected given that annualised climate and malaria
data will mask seasonally important malaria variations and thus associations with climate variables.
Apart from the title, there was no mention of El Niño in the body of the paper, which is symptomatic
of the opportunism displayed in some analyses that purport to report on ENSO malaria associations.
Zubair et al. [57] reported an association between ENSO phases and malaria for Sri Lanka for the
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period 1878–2000 that changed over time. Malaria epidemics were associated with El Niño phases
over the period of 1880 to 1927. From 1930 to 1980, epidemics had a stronger association with La Niña
phases than with El Niño. The authors cite an epochal change in the El Niño-rainfall relationship in Sri
Lanka around the 1930’s as the likely cause of the shift in the malaria relationship, noting a swing back
to the type of association found for the period 1880 to1927, post 1980. This study, like that of Mabaso
et al. [55] provides some evidence for the non-stationarity of ENSO phase malaria associations.

For north-eastern Venezuela, Delgado-Petrocelli et al. [58] applied geospatial techniques to the
investigation of the influence of ENSO warm, cold, and neutral phases on malaria incidence for
the period 1990–2000. They found significant differences in malaria incidence between the three
ENSO phases with incidence notably higher during La Niña (cold) phases of moderate intensity.
While interesting, this study did not provide an insight into the climate link that ties the ENSO phases
to variations in malaria incidence; only a passing reference is made to the possible impacts of El Niño
on the ecological system, the state of which is not expanded upon. Using data for French Guiana,
Hanf et al. [59] conducted a time series analysis of the association between monthly Plasmodium (P.)
falciparum case numbers and ENSO as measured by the Southern Oscillation Index (SOI) for the
period 1996 to 2009. While a three-month lagged inverse association was found between the SOI and
P. falciparum cases (a positive association with El Niño), the SOI only explained four percent of the
variation in malaria, with the remaining 96 percent most likely due to non-climatic causes, including
population immunity and socio-environmental factors that influence the breeding and ecology of
mosquito vectors [59]. As for the climate variables, little insight was provided by the authors, apart
from suggesting that ENSO has an impact on the climate that affects the population dynamics of the
malaria vectors (mainly Anopheles darlingi).

6.2. Dengue

Fuller et al. [60] utilised data on SST anomalies related to ENSO and two vegetation indices to
investigate ENSO-related drivers of dengue fever (DF) and dengue haemorrhagic fever (DHF) in
Costa Rica from 2003 to 2007. They found that La Niña (ENSO cool phase) conditions were more
likely to lead to greater numbers of DF/DHF cases because of La Niña’s association with more humid
conditions that favour the survival of greater numbers of Ades. Aegypti. Using five ENSO indices and
two vegetation indices, Fuller et al. [60] were able to explain 64 percent of the variance in DF/DHF
cases and reproduce the major epidemic of 2005. They suggest that such associations provide some
hope for advanced forecasting of dengue outbreaks.

In a three-country study of the potential relationship between climate and dengue incidence,
Johansson et al. [61] reported no systematic association between multi-annual dengue outbreaks
and ENSO. In Puerto Rico, on multiyear time scales, temperature, and dengue incidence were only
ephemerally associated with ENSO. For Thailand, they found that although ENSO was associated
with temperature and precipitation, the association of dengue with precipitation was nonstationary
and likely to be spurious. In Mexico, no association between ENSO and dengue was observed.
Such findings caused Johannsson et al. [61] to conclude that the evidence for a consistent and
reproducible ENSO dengue link was weak. They attribute this to the possible obfuscation of ENSO
influences by local small scale climate variations, inadequate data, randomly coincident outbreaks,
and other, more substantive non-climatic factors that regulate transmission dynamics.

Using wavelet analysis and the Generalized Additive Model (GAM) approach, Xiao et al. [62]
investigated the periodicity of dengue and the dose-response relationship between an ENSO time
series, weather variables and dengue incidence in Guangdong Province, China for the period 1988 to
2015. They found an inverted U-shape association for an ocean-based ENSO index-dengue relationship
(ENSO index threshold of 0.6 ◦C), plus evidence for ENSO in the previous 12 months, possibly
driving the 1995, 2002, 2006, and 2010 dengue epidemics, and a relatively high dengue incidence
during 1997–2001 following the very strong 1997–1998 El Niño event. Although associations between
temperature, humidity, and rainfall and dengue were explained in the analysis, an attempt to physically

239



Atmosphere 2018, 9, 282

link ENSO-related SST anomalies to local weather variables, and ultimately to dengue incidence was
not attempted, making the posited 12-month ENSO dengue lag association difficult to justify on
physical climate grounds, notwithstanding the role of possible non-climatic factors.

Similar to Xiao et al. [62], Liyanage et al. [63] also reported ENSO dengue associations. They used
the Oceanic Niño Index (ONI) to explore ENSO’s impact on dengue incidence over 10 Medical Officer
of Health divisions in the Kalutara district of Sri Lanka for the period 2009–2013. The relative risk of
dengue increased significantly with rainfall and ONI values in excess of 0.5 ◦C six months in advance of
increases in dengue incidence. This association was likely due to the known lag relationships between
ENSO extremes and rainfall, with anomalous high rainfall a characteristic of the inter-monsoon
period that follows El Niño-related below normal rainfall. The sensitivity of dengue to ENSO was
also apparent in Bangladesh, where Banu et al. [64] suggested the existence of a weak non-linear
association between Niño 3.4 temperatures and dengue incidence such that the higher the Niño 3.4
index, the higher dengue incidence at a 4-month lag. The Niño 3.4 to dengue link was explained via
the way in which winter El Niño events lead to a general warming of the tropical atmosphere that
persists into the next summer. This leads to atmospheric circulation pattern changes over the Indian
Ocean region, and greater moisture transport and monsoon rainfall over Bangladesh that extends
the breeding season for mosquitoes and their spatial distribution. Banu et al. [64] also noted possible
interactive effects between ENSO and the IOD that might influence dengue incidence. In a study on
climate and dengue associations in Singapore for the period 2001–2008, Earnest et al. [65] found, using
a Poisson model, negative associations between the SOI and dengue, implying that El Niño events
engender high dengue incidence. However it is worth noting that weekly SOI values were used in this
analysis. From a climatological perspective, this is probably not best practice because SOI values at
this time scale are very “noisy” and are more likely to represent weather phenomena other than ENSO.

For Queensland Australia, Hu et al. [66] applied a seasonal auto-regressive integrated moving
average model for the period 1993 to 2005 to the analysis of the numbers of notified dengue fever cases
and the numbers of postcode areas with dengue fever cases in relation to ENSO as described by the
SOI. They found that a decrease in the average SOI (warm phase conditions) during the preceding
3–12 months was significantly associated with an increase in the monthly numbers of postcode areas
with dengue fever cases. The SOI dengue links were explained via El Niño’s tendency to bring much
warmer conditions to Queensland that may enhance dengue fever transmission. This of course assumes
that El Niño, which also brings drier, verging on drought, conditions to Queensland, does not affect
the number of vectors through the lack of water for suitable breeding sites. That said, the tendency
to store water during dry conditions may well provide suitable breeding sites for the dengue vector.
In contrast to Johansson et al. [61], Tipayamongkholguln et al. [67], analysing dengue data for Thailand
using Poisson regression, found that up to 22% (in eight northern inland mountainous provinces)
and 15% (in five southern tropical coastal provinces) of the variation in the monthly incidence of
dengue cases were attributable to global ENSO cycles as described by the ENSO multivariate and
sea level pressure indices, with the tendency for dengue incidence to increase during El Niño phases.
However, the authors noted some geographical heterogeneity in ENSO dengue associations, with not
all individual provinces revealing statistically significant associations. In an attempt to explain the
ENSO link to dengue epidemics, Tipayamongkholguln et al. [67] pointed to ENSO’s warming effect on
local temperature such that replication of the dengue virus and the biting behaviour of the mosquito
vector Aedes aegypti is enhanced. In doing so, and similar to other epidemiological studies of ENSO
dengue associations, little attempt is made to discuss the climate linking mechanisms that underpin
the statistical relationships described.

Ferreira [68] applied spatial analysis techniques to the exploration of ENSO dengue associations
for the countries of the Americas over the period 1995–2004. His results indicated that among the
five years with a high number of dengue cases (1997, 1998, 2002, 2001, and 2003), four are associated
with El Niño events (see Table 3 above). Furthermore, there appeared to be a spatial trend in the
strength of the association between the SOI and dengue occurrence such that warm (cool) or El Niño
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(La Niña) phases were associated with high (low) incidence in Mexico, Central America, the northern
Caribbean islands, and the extreme north-northwest of South America, while other more poleward
regions showed little dengue response to either El Niño or La Niña.

6.3. Diarrhoea

Notwithstanding the complex pathways linking climate anomalies and diarrhoea [69] and the
challenges this poses for quantifying the effects of weather and climate on water-associated diseases in
general [70–72], diarrhoeal illness is generally sensitive to climate anomalies [73–78] with unusually
warm conditions conducive to enhanced pathogen replication and survival rates, while rainfall
surpluses may transport faecal matter into water courses with micro-organisms becoming concentrated
in water bodies during periods of rainfall deficit. While Demisse and Mengisitie [79] noted that El Niño
has an impact on diarrhoea incidence for a number of major geographic regions, many of the cited
papers address temperature/rainfall-diarrhoea association as opposed to climate driven variations in
diarrhoea moderated by ENSO.

In the Pacific Islands, where diarrhoea is the most significant water-borne disease and ENSO has
marked impacts on climate, there is a paucity of evidence for explicit El Niño-diarrhoea associations,
although this is implied in a number of studies [80–82]. For West Africa, de Magny et al. [83] suggested
associations of diarrhoea with El Niño where ENSO, via the so-called Indian Oscillation and associated
variations in large scale rainfall and temperature fields, may well influence cholera dynamics and
thus diarrhoea. In a consideration of the spatial dynamics of cholera across the African continent,
Moore et al. [84] demonstrated a clear shift in the annual geographic distribution of cholera in El Niño
years, with the burden shifting away from Madagascar and parts of southern, Central, and West Africa,
to continental East Africa. They found that during El Niño years for East Africa, there were around
50,000 additional cases of cholera in areas with increased rainfall, along with marked increases in
some regions with decreased rainfall. Such findings suggest a complex relationship between ENSO,
rainfall and cholera, and by implication with diarrhoea incidence. For the Great Lakes Region of Africa,
Nkoko et al. [85] applied a multiscale, geographic information system-based approach to assess the
association between cholera outbreaks and ENSO. They found that cholera greatly increased during El
Niño events, but decreased or remained stable between events because of El Niño-moderated controls
on rainfall. For Uganda, Alajo et al. [86] found similar El Niño-moderated impacts on cholera via
positive rainfall anomalies.

Building on the earlier work of Pascual et al., [87], who demonstrated associations between
cholera and ENSO-related regional temperature anomalies in Bangladesh, Hashizume et al. [88]
further investigated climate variability and cholera associations. Based on an analysis of cholera
hospitalisations for Dhaka and Matlab in Bangladesh, over the period 1983–2008, they found that
the strength of cholera-Indian Ocean Dipole and -ENSO associations changed across time scales,
with Dhaka demonstrating little association with ENSO, while in Matlab, the ENSO effect was quite
dominant. Based on this finding, Hashizume et al. [88] suggested the existence of non-stationary and
possibly non-linear associations between cholera hospitalizations and large-scale modes of climatic
variability such as ENSO. This resonates with the conclusions drawn in an earlier study by Rodo et
al. [89] for Bangladesh, which found a strong and consistent signature of ENSO in cholera incidence
for the period 1980–2001, while for 1893–1920 and 1920–1940, the ENSO-cholera association was
weaker and uncorrelated, respectively. They suggested that the switch to more visible ENSO-cholera
associations for the period 1980–2001 was related to a change in the background climate state of the
Pacific Ocean in the mid-1970s, that resulted in stronger El Niño events and associated health-sensitive
climate anomalies. In a purely statistical analysis of the association between ENSO and monthly
cholera incidence for an 18-year period, based on power spectral analysis, Ohtomo et al. [90] found that
dominant periodic modes of cholera incidence for Dhaka, Bangladesh at 11·0, 4·8, 3·5, 1·6, and 1·0 years
coincided with similar spectral modes of variability for Pacific Ocean SSTs. Based on this finding,
they concluded, without an attempt to put forward a bridging mechanism tying ENSO related climate

241



Atmosphere 2018, 9, 282

anomalies to cholera, that cholera incidence in Bangladesh may be influenced by the occurrence of
El Niño. Supposedly stimulated by previous work on ENSO-cholera associations for Bangladesh,
Martinez et al. [91] developed an El Niño-based forecasting scheme of cholera for Dhaka in an attempt
to predict cholera incidence during the 2015–2016 El Niño event.

Peru has received considerable attention in relation to El Niño-diarrhoea associations and cholera,
most likely due to the drastic changes in hydroclimate conditions experienced there during El Niño
events. For example, Checkley et al. [92] reported that El Niño-related increases in ambient temperature
were associated with higher rates of daily admissions for diarrhoeal disease, most likely related to
contaminated food and water. Similarly, Bennett et al. [93] found El Niño-diarrhoea associations based
on an analysis of daily surveillance data for 367 children in Lima, Peru, for the period 1995 through
1998. Spring diarrhoeal incidence increased by 55% during El Niño compared with before El Niño,
pointing to anomalously high temperatures and increased levels of temperature-sensitive pathogens in
food and water as the explanation for El Niño-temperature-diarrhoea associations. These findings echo
those of Lama et al. [94] who reported associations between El Niño-related elevated air temperatures,
cholera, and acute diarrhoea in adults in Lima, Peru for the period 1991–1998. Although focusing
strictly on cholera, Ramirez and Grady [95] found increased disease rates in Piura, Peru during El
Niño events, but that the association was non-stationary, mediated by local hydrology; the association
was evident in the latter part of the 1990s but with little evidence of El Niño-cholera associations in
the early 1990s. Lastly, Raszl et al. [96] discussed how Vibrio parahaemolyticus outbreaks related to
unusually warm coastal waters along the Pacific coast of South America during El Niño events was
associated with increases in diarrhea and other similar gastrointestinal-related symptoms as a result of
human consumption of infected shellfish.

7. ENSO and Health Forecasting

Due to an improvement in the climate science community’s understanding of the large scale
mechanisms that influence climate, plus rapid advances in computing technology, seasonal to
inter-annual to decadal climate forecasts have become a real prospect [2,97]. This, coupled with
an increasing knowledge of the nature of climate-health associations, has spawned a number of
attempts to construct disease early warning systems based on seasonal predictions of health-sensitive
climate fields, so that potential health threats may be anticipated several months in advance.

A key source of the potential seasonal predictability of health-sensitive climate variables is ENSO.
Given this, the hope is that with time, accompanied by an improvement in the understanding of
ENSO health associations, effective seasonal forecasting of climate (ENSO)-sensitive health outcomes
will become operationally possible [98]. Generally, two broad approaches have been adopted in
constructing climate-sensitive disease early warning systems based on known climate and health
links, namely numerical and statistical. Numerical schemes take the output from seasonal climate
forecast models, usually in the form of a rainfall and/or temperature time series, and ingest this into
numerical process-based disease models for diseases such as malaria and dengue (e.g., Liverpool
Malaria Model, [99]). Typically the output from disease models includes disease parameters such
as disease transmission, size of mosquito population, and disease incidence [100]. Statistical or
empirically based forecasting schemes generally draw on a variety of statistical methods and use
empirical observations of climate and disease incidence to construct transfer functions that statistically
link climate disease associations. Although a simple distinction has been drawn here, between
numerical and statistical/empirical models this does not mean to imply that numerical approaches do
not draw on statistical methods and vice versa. In most cases, the output from both numerical and
statistical models are probabilistic statements about the likelihood of a given climate sensitive disease
exceeding a critical threshold and often statistical schemes, when run in forecast mode, will use the
numerical output from climate models to force the climate-disease transfer functions so as to gain
estimates of disease incidence. Furthermore, many dynamic disease models use statistical functions
to model the relationship between disease sensitive climate variables such as temperature, and for
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example, in the case of mosquito borne diseases, the rate of development of the parasite within the
mosquito (the sporogonic cycle) and the mosquito biting/feeding rate (the gonotrophic cycle).

Thomson et al. [101] describe one of the first efforts aimed at seasonal forecasting of
malaria in Africa based on ensemble predictions of rainfall and temperature from global coupled
ocean-atmosphere climate models, and firmly established statistical climate-malaria links. The models
achieved probabilistic predictions of anomalously high and low malaria incidence based on rainfall
thresholds for Botswana up to four months in advance. Building on this work, Connor et al. [102]
presented a framework for the integration of climate model based seasonal climate forecasts into
early warning systems for climate sensitive diseases such as malaria and dengue. This work and that
of Thomson [101] has been influential in guiding further endeavours related to the development of
operational seasonal forecasts of malaria in southern Africa using outputs from numerical climate
models run by forecasting centres such as the European Centre for Medium Range Weather Forecasting
(ECMWF) [103,104]. For India, Lauderdale et al. [105] explored the feasibility of malaria forecasting by
using a ECMWF seasonal forecast model to drive a numerical process-based dynamic malaria disease
model. Using hindcasts from the ECMWF model, simulated forecasts of malaria were produced.
These demonstrated probabilistic skill in predicting the spatial distribution of Plasmodium falciparum
incidence particularly in regions where high seasonal and inter-annual variability of disease incidence
is a characteristic. As well as showing some ability to predict the spatial distribution of malaria the
seasonal forecast model was able to distinguish between years of “high”, “above average” and “low”
malaria incidence in the peak malaria transmission seasons with a three month lead time [105].

A number of statistical/empirical seasonal health forecasting models have been developed.
For example, Lowe et al. [106] incorporated precipitation, minimum temperature, and Niño 3.4
index forecasts in a Bayesian hierarchical mixed model to make monthly predictions of dengue
incidence in Ecuador for 2016. The ENSO element of this forecast system was in the form of
Niño 3.4 SSTs derived from a structural time-series SST prediction model. It was found that the
dengue forecast model was able to correctly predict an early peak in dengue incidence in March,
2016, with a 90% chance of exceeding the mean dengue incidence for the previous five years.
Interestingly, when Lowe et al. [106] controlled for confounding due to chikungunya cases incorrectly
recorded as dengue, this improved the prediction of the magnitude of dengue incidence. A similar
approach was adopted by Lowe et al. [107] in the development of dengue forecasts for southeast
Brazil. Poveda et al. [108] describe how satellite imagery of vegetation activity along with ENSO
sensitive climate variables can be used as environmental indicators for malaria occurrence in Columbia.
Armed with this knowledge, they demonstrate how statistical models and geographical information
systems are applied by the Colombian health authorities to develop early warning systems for malaria.
For the Solomon Islands in the western Pacific, where ENSO has clear impacts on rainfall as a disease
sensitive climate variable, Smith et al. [109] applied stepwise regression to analyse climate variables and
climate-associated malaria transmission at different lag intervals in order to identify rainfall thresholds
associated with malaria categorised into three incidence categories. Study results not only revealed
clear rainfall thresholds, but significant lag associations between rainfall and increases in malaria
incidence such that drier October–December periods are followed by higher malaria transmission
periods in January–June. Based on these statistical relationships an experimental early warning system
has been proposed for the Guadalcanal region of the Solomon Islands [109]. Chuang et al. [110] used
cross-wavelet coherence to evaluate the regional El Nino Southern Oscillation (ENSO) and Indian
Ocean Dipole (IOD) effects on dengue incidence and local climate variables for Taiwan. Their work
revealed the importance of non-linear and lag effects of minimum temperature and precipitation on
dengue. These associations were applied in the successful prediction of dengue transmission between
2013 and 2015 [101].

While the potential for ENSO-based health forecasting is clear, despite improvements in
observations and models, ENSO predictability and long-lead seasonal forecast skill, generally taken to
mean the extent or lead-time for which boreal winter SST or any other ENSO index can be predicted
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with measurable skill, remains an issue [111]. A case in point is the 2014 ENSO forecast. Rather than a
strong 2014 El Niño event occurring, as forecast, only weak warming in the key El Niño oceanic regions
(Figure 5) was observed. This forecast “bust” [112,113] caused the ENSO prediction community to
critically examine the efficacy of many of the significant ocean and atmosphere system components
drawn on as a source of ENSO predictability [114–116]. A particular challenge for ENSO based
health forecasting is the so-called “spring predictability barrier” [117–119]. This is basically a hiatus
in ENSO forecasting accuracy for Northern Hemisphere spring when both dynamic and statistical
ENSO prediction models display a sharp fall in their ability to predict sea surface temperature fields;
following spring, the model ability to predict ENSO improves markedly. It is likely that the spring
predictability problem exists because during this season El Niño/La Niña events are often in the stage
of decay, following a winter peak, sliding into a neutral phase, which may persist or eventuate in a El
Niño/La Niña later in the year. Consequently, the ENSO signal to noise ratio is low. Further during
spring, the ocean does not exert a strong influence on the atmosphere because climatological (average)
SST gradients in the tropical Pacific Ocean are much reduced and thus strong ocean-atmosphere
coupling is compromised [117].

Given the expectations of the broad ENSO forecast user community related to ENSO forecasts
as a panacea for climate risk management problems, much effort has been invested in improving
predictability [120–122] with seasonal health forecasting scheme developers conscious that validation of
predictions is a requisite part of the forecasting development process [104,123]. Further to the issues of
predictability, other constraints related to seasonal health forecasting may well bear implications for the
operationalisation of ENSO (climate)-sensitive disease early warning systems. Increasingly, seasonal
health forecasts are couched in probabilistic terms that have been found to pose communication
and uptake problems, making it imperative for forecast developers to think carefully how forecasts
are provided to end users [124]. In the context of climate services based on climate forecasts,
Ballester et al. [125] provide a sobering review of some of the challenges related to the construction of
seasonal health forecasts. These include the capital and human resources and the associated governance
arrangements required for development and implementation; the need for forecasting tools to master
the complexity of the interactions between climate, disease transmission, socioeconomic disparities,
and vulnerability; the imperative for integrated climate and health data sets; and acknowledgement
that early warning systems and the climate forecasts on which they are based may only be effective
when certain windows of opportunity present themselves, such as during ENSO events when there is
a clear climate signature in a range of health responses.

8. Climate Change and ENSO

The recent 2015–2016 El Niño event is a timely reminder of the mammoth impacts that ENSO
events can have on ecosystems and society. For instance, extensive forest fires in Indonesia and an
associated haze hazard across the wider region, devastating floods in Peru, severe coral bleaching
in a number of places across the Pacific, and widespread health issues throughout the Pacific and
elsewhere over the course of the 2015–2016 El Niño are similar to the type of impacts that occurred
during previous El Niño episodes, such as in 1982–1983 and 1997–1998 [126,127]. Although attention is
often directed to El Niño impacts, intense La Niña events can be equally impactful as is evidenced for
the 1998–1999 La Niña event that spawned catastrophic flooding in Bangladesh, Venezuela, and China,
with a large number of lives lost [128,129]. Understandably consternation associated with such impacts,
twinned with the worrisome spectre of anthropogenic climate change has precipitated an immense
interest in establishing how ENSO might respond to climate change and the implication this holds for
future population health. Two broad approaches have been applied to establish ENSO responses to a
warmer world: the analysis of paleoclimate records and the conduct of numerical climate modelling
experiments [13,130].

That inter-annual climate variability similar to that associated with ENSO has been a characteristic
of the Pacific Basin for millennia is borne out by a number of paleoclimate studies. These revealed not
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only that strong east to west Pacific contrasts in ocean temperatures, similar to the current climatological
difference of 2 ◦C, existed in the past [131], but that ENSO frequency has not changed significantly
since the Pliocene (5.333 to 2.58 million years before present when global temperatures were 2–3 ◦C
higher than present [132]. Similarly there is evidence for ENSO events and associated inter-annual
climate variability during the last glacial maximum [133], and the Medieval Climate Anomaly and the
Little Ice Age [134]. Paleoclimate studies have also revealed that, compared to previous centuries and
millennia, twentieth-century ENSO activity has been considerably stronger [135–137], which has been
interpreted as possible evidence for a link between global warming and ENSO response [138]. In brief,
the upshot of most paleoclimate studies is that ENSO and marked inter-annual climate variability
originating in the Pacific Basin is a characteristic of the global climate system, whether it be in a cooler
or warmer state than present.

While it is likely that ENSO will be a feature of a warmer world [13], the question remains as to
whether the intensity and frequency of El Niño/La Niña events might change with anthropogenic
climate change. About the only way to answer this question is by performing climate model
experiments using a range of greenhouse gas concentration scenarios, currently codified as
Representative Concentration Pathways (RCP). Cai et al. [130] and Wang et al. [13] provided useful
summaries of the current thinking on how ENSO climatology might respond to greenhouse warming
based on a review of results from climate models in the Coupled Model Inter-comparison Project
phases 3 (CMIP3) and 5 (CMIP5) [139] and the work of others. They concluded that there is some
modelling-based evidence for increases in the frequency of ENSO events with global warming.
However, in relation to whether future El Niño/La Niña events will become stronger or weaker,
Wang et al. [13] were far more cautionary in their conclusions than Cai et al. [130], with the former
concluding that evidence for a stronger or weaker El Niño/La Niña under global warming is unclear
in contrast to the latter who confidently stated there will be an increased frequency of extreme El Niño
and La Niña events. That an unequivocal greenhouse warming response of ENSO in climate models
is not apparent stems from a range of factors. These include complex competing ocean-atmosphere
feedback processes that have a negating effect on some of the key elements of the ENSO system [13,139],
plus general uncertainties related to the ability of climate models to simulate the current ENSO state,
the sensitivity of ENSO onset and cessation to global warming, difficulties with parameterizing climate
processes that occur at scales less than that resolved in models, and how climate change-related distant
influences from the Atlantic and Indian Oceans will affect ENSO [130].

Clearly, the equivocal findings regarding the possible impacts of climate change on ENSO hold
important implications for future ENSO-health associations. Given the state of the science, perhaps
all that can ventured at this point is that ENSO will be influenced in some way by climate change,
with associated implications for health. The direction of such an alteration will depend on a number
of climate and non-climate related drivers. The climate drivers include ENSO-related variability in
rainfall, temperature, storm activity and ocean currents, layered upon changes to the mean climate
state attributable to climate change. Moreover, a factor that makes speculation about the health risks of
an altered ENSO phenomenon challenging is the significant inter-event variability of ENSO climate
outcomes—is there a canonical El Niño/La Niña—and the decadal scale non-stationary relationship
between ENSO and climate and thus health risks. While these generalities might seem inconsequential
in terms of furthering our understanding of climate change, ENSO and health relationships, they serve
as a reminder that caution is required when telescoping current ENSO health associations into the
future in the absence of a firm understanding of how ENSO related climate variability may respond to
further greenhouse warming. Lastly, and notwithstanding issues associated with a non-stationary and
highly variable ENSO climate system and associated implications for health impacts, if the probability
of future ENSO events can be constrained as a result of the convergence of climate modelling results,
then estimating future ENSO-related health risks will largely be conditioned on non-climate factors
such as the efficacy of early warning systems embedded in wider disaster risk reduction strategies.
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9. Conclusions

The El Niño Southern Oscillation (ENSO) is an important of mode of climatic variability that
exerts a discernible impact on ecosystems and society. For this reason, ENSO has attracted much
interest in the climate and health science community, with many analysts investigating ENSO health
links through considering the degree of relationship between an ENSO teleconnection index and a
time series of incidence data for a specific climate-sensitive disease. While a plethora of teleconnection
indices exist, from single variable atmospheric and oceanic to blended multivariate indices, with many
of these applied in ENSO health studies, there remains no common consensus as to which ENSO
index best describes ENSO behaviour. Accordingly, we encourage caution in the application of
ENSO indices in climate and health studies via a consideration of the appropriateness of a range of
teleconnection indices in terms of the geographical location, the climate variable, the disease of interest
and, if comparative analyses are of interest, the index-producing agency.

In this review, we emphasised the complexity of ENSO as a physical phenomenon in that it
possesses various “flavours”, and its long term relationship with climate impacts is non-stationary.
Accordingly, perhaps it is no surprise that ENSO health associations are multifarious. The majority
of studies considered here did not report an unequivocal association between ENSO and a given
health outcome. This review revealed an implicit but unfounded assumption that because a disease
is broadly climate sensitive, and ENSO has an impact on climate, then an ENSO disease association
should follow. In some ways this constitutes a leap of faith between a large scale mode of climatic
variability, and a disease outcome for a specific location or region. That an ENSO signal is not clearly
evident in the incidence of some climate-sensitive diseases may be attributed to the varying strength
of ENSO-climate links that may be geographically, seasonally as well as climate variable dependent.

A worrying feature of many of the ENSO health studies is that the relationship between ENSO
and disease is often viewed through a purely statistical lens. Few plausible explanations are offered
as to why ENSO, as represented by a time series of a teleconnection index, might be a driver of
disease incidence. This signposts the need to move beyond a purely statistical/mechanical treatment
of climatic-health variability associations to one where diagnostic analyses are undertaken to identify
the underlying climate mechanisms that form the cascade of processes that link ocean-atmosphere
interactions with health. While this might be viewed as unnecessary in some quarters of the climate
and health community, in terms of scientific credibility and a holistic understanding of ENSO health
links, we suggest that fully integrated all-encompassing analyses are preferable to blunt statistically
motivated analyses.

Although not expressed as such, partial and situation dependent evidence of ENSO-health
associations has engendered what might be referred to as a post-normal turn in the climate and health
science community in that there is a drive to apply the science of ENSO and health linkages to the
betterment of society and the achievement of sustainable development goals. This is most evident in
the energy applied to the development of climate informed seasonal health forecasts for a range of
diseases. Despite the enthusiasm for these, a number of consequential challenges exist in relation to
seasonal health forecasts, including the fundament issue of ENSO predictability; only certain windows
of opportunity may exist for forecasting; effective ways of communicating ENSO-health warnings to a
range of stakeholders remains elusive; and long-term ENSO-health links lack stability. Fully integrated
approaches to seasonal forecasting are needed.

The looming spectre of climate change has precipitated much speculation about the associated
health risks, with a temptation to project the likely impacts of future ENSO events on health.
Conceptually, and notwithstanding the importance of non-climate factors, projecting how future
ENSO events could impact health will depend on knowing about future ENSO strength and frequency
as well as the future relationship between ENSO and a range of health-sensitive climate variables.
While paleoclimatic evidence and climate modelling experiments indicate that ENSO events will
remain an important feature of global climate, with ENSO frequency likely to increase, it is difficult
to say how population health might respond to a changing ENSO climatology. This is because there
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are divergent opinions in the climate change modelling literature about possible changes in ENSO
strength, which plays a critical role in determining societal impacts, including health, as demonstrated
for previous strong ENSO events. Of course, the worst case future ENSO-health scenario is one in
which there is an increase in the frequency and strength of both El Niño and La Niña events as a
consequence of climate change, with no additional adaptation strategies.

So what of the future for ENSO-health research? An imperative to unravel the complexities of
ENSO-health relationships is to build integrated data bases comprising not only climate and health
data but “other” environmental data, as well as information on population characteristics including
dynamic measures of vulnerability. Achieving this imperative appears a long way off as the research
field is still characterised by disparate data sets of variable quality and length, which work against
meaningful analyses of climate and health associations. Most epidemiological analyses treated ENSO
events as a continuous time series, as represented by a specific teleconnection index. However, there is
strong evidence that health responses to El Niño or La Niña events are more often than not restricted
to periods within or immediately following such events. Given this, quiescent periods in terms of
the climate drivers of disease could be excluded from ENSO health analyses, with analyses based
around ENSO phase composites to identify patterns of anomalous disease incidence tied to unusual
climate conditions.

Furthermore, most ENSO health analyses treated all El Niño or La Niña events as similar despite
strong evidence to the contrary. Accordingly, consideration needs to be given to how health impacts
might play out under different ENSO flavours, perhaps starting with exploring the contrasts between
eastern Pacific and central Pacific El Niño events. Typically, ENSO health analyses use either the
SOI or Niño 3.4 teleconnection indices as indicators of ENSO behaviour. As yet, there has been
no attempt to systematically establish which of a range of possible ENSO indices might be best for
analysing ENSO health associations for a particular location, region or disease. Research along these
lines is needed because some teleconnection indices are likely to be more pertinent for ENSO-health
analyses in the Pacific Basin compared to others that might have wider geographical applicability.
By default, most ENSO-health analyses focus on the impact of El Niño with the health effects of La
Niña, or “exaggerated normal climate conditions” largely ignored. Notwithstanding the asymmetric
relationship between El Niño and La Niña, exploring the health impacts of strong La Niña events could
shed further light on the nature of the burden of climate-sensitive disease. In the same vein, drawing
on classifications of past ENSO events, archival records of disease incidence could be searched for
historical evidence of ENSO-related health events.

Effort is also required to move seasonal health forecasting beyond the proof of concept phase
through establishing when, where, why, and how ENSO impacts occur in both deterministic and
probabilistic frameworks. As the rendering of past ENSO events is improved in climate models,
the ENSO and health research community will need to consider how an alteration of ENSO climatology
in tandem with changes in non-climate factors might play out in terms of ENSO-related health
impacts under climate change. Lastly, future work on ENSO health associations will necessarily
involve the deployment of expertise from a range of disciplines, given that forcing of health outcomes
via ENSO moderated climate events represents just one dimension of what constitutes a “wicked”
research problem.
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Abstract: Increasingly, the potential short and long-term impacts of climate change on human health
and wellbeing are being demonstrated. However, other environmental change factors, particularly
relating to the natural environment, need to be taken into account to understand the totality of
these interactions and impacts. This paper provides an overview of ongoing research in the Health
Protection Research Unit (HPRU) on Environmental Change and Health, particularly around the
positive and negative effects of the natural environment on human health and well-being and
primarily within a UK context. In addition to exploring the potential increasing risks to human
health from water-borne and vector-borne diseases and from exposure to aeroallergens such as pollen,
this paper also demonstrates the potential opportunities and co-benefits to human physical and
mental health from interacting with the natural environment. The involvement of a Health and
Environment Public Engagement (HEPE) group as a public forum of “critical friends” has proven
useful for prioritising and exploring some of this research; such public involvement is essential
to minimise public health risks and maximise the benefits which are identified from this research
into environmental change and human health. Research gaps are identified and recommendations
made for future research into the risks, benefits and potential opportunities of climate and other
environmental change on human and planetary health.
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1. Introduction

There is a growing awareness of how biotic (i.e., all animal and plant life) and abiotic (e.g., geological,
weather and climate) natural systems interact to affect human socio-cultural-economic activities, and
ultimately human and planetary ecosystem survival [1,2]. Although there has been a significant focus
on how human activities both affect the climate and are affected by it, climate change is only one
example of how broader patterns of environmental change are both caused by and influence human
behavior and the health and well-being of global populations [3–7]. For instance, changes in land-use
(e.g., increased urbanization), farming practices, industrial activities, and transportation networks,
all interact with changes in climate to produce complex threats to health from both natural sources
(e.g., changes in the distribution and prevalence of allergenic pollens, vector-borne diseases, and
harmful algal blooms) and from anthropogenic sources (e.g., persistent organic pollutants, heavy
metals, and an over-abundance of nutrients in surface waters) [3–5,8].

At the same time, there is an increasing evidence base and appreciation of the potential benefits
of natural environments for human health and well-being [9,10]. Humans have actively destroyed,
degraded, and impacted natural environments for millennia, yet increasingly the potential and realized
value of these environments as ‘natural capital’ (especially natural environments that are of high quality
and/or well managed), are being noted economically and culturally [11]. Thus, environmental change
does not necessarily need to be bad. Good management, underpinned by state-of-the-art science, might
actually be able to promote and support health and well-being, with evidence suggesting that the
benefits may be strongest for some of the most vulnerable in society who are often the most exposed to
environmental threats [12,13]. Ultimately, these insights can inform significant international efforts at
producing sustainable, as opposed to unsustainable, growth (e.g., UN Sustainable Development Goals
(SDGs), https://sustainabledevelopment.un.org) [9,14–16].

The aim of the current paper is twofold. First, it summarises and uses as exemplars selected
research from a six-year cross-sector multi-centre UK funded initiative, the National Institute of
Health Research (NIHR) Health Protection Research Unit (HPRU) in Environmental Change and
Health (http://www.hpru-ech.nihr.ac.uk). The initiative was explicitly developed to improve our
understanding of these complex interactions between different types of environmental change and
human health. The HPRU project as a whole examines health in the UK within, and across, three core
themes: Climate Resilience (Theme 1), Healthy and Sustainable Cities (Theme 2), and the Natural
Environment (Theme 3); the focus of the current paper is Theme 3. “Natural environment” in this
UK context includes all nature which has been impacted on by anthropogenic influences, across the
urban and rural landscapes. Topics examined in this paper include a range of risks and threats to
health, such as changes in the distributions of allergenic pollens and vector-borne diseases under
a changing climate and other environmental change, as well as opportunities for health promotion
through changes in the salutogenic use of green and blue spaces (e.g., for physical activity and/or
well-being enhancement).

The second aim of the current paper is to draw these various strands together. In particular, the
paper presents how an integrated understanding of the complex and multi-faceted interconnections
between humans and their environment, including an improved understanding of how to balance the
risks and benefits, is needed to identify and support opportunities to develop practical solutions able
to protect and promote public health in a changing environment. And as a corollary (as we discuss
below), essential to this area of research going forward is the integration of community involvement
throughout the research process in identifying and understanding the impacts of environmental
change on human health and well-being. This section builds on: (a) the growing awareness of the
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interconnections between the health of both the environment and humans in the medical, public health,
environmental, and economic sciences, the arts and humanities, and among diverse communities
including government, business, non-governmental organizations (NGOs), and communities; and
(b) new perspectives and conceptual frameworks attempting to understand and articulate these ideas
such as: One Health, Planetary Health and Planetary Boundaries, Environmental Global Health,
Evolutionary Health, the Overview, EcoHealth, and Ecologic Public Health, as well as more general
calls for ‘systems thinking’ [17,18].

The research we summarize and illustrate from the HPRU in Environmental Change and Health
extends from earlier work by using a more systematic approach to integrate climate and other
environmental change within a single interdisciplinary research programme. Additionally, the paper
attempts to: indicate the global relevance and interconnections beyond the UK; identify areas of
knowledge and research gaps; and stress the need for continuous assessment and monitoring of the
risks and benefits of ongoing environmental change on the interactions between humans and the
natural environment for their mutual health and future existence.

2. Background

Climate change is a major future (and increasingly current) threat to the health of humans and the
planet. There are many ways in which climate change can impact human health and well-being through the
natural environment, including more frequent and intense extreme weather events (e.g., hurricanes/
cyclones), temperature changes, sea level rise, etc. (Table 1). Although accepted for several decades in
the wider environmental science community, research into these effects of climate change on human
health are relatively recent [3–5], but growing [18–21]. There is also increasing recognition that climate
change effects that may appear to be distal in time and/or space can still have major effects on
ecosystems and human health in areas such as the UK in the present or near future [22].

These climate change factors and effects cannot be viewed in isolation, nor as the sole drivers
of effects on the natural environment or on current and future impacts on ecosystem and human
health. In particular, other types of environmental change, ranging from natural and manmade
contamination/pollution to changes in land-use need to be factored into any consideration of the
effects of climate change on human and environment health (Table 1 and Figure 1). These other
examples of environmental changes illustrate how humans (and their attempts to adapt to and
mitigate these changes) currently affect the “health” of the natural environment, and how this can have
ongoing (often unintended) consequences by impacting on current and future health and well-being.

An example of this is the contamination of the natural environment with manmade pharmaceuticals.
For instance, antibiotics have been over-used in both human and veterinary healthcare, leading to the
phenomenon of antimicrobial resistance (AMR), considered to be as big a threat as climate change to the
future of humankind [23,24]. When AMR was initially described, it was identified as originating in hospitals,
and then spreading into the community. However, due to ongoing antibiotic contamination of the natural
environment, together with normal evolutionary processes, AMR is now developing widely in the natural
environment and the community, and then entering back into hospital environments with potentially
extremely serious direct consequences for human and animal health [24].

An especially challenging concept for the public health and research community is that of social
complexity in the determinants of health and well-being. In the “socio-ecological model of health”,
health and disease are viewed as products of a complex interaction between societal-level factors
(e.g., the physical environment) and characteristics specific to the individual (e.g., individual behavior).
Although it is a recasting of much older ideas, this socio-ecological model transformed what was often a
very siloed public health world at the end of the 20th century. Furthermore, acceptance of this model is
especially challenging because it demands recognition of a much more complex real-world and policy
context for research and action in environment and human health. Many of the highest profile public
health challenges (e.g., mental health issues, well-being, and increasing inequalities) are recognized as
being driven by multiple interacting determinants, including the natural environment [25].
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Table 1. Climate and other environmental changes with potential for large scale population health
impacts, highlighting contextual, adapting, and mitigating factors.

Climate Change Factors
Other Environmental
Change Factors

Other Context Factors
Possible Mitigating/
Adapting Factors

• Variable weather
with
temperature extremes

• Extreme
weather events

• Sea level rise
• Ocean acidification

• Decreasing planetary resources
(e.g., phosphorus, “rare earths”
used in electronics, fossil fuels)

• Land-use changes
• Decreasing biodiversity
• Loss of species and habitats
• Anthropogenic Pollution (POPs,

nutrients, pharmaceuticals,
plastics, nano particles)

• Decreasing availability of
potable water

• Continuing emissions of air
pollutants from combustion

• Invasive species (including
vectors for disease)

• Continuing emissions of
nutrients and increasing harmful
algal bloom risk

• Changes in planting patterns
(and associated pollen risks)

• Human demographic
change (older, living
longer,
growing population)

• Increasing chronic
diseases (physical and
mental) in
human populations

• Increasing inequalities
within and
between countries

• Increasing migration
• Increasing international

trade in food
• Increasing Tourism
• Increasing

international transport
• Chronic conflicts

• Increasing use of
renewable energy

• Increasing Internet/

Globalized communication

• Increasing access to
Big Data

• Increasing education of
women/girls

• Increasing community
co-creation/participation

• Pro-environmental
behavior (e.g., recycling,
active travel)

• Technology
• Increasingly taking climate

and other environmental
change into account in
international finance,
policy and governmental
planning
(e.g., Paris Accords)
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Figure 1. Environmental Change and Health: Global, Socio-ecological and Public/Health Sector
changes that impact on human health and well-being.
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In particular, theory and research on environment and human health from the public health
community have been limited by thinking and perspectives which have focused on the health of only
human populations, to the exclusion of the health of the natural environment and other organisms,
including a lack of appreciation of the impacts of ecosystem “health” on human health and well-being
and resilience [15,16]. More recently, the evolution of thinking in this area has been dominated by a
wider understanding of the health, equity and existential relevance of the exceedance of “planetary
boundaries” for both ecosystems and humans [26,27]. This development requires both the environment
and health research communities to think and act together on vastly extended temporal and spatial
scales, and to embrace further layers of complexity in analyses and investigation [25].

Ultimately, the result of the complex interactions (both known and unknown) of climate and other
environmental change with all the other factors mentioned above impacting on ecosystem and human
health, will determine all of our “Planetary Health” [27]. The consequences of some of these drivers
on environmental change are discussed briefly below, particularly in the context of other factors which
may lead to both risks and benefits for humans and the natural environment. As stated above, ongoing
research from the Natural Environment Theme of the HPRU in Environmental Change and Health is
used as exemplars below.

3. Climate and Other Environmental Changes, and Infectious Disease Risk

There are many historic examples of changing weather patterns and their impacts on the health
of the humans and ecosystems of historic civilisations [28]. All sorts of drivers can affect infectious
diseases [29], and most known and emerging infectious disease outbreaks are not directly attributable
to changes in weather/climate. From the perspective of responding to emergencies, there are recent
international examples of unexpected events that have initiated outbreaks including post-disaster
outbreaks of cholera, and emerging infectious diseases such as Ebola and Zika. In these examples, a
change in climate was not an important factor directly contributing to the increased cases, but they
do illustrate the difficulties of predicting and managing such events. However, because some historic
events have been associated with sudden changes in the burden of infectious diseases, it seems
reasonable to be prepared for what might change in the coming years to better understand the weather
and other drivers, and how these can influence the behaviour of individual pathogens. Globally,
the historic overview suggests those most likely to be affected will be the poor rather than the rich,
and those in low-income, rather than high-income countries.

3.1. Water-Borne Infectious Disease Risk

A variety of techniques have been used to examine the association between weather and various
infectious diseases [30,31]. Water-borne infectious disease outbreaks have been associated with
climate/weather, such as sporadic cryptosporidiosis [32,33]. A systematic review examined 24 papers
on outbreaks of water-borne infectious disease and found associated factors included low rainfall,
increasing temperature and heavy rainfall before the outbreak [34]. The impact of weather on drinking
water quality is reduced with the provision of modern drinking water supplies, but is more marked
in private water supplies [35]. Although modern treatment should still be able to cope with most
extreme weather events, drinking water quality and supply may come under increased pressure with
changes in climate. Flooding can impact on the infrastructure of water treatment, sewage disposal,
and electricity supply. In the Baltic and beyond, seawater temperature may also be playing a role in
the increase in diseases such as cholera related to the bacteria, Vibrio spp. [36].

The supply of food may be adversely influenced by drought or floods affecting agriculture [37,38].
As part of the HPRU in Environmental Change and Health Theme 1 research, we have explored the
health and well-being consequences of flood exposures in the UK [39] and found that the seasonality of
a number of foodborne pathogens can be influenced by weather, particularly temperature [40]. We have
also reviewed the seasonality of over 2000 distinct infectious diseases reported in the UK [41] and the
co-occurrence of weather conditions with human infection cases of individual pathogens provides
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some indication that these might be related. However, because such links can be associated with a
range of other variables, we have developed techniques that link local weather to individual patients
so that the weather components can be partly decoupled from seasonality; methods for extracting and
linking these data locally have also been tested, based on linking the geographical location of where
diagnosis data were collected and analyzed, with weather data for that location [42].

One of the problems with linking human infections with the weather across large areas is
the differences in monitoring (including methods, reporting and completeness), particularly over a
sufficiently long timescale [43]. To facilitate a wider analysis of pathogens, we have also reviewed
methods used in linking water-associated diseases with climate [30,31], developed methods based
on the infectious disease Campylobacter as a case-study (see Box 1), and produced a website for
visualising data and generating hypotheses about the relationships between weather parameters and
disease (https://www.data-mashup.org.uk/research-projects/climate-weather-infectious-diseases/).

Box 1. Campylobacter Case Study.

Campylobacter represents a good case example of an organism to study the effects of climate and weather on
human infections in the UK and beyond. This is because the organism has a seasonality which is different from
all other pathogens [44], numerous previous studies have been unable to identify the driving factors for this
seasonal distribution [45–48], and since chickens appear to be an important source of infection, the association
with weather is likely to be multi-factorial and indirect.

Within the Health Protection Research Unit (HPRU) in Environmental Change and Health research, the
comparison of data based on the weekly incidence of campylobacter infections in the UK at different temperature
and rainfall values has been useful in partially separating out the weather component from seasonality [49,50].
One traditional way of examining a time-series analysis is to use an autoregressive integrated moving average
(ARIMA) model, and this has been adapted to include seasonality (SARIMA). A range of methods have been used
to examine these, including: a novel Comparative Conditional Incidence (CCI) wavelet analysis [51]; hierarchical
clustering [52]; generalized additive models for location, scale and shape (GAMLSS); and generalized structural
time series (GEST) models [49,50]. This area of work is going to be further developed by future HPRU research
so that it can be applied to a wider range of pathogens, weather/climate change and other complex factors.

3.2. Vector-Borne Disease Risk

The status of vector-borne diseases (i.e., infections transmitted by arthropod vectors) has changed
significantly in the UK and Europe over the early 21st century [53]. During the early 20th century
outbreaks of dengue and malaria were common in the Mediterranean region. Both malaria and
the dengue mosquito vector, Aedes aegypti, were largely eradicated later that century so interest in
vector-borne disease in Europe waned. However, the discovery in the early 1980s that the bacteria,
Borrelia burgdorferi, in Ixodid ticks, which causes Lyme borreliosis (i.e., ‘Lyme disease’), increasingly
raised concerns over the role of ticks as disease vectors in Europe. Ticks are also known to be efficient
vectors diseases, including the tick-borne encephalitis virus, the Crimean-Congo Haemorrhagic fever
virus (rickettsial bacterial infection,) and other pathogens such as Babesia, Anaplasma, Neoehrlichia,
and Louping Ill (infectious encephalomyelitis of sheep).

In 2012, dengue fever returned to Europe with >2000 cases in Madeira [54], and each year there
are local cases of either dengue and/or chikungunya viruses across the Mediterranean Basin, including
>400 cases of chikungunya in Italy in 2017 [55]. This transmission is associated with the importation,
establishment, and spread of non-native invasive mosquitoes, Aedes aegypti and Aedes albopictus [56].
Since the start of the 21st century, West Nile virus has also consistently been reported in Eastern
and Southern Europe, and more recently there have been local outbreaks of malaria in Greece and
Italy [57]. The large outbreak of Zika virus in the Americas in 2015–2016 has further highlighted the
threat posed by imported non-native mosquitoes and the potential for continental and global spread
of mosquito-borne arboviruses, thus ensuring that vector-borne diseases will be an ever present public
and veterinary health issue in coming years.
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The changing status of vector-borne disease risk in the UK and Europe is partly attributable to
globalisation and climate change; however, there are also various other environmental change factors
that could equally be playing a role, and over a much shorter timescale. The invasive Aedes mosquito
vectors of dengue, chikungunya and Zika are peri-domestic species, exploiting containers provided
by humans, and dispersing in vehicles along highway systems. Thus, they are responsive to water
storage and drought, and extreme precipitation, as well as changes in climate that can impact their
development and capacity as vectors. In contrast, the habitat suitability of native mosquitoes and
of native and non-native ticks are also driven by habitat availability and connectivity, and animal
movements, which can be impacted by environmental change [53].

In the UK context in particular, the HPRU in Environmental Change and Health has focused on
the sheep/deer tick, Ixodes ricinus, as the primary vector of Lyme borreliosis. It is able to feed on a
variety of animal hosts during its three active life stages: larva, nymph and adult. This non-specialist
feeding behaviour means that they can feed equally on wildlife, companion animals, livestock and
humans, depending upon availability. These ticks thrive in the moist mild UK climate; however, their
ability to survive off host is primarily determined by habitat structure, as well as animal diversity.
Whilst historically it is a tick of upland sheep pasture and lowland woodland, these ticks are now
found in lowland grazed grassland and urban green-space. Their dispersal throughout the countryside
is contingent on their movement by animals.

It follows therefore that any environmental management of habitats that increase habitat
connectivity or coverage, leads to greater dispersal and greater abundance of ticks. Recent published
surveillance data by Public Health England (PHE) reported a significant change in the distribution of
Ixodes ricinus [58], with particular expansion in the southern UK counties. Habitat management that
favours ride (path) management in woodland, the creation of field margins, the impact of increased
ecotonal habitat (i.e., habitat between two distinct habitats), changes in management of grassland
habitat, or urban greenspace, have all been shown to influence the survival and abundance of ticks.
In turn, the prevalence of the Borrelia bacteria within ticks is also influenced by both habitat and animal
diversity [59–61].

This complex interplay between habitat, climate, animal population dynamics, vector density and
pathogen prevalence demonstrates remarkable spatial and temporal heterogeneity, even at fine spatial
scales. Although any scheme that modifies and enhances habitat structure may impact tick abundance
in the UK, there are opportunities for managing these habitats to both maximise biodiversity and
minimise human exposure and public health impacts [60], which can be particularly challenging in an
urban setting (see Box 2). Further studies to develop empirical data both to inform such interventions
and to understand the ecological aspects of disease transmission cycle are now a priority.
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Box 2. Urban greenspace and ticks in the city of Bath (UK).

Urban greenspace has been linked to improved human health and well-being, and such spaces are a focal
point of the UK government adaptation plans to mitigate the effects of our changing climate. The benefits
of urban greenspace and the arguments for increasing and improving access are clear (as discussed later in
this paper), but it is important to also investigate the potential risks posed by tick-borne disease. To date, few
studies on ticks in urban greenspace have been conducted in the UK. This research aimed to fill these gaps, and
helps inform guidance development. Methodology involves identifying a range of urban greenspace habitats
such as woodland, woodland edge, meadows, parkland and short grassland. In each habitat and at each site,
standard tick collection is conducted using flagging a cloth over vegetation. Ticks are counted and identified,
with abundance of ticks calculated for unit area. All ticks are tested for Borrelia bacteria using PCR and sequenced
to genospecies to inform Lyme risk. Following initial surveys in Salisbury (UK) on the suitability of urban
greenspace for ticks and the Borrelia bacteria (causing Lyme disease), comparable surveys were commenced in
the city of Bath, working closely with Bath and North East Somerset (BANES) local authority. BANES have a
network of natural and managed urban greenspace, and this involves the creation of urban meadows. BANES
have also led the way in working with Public Health England (PHE) with regard to assessing and mitigating
the risks posed by urban ticks. Integrating the findings of academic and public health research on tick and
Lyme risk enables better informed assessment of risk and appropriate public health awareness strategies, and
this is proving a model that needs to be replicated across local authorities in the UK where urban ticks are
being reported.

As part of the HPRU, field sampling of urban greenspace in Bath has taken place over the last two years,
and found high suitability for ticks in some areas, mainly in woodland and woodland edge habitat, and the
presence of Borrelia-infected ticks. So far, based upon preliminary results, prevalence rates appear lower (at 4.5%;
unpublished data) than Salisbury (18.1%) [61], and appear restricted to only parts of the city. This work has
been integral to enabling BANES to provide accurate tick awareness material, target their interventions, and
assess the risks posed to humans by ticks and the impacts of their management. However further evidence is
required, and as part of the HPRU in Environment and Human Health research, further sampling is taking place
in Bath as well as in other cities such as Bristol and Southampton. Based upon this collective field research, PHE
will be in a better position to advise local authorities, and to begin developing guidelines that can be used for
management and in targeting tick awareness.

In contrast to tick-borne disease, which currently causes 2000–3000 cases of human Lyme
borreliosis each year, the disease threat posed by native UK mosquitoes is currently insignificant;
however, this should not lead to complacency. The incidence of several arbovirus diseases in the rest
of Europe, together with the facts that malaria was once endemic in the UK and that mosquitoes are
still a serious pest in some localities, suggest there is a need to understand how climate and other
environmental change might affect future disease risk.

For example, in the UK, there is a large-scale programme for the development of new wetlands.
The aims of this programme include: the managed re-alignment of the coasts to create new saltmarsh
and mudflat habitat to mitigate coastal flooding and storm surges, as well as creating new protected
habitats; the reversion of arable land to flooded grassland, as part of large-scale wetland expansion
projects; and the creation of urban wetlands to provide sustainable urban drainage and to create
mitigation habitat under the European Habitats Directive [62]. Field studies in the UK in each of these
habitats has shown that mosquitoes do exploit newly created habitats, but their ability to colonise is
largely dependent upon the design of new wetlands, the management of tidal waters, the flooding
regime of wet grassland and the design of ditches, scrapes and sewage treatment reed beds [63–65].
The UK has 36 recorded species of mosquito, three of which have only been detected in the last
5–10 years [66] and one is known to be non-native and very invasive [67].

Although there is no current health risk, a warming climate and changes in animal movement
and human interactions with the natural environment, coupled with an increase in the numbers of
infected travelling pets, mean that any habitat management strategy that favours mosquito habitat
could be significant. As with ticks, research that focusses on the how these vectors may be managed
within the environment, particularly in protected habitats, is a key requirement for future contingency
planning. Ensuring that we can progress environmental change and increase biodiversity, without the

262



Atmosphere 2018, 9, 245

unexpected negative impact on vector-borne disease risk, is a priority area for PHE and the HPRU in
Environmental Change and Health.

4. Aeroallergens/Aerosols Risk: The Case of Pollen

Aeroallergens contribute to the increasing burdens of asthma and allergies on society. The financial
costs associated with asthma (excluding wider societal costs) in the UK have been estimated at
£1.1 billion per year [68]. Seasonal allergies including allergic rhinitis (‘hay fever’) have been increasing
in the UK, with some reports suggesting that as many as 40% of UK children suffer from hay fever [69].
Recent results from the “Britain Breathing” project, show that self-reported seasonal allergy symptoms
across the UK are strongly correlated with reduced well-being, and these trends also correlate with the
number of antihistamines prescribed by general practitioners [70].

Pollen from certain plant taxa or species, particularly grasses and some tree species (e.g., Betulaceae
(birch)), can exacerbate allergenic conditions, including hay fever [71,72] and asthma [73,74]. Although
the scale of individual sensitivity is highly variable, it is associated with exposure to pollen grains
and the allergenicity of the pollen. Therefore, to help understand and manage individual exposure
to allergenic pollen, it is important to: (a) quantify the health impacts of short-term increases in
pollen exposure; (b) know where the major concentrations of allergenic plant species are located; and
(c) forecast with reasonable accuracy, the timing, amount and dispersion characteristics of pollen
emissions. Climate change is likely to affect pollen exposure through changes in plant productivity,
the geographical range of allergenic species, the amount and allergenicity of pollen produced by each
plant, and the timing and duration of the pollen season [75]. At the same time, there are ongoing
efforts to increase the amount of and access to green space in urban areas to promote physical and
mental well-being, which may result in increasing human exposure to mixtures of pollen with air
pollutants (as discussed below).

There is the potential for research to inform planting, land management and development
practices in order to reduce allergy risk [76]. For example, there is currently a widespread preference
for planting only male trees along roadsides to avoid street litter from seeds and fruit produced by
female trees. However, this can increase allergenic pollen exposure due to the pollen produced by
the male trees. Tree planting might also be promoted to mitigate allergic exacerbation in urban areas
where co-exposure to air pollutants is high. Grass cutting regimes can be modified to cut grass before
it flowers and produces pollen.

The exacerbation of allergic respiratory conditions from pollen exposure may be intensified by air
pollutants. Laboratory and field experiments suggest that air pollution and allergenic pollen exposures
may interact [77]. For example, studies show that ozone [78,79] and nitrogen dioxide [80,81] can
affect pollen morphology and change the pollen protein content or protein release processes, thus
increasing the risk of allergic reaction following inhalation, with effects being species and concentration
dependent [82]. Furthermore, grass pollen can attach to particulate air pollution (e.g., diesel exhaust
particles), allowing allergenic particles of combined pollen and air pollutants to become concentrated
in polluted air [83].

To address this research gap, studies conducted by the HPRU in Environmental Change and
Health have focused on mapping the location of allergenic plant species across the UK [84] and
relating pollen and land cover with health outcomes, including asthma exacerbation-related hospital
admissions [85]. Results of this latter study showed that daily concentrations of grass pollen were
significantly associated with adult hospital admissions for asthma in London, with a 4–5 day lag from
increased pollen levels to hospital admissions. Increased hospital admissions were also associated
with grass pollen concentrations categorized using the Met Office’s ‘pollen alert’ levels, which range
from ‘very high’ to ‘low’ days, with a lag in this case of three days. Additional research has examined
the complex relationship between air pollution, land-use/cover and human health (see Box 3).
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Box 3. Aero-allergens, land-cover and asthma.

Relationships between vegetative land cover and respiratory conditions are potentially influenced by multiple
causal pathways. For example, whilst the presence of trees may increase local risk through their emission of
allergenic pollen, those same trees may reduce local air pollutant concentrations [86,87] which also exacerbate
conditions such as asthma [88,89]. In a similar way, areas of greenspace may result in localised seasonal
exacerbation due to grass pollen emissions, but may also contribute to the reduction of asthma risk factors
(e.g., obesity and stress) by providing a setting which promotes exercise and psychological restoration.

In recognition of both the effects of multiple and apparently opposing pathways, and also the potential
interaction between pollutant and pollen exposures, another strand to the HPRU in Environmental Change
and Health research has aimed to clarify the net effects of residential area exposure to trees and greenspace
at different levels of background air pollutant exposure [90]. A comparison of UK asthma hospitalisation
rates across 26,000 small urban areas showed that trees were associated with greater reductions in asthma
hospitalisations when air pollutant levels were higher, but had no effect when air pollutant levels were very low;
whereas greenspace was associated with greater reductions in hospitalisation when air pollutant levels were
lower, but had no effect when air pollutant levels were very high.

Further work is underway to understand and model the environmental determinants of the key allergenic
species or taxa across the UK. This will enable prediction of their spatial ranges, timing of pollen emissions, and
concentration of pollen grains of the different species/taxa in the atmosphere at any time and location across the
UK (both in the current climate, and under future climate and other environmental change scenarios).

5. Benefits of Natural Environments

As noted above, there is a growing recognition that the sustainable management of the world’s
natural resources is vital for human health, well-being and resilience, often referred to as ‘Natural
Capital’ or ‘ecosystem services’. Even at a very basic level, the air we breathe, the water we drink, the
food we eat, and the sources of energy we rely on all depend on natural processes that support and
regulate the environmental systems that support all life on the planet [2,91,92]. Given the extensive
literature available on the direct and indirect benefits of natural ecosystems for human health and
well-being (e.g., food, water, fuel etc.), the HPRU in Environmental Change and Health has focused on
researching the potential benefits from natural environments in relation to two of the most pressing
current public health issues poor mental health [93] and the lack of physical activity [94]. In particular,
the aim has been to explore whether the availability and utilization of ‘natural’ spaces for recreation
could: (a) help mitigate the increasing pressures of modern living on people’s cognitive and emotional
health; and (b) encourage individuals to engage in levels of physical activity conducive to good
physical and mental health in an increasingly sedentary society.

With respect to mental health, the aim was to go beyond typical analyses to explore how different
kinds of natural setting might influence different kinds of mental health outcome. Traditionally,
research in this area has demonstrated that living within a neighbourhood with more generic
‘greenspace’ (e.g., as measured using satellite images) is associated with a lower risk of common
mental health problems such as anxiety and depression [13,95–99]. The focus has been in exploring the
following areas: (a) different types of greenspace in urban areas (e.g., street trees [10,100]; (b) greenspace
land cover in rural areas (e.g., managed grasslands, deciduous woodlands, moorland, [101]);
and (c) well-being outcomes in relation to different exposure types (e.g., evaluative, eudaimonic
(i.e., feelings of meaning and achievement), and experiential well-being [102]). In Theme 2 of the HPRU,
we have also quantified the effects of urban infrastructure on local urban temperatures compared
the potential co-benefits with temperatures in green environments and quantified the related health
impacts [103], as well as the impact of factors such as the deprivation status of people in relation to
exposure to the highest urban temperatures [104].

With respect to urban street trees, an ecological analysis controlling for indices of area level
greenspace, income, deprivation, and smoking rates, showed that London boroughs with higher
densities of street trees had lower anti-depressant prescription rates ([100]; see [105] for similar
findings in the US). A review of the urban tree literature reported a range of other potential benefits to
health, such as reduced particulate air pollution, plus some challenges such as increased exposure to

264



Atmosphere 2018, 9, 245

pollen [10]. Alcock et al. [101] used 18 years of longitudinal data to model symptoms of anxiety and
depression using the General Health Questionnaire (GHQ) (a screening device for identifying minor
psychiatric disorders in the general population) among individuals who moved between rural areas
with different land cover mixes. Results suggested that the mental health of rural dwellers was better
during the years when they lived in areas with a higher proportion of managed grasslands, uplands,
and coastal habitats, relative to land cover associated with buildings and infrastructure. For other land
cover types that might have been expected to have similar benefits (such as deciduous woodland),
no such benefits were found, although some benefits have been reported in the US [106].

This research has gone beyond simply identifying (reduced) symptoms of common mental
health disorders, to better understand the potential benefits to mental health and well-being from
interacting with natural environments. International coordination efforts [107] have identified four key
types of well-being: (a) positive and (b) negative, experiential well-being (i.e., emotions and moods);
(c) evaluative well-being (i.e., global life satisfaction); and (d) eudaimonic well-being (i.e., feelings of
meaning and achievement). Controlling for a range of potential confounders, the study found that the
difference in levels of eudaimonic well-being between individuals who visited natural environments
for recreation at least once a week, compared to those who rarely visited, was similar to the difference
between individuals who were in a long-term relationship vs. those who were single/divorced or
widowed. In other words, the findings raised the possibility that spending time in nature can promote
the kinds of well-being normally associated with close personal relationships. Results also suggest
that daily emotional states can be greatly improved by even relatively short visits to different kinds of
natural settings.

In terms of physical activity, the focus of the research has moved beyond the traditional approach
of demonstrating that people who lived in ‘greener areas’ tended to engage in higher levels of physical
activity [108–111]. First, given the previous interest in the relationships between coastal and other ‘blue
space’ environments and health [12,111–113], the research began by investigating whether individuals
who lived nearer the coast in England, were also more likely to meet recommended levels of physical
activity. Although there was strong support for this hypothesis in the West of the country, including
both South and North West regions, there was no support in Eastern coastal regions [114]. Possible
factors may have included differences in coastal types, access, populations and weather. In order to
try and control for these factors, a repeat cross-over experimental lab-based study was conducted
where individuals used a stationary exercise bike while viewing a large video projection of either
coastal, rural, urban, or neutral gym settings [115]. Findings suggested individuals enjoyed their ride
in the coastal setting more than the other settings, were more willing to do the coastal ride again, and
importantly, had different perceptions of the passing of time in the coastal setting, suggesting that they
might be willing to exercise for longer periods by the sea, with associated benefits to health (Box 4).
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Box 4. Natural environments: the Monitor of Engagement with the Natural Environment (MENE) survey.

The HPRU in Environmental Change and Health research examining the potential health and well-being
benefits of interacting with the natural environment has used a range of methods and datasets to explore the
factors which may be related to the use of natural environments for physical activity. Several studies have
used the Monitor of Engagement with the Natural Environment (MENE) survey of how people use the natural
environment in England which has collected data on over 40,000 individuals per year since 2009. For instance,
using data from over 280,000 individuals we estimated that the total amount of physical activity conducted in all
natural environments in England had a social value of over £2 billion per year, in terms of Quality Adjusted
Life Years (QALYs) [116]. A second study suggested that while local greenspace is positively associated with
increased levels of physical activity among dog owners, there is no relationship with non-dog owners [117].

Additional research using the MENE dataset has identified the key reasons people report for rarely or never
visiting natural environments for recreation, and the factors predicting those reasons [118]. For instance, nearly
20% of infrequent visitors stated that they were ‘not interested’ or had ‘no particular reason’ for not visiting these
sites more often, and an analysis of the socio-demographic profiles of these individuals allowed the identification
of a predominantly younger urban cohort from lower socio-economic status backgrounds who were more likely
to report these reasons. Further experimental work within the HPRU suggests that this subpopulation might be
an audience for interventions to raise interest or awareness in the possibility of using natural environments for
health promotion in the future [119].

6. Public Involvement

An important lesson learned in this Environmental Change and Health HPRU, and of relevance
to all other public health research, is the value of involving communities and other stakeholders
in the exploration and co-creation of the research. Minimally, this engagement will broaden the
scope of the research inquiry to include perspectives of those who are directly affected by climate
and other environmental change impacts. In addition to asking different questions and instilling
greater creativity, such co-creation and involvement can make the research more directly impactful
and applicable to the affected communities. Furthermore, involving communities would be highly
beneficial to some areas of science traditionally perceived as “less suitable” for the involvement of
communities, such as mathematical modelling. For instance, insights from the communities can be
crucial to the model assumptions, formulation and critical scrutiny of model findings [120,121]. There
are also direct benefits in terms of training and research support by these communities (Box 5).

Public participation frequently features in strategies for addressing inequalities and enabling
communities to improve health outcomes [123]. It has also been argued that addressing complex
interactions between natural environments and human behaviour requires a social learning approach
which goes beyond the provision of information, public consultation and community participation,
to the development of ‘situated and collective engagement’ [8,124]. This approach speaks to what
Jasanoff [125] described as the development of ‘civic epistemology’, the collective evaluation of
knowledge to inform public policy and social action.

Yet there are a number of barriers to effective public involvement in public health research
such as the HPRU which can be difficult for individual researchers or small teams to address [126].
The competences needed for effective involvement by academics and other researchers are still rarely
taught as part of the research curriculum [127]. Structural support for public involvement from
universities, funders and public bodies (e.g., www.ecehh.org/about-us/engagement/; www.invo.org.
uk/; the PHE People’s Panel) can help address barriers, but if time and resources for involvement are
not integrated into research programmes from the outset, it can be difficult for researchers to access
this support. Better integration of public involvement in all our research into environmental change
and human health remains both a challenge and an opportunity.
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Box 5. Health and Environment Public Engagement.

The Health and Environment Public Engagement (HEPE) group is a public forum of “critical friends” who
have worked with the European Centre for the Environment and Human Health since 2013 (www.ecehh.
org/about-us/engagement/; [122]). At quarterly meetings, HEPE discuss projects taking place in the Centre,
including the HPRU in Environmental Change and Health research and support annual public workshops with
researchers. These meetings use a range of participatory techniques to support inclusive and focused discussions.

The first workshop focused on prioritising issues the researchers focusing on possible salutogenic interactions
with natural environments could address by linking large data sets. Researchers ‘pitched’ their ideas, and there
was an initial individual vote by all workshop participants. Discussion of these choices was followed by a
second vote which prioritised Mental Health and Social Relations. Notes from discussions showed some topics
gained few votes because they were seen as integral to all the research rather than as individual projects (e.g.,
economic costs and benefits); this is a good example of why it is important to have multiple ways of recording
workshop activities.

The second workshop used scenarios about individuals accessing natural environments. The group discussed
whether this access made an important difference to the individuals and would any difference change their
responses to self-reported health questionnaires widely used in the large secondary “big data” analysed by
the HPRU team. The researchers were impressed by the magnified importance very small differences may
have for people with multiple physical or mental health and social problems when answering these types
of questionnaires.

The third workshop again used a scenario, this time alongside survey questions on partner/spouse
relationships. Discussions explored which were most relevant as measures of social relations, and whether these
could plausibly be used to help explore whether natural environments improve health directly, or whether this
occurs through the promotion of better inter-personal relationships. The group members were concerned that
some of the standard questions used in research in this area might introduce bias because of different cultural
expectations and different interpretations of the survey questions. This insight helped the researchers to identify
which data to use in the secondary data analyses for the HPRU research.

Involving the public has substantially helped to shape the European Centre’s work within the HPRU. Having
HEPE as a standing group has greatly facilitated that public involvement. Public interest in this HPRU research
has also attracted five new members to HEPE, with several members participated in the most recent Annual
Meeting of the HPRU in Environmental Change and Health, creating a cycle of mutual interest and support.

There is a growing variety of methods and approaches for working with communities in
research collaboration. For example, one method which can directly involve communities and other
stakeholders is the ecosystems-enriched Drivers, Pressures, State, Exposure, Effects, Actions or ‘eDPSEEA’
model [128]. The eDPSEEA model can also help to populate and expand our understanding of a
theoretical model of the research question which takes into account the health of both the environment
and humans by integrating ecosystem services into the theoretical model, whereas the more traditional
DPSEEA model has focused more on a unidirectional link between environment and human health.
There are many other approaches which can engage communities and lead to improved co-creation of
research and training, many of which emphasise the importance of trying to appreciate and understand
the complex systems underlying interactions between human health, climate and other environmental
change [17]. These are essential activities as we face a world in which human-driven actions, both
intentional and unintentional, can have planetary impacts.

7. Discussion

In this paper, we have provided a brief overview of the growing subject area of human health and
well-being with reference not just to climate change, but to other broader patterns of environmental
change. There is growing evidence that environmental change is both caused by and influences human
behavior and the health and well-being of global populations. In particular, we identified the emerging
knowledge gaps in this area which are the focus of research by the HPRU in Environmental Change
and Health and others [6,7]. However, there was no intention to imply that this selection of topics
encompasses the entire research area of environmental change and health; rather the ongoing HPRU
research provides a range of examples to demonstrate the complexity and importance of this growing
research area. In this paper, we have highlighted the research on various aspects of human health
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and well-being, environmental change and the ‘natural environment’, including both threats and
opportunities that rural and managed urban natural spaces have for a range of health and well-being
outcomes. A key focus of the research has been on how a true appreciation of the complex and
multi-dimensional nature of environmental change and health requires a deep integration of research
approaches and findings from often disparate perspectives (including active community involvement),
in order to better inform the trade-offs needed at a public health policy level.

The experience of the UK with regards to the impacts on the health of both humans and the
natural environment from climate and other environmental change is not unique. As noted above,
it is important to broaden our view of the potential effects of climate and other environmental change
to include phenomena taking place distant in time and/or space from the UK (i.e., a more planetary
perspective). Furthermore, the research presented in this paper demonstrates that there are lessons to
share and to learn from others, particularly with the most vulnerable populations likely to be affected
by climate and other environmental change, such as the tropical developing world, island states,
and the polar regions, as well as our more local communities.

If we compare the achievements reviewed in this paper with research agendas such as those
promoted by the World Health Organization (WHO) and other international agencies, the task has
only barely been outlined by work conducted so far [5,6,129–131]. The assessment of health risks
attributable to climate and other environmental change has only just started, including some initial
evaluation of indirect effects such as infectious diseases. However, more remains to be done in terms
of the assessment of effectiveness and cost-effectiveness of health protection and promotion strategies
and measures, the assessment of the health impacts of potential adaptation and mitigation measures,
and the assessment of the likely financial costs necessary to protect public health from climate and
other environmental changes.

The main research gaps can be categorized as outlined below. There is a need to undertake
research to:

• identify the most effective interventions, by systematic reviews of the evidence base for
interventions, and/or by using methodological research to improve analytical tools for analysis
of cost-effectiveness;

• identify the health co-benefits of mitigation and adaptation actions to address climate and other
environmental change in non-health sectors. This includes improved methods for the assessment
of the health implications of decisions in other sectors (such as in the energy and transport sectors
and in the water, food and agriculture sectors), and the improved integration of climate change
mitigation, adaptation and health through “settings-based” research;

• improve decision-support, for example, research to improve vulnerability and adaptation
assessments, operational predictions, and the understanding of decision-making processes;

• improve the public’s understanding of these issues, and into what interventions and mitigation
strategies will be deemed acceptable to which constituencies;

• estimate the costs of protecting health from the effects of climate change, including the characterisation
of harmonized methods to estimate costs and benefits, the assessment of the health costs of
inaction and the costs of adaptation, and improved economic assessment of the health co-benefits
of climate and other environmental change mitigation [25,130–133].

Recommendations for research highlighted by the WHO are relevant to public health services
development: (1) evidence of interactions of climate and other environmental change with other
health determinants and trends; (2) knowledge of the direct and indirect effects of climate and other
environmental change; (3) evidence on the effectiveness of short-term interventions; (4) evidence
of health impacts of policies in non-health sectors; and (5) general public health skills deployed to
strengthening public health systems to address the health effects of climate and other environmental
change [132]. The inclusion of environmental public health in mainstream public health services, with
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attendant capacity building of the service workforce, is likely required for development of a valid
research evidence base in this area at the rapid rate at which it is needed [133].

In addition, in order to understand and follow the consequences of the complex interactions
between human health and well-being and climate and other environmental change, it is important
to have appropriate monitoring and data collecting systems in place. Environmental public health
tracking at all levels (locally, nationally, regionally and globally) joined up through linkage of databases
and standardized collection systems is an essential ingredient to pushing forward the science in this
area [134]. A greater appreciation is required of the importance of big data involved in environment
and human health collected by these environmental public health tracking systems [135]. The affected
communities across the world require access to these data, while respecting issues of confidentiality,
privacy and data governance [136]. Additionally, an important implication of both big data and the
surveillance/monitoring systems is the need for new ways of thinking about and analyzing these
data, learning from the experience of other scientific disciplines (such as oceanography or climate
change modelling) in terms of improving modelling expertise over much broader time and spatial
scales [135–137].

To gain an appropriate understanding of the impacts of wider environmental change on health,
there is a need for a systematic attempt to assess the risks and benefits using a common framework.
Addressing environmental change requires an inter-sectoral response—bridging health, environmental
and industrial sectors. The need for risks from climate change to be assessed is mandated under the
UK Climate Change Act (2008). A wider assessment of risks and benefits of broader environmental
change and other factors is needed so that resources are appropriately allocated to adapting to our
changing planetary environment [25].
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