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Preface to ”Advances in Low Carbon Technologies and

Transition”

Environmental and energy scientists are always asked to solve real-world environmental

problems by suggesting concrete policies based on new findings. Many social and economic

factors can significantly affect the environment. We think that technology and product are very

important in solving environmental problems. In this context, the following questions are crucial:

how can new technological advancements and new product developments contribute to improving

energy efficiency at technology and product levels and reducing production- and consumption-based

environmental emissions and what policies can be effective in promoting low-carbon technologies

and products identified by the analyses? We believe that this book provides a novel contribution to

these research questions. We gratefully acknowledge all authors who contributed to the Special Issue

“Advances in Low Carbon Technologies and Transition” and this edited book.

Shigemi Kagawa, Hidemichi Fujii

Editors

ix





energies

Article

A Lifecycle Analysis of the Corporate Average Fuel
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Abstract: This study estimated the corporate average fuel economy (CAFE) and CAFE targets of
Japan’s domestic automobile manufacturers and evaluated whether manufactures have achieved
these estimated CAFE targets. Furthermore, an analysis framework was proposed for estimating
what impact the introduction of the CAFE standards in Japan will have on motor vehicle-derived
lifecycle CO2 emissions. As a result, the following was found: (1) Automobile manufacturers can
maximize their sales under the constraints of the CAFE standards, but vehicle sales plans based on
sales maximization will lower their CAFE standard scores. (2) Economically optimal automobile
manufacturer behavior—striving to achieve CAFE standards while maximizing sales—will increase
the manufacturers’ overall carbon footprint and actually worsen the environment.

Keywords: lifecycle analysis; CAFE standards; fuel economy; automobile manufacture; carbon
footprint

1. Introduction

The Paris Agreement, adopted in December 2015, attempts to tackle the growing problem of
global warming by setting carbon dioxide (CO2) emission reduction targets for each country in order
to meet the goal of limiting the rise in the average global temperature to below 2 ◦C relative to the
pre-industrial revolution level [1]. To achieve this goal, limiting emissions from the transportation
sector, which accounts for 29% of the CO2 emissions of Organization for Economic Co-operation and
Development (OECD) countries, is of paramount importance [2]. In Japan, the transportation sector
accounts for 20% of total CO2 emissions, and 90% of these emissions are generated by the motor vehicle
sector [3]. Accordingly, reducing tailpipe CO2 emissions derived from motor vehicles is essential,
especially by means of improving motor vehicle fuel economy.

In the United States, the Corporate Average Fuel Economy (CAFE) standard has been in effect
since 1975 [4]. This standard aims at improving the fuel economy of motor vehicles to ensure that
the fuel economy of a relevant company does not drop below a fuel economy standard value (CAFE
standard), a target which is a motor vehicle sales weighted average [4]. In Japan, on the other hand,
the fuel economy values of the most efficient vehicle models in specific vehicle weight categories (i.e.,
the best performing vehicles) are adopted as targets to drive improvements in the fuel economy of
each vehicle model [5]. This could be called the ‘Top Runner Approach’. Japan plans to adopt CAFE
standards in 2020, to use in addition to its current ‘Top Runner Approach’, with the dual objectives
of reducing transportation sector CO2 emissions and promoting more flexible motor vehicle sales by
companies [5].

There are several problems with CAFE standards, however. The first is that even if the aggregated
CAFE of a relevant company exceeds the CAFE target, the fuel economy of some of the company’s
vehicle models may still fall below the fuel economy standard value by vehicle weight category, and
vehicle models with poor fuel economy will likely end up on the motor vehicle market. Increasing
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sales of hybrid vehicles is likely another factor that may drive up the CAFEs of companies. There is
also a problem that hybrid vehicles (i.e., electric-petroleum hybrids) impose a heavier environmental
burden in manufacturing than conventional gasoline vehicles because they require additional parts
and materials (e.g., [6]).

Thus, CAFE standards may not well work toward reducing gasoline consumption and
environmental burden through the fuel economy improvements over all the vehicle weight categories
and vehicle types. Regarding this problem of CAFE standards, previous studies studied the optimal
design of the CAFE standard [7–12] analyzed the welfare effects of tightening the CAFE standard in
the U.S. [13–16] compared reductions in fuel consumptions through increasing gasoline taxes and
tightening the CAFE standards.

It is important to note that since the demand-side energy policy of a higher gasoline tax has
already been imposed in many countries, the supply-side energy policy of improving the CAFE is
needed to reduce the environmental burdens associated with the automobile. Studies estimated direct
CO2 emissions associated with fuel combustions of the transport sector, e.g., [17,18], whereas an
importance of the life cycle analysis has been increased [19]. To the best of our knowledge, there
are very few studies evaluating how companies meeting the CAFE standards affects lifecycle CO2

emissions through the automobile lifecycle.
It is essential to consider the lifecycle CO2 emissions of motor vehicles rather than just fuel

economy. In this study, CAFEs and CAFE targets of Japan’s domestic automobile manufacturers
were estimated and it was assessed how well the manufacturers met their targets. The impact that
the introduction of the CAFE standards in Japan will have on motor vehicle-derived lifecycle CO2

emissions was also analyzed.
Specifically, the 2015 sales performance figures of seven of Japan’s automobile manufacturers

(Toyota Motor Corporation, Nissan Motor Co., Ltd., Honda Motor Co., Ltd., Mitsubishi Motors
Corporation, Mazda Motor Corporation, Suzuki Co., Ltd., and Subaru Co., Ltd.) and the published
fuel economy values of the sold vehicle models were investigated, in order to estimate the CAFE of
each company, as well as their CAFE target, and to assess how well the manufacturers met their targets
in 2015.

The car sales of a specific company affect not only the CAFE based on the weighted-average fuel
economies of the car sales but also the lifecycle CO2 of motor vehicles sold by the company. To estimate
the lifecycle CO2 of motor vehicles, it is important to estimate the lifecycle CO2 emission intensity of a
specific vehicle model sold by the company expressed in ton-CO2 per vehicle. This is because several
studies treated a wide variety of vehicles as a specific homogeneous product and analyzed a life cycle
assessment of the specific vehicle (e.g., aggregated conventional gasoline vehicle) with a comparison
of the environmental burdens of conventional vehicles with vehicles equipping other engines, electric
vehicles, hybrid vehicles, plug-in hybrid vehicles, and hydrogen fuel cell vehicles [20–23].

Using the pooled observations of cars sold by the above seven manufactures in 2015, a statistically
specified relationship was created between car prices and car weights as a regression equation. When
the car price of an ‘average vehicle’ described in the Japanese commodity-by-commodity input-output
table (Ministry of Internal Affairs and Communications, Japan, 2010) was inserted into the specified
relationship between car prices and car weights, a car weight of the average vehicle could be obtained.
Using the ratio between the embodied CO2 emission intensity of the ‘average vehicle’ provided by
the Embodied Energy and Emission Intensity Data for Japan using Input-Output Tables [24] and
the car weight of the ‘average vehicle’ estimated in this study, the embodied CO2 emission intensity
of the specific vehicle model of the company was proportional to the weight of the car. Using the
proposed methodology, a new database of disaggregated lifecycle emissions of motor vehicles sold by
the Japanese auto manufactures was compiled.

Estimating the disaggregated lifecycle inventory database of motor vehicles, the impact that
the introduction of the CAFE standards in Japan is likely to have on motor vehicle-derived

2
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lifecycle CO2 emissions was evaluated, to assess the validity of the CAFE standards from an
environmental perspective.

Companies would maximize profits from car sales under the CAFE standards. This study therefore
formulated an optimization problem of maximizing profit, as the objective function, under constraints
with respect to both car sales and the CAFE standards and examined how the optimized car sales of
each company differed from the actual car sales and what effect achieving the CAFE standards would
have toward reducing lifecycle CO2 emissions under the optimized car sales.

The remainder of this paper is organized as follows: Section 2 describes the methodology, Section 3
explains the data used in this study, Section 4 provides the results and discussion, and Section 5
concludes this paper.

2. Methodology

2.1. CAFEs and CAFE Targets for Automobile Manufacturers

The CAFE of each automobile manufacturer, C (km/L), was estimated based on the number of
new vehicle sales and the published fuel economy values using the following equation:

C =
X

N
∑

i=1

xi
zi

(1)

where X is the number of new vehicle sales of a particular automobile manufacturer j, zi (km/L) is the
fuel economy value of vehicle model i of the automobile manufacturer, and xi is the number of vehicle
model i that the automobile manufacturer sold for the year. Furthermore, N is the number of different
vehicle models sold by the relevant automobile manufacturer. As the CAFE obtained from Equation
(1) increases, the fuel economy of the ‘average vehicle’ sold by the relevant automobile manufacturer
improves. The CAFE target, C̃(km/L), is calculated as follows [4]:

C̃ =
X

M
∑

k=1

xk
z̃k

(2)

where z̃k (km/L) is the target fuel economy value for a predefined passenger vehicle weight category k,
xk is the total number of sales of vehicle models belonging to vehicle weight category k by a particular
automobile manufacturer, and M is the number of vehicle weight categories.

2.2. Sales Maximization

In this section, the optimal number of unit sales for each vehicle model for automobile
manufacturers to maximize sales while satisfying the CAFE standards given by Equation (2) is
estimated. This is done so by solving the linear programming problem illustrated in Equations (3)
through (6) below.

Max.
N

∑
i=1

pixi (3)

such that
N
∑

i=1
xi

N
∑

i=1

xi
(1+ε)zi

≥

N
∑

i=1
xi

M
∑

k=1

Nj

∑
ik=1

xi
z̃k

(4)

xi ≤ αx∗i (5)

3
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N

∑
i=1

xi ≤ β
N

∑
i=1

x∗i (6)

where pi is the price for each vehicle model, xi
* is the actual number of units sold, α is a parameter for

determining the upper limit of vehicle models i, β is a parameter determining the upper limit of total
units sold, and ε represents the rate of fuel economy improvement. Equation (4) is a constraint for the
linear programming problems in which the relevant company must meet the CAFE standards. In this
study, four scenarios are considered: Scenario I, fuel economy for the vehicle models is the baseline
value (ε = 1.0); and Scenarios II, III, and IV, in which fuel economy for the vehicle models is uniformly
improved from the baseline fuel economy by 10%, 15%, and 20%, respectively (ε = 1.1, ε = 1.15, and
ε = 1.2). Next, Equation (5) is the constraint for sales patterns in which the relevant company’s current
number of units sold for vehicle model i grows by a factor α, which is set as α = 2 for this study. Finally,
Equation (6) is the constraint for the total number of units sold, which is set as β = 1 for this study. This
study solves the sales maximization problem within the four fuel economy improvement scenarios
given above (Scenarios I–IV) to estimate the optimal sales pattern for the vehicle models of the relevant
automobile manufacturers.

2.3. Lifecycle CO2 Emissions of the Automobile Manufacturers

For gasoline-engine and hybrid vehicle models i, the average lifecycle emission intensity per
vehicle is found as fm by taking the weighted average by number of units sold for the lifecycle emission
intensity ( f g

m,i and f h
m,i) derived from the manufacturing, transportation, and sales origin for a single

vehicle. Here, one can estimate the lifecycle CO2 emissions (t-CO2) derived from the automobiles as
sold by the relevant companies in Japan for 2015 as follows:

Q = ∑
i∈Ng

xi f g
m,i + ∑

i∈Nh

xi f h
m,i +

N

∑
i=1

xi fg,i +
N

∑
i=1

fh,i (7)

where Ng is the set of gasoline-engine vehicles models, Nh is the set of hybrid vehicle models, fg,i is the
CO2 emission intensity during travel for vehicle model i and fh,i is the CO2 emission intensity during
disposal of vehicle model i.

For a relevant automobile manufacturer, the weighted average fuel economy for a passenger
vehicle i is defined as as ei (km/L) and the lifetime travel distance of passenger vehicles as d (km).
Thus, gi (L), the lifetime gasoline consumption of a passenger vehicle i, is obtained as follows:

gi =
d
ei

(8)

The CO2 emissions due to gasoline consumption during travel per vehicle can then be estimated
by multiplying the CO2 emission intensity generated per liter of gasoline burned rg by the quantity of
gasoline consumed gi from Equation (6):

f direct
g = girg =

drg

ei
(9)

In addition, the CO2 emissions associated with refining the gasoline necessary for travel per
vehicle can be estimated by multiplying the CO2 emission intensity generated per liter of gasoline
refined rc by the quantity of gasoline consumed gi from Equation (8):

f indirect
g,i = girc =

drc

ei
(10)

4
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Thus, the embodied CO2 emission intensity during travel per vehicle fg,i in Equation (7) is the
sum of fg,i

direct, the direct emissions generated by gasoline consumption during travel, and fg,i
indirect,

the indirect emissions generated in refining the gasoline:

fg,i = f direct
g,i + f indirect

g,i (11)

3. Data

In this study, the vehicle models of each company sold in 2015 were as follows: Toyota, 42; Nissan,
21; Honda, 17; Mitsubishi, 10; Mazda, 9; Subaru, 9; and Suzuki, 8. The number of vehicles of each
model sold by each company, which is necessary for calculating the CAFE and CAFE target, can be
obtained from data on the number of vehicles sold by brand [25]. For the fuel economy of each vehicle
model the fuel economy figures for each vehicle model in JC08 mode cycle was used, as published in
the Automobile Fuel Economy List [26]. The vehicle weight categories for the CAFE standards due to
be introduced in MY2020 are shown in Table A1.

The CO2 emission intensities per passenger vehicle in manufacturing, during travel, and in
disposal were estimated using the Embodied Energy and Emission Intensity Data for Japan Using
Input-Output Tables [24]. The passenger vehicle lifetime travel distance d was assumed to be 100,000
km and therefore estimated the emission intensity during travel rg to be 0.00231 t-CO2 and rc to be
0.00063 t-CO2. In addition, in accordance with a previous study [6], the emission intensity in disposal
fh,i was set to be 0.0574 t-CO2.

In order to estimate the life cycle CO2 emission intensity of vehicles, the life cycle CO2 emission
intensity derived from both manufacturing and driving must be estimated for each vehicle model.
While by no means a simple task, in this study, the lifecycle CO2 emission intensity for each vehicle
model was estimated by specifying a relationship for model sales prices and new vehicle weight. First,
the sales price information was obtained for 82 gasoline-engine vehicle models sold by the automakers
(Toyota, Nissan, Honda, Mitsubishi, Mazda, Subaru, and Suzuki) in 2015 from Autoc One [27], an
informational site that releases comprehensive vehicle sales information. Vehicle weight information
was also obtained for the same 82 models from the MLIT automotive information site [26]. From the
sales price and vehicle weight data for the 82 models, a regression analysis was run and the following
results were obtained.

pg
i = 0.35wg

i − 222
(7.46) (−3.09)

AdjustedR2 : 0.38
(12)

where wg
i (kg) is the vehicle weight for vehicle model i and pg

i (10,000 s of Japanese yen) is the sales
price for vehicle model i. The numbers in parentheses below the parameters are the t-values, and
each of the estimated parameters is statistically significant at the 1% level in a two-sided test. The
relationship given in Equation (12) shows us that an increase of 100 kg in vehicle weight corresponds
to an increase of 350,000 yen in sales price.

From the 2005 Input-Output Tables, the average vehicle sales price in 2005 was 2.2 million yen.
Given this, the relationship specified in Equation (12) can be used to estimate the average vehicle
weight as wg = (220 + 222)/0.35 = 1264 kg. Meanwhile, from the Embodied Energy and Emission
Intensity Databook (3EID) ([24]) as based on the 2005 Input-Output Table as released by the National
Institute for Environmental Studies, the average lifecycle emission intensity for vehicle production is
1.93 t-CO2 per 1 million yen, and the lifecycle emission intensity for transportation and sales services
incidental to sales price for one vehicle unit is 1.2 t-CO2 per 1 million yen. Accordingly, one can
estimate a lifecycle CO2 emission intensity of 1.93 × 2.2 = 4.2 t-CO2 as derived from manufacturing
one average vehicle in 2005 with a sales price of 2.2 million yen and vehicle weight of 1264 kg. Next,
the lifecycle CO2 emission intensity was estimated, as derived from manufacturing a relevant vehicle
model by taking the ratio of the vehicle weight of that model to the average vehicle weight (1264 kg)

5
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and multiplying by the unit intensity derived from manufacturing. To estimate the lifecycle CO2

emission intensity incidental to transportation and sales services for one unit of a relevant vehicle
model, the lifecycle emission intensity for transportation and sales services was taken as 1.2 t-CO2 per
1 million yen and multiplied this quantity by the sales price of the relevant vehicle model. The lifecycle
CO2 emission intensity f g

m,i for a single gasoline vehicle model i was then solved for by adding up the
lifecycle CO2 emission intensities derived from manufacturing and from transportation and sales for
the relevant model. It is important to note that although we can estimate the lifecycle CO2 emissions
by multiplying the average lifecycle emission intensity for vehicle production (1.93 t-CO2 per 1 million
yen) by each vehicle price, and that the estimated emissions are not consistent with the vehicle weight
important for the CAFEs.

Similarly, a separate regression analysis for 42 hybrid vehicle models was run and the following
relationship for sales price and vehicle weight was obtained:

ph
i = 0.41wh

i − 282
(8.12) (−3.54)

AdjustedR2 : 0.62
(13)

where wh
i (kg) is the vehicle weight for hybrid vehicle model i and ph

i (10,000s of yen) is the sales price
for hybrid vehicle model i. Again, the numbers in parentheses below the parameters are the t-values,
and each of the estimated parameters is statistically significant at the 1% level in a two-sided test. The
relationship given in Equation (13) shows us that an increase of 100 kg in vehicle weight for hybrid
vehicles corresponds to an increase of 410,000 yen in sales price. The lifecycle CO2 emission intensity
f h
m,i derived from manufacturing and from transportation and sales for a single hybrid vehicle model i

was solved for with the same methods described above for calculating unit intensity for a gasoline
vehicle model. The detailed lifecycle CO2 emission intensity data by vehicle model as estimated in this
study are described in Table S3 of the Supporting Information.

4. Results

4.1. Life-Cycle CO2 Emission Intensities of Vehicle Models

Table 1 shows the data showing mean, standard deviation, maximum value and minimum value
of the life cycle CO2 emission intensities of vehicle models of seven automobile manufactures in Japan
estimated by Equations (12) and (13). According to Table 1, the maximum value of the life cycle CO2

intensity in seven firms is 60.74 t-CO2/car Toyota CENTURY (gasoline vehicle) and the minimum
value is 14.8 t-CO2/car Toyota AQUA (Hybrid vehicle). Thus, there is a large difference in life cycle
CO2 intensities within a firm as well as between firms. The mean of the intensities of each firm is
caused by the number attributes (e.g., body weight, fuel economy, etc.) of cars sold by the firm and it
means that firms with a higher standard deviation of the intensities like Toyota have more varieties
of cars.

Table 1. Lifecycle CO2 intensities and life cycle CO2 emissions in 2015.

Company
Name

The Number
of Vehicle

Models

Estimated Life Cycle Emission Intensity
Baseline (2015)
Life Cycle CO2

Emissions
(Million t-CO2)

Mean
(t-CO2/car)

Weighted Mean of
the Number of
Sold Vehicles

Standard
Deviation
(t-CO2/car)

Maximum
Value

(t-CO2/car)

Minimum
Value

(t-CO2/car)

Toyota 42 28.5 23.7 47.3 60.7 14.8 28.4
Nissan 21 32.7 24.9 39.3 54.4 18.3 8.0
Honda 17 22.8 21.2 13.8 32.6 15.9 8.0

Mitsubishi 10 28.0 27.7 32.6 45.3 18.0 0.7
Mazda 9 28.0 24.9 17.7 37.7 20.2 3.9
Suzuki 8 31.3 25.7 20.5 43.1 23.8 1.9
Subaru 9 28.1 27.7 9.0 35.7 20.9 3.4
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The last column of Table 1 shows the life cycle CO2 emissions of each firm in 2015 that is
the benchmark emissions in this analysis. Importantly, Toyota has the largest number of vehicle
models sold (see first column of Table 1) and it has the largest life cycle CO2 emissions, amounting to
28.4 million t-CO2 in 2015. This is because the life cycle CO2 emissions depend on the number of sold
cars as well as the number of sold vehicle models. The total of CO2 emissions of Japan in 2015 was
1325 million t-CO2 [28] and the sum of the life cycle CO2 emissions of seven automobile manufactures
in 2015 was 54.2 million t-CO2 that accounts for 4% of the total CO2 emissions of Japan. Therefore, it is
essential to management the life cycle CO2 emissions in automobile industry.

4.2. CAFEs and CAFE Targets of Seven Automobile Manufacturers in Japan

Table 2 shows the CAFEs and CAFE targets of Japan’s seven major automobile manufacturers
(Toyota, Nissan, Honda, Mitsubishi, Mazda, Subaru, and Suzuki), as estimated using Equations (1)
and (2).

Table 2. CAFEs and CAFE targets of seven automobile manufacturers (unit: km/L).

Company Name CAFE Target CAFE

Toyota 17.6 19.0
Nissan 18.0 17.9
Honda 19.1 21.6

Mitsubishi 16.4 13.3
Mazda 20.6 18.2
Suzuki 23.2 21.2
Subaru 17.4 15.1

Table 2 shows that the CAFEs of Toyota and Honda exceeded their CAFE targets, while those
of Nissan, Mitsubishi, Mazda, Subaru, and Suzuki fell below their CAFE targets. When the CAFE
standards are introduced in 2020, Nissan, Mitsubishi, Mazda, Subaru, and Suzuki which cannot
currently meet their targets, will need to step up their efforts to improve fuel economy. The relationships
between fuel economy by vehicle model, vehicle weight, and the number of vehicle sales by model
for the two automobile manufacturers that met their CAFE targets, Toyota and Honda, are plotted
in Figures S1 and S2 of the Supporting Information, respectively. Figure S1 shows that Toyota sells a
large number of vehicle models that have exceptionally good fuel economies. The fact that Toyota sells
a much larger number of hybrid vehicles than the other six automobile manufacturers appears to be a
factor in Toyota’s success in meeting the CAFE standards. On the whole, Honda sells fewer vehicle
models with poor fuel economies than does Toyota, and for that reason, it too managed to meet the
CAFE standards (Figure S2). Thus, differences in sales patterns and fuel economy technology between
companies account for the gaps in their ability to achieve their targets.

4.3. Sales Maximization Under the CAFE Standards

Before delving into the results for sales maximization, let us first review the state of Japan’s seven
major automobile manufacturers as of 2015. According to the Japan Automobile Dealers Association,
approximately 2.7 million passenger vehicles (standard-sized vehicles (white plate vehicles) and Kei
passenger cars (yellow plate vehicles)) were sold in 2015. It should be noted that Kei passenger car has
an engine of 660 cc or smaller, whereas standard-sized vehicles has a larger internal-combustion engine
than 660 cc. Sales shares by company were led by Toyota at 46% (1.25 million vehicles), followed
by Honda at 14% (380,000), Nissan at 11% (290,000), Mazda at 7% (180,000), Subaru at 5%, (120,000),
Suzuki at 3% (70,000), and Mitsubishi at 1% (30,000). Japan’s automotive-related industries combined
for a market scale of 64 trillion yen [29].

While these 2015 sales figures do not account for CAFE standards, as given in the previous section,
fuel economy and sales patterns for each vehicle model are two necessary elements for achieving
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the CAFE standards. Thus, the sales for each scenario will now be given with regards to the CAFE
standards by performing sales maximization as specified in Equation (3).

Figure 1 shows the rate of change in current sales for Scenarios I through IV compared to 2015
sales. Sales tend to increase with the rate of fuel economy improvements but are still decreasing for
some companies; this likely depends on the sales patterns of the different companies. The slumping
sales of certain companies can be explained by the poor fuel economy of each vehicle model and
limited vehicle models that can be sold to satisfy the CAFE standard constraint. In contrast, sales for
Nissan and Suzuki, two manufacturers who have not met their CAFE targets, increased in Scenario I,
illustrating the vital importance of sales patterns (Figure 1). In Scenario IV (fuel economy improved
20%), total sales across all seven manufacturers increased by 13.7 trillion yen, with each manufacturer
increasing as follows: 10 trillion yen at Toyota, 2 trillion at Nissan, 700 billion yen at Mazda, 600 billion
yen at Subaru, 200 billion yen at Honda, 100 billion yen at Mitsubishi, and 100 billion yen at Suzuki.
Overall, the automotive market would increase 20% (Figure 1). For the optimal sales patterns for each
company, please refer to the Supporting Information.

 

 

 

 

 

 

 

 

 

 

 

 

 

Scenario I: fuel economy for the vehicle models is the baseline value (  = 1.0) 

Scenario II: uniformly improved from the baseline fuel economy by 10% ( =1.1) 

Scenario III: uniformly improved from the baseline fuel economy by 15% ( =1.15) 

Scenario IV: uniformly improved from the baseline fuel economy by 20% ( =1.2) 
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Figure 1. Percentage changes in car sales under optimal Scenarios I–IV relative to the actual sales.

Currently, five of the seven manufacturers—Nissan, Mitsubishi, Mazda, Suzuki, and
Subaru—have not achieved their CAFE targets (Table 1). As shown in Table 3, however, all seven
can implement sales plans for maximizing sales and still achieve the CAFE standards in all of the
fuel economy scenarios. Even though the sales optimization has the CAFE standards imposed as an
inequality constraint, note that the CAFEs, which are based on the endogenously determined optimal
vehicle model sales figures, are the same as the CAFE target. One important point is that Toyota’s
CAFE target based on its actual units sold for 2015 is 17.0, whereas its CAFE target based on optimized
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units sold would have been 15.6. This illustrates that sales activity aimed at sales maximization will
bring down the CAFE target and consequently lead to a lack of discipline.

Table 3. CAFEs and CAFE targets of seven automobile manufacturers for the actual and optimal cases.

Actual Case Optimal Case under Scenario I

Company
Name

CAFE
Target

CAFE
Achievement

Status (Yes/No)
CAFE
Target

CAFE
Achievement

Status (Yes/No)

Toyota 17.6 19.0 Yes 15.6 15.6 Yes
Nissan 18.0 17.9 No 16.6 16.6 Yes
Honda 19.1 21.6 Yes 17.3 20.0 Yes

Mitsubishi 16.4 13.3 No 22.6 22.6 Yes
Mazda 20.6 18.2 No 20.1 20.1 Yes
Suzuki 23.2 21.2 No 23.2 23.2 Yes
Subaru 17.4 15.1 No 16.9 16.9 Yes

Mean 18.9 18.0 18.9 19.3
S.D 2.3 3.0 3.1 3.0

If the above CAFE standards are instated, each company can fashion their sales activity to
maximize sales by shifting their sales patterns. In the next section, the environmental loads brought
about by the sales activity of each company if this happens are analyzed.

4.4. Lifecycle CO2 Emissions Under the Optimized Sales Pattern

The original purpose of the CAFE system was to restrict CO2 and air pollutant emissions by
making fuel economy standards more flexible. Thus, a simple analysis of CAFE standard achievement
rates would be insufficient; one needs to analyze how the CAFE standards relate to the lifecycle CO2

emissions associated with vehicles. Therefore, this section analyzes the lifecycle CO2 emissions derived
from vehicles with the CAFE standards introduced.

As estimated with Equation (7), the lifecycle CO2 emissions associated with vehicles manufactured
by their relevant automobile manufacturer (the carbon footprint of that automobile manufacturer) in
2015 were as follows: 20 million tons for Toyota, 8 million tons for Honda, 7 million tons for Nissan,
3.6 million tons for Mazda, 3 million tons for Subaru, 1.4 million tons for Suzuki, and 730,000 tons for
Mitsubishi. These constitute a footprint of approximately 40 million tons for all seven manufacturers.
Thus, the Japanese automotive industry’s carbon footprint accounts for roughly 30% of CO2 emissions
attributed to Japan’s transportation sector [3].

Next, Figure 2 shows the rate of change in carbon footprint for each company from their baseline
carbon footprints, based on the optimal units sold for each company in fuel economy improvement
Scenarios I through IV if they maximize their sales while meeting the CAFE standards. From Figure 2,
one can see that as the fuel economy improvement rates increase and gasoline consumption decreases,
a company’s carbon footprint will also tend to decrease.

In addition, from Figures 1 and 2, although optimal vehicle sales patterns under the CAFE
standard constraint would help to increase sales, they would also increase carbon footprints and
thus be bad for the environment (see the Toyota and Nissan values in Figures 1 and 2). Based
on the estimated optimal sales patterns for each company in Scenario IV, where fuel economy for
the vehicle models sold is improved 20%, the overall carbon footprint for all seven companies
would be approximately 53 million tons, a 1.2-fold increase over their 2015 carbon footprint. In
looking to maximize sales, manufacturers have tended to sell heavier vehicles, given the correlation
between weight and price. Thus, their carbon footprint based on the optimal sales patterns has
not decreased compared to the 2015 baseline value. One important finding in this study is that
automobile manufacturer behavior—striving to achieve CAFE standards with the goal of maximizing
car sales—will increase their carbon footprint and actually worsen the environment. It is therefore
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concluded that it is necessary for automobile manufacturers to mitigate the carbon footprint associated
with vehicle lifecycle under the CAFE standards.
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Figure 2. Percentage changes in lifecycle CO2 emissions under optimal scenarios I–IV relative to the
actual emissions.

5. Conclusions and Policy Implications

This study estimated the CAFEs and CAFE targets of seven Japanese automobile manufacturers,
and identified the manufacturers that met their CAFE targets and those that did not. It was clearly
observed that the manufacturers that met their CAFE targets were of two distinct types: a company
that offered a wide range of vehicle models with good fuel economy (Honda) and a company that
focused on selling vehicle models with exceptionally good fuel economy (Toyota).

This study further proposed an optimization problem with an objective function of maximizing
the profit under constraints with respect to both car sales and CAFE standards, and addressed the
question of how the optimized car sales of each company differ from the actual car sales and what the
effect of meeting the CAFE standards would have on reduction in lifecycle CO2 emissions under the
optimized car sales.

Our main findings were as follows:

(1) Automobile manufacturers can maximize their sales under the constraints of the CAFE standards,
but vehicle sales plans based on sales maximization will lower their CAFE standard scores and
could cause a moral hazard among automobile manufacturers.

(2) Economically optimal automobile manufacturer behavior—striving to achieve CAFE standards
while maximizing sales—will increase the manufacturers’ overall carbon footprint and actually
worsen the environment.

Toyota published an environmental report [30] concluding that “In the United States, Toyota’s
model year 2013 fleet achieved the required U.S. Corporate Average Fuel Economy (CAFE) standards
and Toyota met the required greenhouse gas standards in both the United States and Canada”.
Although it is important to communicate environmental outcomes to the public, it seems that the
relationship between CAFE and GHG emissions is still unclear, because the GHG emissions reported
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by Toyota took into consideration only CO2 emissions generated by fuel consumption in a defined
distance; the 2013 report did not assess how a strategy to achieve the CAFE standards would affect the
overall CO2 emissions through the automobile lifecycle.

Although one of the objectives of the Japanese CAFE standards is to promote more flexible
motor vehicle sales by companies [5], the standard ignores an important aspect of life cycle CO2

emissions. This paper suggests that automakers should pay more attention to the corporate life cycle
CO2 emissions and publish a more comprehensive sustainability report including answers to the
questions of how meeting the CAFE standards would affect the corporate lifecycle CO2 emissions,
and what strategy can be effective for reducing the corporate lifecycle CO2 emissions under the CAFE
standards. This study demonstrates that the CAFE analysis framework proposed in this paper is
powerful for addressing the above questions. In addition, the results reveal that Japanese automakers
can significantly reduce CO2 emissions under the CAFE standards.

It is also important to note that automobile manufactures that violate the CAFE standards in Japan
will be fined one million Japanese yen after implementation of the CAFE standards, thus the fine under
the Japanese CAFE standards will be much less than those in the U.S.A. and European countries [5]. To
strengthen these currently weak regulations, the Japanese government should monitor the achievement
status of all automobile manufactures and obligate the Japanese automobile manufactures to submit
comprehensive sustainability reports as described above to the government. Such sustainability
reports including the results estimated using the analysis framework proposed in this study can be
practically useful for policy makers in arguing how the CAFE standards can contribute to reducing
societal CO2 emissions, and what might be a more effective policy centered around automobile lifecycle
management under the CAFE standards.

Supplementary Materials: The following are available online at http://www.mdpi.com/1996-1073/12/4/677/
s1.
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Appendix A

Red circle: Vehicle model of achieving the target fuel efficiency value for a predefined passenger
vehicle weight category.

Blue circle: Vehicle model of not achieving the target fuel efficiency value for a predefined
passenger vehicle weight category.
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Table A1. Weight categories.

Class Vehicle Weight (kg) Target Fuel Economy (km/L)

1 0–740 24.6
2 741–855 24.5
3 856–970 23.7
4 971–1080 23.4
5 1081–1195 21.8
6 1196–1310 20.3
7 1311–1420 19.0
8 1421–1530 17.6
9 1531–1650 16.5
10 1651–1760 15.4
11 1761–1870 14.4
12 1871–1990 13.5
13 1991–2100 12.7
14 2101–2270 11.9
15 2271–2600 10.6
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Figure A1. The relationships between fuel efficiency by vehicle model, vehicle weight, and the number
of vehicle sales by model for Toyota.
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Figure A2. The relationships between fuel efficiency by vehicle model, vehicle weight, and the number
of vehicle sales by model for Honda.
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Abstract: Technology improvement related to energy conservation and energy mix low-carbonization
is a critical approach for tackling global warming in China. Therefore, we attempt to identify the
technology factors of China’s energy consumption change between 2007 and 2012, when China’s
economy started slowing. This study proposes a new refined structural decomposition analysis
(SDA) based on a hybrid multi-regional input–output (MRIO) model. The technology factors are
expressed through the energy input level effect, energy composition effect, and non-energy input
effect. We find that the energy level effect was the primary driver for energy reduction, saving 1205
million tonnes of standard coal equivalent (Mtce) of energy, while 520 Mtce was offset by energy
composition and non-energy input effects. The sector analysis shows that the energy input level,
energy composition, and non-energy input effects of electricity, the chemical industry, and metallurgy
are noteworthy. In addition, the sector contribution to energy-use change, by province, related to the
three effects, is also studied. From these results, we propose policy suggestions for further energy
saving, in order to achieve China’s energy target through technology improvements by the higher
priority contributors identified.

Keywords: hybrid MRIO; SDA; energy saving; energy composition; China

1. Introduction

Fossil energy consumption is one of the main reasons for global warming [1,2]. As a major
greenhouse gas (GHG) emitter, China aims to keep energy consumption within six billion tonnes of
standard coal equivalent by 2030 for GHG abatement. Meanwhile, natural gas and non-fossil energy
are targeted to have a 35% share of China’s energy pie [3]. However, it has been announced that the
commitment to the Paris Agreement of each country is not enough to achieve the 1.5 degree Celsius
goal [4], which undoubtedly poses additional challenges to national climate policy. Therefore, it is
important to quantify the driving factors related to energy saving and energy mix low-carbonization in
order to shed light on the achievement of the pursuit of a higher GHG reduction. Also, the realization
of national goals requires the joint efforts of all of the provinces. Given the provincial disparities,
the provincial contributions to the energy saving and energy mix change are also worth estimating,
for a policy tailored to each province.

Structural decomposition analysis (SDA) is usually used to evaluate the driving factors behind
energy consumption or environment load change. An advantage of SDA is that a wide variety of
the driving factors can be identified considering the economic linkages between sectors. However,
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the empirical studies are restricted by the availability of the monetary input–output tables of nations [5].
The energy consumption changes or environment load changes are often decomposed into three factors,
namely: efficiency, the Leontief inverse effect, and the final demand effect. The final demand effect is
further decomposed into commodity shares of final demand, destination share, per-capita total final
demand, and population [6].

For the SDA studies focusing on energy change, Weber (2009) [7] used SDA to decompose energy
growth between 1997 and 2002 in the United States, and found that rising populations and household
consumption were the two drivers of energy demand growth, while being offset by the considerable
structural change within the economy. A study of Italy from 1999 to 2006 showed that the final demand
for goods and services was the main factor increasing energy consumption, but energy consumption
was offset by the energy intensity and production structure [8]. In the case of Japan, the total energy
demand dramatically increased, mainly as a result of the growth in the non-energy final demand from
1985 to 1990 [9]. In Brazil, from 1970 to 1996, the primary accelerator of energy use was population
growth, and after 1980, the increasing demand for energy-intensive products also drove the energy
demand increase [10].

Since China experienced an alarming average annual growth rate of energy consumption of 13%
from 2002 to 2007 [11], many researchers have focused on an energy SDA analysis. Xie (2014) [12]
examined the driving factors of China’s energy use from 1992 to 2010. The study proved that after 2002,
when China joined the WTO (World Trade Organization), 38% of its energy growth came from the
increasing exports, 36% from the increasing fixed capital formation, while the contribution of household
demand growth was only 15%. This was quite different from the household consumption-driven
energy growth in developed countries such as the United States or Italy. However, between 2007 and
2010, the energy change induced by exports decreased because of the financial crisis. Fixed capital
formation acted as the main reason for energy growth, accounting for 75% of energy growth, because of
the “package plan” proposed by the Chinese government. The results of Mi et al. (2018) [13] agreed
with those of Xie (2014) [12].

Moreover, Zhang and Lahr (2014), and Zhang et al. (2016) [14,15] quantified the energy change
related to the regional demand in China. Meanwhile, efficiency played a critical role in offsetting
energy consumption. However, from 2002 to 2007, the efficiency of construction, abnormally increasing
the total energy use, resulted in a weakened energy saving effect of efficiency [12–14].

From the above-mentioned literature, we found that the decomposition of the final demand factor
has already been well discussed, while the decomposition of technology factors was seldom deeply
studied. The present research is intended to fill this gap. A novelty of this study is the development of
a new refined decomposition framework to identify the technology role of each sector of each province
in the change of energy-use in China.

Specifically, we propose an energy SDA based on a “hybrid” multiregional input–output (MRIO)
table, expressed in both monetary and physical units. To the best of our knowledge, this is the first
attempt to apply a hybrid MRIO approach to the provincial primary energy consumptions of China.
It is well known that a hybrid input–output approach is superior to a monetary input–output approach,
because energy sectors are frequently characterized by different pricing for different sectors, whereas
the analysis based on monetary input–output tables assumes uniform pricing across all sectors [16–18].
However, the SDA described in previous studies is fit for the monetary approach, but not the hybrid
approach [16]. Our new SDA framework applies to both hybrid and monetary cases.

In doing the hybrid analysis, we focus on the primary fossil energy (i.e., coal, oil, and natural gas)
consumed in China. Hydropower, nuclear power, renewable energy, and others are not considered,
because the proportion of non-fossil energy consumption in China was less than 10% during our study
period [19]. The proposed energy SDA method is applied to the Chinese hybrid MRIO tables of 2007
and 2012, and the important driving forces of China’s energy growth are identified at a sector and
province level. Finally, we identify important stakeholder sectors and provinces that are important for
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energy saving in China, and suggest that they should be environmentally monitored. Policy makers
should commit to making important stakeholder sectors and provinces the highest priority.

This paper is organized as follows: Section 2 describes the methodology proposed in this
study, Section 3 explains the data used in this study, Section 4 provides the results and discussion,
and Section 5 concludes this paper.

2. Methodology

2.1. Primary Fossil Energy Consumed in China

The structure of the MRIO model can be expressed as x = Ax + f, where x =
(xr

i ) (r = 1, . . . , R; i = 1, . . . , N) is the vector of outputs of N sectors of R provinces, and f =( f r
i ) is the

vector of the total final demand for sector i of province r, including rural household consumption, urban
household consumption, government consumption, fixed capital formation, and exports. Furthermore,
A = (zrs

ij /xs
j ) = (ars

ij ) (r, s = 1, . . . , R; i, j = 1, . . . , N) is the input coefficient matrix, where zrs
ij denotes

the intermediate deliveries from sector i of province r to sector j of province s.
In the mixed-units approach (i.e., hybrid approach), if i is an energy sector, xr

i , zrs
ij , and f r

i are
measured in energy units (tonnes of coal equivalent in this study). As in the previous studies [12,16,17],
the solution of the hybrid MRIO model is x = Lf, where L = (I − A)−1 is the Leontief inverse matrix.
It should be noted that the hybrid MRIO database of China describes both domestically produced
energy and imported energy. The domestically produced primary fossil energy consumption in China
triggered by the final demand can be estimated as follows:

d =
^
eLf (1)

where d = (dr
i ) represents the fossil energy consumptions provided by energy sector k of province r,

triggered by the domestic final demand of China and its exports (when i = k). It should be noted that
^
e is a diagonal matrix with diagonal elements of 0 and 1. When i is a fossil energy sector (coal mining,
crude oil, and natural gas) of province r, er

i = 1, and otherwise, er
i = 0.

The physical energy import triggered by the domestic final demand of China and its exports can
also be estimated as follows:

h= MLf (2)

where h = (hk) represents the imported energy (k) consumed in China, and M = (ms
kj) is the energy

import coefficient matrix expressing the physical amount of energy (k) imported to produce one unit
of output of sector j of province s (see the Supporting Information).

The fossil energy (k) consumed in China triggered by total final demand can be expressed as follows:

Pk= ∑R
r=1 dr

k+hk (3)

2.2. Structural Decomposition Analysis (SDA)

As the primary fossil energy consumptions formulated in Equation (3) include both domestically
produced and imported energy, the SDA technique can be performed, focusing on either of these two
sources. From Equation (1), the change in the consumption of domestically produced energy in China
between 2007 and 2012 can be calculated by the following:

Δd = d12 − d07 =
^
eL12f12 − ^

eL07f07 (4)

The driving factors can be found as the final demand effect (ΔdF) and the Leontief inverse effect
(ΔdL), respectively. The final demand effect refers to the energy-use change induced by the shifts of
the final demand while holding the Leontief inverse constant. The Leontief inverse effect represents
the energy-use change generated from the Leontief inverse shift, with a given final demand. We take
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the average of all of the possible decompositions in order to qualify each effect. Dietzenbacher and Los
(1998), and Hoekstra and Van Den Bergh (2002) provide the theoretical details in their studies [20,21].

ΔdF =
1
2

(
^
eL07Δf +

^
eL12Δf

)
(5)

ΔdL =
1
2

(
^
eΔLf07 +

^
eΔLf12

)
(6)

where Δ represents the change of a factor.
We further decompose the Leontief inverse effect (ΔdL) into trade effect (ΔdT) and technology

effect (ΔdB). Moreover, the technology effect is identified along three dimensions, as the energy-use
change associated with shifts in the non-energy input, energy composition, and energy input level.
Trade effect refers to the energy change induced by the shifts of the input factors’ sourcing locations.
Technology effect refers to the combined effect of the non-energy input, energy composition, and energy
input level effects. Firstly, the non-energy input effect (ΔdG) is the energy-use change generated from
the change in non-energy inputs in production, when holding the other factors constant. Secondly,
energy composition effect (ΔdC) refers to the energy-use change induced by the energy mix shifts in the
production process. Thirdly, the energy input level effect (ΔdE) is the energy-use change brought about
by the sum of all kinds of energy consumption variation per unit of output (i.e., energy efficiency).

Furthermore, we have the following matrix decomposition of the Leontief inverse matrix [22].

ΔL = L12 − L07 =
1
2
(L12ΔAL07 + L07ΔAL12) (7)

In this study, we re-defined the input coefficient matrices of 2007 and 2012, as follows:

A07 = T07 ◦ B07 (8)

A12 = T12 ◦ B12 (9)

Here, T is the inter-provincial trade coefficient matrix of China, showing the proportion supplied
from province r of the total intermediate delivery from sector i, required for producing one unit of
sector j of province s, and it can be defined as follows:

T = (trs
ij ) =

(
ars

ij

∑R
r=1 ars

ij

)
=

⎡⎢⎣ T11 · · · T1R

...
. . .

...
TR1 · · · TRR

⎤⎥⎦ (10)

where Trs(r, s = 1, . . . , R) is the inter-provincial trade coefficient submatrix for the goods and services
flowing from province r to s. B in the right-hand sides of Equations (8) and (9) is the technical coefficient
matrix of the Chinese provinces, and it can be written as follows:

B =

⎡⎢⎣ B1 · · · BR

...
. . .

...
B1 · · · BR

⎤⎥⎦ (11)

where Bs = (bs
ij) = (

R
∑

r=1
ars

ij ) is the technical coefficient submatrix of a specific province (s), showing

the total intermediate delivery from sector i required for producing one unit of sector j of province s.
It should be noted that � denotes the Hadamard product.
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We further propose decomposing the technical coefficient submatrix of a specific province (s),
Bs (s = 1, . . . , R), as follows:

Bs = (bs
ij) =

Energy sector
...

Energy sector
Non − energy sector

...
Non − energy sector

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 · · · 0
...

. . .
...

0 · · · 0
bs

K+1,1 · · · bs
K+1,N

...
. . .

...
bs

N1 · · · bs
NN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

Gs

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

bs
11

∑K
i=1 bs

i1
· · · bs

1N
∑K

i=1 bs
iN

... · · · ...
bs

K1
∑K

i=1 bs
i1

· · · bs
KN

∑K
i=1 bs

iN

0 · · · 0
...

. . .
...

0 · · · 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

Cs

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

K
∑

i=1
bs

i1

K
∑

i=1
bs

i2

. . .
K
∑

i=1
bs

iN

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

Es

(12)

where Gs is the technical coefficient submatrix for the non-energy sectors, Cs is the energy composition
matrix showing the energy mix information of each sector, and Es is the diagonal matrix with the
overall energy input level (energy intensity in this study) of each sector. K is the total number of
energy sectors.

Using the refined decomposition factors of Equations (10), (11), and (12), the input coefficient
matrices of 2007 and 2012 can be formulated, respectively, as follows:

A07 = T07 ◦ B07 = T07 ◦ (G07 + C07E07) (13)

A12 = T12 ◦ B12 = T12 ◦ (G12 + C12E12) (14)

Accordingly, ΔL in Equation (6) can be further decomposed into the changes in the structural
factors of T, G, C, and E, as follows:

ΔLT=
1
4
[L12{ΔT ◦ (B07 + B12)}L07 + L07{ΔT ◦ (B07 + B12)}L12] (15)

ΔLG =
1
4
[L12{(T07 + T12) ◦ ΔG}L07 + L07{(T07 + T12) ◦ ΔG}L12] (16)

ΔLC = 1
8 [L12{(T07 + T12) ◦ ΔC(E07 + E12)}L07

+L07{(T07 + T12) ◦ ΔC(E07 + E12)}L12]
(17)

ΔLE = 1
8 [L12{(T07 + T12) ◦ (C07 + C12)ΔE}L07

+L07{(T07 + T12) ◦ (C07 + C12)ΔE}L12]
(18)
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We can finally quantify the Leontief inverse effect-driven energy-use change as the following
four factors.

ΔdL = 1
2

(
^
eΔLf07 +

^
eΔLf12

)
= 1

2

(
^
eΔLTf07 +

^
eΔLTf12

)
(Trade effect)

+ 1
2

(
^
eΔLGf07 +

^
eΔLGf12

)
(Non-energy input effect)

+ 1
2

(
^
eΔLCf07 +

^
eΔLCf12

)
(Energy composition effect)

+ 1
2

(
^
eΔLEf07 +

^
eΔLEf12

)
(Energy input level effect)

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
Pure technology effect

(19)

Similarly, we decomposed the changes in the imported energy of China between 2007 and 2012
(see Supporting Information).

3. Data Sources

This study uses the monetary MRIO tables of China from 2007 and 2012 [23,24], and the energy-use
data of the individual sectors by province [25], as well as the energy export, import, and inventory
change of each province [26,27]. The “monetary” MRIO tables of 2007 and 2012 are of 30 sectors [23,24],
while the energy-use data of the individual sectors by province is of 45 industrial sectors and 2
residential sectors [25]. For consistency, this study consolidates the industrial sectors in the different
databases [23–25] into the same 31 sectors, with 8 energy sectors and 23 non-energy sectors. The energy
types in the energy-use data are classified into eight groups corresponding to the eight energy sectors
(see Table S1 and Table S2 in the Supporting Information for sector classification and energy grouping).
Based on the data above, we compile “hybrid” MRIO tables of the years 2007 and 2012, whose energy
inputs are described in physical terms (tonnes of coal equivalent in this study), and non-energy inputs
are described in monetary terms (Chinese yuan in this study). A detailed description of constructing
the hybrid MRIO tables for China can also be found in the Supporting Information.

The double deflation method is used to deflate the monetary flows in the hybrid MRIO table for
the 2012 to 2007 constant prices [28] for SDA application. The price index of each sector is obtained
from the National Statistical Yearbook [29,30] (see Table S3 for price deflators).

4. Results and Discussion

4.1. Nationwide SDA of China

We estimated the total primary fossil energy consumptions in China by using Equation (3).
The total primary fossil energy consumed in China increased by 61%, from 2682 million tonnes of
standard coal equivalent (Mtce) in 2007, to 4319 Mtce in 2012. In particular, coal consumption made
up the most substantial fraction, growing from 2162 Mtce to 3399 Mtce (Figure 1). It is important to
determine what the sources were of the remarkable increase in the fossil energy consumptions during
the recent five years, between 2007 and 2012.

From the SDA results, we found that final demand shifts were the dominating sources that pushed
each energy-use upward, by 2259 Mtce in total (84% of the energy consumption in 2007) (Figure 2).
It is also important to identify the role of technology changes in primary energy use. Looking at
the technology effect, which is a combined effect of the energy input level, energy composition,
and non-energy input effects in Figure 2, technological changes have contributed to decreasing fossil
energy use by 684 Mtce in total. Thus, expanding consumptions lead to economic growth and fossil
energy growth in China, while the Chinese government can expect that technological changes can help
to partially offset fossil energy growth.
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Figure 1. Total primary fossil energy consumed in China in 2007 and 2012.

Using the SDA technique developed in this study, we can further decompose the technology
effect into the following three effects: energy input level, energy composition, and non-energy input
effects. Looking at these three effects in detail, using Figure 2, between 2007 and 2012, the energy input
level effect was the main driver offsetting the increase of all fossil energy types, helping to reduce
the energy consumption by 1205 Mtce (45% of the energy consumption in 2007). On the other hand,
the energy composition effect was a driver of increasing the consumptions of coal and natural gas by
198 and 12 Mtce, respectively, while reducing oil consumption by 79 Mtce, leading to a 131 Mtce energy
growth overall (Figure 2). The non-energy input effect was a driver of increasing the fossil energy
consumption by 389 Mtce (15% of energy consumption in 2007) (Figure 2). Thus, the energy saving
effect through technological changes was weakened by both energy composition and non-energy input
effects; therefore, the Chinese government should put effort into maximizing the technology-induced
energy saving effect through an improvement in energy mix and non-energy input.

Figure 2. Nationwide structural decomposition analysis (SDA) for each fossil-energy type in China.

4.2. Decomposition of Technology Effects by Province and Sector

4.2.1. Energy Input Level Effect

We computed the aggregated energy input level effect of each sector by summing the energy input
level effect of each sector over 30 provinces. Figure 3 shows that the aggregated energy input level
effects of 22 sectors in China contributed to a coal reduction of 1281 Mtce, and the top three sectors were
electricity and hot water production and supply (Electricity), metallurgy, and the chemical industry,
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contributing 71% of that 1281 Mtce coal reduction. The reason lies in the dramatic improvements in
the energy efficiencies of these sectors [31,32].

Unfortunately, the other nine sectors had a total rise in coal consumption of 243 Mtce, due to the
energy input level effect (Figure 3). Growth in the sectors of coal mining and coking products stand out
the most (Figure 3). With the reduction of easy-to-mine and high-quality coal resources, the increasing
difficulty in coal mining and the enlarging need of coal refinement promoted unit energy consumption
in coal mining [33,34]. As coal and electricity were the main energy types consumed in coal mining,
according to matrix C in Equation (13), the unit energy consumption change majorly affected the coal
consumption. The installation of environmental protection equipment and the instigation of long-term
low-load operation in coking products led to an increase of the unit of energy consumption in this
sector [35,36]. For example, wastewater facilities were installed for environment protection, and the
unit energy consumption of coking products rose [36]. For the coking facilities, a lower processing
amount (a lower load rate) results in a higher allocated unit energy consumption [36]. Coal was the
main material for coking. Therefore, the increased unit energy consumption mainly led to coal growth.

Concerning oil consumption, the energy input level effects of 24 sectors acted as drivers to reduce
oil by 166 Mtce, with the top sector being transport and storage, which had a reduction of 83 Mtce
(Figure 3). The energy input level effect of petroleum refining causing oil use to grow by 23 Mtce cannot
be ignored, as this amount was significantly higher than those of the next highest sectors (Figure 3).
The increasing share of high-sulfur crude oil and low-load operation owing to excess capacity, induced a
unit energy consumption growth in petroleum refining [37,38]. High-sulfur crude oil not only increased
the processing difficulty of refineries, but also expanded the scale of environmental protection facilities,
such as desulfurization [39]. As a result, the unit energy consumption of refineries increased, which
led to oil growth, because oil was the main raw material of refineries. In addition, the energy input
level effect on natural gas use change was quite small (Figure 3).

Figure 3. Energy input level effect by sector.

Subsequently, we ranked the disaggregated energy input level effects of 31 sectors of 30 provinces;
the top ten and the bottom ten are listed in Figure 4. The coking products of Shanxi had the most
energy growth among the 930 contributors (31 sectors × 30 provinces), at 58 Mtce (Figure 4). From the
bottom ten, we were surprised to find that the energy input level effect of electricity was positive
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at 47 and 20 Mtce in Inner Mongolia and Shanxi, respectively, even though the local governments
announced an update of equipment at the power stations during the study period [40]. The problems
of these sectors lie in the fact that the low-load operation of power generation units, as well as the poor
equipment management levels in Inner Mongolia and Shanxi, resulted in the ineffectiveness of the
power generating units with large capacities and a high parameter [41–43]. The other contributors
of the bottom ten were mainly related to coking products, coal mining, and petroleum refining, as
expected (Figure 4).

Figure 4. Top ten and bottom ten contributors for energy saving related to energy input level effect.
SD: Shandong; JL: Jilin; IM: Inner Mongolia; HB: Hebei; LN: Liaoning; HN: Henan; GD: Guangdong;
ZJ: Zhejiang; JX: Jiangxi; SX: Shanxi; SH: Shanghai; XJ: Xinjiang.

Accordingly, further energy efficiency improvement in electricity, the chemical industry,
metallurgy, coal mining, coking products, transport and storage, and petroleum refining would
dramatically reduce energy use. However, the fact is that, by 2017, when these sectors encountered
excess capacity, some of the technologies of sectors such as electricity, the chemical industry, metallurgy,
and coking products were already close to or at the advanced level in the world [31,32]. That being
the case, what counts is not replacing the equipment frequently, but promoting an energy saving
approach under a low-load operation, and phasing out inferior production capacities. As for other
sectors, such as coal mining and petroleum refining, both the lag in technology and the over-capacity
should be addressed.

4.2.2. Energy Composition Effect

A positive energy composition effect means increasing fossil energy consumptions through
energy mix changes. It should be noted that even if the energy input level effect of the specific sector
is negative as a result of the decreasing energy intensity as defined by the diagonal element of the
matrix E, the fossil energy consumptions of China may increase as a result of the energy composition
change of the sector. Specifically, the energy composition effects of electricity and the chemical industry
distinctly stimulated the energy growth (Figure 5), although the most significant energy saving was
due to the energy input level effects of the two sectors (Figure 3).
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As for electricity, the energy composition effect caused fossil energy growth by 60 Mtce. Therein,
the coal consumption increased by 76 Mtce, while the oil and natural gas went down by 16 and 0.5 Mtce
(Figure 5). As for the chemical industry, the energy composition effect was positive at 30 Mtce. The coal
consumption grew by 34 Mtce, with oil consumption and natural gas decreasing by 3 and 1 Mtce,
respectively (Figure 5). The matrix ΔC in Equation (17) gives us the source of the energy composition
effect of a specific sector of a specific province. First of all, the increased coal and electricity proportion in
the energy input promoted coal growth. Secondly, fuel oil saving at coal plants made the proportion of
oil consumption for electricity, which was already the smallest, even smaller [44,45]. Policy factors [46]
and the price disadvantage of oil impeded the use of oil as a material in the chemical industry [47].
Thirdly, an increasing natural gas price and tight natural gas supply hindered the application of natural
gas for both electricity and the chemical industry [48,49]. In addition, the Natural Gas Utilization Policy
set selective restrictions on natural gas use for electricity and the chemical industry [47,50]. The factors
described above influenced the energy structure for electricity and the chemical industry.

Figure 5. Energy composition effect by sector.

Figure 6 shows the top ten and the bottom ten sectors regarding the disaggregated energy
composition effects of 31 sectors of 30 provinces. We found that the energy composition effect of
metallurgy, which ranked second among the top ten for energy saving related to the energy input level
effect, also had a clear impact on energy use, although the aggregated energy composition effect was
negligible at −0.5 Mtce (Figure 5). Here, the energy composition effects of metallurgy of Liaoning,
Jiangxi, Shanxi, and Hunan, ranked in the bottom ten for energy saving, triggering a fossil energy
growth of 44 Mtce in total, due to the increased proportion of coking products’ input to metallurgy in
these provinces (Figure 6). However, the energy composition effects of five of the provinces ranking in
the top ten helped to reduce fossil energy by 37 Mtce (Figure 6), because the secondary energy (coke
oven gas, converter gas, etc.) recovery improvement substantially reduced the coal proportion in the
metallurgy of these provinces [51]. In addition, the other growth in the bottom ten was related to
electricity, the chemical industry, and coking products, as expected (Figure 6).
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Figure 6. Top ten and bottom ten contributors for energy saving related to the energy composition effect.
SC: Sichuan; HUB: Hubei; GZ: Guizhou; SX: Shanxi; HB: Hebei; JL: Jilin; ZJ: Zhejiang; XJ: Xinjiang;
SD: Shandong; HUN: Hunan; JS: Jiangsu; HLJ: Heilongjiang; LN: Liaoning; JX: Jiangxi.

We found that, compared with the other sectors, the energy composition effects of electricity,
the chemical industry, and metallurgy noticeably impacted the fossil energy-use change, especially
coal use change. The large coal fraction in the change was because the energy composition change was
mainly impacted by a coal-related technology change and a growing electricity share. If electricity
generation remains dominated by coal, the wide application of electricity in end-use will trigger more
coal consumption, like the coal growth from the chemical industry related to the energy composition
effect. Thus, the energy input mix low-carbonization of electricity fundamentally plays an important
and beneficial role in the changes in China’s primary energy structure. In addition, the significant
natural gas growth from the energy composition effect that we expected did not appear in the
individual sectors of the individual provinces, as a result of a natural gas supply shortage and price
increases. Thus, ensuring the natural gas supply and reasonable prices are key to the development of
natural gas.

4.2.3. Non-Energy Input Effect

Figure 7 shows that the aggregated non-energy input effect of 24 sectors contributed to fossil
energy growth. Note that the non-energy input effects of electricity, metallurgy, and the chemical
industry weakened their energy savings related to the energy input level effect. The non-energy
input effects of the chemical industry and metallurgy generated noticeable fossil energy growth at
65 and 34 Mtce, respectively, although that of electricity was insignificant at 7 Mtce (Figure 7). Thus,
the −441 Mtce energy input level effect of electricity was offset by 68 Mtce, as a result of the energy
growth from the energy composition effect and the non-energy input effect, resulting in a −373 Mtce
of a combined effect from the three factors (i.e., the technology effect). Similarly, the −286 Mtce
energy input level effect of metallurgy was offset by 34 Mtce, leading to a −252 Mtce technology effect.
The −237 Mtce energy input level effect of the chemical industry was offset by 94 Mtce, generating a
−143 Mtce technology effect overall.

In addition to the above, the non-energy input effect of construction triggered the most significant
energy growth, leading the fossil energy to increase by 123 Mtce (Figure 7). The other consequential
sectors that contributed to energy growth were coal mining and electronic equipment (Figure 7).
From ΔG in Equation (16), we found that the energy growth induced by the non-energy input
effect of construction and metallurgy mainly came from the increased metallurgy products’ input.
Similarly, the growing chemical industry products input and electronic equipment input were mainly
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responsible for the energy growth of the chemical industry and the electronic equipment related to
the non-energy input effect, respectively. Particularly, the principal input factor that was responsible
for the fossil energy growth from the non-energy input effect of coal mining varied province by
province, but mainly included growth in the chemical industry products, metallurgy products,
electrical equipment, and general and specialist machinery input in the sector of coal mining.

Figure 7. Non-energy input effect of each sector.

Figure 8 shows the most influential disaggregated contributors to energy-use related to the
non-energy input effect. The energy growth generated from the non-energy input effect of coal mining in
Shanxi was the highest, mainly owning to the growing metallurgy products input (Figure 8). The other
contributors in the bottom ten were related to construction, metallurgy, the chemical industry, and
electronic equipment, not surprisingly (Figure 8).

Figure 8. Top ten and bottom ten contributors for energy saving related to non-energy input effect.
JL: Jilin; GD: Guangdong; SX: Shanxi; ZJ: Zhejiang; IM: Inner Mongolia; SD: Shandong; HB: Hebei;
LN: Liaoning; CQ: Chongqing; JX: Jiangxi; JS: Jiangsu.
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We consider that reducing the non-energy input should be taken seriously. Metallurgy products’
utilization in construction, metallurgy, and coal mining; chemical industry products’ utilization in the
chemical industry; and electronic equipment products’ utilization in electronic equipment should be
given priority attention in order to save energy indirectly.

4.3. Analysis Combining the Present and Previous Studies

We collected five seminal peer-reviewed articles [12–14,22,52] relevant to our research, and classified
the driving forces behind China’s energy-use change into a production technology effect, and a final
demand effect. We computed the “average” decomposition effects of different studies in the same
period, and Figure 9 shows the percentage contribution of each driving factor to China’s energy-use
change during the specific five-year period. Importantly, we found that the energy saving effect of
the production technology was weaker between 2002 and 2012 than between 1981 and 2002. If the
production technology effect becomes smaller over time, then the climate mitigation goal of China will
probably not be achieved because of the expanding final demand of goods and services in China (see the
larger final demand effects in Figure 9).

Figure 9. Energy consumption change from 1981 to 2012.

5. Conclusions and Policy Implication

The main conclusions are summarized as follows:
Between 2007 and 2012, technology changes affected fossil energy consumption in China in three

aspects. The energy input level effect was the most influential factor offsetting the primary fossil
energy growth, by 1205 Mtce, in China. Unfortunately, although the energy composition effect saved
79 Mtce of oil, it promoted coal and natural gas growth by 198 and 12 Mtce, respectively, ultimately
resulting in an energy growth of 131 Mtce. The non-energy input effect indirectly caused the fossil
energy consumption to increase by 389 Mtce.

The role of the energy input level effect was in opposition to the energy composition and non-energy
input effects in most sectors. The energy input level effects of electricity, metallurgy, and the chemical
industry stood out the most at −936 Mtce in total, but the noteworthy energy composition effects and
non-energy input effects of the three sectors weakened the energy input level effect, triggering a fossil
energy growth of 194 Mtce.

The other main sources of energy growth were as follows. For the energy input level effect, coal
mining, coking products, and petroleum refining were the primary source sectors promoting energy
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growth, by 243 Mtce overall. For the non-energy input effect, construction, coal mining, and electronic
equipment generated energy growths of 198 Mtce overall.

We suggest that the energy growth of the important stakeholder sectors identified in this study
should be given a higher priority of attention by policy makers.

Given the tougher climate challenges facing all countries, we propose the following policy, based
on our analysis, for further energy conservation in China. The energy inputs of the contributors
listed in Table 1 should be the main monitoring points for energy saving. Annual reports for the
main monitoring points should be compiled by the relevant governments. We also suggest that this
contributors list be updated every five years for dynamic monitoring of the major sources of energy
growth related to technology change. Therefore, the focus of technology improvement for further
fossil energy saving should always be clear.

Table 1. Main energy growth sources by sector and by province related to technology effects.

Factor Source sector Source province

Energy level effect Coking products Shanxi and Shanghai
Coal mining Shandong and Henan
Petroleum refining Xinjiang, Shandong and Guangdong
Electricity Inner Mongolia and Shanxi
Non-metal products Inner Mongolia

Energy composition effect Electricity Hebei, Liaoning, and Shanxi
Chemical industry Jiangsu
Metallurgy Liaoning, Jiangxi, Hunan, and Shanxi
Coking products Shanxi, Heilongjiang

Non-energy input effect Construction Jiangsu, Hebei, Shanxi, and Chongqing
Metallurgy Jiangsu, Shandong, and Jiangxi
Coal mining Shanxi
Chemical industry Shandong
Electronic equipment Jiangsu
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Table S1: Results of industrial sectors classification, Table S2: Energy grouping, Table S3: Price deflaters for sectors,
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Abstract: By focusing on a distributed energy system that has been widely diffused for efficient
utilization of renewable energy generation in recent years, this paper investigates the relationship
between productivity growth and information and communications technology capital in the
energy sector. Information and communications technology is a key factor in operating distributed
energy systems in a way that balances energy supply and demand in order to minimize energy
loss and to enhance capacity utilization. The objective of this study is to clarify the determining
factors that affect productivity growth, focusing on three different information and communications
technologies: information technology capital, communication technology capital and software capital.
Our estimation sample covers energy sectors in 14 countries from 2000 to 2014. The results show
that information technology and software capital contribute to increasing material productivity and
capital productivity in the energy sector, respectively. Meanwhile, communication technology capital
negatively affects these two productivity indicators.

Keywords: information and communications technology; productivity; renewable energy; energy
sector; distributed energy system

1. Introduction

1.1. ICT and Productivity

As a general-purpose technology, information and communications technology (ICT) can play
an important role in productivity growth, which is the main driver of the wealth of nations and
market competitiveness [1,2]. Investment in ICT enables new technologies to enter the production
process and is viewed as a key factor in efficiency gains in ICT using industry [3,4]. The OECD [5] has
noted that developments in ICT, combined with internationally fragmented production processes, are
making business services increasingly dynamic, transportable and tradeable. According to Miller and
Atkinson [6], approximately two-thirds of U.S. growth in total factor productivity (TFP) between 1995
and 2004 was due to ICT, and ICT has contributed roughly one-third of growth ever since. Kvochko [7]
identified five common economic effects of ICT: direct job creation, contribution to GDP growth, the
emergence of new services and industries, workforce transformation, and business innovation. Thus,
ICT contributes to economic development through multiple pathways in various sectors.
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The energy sector (e.g., electricity and gas supply) is one of the key industries investing in ICT
to deliver cost savings and efficiency gains [8]. In particular, distributed energy systems have been
widely diffused to efficiently utilize renewable energy generation in recent years. Figure 1 shows the
investment trend related to the energy sectors. Figure 1a shows that investment in the global power
sector has shifted from fossil fuel to renewable energy and networks in the past decade. Another
important trend is that the ICT sector’s investment in new energy technology companies has rapidly
increased in recent years (see Figure 1b)). The rapid growth in investment by the ICT sector has helped
diffuse distributed energy systems with renewable energy generation in networked environments such
as smart grids [9].
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Figure 1. The investment trend related to the energy sector. (a) Investment by global power sector;
(b) Corporate investment in new energy technology companies, by sector of investing company. (Source:
IEA World Energy Investment 2018).

According to the Information Technology Industry Council [10], ICT can be used to improve
the reliability, resiliency, and efficiency of grids’ transmission, storage and distribution infrastructure
through better real-time monitoring and control of the grid systems under increasingly complex energy
grids. Nagai et al. [11] explained that ICT can be used in energy infrastructure in three ways: (1) as a
system for cost-based analysis of operational efficiency, (2) as a support system for optimizing operation
and maintenance, and (3) as a visualization tool for the management of key performance indicators
and risks. They also noted that ICT has the advantage of developing an autonomous decentralized
energy system, which is essential for controlling large-scale and various types of renewable energy
supplies. According to the World Energy Council [12], ICT, especially software tools, can provide data
and information on how to better configure the various elements of an energy generation system so as
to optimize its overall performance in a cost-effective manner.

1.2. Literature Review and Novelty of This Study

Many previous studies have analyzed how ICT contributes to productivity growth [13–15].
According to Polák [16], more than 70 articles in the last 20 years have investigated the contribution
of ICT. For example, Edquist and Henrekson [17] examined the effect of ICT on the change in TFP in
50 industries in Sweden from 1993 to 2013. They concluded that ICT capital growth is not significantly
associated with TFP growth. Strobel [18] compared the contribution of ICT capital to TFP and
its spillover effect in thirteen manufacturing industries between the U.S. and Germany from 1991
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to 2005. Strobel [18] clarified that ICT has a different function in affecting productivity growth.
Regarding cross-country analysis, Ceccobelli et al. [19] investigated the impact of ICT capital on labor
productivity (LP) using data on 14 countries from 1995 to 2005 and a nonparametric approach to
estimate productivity change.

However, most previous studies focus on national-level activities or manufacturing sectors, with
few studies addressing the energy sector (e.g., the German energy sector [20]). Additionally, many
previous studies cast a spotlight on the differences between ICT capital data and non-ICT capital data,
and most of them use ICT gross capital stock to investigate the impact of ICT capital on productivity.
ICT capital is composed of several different types of capital, including information technology (IT)
capital, communication technology (CT) capital, and software capital.

To clarify the details on the relationship between ICT capital and productive performance in the
energy sector, the differences in the characteristics of ICT capital must be considered. Notably, not
all ICTs contribute equally to improved productive performance in the energy sector. Certain ICTs
directly contribute to reducing labor costs, such as smart meters and sensors for remote measuring,
whereas others contribute to improving efficiency because they improve the grid management system.
Therefore, the incentives for the energy sector to invest in ICT vary depending on the type of technology
considered. A determinant analysis of productive performance that focuses on the characteristics of
each type of ICT is important for suggesting effective policies to encourage development and to induce
activities in such technology in the energy sector.

Another important contribution of this study is that it focuses on the period from 2000 to 2014.
As explained above, previous studies on the effect of ICT capital mainly focus on the period from
1990 to 2005. Meanwhile, innovative ICT utilization, such as the internet of things, has dramatically
advanced in recent years [21]. Considering recent ICT innovations is important for proposing policy.
Energy strategies, especially with regard to nuclear power and renewable energy diffusion, have been
strongly affected by the Fukushima Daiichi nuclear disaster on 11 March 2011 [22]. Investigating the
relationship between ICT capital and productivity change using a recent dataset on the energy sector
can provide key information for strategy building for future energy systems and ICT investments.

Based on this background, this study investigates the effect of ICT capital stock share as a determining
factor in market competitiveness using both production efficiency as a performance evaluation method
and an econometric approach for the analysis of determinants. The objective of this study is to clarify the
ICT capital effect on productivity in the energy sector, focusing on the characteristics of each type of ICT.

1.3. Research Framework

To focus on the characteristics and effects of ICT capital stock, this study clarifies how each aspect
of ICT capital concentration affects the productive performance in the energy sector. As explained
above, ICT contributes to the performance of the energy sector through various pathways [10,11].
Thus, the contribution of ICT should be investigated not only from a one-dimensional perspective but
also from a multidimensional perspective using multiple indicators. To investigate this relationship,
this study applies four productive performance evaluation indicators: LP, capital productivity (CP),
material productivity (MP), and TFP.

Figure 2 shows the research framework for this study. The methodological approach involves
two steps. First, this study evaluates the performance of the energy sector using four indicators.
A performance evaluation indicator can be applied as a proxy for market competitiveness in the
industrial sector, and the four indicators allow us to perform a multidimensional evaluation of
productive performance in the energy sector.

Second, this study tries to explain the differences in the productive performance indicators among
countries based on three multidimensional factors: (1) the ICT capital share, (2) the renewable energy
share, and (3) the electricity price and research and development (R&D) capital share. The ICT capital
share focuses on the concentration of IT capital, CT capital, and software capital within the gross capital
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stock. Next, this study investigates the effect of a distributed electricity system on the performance of
the energy sector, focusing in particular on solar photovoltaic and wind power generation.

 
Figure 2. The research framework for this study.

Additionally, this study applies electricity price and R&D capital share as the control variables in
the determinant analysis. According to the OECD [23], investment in intellectual property products,
such as R&D, not only contributes to expanding the technological frontier but also enhances the ability
of firms to adopt existing technologies, playing an important role in productivity performance. For
this reason, the R&D share is selected as the control variable in the 2nd step of the analysis.

This paper contributes by seeking to explain productivity changes using econometric techniques,
with a specific focus on the effect of ICT capital stock composition. This study investigates the effect
of different types of ICT capital formations on measures of performance of the energy sector. More
specifically, this study investigates the role of ICT capital in the energy sector, differentiating this type
of capital according to factors such as renewable energy management systems.

2. Materials and Methods

2.1. Performance Evaluation Indicators

2.1.1. Labor Productivity (LP)

LP is defined as the desirable output (e.g., sales, production amount) per labor input (e.g., labor
cost, hours worked) [24]. LP can be increased by reducing the labor input while maintaining the
same amount of production or by increasing the production amount with the same labor input.
In other words, LP is the inverted score of the labor input per unit of production, which represents the
production of scale-adjusted labor input. In this study, LP is estimated by the gross output divided by
labor compensation.

LP growth, in which ICT capital is typically used, was generally much higher and more volatile
between 1995 and 2013 [4]. ICT capital contributes to productivity growth in labor-intensive industries
because transaction costs, including information sharing among laborers, can be decreased due to ICT
capital utilization [25]. However, the energy sector, which is a typical capital-intensive industry, has
not been investigated with regard to the relationship between LP and ICT capital stock. In general,
productivity in the energy sector is strongly related to energy efficiency, which is determined by the
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technological level of equipment. Thus, this study assumes that the contribution of ICT capital to LP
growth in the energy sector is limited.

2.1.2. Capital Productivity (CP)

CP is measured as the ratio between the volume of output and the volume of capital input, defined
as the flow of productive services that the capital delivers in production [24]. CP can be increased by
reducing the capital input while maintaining the same amount of production or by increasing the
production amount with the same capital input. Therefore, CP reflects how efficiently capital is used to
produce output [24]. In this study, CP is estimated by gross output divided by capital stock.

ICT capital utilization has an important role in increasing CP in the energy sector. One reason is
that renewable energy systems, especially solar photovoltaic and wind power, are widely diffused
worldwide. ICT capital is an important factor in the efficient use of renewable energy generation in
distributed energy systems [26]. In particular, the control system for balancing energy supply and
demand requires ICT capital to minimize energy loss and to enhance capacity utilization [27]. Based
on this background, this study assumes that ICT capital stock contributes to CP growth and that this
contribution effect is stronger in countries that achieve a high share of distributed energy (e.g., solar
photovoltaic and wind power) in their total energy supply.

2.1.3. Material Productivity (MP)

MP is defined as the desirable output per intermediate input (e.g., natural resources). MP can be
increased by reducing the intermediate input while maintaining the same amount of production or
by increasing the production amount with the same intermediate input. Therefore, MP reflects the
efficiency of intermediate input utilization [23]. Thus, in addition to LP and CP, MP is an important
indicator for evaluating the energy sector from the resource efficiency perspective.

Notably, the definition of the material is often different between the economics and engineering
research fields. Baptist and Hepburn [28] explain that engineers tend to define materials to mean
physical inputs (e.g., iron ore), while economists often do not differentiate between materials and
other intermediate inputs because it can be difficult to distinguish raw materials. Because of the data
constraints on identifying raw materials, this study evaluates MP using monetary-based intermediate
input data, following the idea in the economics research field. In this study, MP is estimated by gross
output divided by intermediate material cost.

This study assumes that the IT and software capital contribute to increasing MP due to the
automated control of resource inputs in the production process. Additionally, sensing technology can
reduce the risk of resource waste, such as leakages of electricity and gas.

2.1.4. Total Factor Productivity (TFP)

TFP is defined as the portion of output not explained by the number of inputs used in
production [29]. TFP is also interpreted as a proxy for advancements in production technology [30].
TFP can be increased by reducing the input factors while maintaining the same amount of production
or by increasing the production amount with the same input factors. Therefore, TFP reflects the overall
production technology, which is a key factor in gaining market competitiveness.

This study measures TFP change by examining the relative productivity among the energy sectors
of 42 countries using a directional distance function (DDF) model. The formula for calculating the
distance function for country k can be computed using the following optimization problem:

→
D
(
xl

k, ym
k , gxl , gym

)
= Maximizeβk (1)

s.t.
∑N

i=1
λixl

i ≤ xl
k + βkgxl l = 1, · · · , L (2)
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N∑
i=1

λiym
i ≥ ym

k + βkgym m = 1, · · · , M (3)

λi ≥ 0, (i = 1, · · · , N) (4)

where βk is the production inefficiency score of country k, and i is the country name. λi is the weight
variable used to identify the reference point on the production frontier line. l and m are the input
and output variable names, respectively; x is the production input factor in the L × N input factor
matrix; and y is the output in the M × N output factor matrix. In addition, gx is the directional vector
of the input factor, and gy is the directional vector of the output factors. To estimate the production
inefficiency score of all countries, a model calculation must be applied independently N times for
each country.

To estimate the productivity change indicators, this study sets the directional vector =
(
gxl , gym

)
=(

xl
k, ym

k

)
. This type of directional vector assumes that an inefficient firm can decrease its productive

inefficiency while increasing its desirable outputs and that it can decrease its inputs in proportion to
the initial combination of actual outputs. Under this directional vector setting and the selection of data
variables in Figure 2, the following equation can be obtained:

→
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k m = gross output (7)

λi ≥ 0 i = 1, · · · , N (8)

This study employs the Luenberger productivity indicator (LPI) as a TFP measure because the
LPI is believed to be more robust than the widely used Malmquist indicator [31]. The LPI is computed
with the results of the DDF model and is derived as follows [31,32]:

TFPt+1
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→
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}
(9)

where xt is the input for year t, xt+1 is the input for year t + 1, yt is the desired output for year t, and

yt+1 is the desired output for year t + 1.
→
D

t
(xt, yt) is the inefficiency score of year t based on the frontier

curve in year t. Similarly,
→
D

t+1
(xt, yt) is the inefficiency score of year t + 1 based on the frontier curve

in year t + 1.

2.2. Determinant Factor Analysis

To investigate the effect of ICT capital share on productive performance indicators in the energy
sector, panel regression analysis is applied. Four performance indicators are regressed on the seven
determinant factors (see Figure 2). In addition, the interaction terms of the ICT capital share and the
renewable energy share to investigate the CP improvement effect. The specification for the regression
is assumed to be that in Equation (2):

Performance j
it =
∑

k

βk
1ICTk

it +
∑

k

βk
2(ICTk

it ×Renewableit) + Xβ+ μt + δi + εit (10)

The subscripts i, t, j, and k represent the country, time, type of performance indicator, and type
of ICT capital, respectively, whereas β1, β2, and β are the coefficient parameters. To capture the
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characteristics of the energy sector in each country, the control variable vector X was incorporated into
the models. μt and δi are unobserved time- and country-specific fixed effects, respectively. εit is an
idiosyncratic error term.

2.3. Data

For the productivity analysis in the 1st step, this study uses four data variables in energy sector
data from 42 countries between 2000 and 2014 (Table 1). In this study, the energy sector is defined
as the electricity, gas, steam and air conditioning supply sectors following the WIOD and the United
Nations Statistics Division [33].

Table 1. The description of data variables for the 1st step of estimation (productivity analysis).

Data
Category

Data Variable Unit Mean Value Std. dev. Min. Max.

Output
variable Gross output MillionU.S. $ 57,453 108,921 321 999,835

Input
variable

Labor compensation MillionU.S. $ 5,921 11,841 37 77,550
Capital stock MillionU.S. $ 145,438 313,294 844 2,050,479

Intermediate material cost MillionU.S. $ 36,331 75,793 147 796,417

Countries
(42)

Australia, Austria, Belgium, Brazil, Bulgaria, Canada, China, Croatia, Cyprus, Czech Republic,
Denmark, Estonia, Finland, France, Germany, Greece, Hungary, India, Indonesia, Ireland, Italy,
Japan, Korea, Latvia, Lithuania, Luxembourg, Mexico, Netherlands, Norway, Poland, Portugal,
Romania, Russia, Slovakia, Slovenia, Spain, Sweden, Switzerland, Turkey, Taiwan, United Kingdom,
United States

Source: Figure created by the author using the World Input-Output Database (WIOD) [34].

The analysis includes observations on gross output, labor compensation, capital stock, and
intermediate input data from the World Input-Output Database (WIOD) [34]. This study uses the
following four data variables from WIOD: (1) the gross output by industry at current basic price
(in millions of national currency), (2) intermediate inputs at current purchasers’ price (in millions of
national currency), (3) compensation of employees (in millions of national currency), and (4) nominal
capital stock (in millions of national currency).

All financial data are in 2010 dollars ($ U.S.), applying the currency exchange and price deflation
factors from the WIOD. Using the dataset for the 1st step of the analysis, the four productive performance
indicators are calculated. It should be noted that the DDF model for TFP estimation requires a large
sample size to identify the production frontier line [35]. To estimate TFP change using a large dataset,
the data of 42 countries are included in the 1st step of the analysis.

For the 2nd step of the analysis, this study uses four productivity indicators estimated as dependent
variables and seven data variables as independent variables (Table 2). Seven independent variable
datasets are obtained from three different databases. The first database is the EU KLEMS database,
which provides capital stock data by type of usage [36]. Data on 14 countries from 2000 to 2014 are
obtained from the EU KLEMS database. The data variables include IT capital stock, CT capital stock,
software capital stock, R&D capital stock, and gross capital stock. This study estimates each capital
stock share using the gross capital stock as the denominator.

The second database is the Renewable Energy Information 2017 published by the International
Energy Agency (IEA). To investigate the ICT capital effect on distributed energy systems, energy
production by solar photovoltaic and wind generation are used to estimate data on the share of
renewable energy. Additionally, the total data on all energy sources are used as the denominator.

Finally, the electricity price index is obtained from the Energy Price and Taxes 2018 database
published by the IEA. The electricity price index is used as the proxy of the market environment in the
energy sector (e.g., a feed-in tariff policy makes the electricity price increase).

This study combines two datasets: the financial dataset for productivity analysis and the dataset
for the determinant analysis. Data on 14 countries are available from both datasets; thus, these data are
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used for the 2nd step of the analysis. Table 2 shows the average value of the data variables for the
14 countries in the determinant analysis.

Table 2. The description of data variables for the 2nd step of estimation (determinant analysis).

Data
Category

Data Variable (Code) Unit Mean Std. dev. Min. Max.

Dependent
variable

(Productivity
indicator)

Labor productivity (LP) $/$ 10.369 3.713 4.240 21.470
Capital productivity (CP) $/$ 0.511 0.282 0.180 1.340

Material productivity (MP) $/$ 1.830 0.509 1.180 3.510
Total factor productivity (TFP) - 0.001 0.020 -0.068 0.065

Independent
variable

ICT capital stock share (ICT) % 1.744 1.155 0.400 4.920
IT capital stock share (IT) % 0.276 0.204 0.020 0.960

CT capital stock share (CT) % 0.813 1.025 0.010 4.030
Software capital stock share (Soft) % 0.656 0.565 0.050 3.040

R&D capital stock share (R&D) % 0.924 2.400 0.000 14.610
Share of solar photovoltaic and

wind power generation
(Renewable)

% 1.963 3.060 0.000 15.840

Electricity price index (Price) - 80.364 16.743 42.400 115.200

Countries
(14)

Austria, Czech Republic, Denmark, Finland, France, Germany, Italy, Luxembourg, Netherlands,
Slovenia, Spain, Sweden, United Kingdom, United States

According to Stiroh [15], the share of ICT capital stock in total capital stock is the preferred way
to measure ICT capital intensity. Thus, this study estimates the share of each type of capital stock in
gross capital stock. Notably, the share of each capital type of stock in gross capital stock can reflect
the relative priority of the accumulation of capital stock compared with other types of capital stock,
including non-ICT capital. To conduct the determinant analysis of productive performance with ICT
capital shares, this study clarifies the impact of ICT capital stock on productive performance.

This research uses three types of capital stock (IT capital, CT capital, and software capital) as
data on ICT capital. This categorization follows the definition of ICT investments reported by the
OECD. According to the OECD [24], ICT investment is defined as the acquisition of equipment
and computer software, and ICT has three components: IT equipment (e.g., computers and related
hardware), CT equipment (e.g., telecommunications equipment), and software (e.g., packaged software
and customized software).

Notably, the sector integration method of the EU KLEMS database is different from that of the
WIOD. The EU KLEMS database provides data only on the utility sector; such data integrate data
on the energy sector and on the water supply sector. Therefore, it is difficult to distinguish the ICT
capital data in the energy sector from the EU KLEMS database, which is a limitation of this research. To
overcome this limitation, this study assumes that the ICT capital share in the energy sector is broadly
similar to that in the utility sector. This assumption is based on the fact that the capital stock data on
the energy sector are much higher than those on the water supply sector based on the WIOD database.
For example, in 2014, the energy sector accounted for a 92% share and an 80% share of the capital stock
in the utility sector in the U.S. and Italy, respectively. This evidence supports our assumption that the
trend of capital stock formation between the energy sector and the utility sector is similar.

Tables 1 and 2 describe the countries and the variables in the 1st and 2nd steps of the analysis.
Because of the limited availability of data on ICT capital stock from the EU KLEMS database, the data
sample was decreased from 42 countries in the 1st step of the analysis to 14 countries in the 2nd step of
the analysis.

It should be noted that ICT capital utilization is just one dimension of the productive performance
improvement in the energy sector; there are other ways to promote this improvement (e.g., fossil fuel
combustion efficiency and distribution efficiency). One limitation of this study is that the data on
R&D capital stock are limited to the total value and do not reveal the type of technology. Thus, this
study assumes that technological innovation related to resource utilization (e.g., fuel combustion and
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distribution technology) is reflected in the R&D capital stock value. Based on this assumption, the
R&D capital stock is applied as an innovation factor of resource utilization technology in the 2nd step
of the analysis.

3. Results

3.1. Bivariate Analysis of Productive Performance and ICT Capital

Figures 3–6 present the relationships between the four performance indicators and the share of
ICT capital stock. Each dot indicates pooled data on the energy sector in 14 countries from 2000 to
2014. The vertical axis shows the performance indicator and the horizontal axis shows the share of
each type of ICT capital stock.

To compare the relationship between productive performance and ICT capital stock share among
countries with different economic scales, this study divides the 14 countries into two groups. The first
group comprises countries with a large economic scale. France, Germany, Italy, the U.K., and the U.S.
are selected for this group. The other group comprises countries with a medium or small economic
scale. Austria, the Czech Republic, Denmark, Finland, Luxembourg, the Netherlands, Slovenia, Spain,
and Sweden are included in this group. These two groups are distinguished from one another by
different colors in the scatter plot figure. Grey color is used to indicate the large-economic-scale group
in each figure.

 
(a) (b) 

 
(c) (d) 

Figure 3. The scatter plot of labor productivity (LP) and information and communications technology
(ICT) capital share. (a). Information Technology (IT) capital share; (b). Communication technology (CT)
capital share; (c). Software capital share; (d). Share of total ICT capital. Note: The vertical axis shows
the LP and the horizontal axis shows the capital share in gross capital stock. Grey color represents
countries with a large economic scale.
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(a) (b) 

 
(c) (d) 

Figure 4. The scatter plot of capital productivity (CP) and ICT capital share. (a). IT capital share;
(b). CT capital share; (c). Software capital share; (d). Share of total ICT capital. Note: The vertical
axis shows the CP and the horizontal axis shows the capital share in gross capital stock. Grey color
represents countries with a large economic scale.

 
(a) (b) 

 
(c) (d) 

Figure 5. The scatter plot of material productivity (MP) and ICT capital share. (a). IT capital share;
(b). CT capital share; (c). Software capital share; (d). Share of total ICT capital. Note: The vertical
axis shows the MP and the horizontal axis shows the capital share in gross capital stock. Grey color
represents countries with a large economic scale.
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(a) (b) 

 
(c) (d) 

Figure 6. The scatter plot of the total factor productivity (TFP) change and ICT capital share. (a). IT
capital share; (b). CT capital share; (c). Software capital share; (d). Share of total ICT capital. Note:

The vertical axis shows the TFP change and the horizontal axis shows the capital share in gross capital
stock. Grey color represents countries with a large economic scale.

Figure 3 shows that the relationship between ICT capital and LP differs based on the type of
technology. Figure 3a,b imply that there are negative relationships between LP and the shares of IT and
CT capital. Meanwhile, Figure 3c implies that the share of software capital has a positive relationship
with LP. These relationships are similar in both economic scale groups. Finally, Figure 3d indicates
an ambiguous relationship between LP and the share of total ICT capital. These results indicate the
importance of using not only total ICT capital data but also specific ICT capital data.

The ambiguous relationship between LP and total ICT capital should be investigated in more detail
using specific ICT capital data because there are several possible explanations for it. One possibility is
that each ICT capital stock has an ambiguous relationship with LP. Another possibility is that the effect
of each type of ICT capital on LP is canceled out if the ICT capital data are integrated. In the former
situation, there is an ambiguous relationship between LP and ICT capital. In the latter situation, the
relationship between LP and each ICT capital share should be considered carefully. Otherwise, the
estimation results might lead to a misleading discussion and policy implications.In addition to LP, CP
is observed to have different relationships based on each type of ICT capital share. Figure 4 shows that
there is a positive relationship between CP and software capital share (see Figure 4c), even though
there is an ambiguous relationship with total ICT capital share (Figure 4d). Finally, Figures 5 and 6
show the relationship of ICT capital with MP and TFP, respectively. In contrast to Figures 3 and 4,
there are similar trends in the four figures in Figures 5 and 6, which show that there are diverse effects
of ICT capital among the performance indicators. Additionally, there is no large difference between
the economic scale groups. Based on these findings, this study further investigates the relationship
between the performance indicators and ICT capital share using an econometric approach.
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3.2. Determinant Analysis of the Productive Performance Indicators

Tables 3–5 present the results of the determinant analysis, focusing on the impact of ICT capital
share on the productive performance indicators. Table 3 indicates the results of the determinant analysis
that does not expressly consider the differences in the specific types of ICT capital. Table 4 shows the
results of the determinant analysis that applies three ICT capital shares separately as determinant
variables to consider the differences in specific ICT capital characteristics. In addition to the two
models, this study applies the interaction term of each ICT capital share and the renewable energy
share to investigate the hypothesis that the impact of ICT capital is different due to the degree of
renewable energy diffusion (see Table 5).

Table 3. The results of the determinant analysis using integrated information and communications
technology (ICT) capital data.

Dependent
Variable

LP CP MP TFP

Coef. Sig Coef. Sig Coef. Sig Coef. Sig

ICT −90.60 *** −0.63 - −5.49 - −0.01 -
R&D −27.23 *** −2.08 *** 4.30 *** −0.07 -
Price 0.04 *** 0.00 ** −0.00 - −0.00 ***

Renewable 35.37 *** 0.77 ** −1.89 ** −0.04 -
Constant 8.12 *** 0.44 *** 2.06 *** 0.02 ***

Observation 210 210 210 196
Within 0.463 0.224 0.203 0.060

Between 0.040 0.149 0.000 0.222
Overall 0.113 0.047 0.012 0.061

Wald chi2 166.990 51.620 48.410 12.490
Prob > chi2 0.000 0.000 0.000 0.014

Note: *** and ** indicate significance at the 1 and 5% levels, respectively. The random effect model is applied for
all estimations.

Table 4. The results of the determinant analysis using individual ICT capital data.

Dependent Variable LP CP MP TFP

Coef. Sig Coef. Sig Coef. Sig Coef. Sig

IT −350.15 *** −9.56 - 71.38 *** −0.54 -
CT −119.79 *** −4.19 ** −23.47 *** 0.00 -

Software 56.01 - 9.41 *** −3.09 - −0.12 -
R&D −25.11 *** −1.90 *** 4.55 *** −0.09 -
Price 0.04 *** 0.00 *** 0.00 - −0.00 ***

Renewable 22.42 *** −0.15 - −2.40 *** −0.04 -
Constant 8.69 *** 0.44 *** 1.70 *** 0.03 ***

Observation 210 210 210 196
Within 0.492 0.277 0.307 0.066

Between 0.159 0.001 0.054 0.170
Overall 0.229 0.011 0.018 0.064

Wald chi2 / F-value 188.210 70.390 14.010 12.850
Prob > chi2 / Prob > F 0.000 0.000 0.000 0.045

Note: *** and ** indicate significance at the 1 and 5% levels, respectively. The fixed effect model is applied for the
model with the MP.

The 2nd stage of the analysis includes the preferred specification from fixed effects or random
effects based on the results of a Hausman test.

First, this study compares the impacts of specific ICT capital shares and the total ICT capital
share on the productive performance indicators in Tables 3 and 4. From Table 3, a significant effect
of the total ICT capital share on CP and MP is not observed. Meanwhile, Table 4 shows that CT and
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software capital shares significantly affect CP, with different signs. Additionally, IT and CT capital
shares significantly affect MP, with different signs. These results imply that the total ICT capital share
does not significantly affect CP and MP because the effects of specific ICT capital shares are canceled
out. This finding can be clarified if and only if specific ICT capital shares are applied separately to
consider the differences in ICT capital characteristics, which is necessary to precisely understand the
impact of ICT capital.

Table 5. The results of the determinant analysis using individual ICT capital with interaction terms.

Dependent Variable LP CP MP TFP

Coef. Sig Coef. Sig Coef. Sig Coef. Sig

IT −245.66 * −15.80 ** 64.35 *** −0.84 -
CT −128.26 *** −9.73 *** −22.02 *** 0.09 -

Software 83.95 - 10.68 ** −27.52 *** −0.34 -
R&D −23.35 *** −2.13 *** 3.65 *** −0.09 -
Price 0.04 *** 0.00 - 0.00 * −0.00 ***

Renewable 36.33 *** −1.12 * −5.44 *** −0.16 -
IT*Renewable −7,540.18 ** 598.92 *** 329.89 - 28.52 -
CT*Renewable 776.87 - 203.60 *** −81.32 - −7.87 -

Software*Renewable 648.79 - −101.97 *** 259.97 *** 9.45 -
Constant 8.02 *** 0.52 *** 1.87 *** 0.03 ***

Observation 210 210 210 196
Within 0.497 0.404 0.347 0.077

Between 0.261 0.001 0.010 0.168
Overall 0.307 0.015 0.000 0.070

Wald chi2 / F-value 180.110 14.110 11.030 14.050
Prob > chi2 / Prob > F 0.000 0.000 0.000 0.121

Note: ***, **, and * indicate significance at the 1, 5, and 10% levels, respectively. The fixed effect model is applied for
the model with CP and MP.

4. Discussion

This study discusses the impact of specific ICT capital shares on each productive performance
indicator. Table 4 shows that IT and CT capital shares negatively affect LP. According to Biagi and
Falk [25], IT capital and CT capital contribute to increasing LP in labor-intensive industries due to
the reduction in transaction costs (e.g., smooth communication between employees). Meanwhile, the
energy sector is a typical capital-intensive industry. Thus, the differences in industrial characteristics
are one interpretation of the different results from those of the previous research.

Another finding is that the software capital share contributes to increasing the CP indicator
even though the CT capital share negatively affects it (Table 4). According to Nagai et al. [11] and
Paiho et al. [37], the software system contributes to improving CP by optimizing control and efficient
capital utilization in the energy sector. Our results are consistent with those of these previous studies.

IT capital share contributes to increasing MP, while CT capital negatively affects MP. One
interpretation of the positive contribution of IT capital share to MP is the increased incineration
efficiency of fossil fuels due to the optimal control of resource utilization by sensing technology.

Finally, this study discusses the results of the determinant analysis model with the interaction
terms in Table 5. From Table 5, the interaction terms of renewable energy with IT and CT capital shares
significantly contribute to increasing CP. This result implies that the contribution effects of IT capital
and CT capital are stronger in countries that achieve a high share of distributed energy systems. These
findings have been introduced in previous results as case studies (e.g., References [26,27]), and our
results empirically support this relationship using a panel dataset in 14 countries.

Notably, the determinant analysis with the interaction terms provides different information from
the models without the interaction terms. From Table 4, a significant effect of the IT capital share on CP
is not observed. Additionally, this study observes a significantly negative effect of the CT capital share
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on CP. These results mislead us to believe that IT and CT capital shares do not contribute to increasing
CP in the energy sector if interaction terms are not applied. In recent years, the diffusion of renewable
energy systems has become increasingly important to mitigate issues associated with climate change.
To evaluate the impact of ICT capital under a widely diffused distributed energy system, a research
framework with an interaction term between ICT capital and the renewable energy share is important.

In other words, these results indicate that ICT capital has an important role in managing distributed
energy systems to increase CP. In particular, the interaction term of renewable energy and CT capital
contributes to increasing CP even though the CT capital share negatively affects the three productive
performance indicators. This result implies that the CT capital contributes more if an energy system
is distributed.

An interpretation of this result is that decreasing the capital-labor ratio due to renewable energy
penetration contributes to improving CP. To confirm this relationship, this study estimates the correlation
between the capital-labor ratio and the share of solar photovoltaic and wind power generation using
data on 14 countries from 2000 to 2014. The correlation score is 0.110 (p-value = 0.1130), which implies
that there is no statistically significant relationship between renewable energy penetration and the
capital-labor ratio in our dataset. Therefore, this study considers that renewable energy penetration
contributes to improving productivity through the synergy effect with ICT utilization but does not
decrease the capital-labor ratio.

Finally, this study does not observe a significant effect of ICT capital share on TFP in any of the
estimation models. One interpretation of this result is that the main driver of technological progress in
the energy sector is energy efficiency, which is determined by the field of engineering technology [38].
Therefore, the contribution of ICT, which supports technology for energy system management, is
limited with regard to enhancing technological progress in the energy sector.

5. Conclusions

This study investigates the impact of information and communication technology in several
ways using multiple productive performance indicators and data on three types of information and
communication technology capital. The main results are summarized as follows.

Total information and communication technology capital do not significantly affect capital
productivity and material productivity. Meanwhile, information technology and software capital
contribute to increasing material productivity and capital productivity in the energy sector, respectively.
On the other hand, communication technology capital negatively affects these two indicators. These
results imply that the effects of specific types of information and communication technology capital are
canceled out.

Another important finding is that the interaction term of renewable energy share with the
information technology and communication technology capital shares significantly contributes to
improving capital productivity. Meanwhile, information technology capital and communication
technology capital negatively affect capital productivity when renewable energy diffusion is not
considered. This result indicates the importance of a research framework that assumes that the impacts
of information and communication technology capital on productive performance differ according to
the degree to which there are renewable energy systems.

The limitation of this research is the detailed data (e.g., cost and investment) on specific information
and communication technology capital. Further analysis with more detailed data regarding each
technology is expected to compare the cost-effectiveness of different technologies in increasing the
productivity of the energy sector.
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Abstract: Japan is a nation which is highly dependent on the import of raw materials to supply its
manufacturing industry, notable among them copper. When extracting copper from ore, a large
amount of energy is required, typically leading to high levels of CO2 emissions due to the fossil
fuel-dominated energy mix. Moreover, maintaining security of raw material supply is difficult if
imports are the only source utilized. This study examines the environmental and economic impacts
of domestic mineral production from the recycling of end-of-life products and deep ocean mining
as strategies to reduce CO2 emissions and enhance security of raw material supplies. The results
indicate that under the given assumptions, recycling, which is typically considered to be less CO2

intensive, produces higher domestic emissions than current copper processing, although across
the whole supply chain shows promise. As the total quantity of domestic resources from deep
ocean ores are much smaller than the potential from recycling, it is possible that recycling could
become a mainstream supply alternative, while deep ocean mining is more likely to be a niche supply
source. Implications of a progressively aging society and flow-on impacts for the recycling sector
are discussed.

Keywords: resource security; domestic mineral production; input-output analysis; environmental
assessment; transition

1. Introduction

As nations undergo a low-carbon energy transition, including large-scale electrification and a
shift toward a more efficient transportation system, the need for mineral raw materials (ore and
concentrates), some of which are critical, are expected to increase [1,2]. Japan is a nation which is
highly dependent on the import of such raw materials for industry, and the need to conserve limited
resources and maintaining resource security are considered important to the Japanese public [3]. Japan
is completely dependent on imports of raw materials such as for ferrous and non-ferrous metal ores
and concentrates (e.g., iron, copper, lead and zinc), which makes it vulnerable to potential global
supply disruptions. Such disruptions may occur for various political, economic and environmental
reasons. Recent discourse around resource security has been focused on critical materials, essential for
industry, civil life and military applications for which alternative materials are not available and which
use minerals whose probability of supply restriction is elevated or, in some cases, whose environmental
implications of supply are high [4]. “Critical materials” can be broadly defined as relating to materials
that fulfil an important (or vital) role in society and for which there is a high possibility of supply
restriction, which could lead to higher prices (economic scarcity) or physical unavailability (physical
scarcity). A variety of factors are typically included in the evaluation of “criticality”, which includes
factors of economic importance or reliance (vulnerability to supply restriction, including the number
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of people using, the importance to economic sectors and the potential for substitution) and supply
risk (factors that affect this might include the level of monopolization of supply chains, environmental
intensity of production and governance in producing countries). Taking copper for example, it is
vital to some applications such as electric wire but can be substituted with aluminum with some loss
of performance; at the same time, the global production of copper ore is quite diversified, giving a
potentially lower supply risk. Due to increasing demand and potential for lagging supply, ore grade
decline in terrestrial mines and potential subsequent cost increases per ton of metal, it may face both
economic and physical scarcity.

The specific definition of a critical material differs from nation to nation, depending on the applied
evaluation criteria although materials such as rare earth elements (REE) and Platinum group metals
(PGM) are common among materials considered as critical in most nations. In Japan, as a country that
is almost entirely dependent on imports of raw materials, apart from the concept of “criticality”, other
metals are considered “strategic” due to their economic importance (regardless of the likelihood of
global supply disruptions which is included in criticality), including copper, lead, nickel and zinc [5–7].
This reasoning underpins their consideration as strategic materials in Japan.

Resource importing countries have severe limits on their ability to exert control over political,
economic or environmental issues which are occurring in resource exporting countries. Cognizant
of this limitation and, as metals play an important role in achieving a low-carbon society [8], many
import-reliant countries have seen the need to develop a resource acquisition or resource security
strategy. Application of these strategic metals to renewable energy includes, for example, photovoltaic
panel requiring copper, indium, gallium and selenium and wind turbines requiring nickel, molybdenum,
neodymium and boron as functional materials [8]. As renewable energy installation increases, battery
demand will also likely increase. Lithium-ion batteries are one key storage option in renewable
energy societies, and these also include potentially critical minerals such as cobalt and lithium [8].
In order to improve low levels of raw-material self-sufficiency, each country needs to decide their
own approach. For example, the USA drew up the Critical Materials Strategy [7], the EU developed
the Critical raw materials for the EU [5], while the Japanese government outlined their strategy in
the Strategic Energy Plan [9]. This plan includes a raft of measures, such as, supply diversification,
recycling of end-of-life products and research and development for extraction from unestablished or
alternative materials [6]. Of these measures, all are dependent on other nations, except for research and
development and domestic recycling of end-of-life products. In order to ameliorate this issue, domestic
mineral production needs to be considered alongside domestic recycling in order to achieve resource
security, critical to the low-carbon energy transition. The circular economy is one tightly-linked concept
to maximize resource efficiency and minimize waste production, within the context of sustainable
economic and social development [10]. Promoting recycling is one of the key components of the
circular economy, as well as a key strategy for critical material resource security.

This research focuses on the effects of domestic copper production and recycling in Japan. Copper
is selected from among the group of critical materials as it has many applications and demand is
expected to increase due to expanded renewable energy deployment such as CIGS photovoltaic panel
and CIS (copper (C), indium (I) and selenium (S)) photovoltaic panel [11]. Recently, the United
States published a federal strategy, which focuses on the improvement of critical mineral supply by:
Identifying new sources of critical minerals, enhancing activity at all levels of the supply chain, seeking
to stimulate private sector investment and growth of domestic downstream value-added processing
and manufacturing, ensuring that miners, producers, and land managers have access to the most
advanced mapping data; and outlining a path to streamline leasing and permitting processes in a
safe and environmentally responsible manner [12]. Resource acquisition options for an import-reliant
country include (1) on-land mining, (2) imports of raw materials, (3) recycling, and (4) unconventional
resource exploration. In the context of Japan, because of its lack of on-land mines, option (1) is
unlikely. In terms of improving resource security, option (2) does not relieve the vulnerability to export
restrictions by exporting countries. Lacking known deposits on land or near shore, development of
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domestic primary production is focused on ore production by means of deep ocean seafloor massive
sulfide (SMS) mining. Thus, recycling and deep sea mining (which is a subset of option (4)) are the
options to be discussed in this study.

This study aims to assess the constraints of energy, material, economic and labor under domestic
mineral production.

2. Background and Literature Review

In recent history, mineral resource security policy in Japan has been highly dependent on the
acquisition of mining rights in resource exporting countries [13]. For example, Japan Oil, Gas and
Metals National Corporation (JOGMEC), the organization in charge of contributing to a stable supply
of petroleum, natural gas and mineral products, undertakes joint exploration for copper and gold in
Australia. Through this project JOGMEC expects to contribute toward resource security in Japan [14].
Although Japan‘s defined self-sufficiency rate reflects the acquisition of mining rights in resource
exporting countries (so that the apparent self-sufficiency rate of base metals in Japan is about 50%) [9],
for most metals there is no domestic mining, and there is no policy promoting the extraction of minerals
in Japan.

With regards to copper in Japan, 100% of mineral concentrate is imported, and the annual
production of copper in Japan in 2017 was 1488 kt, split between the end uses of wire (64%), brass
(35%), and casting (1%) [15]. The recycling rate for 2017 was reported as 32% [15]. The recycling rate
reflects the percentage of copper produced utilizing copper scrap. In-process scrap, which is scrap
generated during wire or brass production, is utilized at the rate of almost 100% and the wire and
brass industry also utilizes end-of-life product scrap, which is generated from waste copper products,
for production [16]. Scrap produced in Japan was distributed to the wire, brass, copper smelting and
export industries [16]. Wire and brass industries use scrap so that they can reduce material input
costs [16]. The smelting industry uses scrap to productively utilize the excess heat created by the
converting reaction in converter furnaces [17]. Copper smelting and export industries currently process
lower grade scrap, whereas high grade scrap was recycled in the wire and brass sectors [16]. China has
consistently been a major importer of Japan’s scrap—particularly scrap which required labor inputs in
order to be economically recycled (such as plastic-coated cables). However, scrap imports, including
not only copper scrap but also various kinds of metal scrap, slag and plastic imports were banned by
China in 2018, in order to protect the environment [18]. This outcome means that Japan will need to
process lower grade scrap domestically or find an alternative processing destination.

In the EU, following China’s scrap import ban, waste paper and plastics which were anticipated to
be shipped to China were shifted to other countries such as Vietnam, Thailand and India [19]. Copper
scrap export data after China’s policy change is not yet available, however it is expected that overflows
of copper scrap will be sent to third parties.

Lack of an export market for scrap, with a shift to processing within Japan could potentially create
new industry activities such as end-of-life product collection.

Considering the dual issues of resource security and environmental protection in both scrap
producing and importing nations, recycling more copper within Japan could help ameliorate resource
security and environmental issues.

One issue that arises from a strategy of greater domestic recycling is the downgrading of copper
scrap due to impurities. Currently, the wire and brass industries both seek to prevent impurities and
maintain a high-quality product, cognizant of the fact that no dedicated recycled copper refineries
exist in Japan. According to the Metal Economic Research Institute Japan (MERIJ), two-thirds of brass
makers maintain their own standards for scrap metals, 80% of which are stricter than the current
Japanese Industrial Standard (JIS) [16]. MERIJ has also identified the issue of the increasing difficulty
faced in securing employees for the typical techniques required to ensure high-quality copper scrap
that are highly dependent on labor [16].
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In addition to scrap recycling and direct imports, an alternative supply source for raw materials
in Japan is provided by extraction of unconventional ores which lie on the seafloor using deep ocean
mining. Deep ocean resources with Japan’s exclusive economic zone (EEZ) such as SMS, manganese
nodules and rare earth rich deep-sea muds have been widely studied [20]. The key reason for this
is Japan’s lack of commercial terrestrial domestic mining, which makes importing the only way for
Japan to supply its mineral concentrate needs. Under this constraint, the current supply system is
vulnerable to supply disruptions from external parties and this may engender significant economic
damage to the manufacturing industry if key mineral inputs are affected. Although modern-day
deep ocean mining technologies and the current deposit levels are not yet economically competitive
with land-based mining, utilizing these resources in the future may ease the potential for untoward
impacts should supply disruptions occur. The strength of deep ocean mining is its lower waste
footprint. Land-based mining requires land clearing and, removal of overburden before extraction of
the valuable ore. On the other hand, deep ocean mining does not need to remove much overburden
for extraction. When deep ocean resources are extracted, waste rock is expected to be significantly
lower than terrestrial mining [21]. Of course, there are many uncertainties around deep ocean mining,
across all fronts—technical, environmental, economic and social. Notably, most studies consider
the biodiversity and direct ecosystem impacts of deep ocean mining, which are difficult to compare
adequately with land-based mining because of the lack of environmental baselines as well as the lack
of commercial deep ocean mines as precedents. Thus, these aspects—which may be negative for deep
ocean mining—are left out of the present examination.

One of Japan’s well-studied potential deep ocean ore bodies lies approximately 110 km offshore
from Okinawa Island [22]. It is reported that this deposit has 0.4% of copper (3000 kt), 1.4% of lead
(10,000 kt), 5.8% of zinc (43,000 kt), 1.5g/t of gold (11 t), and 95.6 g/t of silver (1 kt) [23]. Although
the total quantity of copper in this deposit is not large considering Japan’s annual copper demand is
approximately 1500 kt [15], combined production with other metals such as zinc, lead, gold and silver
could contribute positively toward overall national resource security.

This study aims to contribute to the debate surrounding resource security for nations reliant on
raw material imports, and to specifically investigate recycling approaches, deep ocean mining, and a
combination of the two. This approach is applicable to not only copper but also other non-ferrous
minerals. Copper has been chosen as a case study because of following reasons. Lead, which is used in
applications such as automobile batteries or large-scale batteries, is already recycled effectively, giving
only marginal potential for improvement. On the other hand, zinc is typically used in alloys, or for
additives in galvanization or paints or as sacrificial anodes, which can be considered dissipative uses.
Generally speaking, it is difficult to recover zinc metal by itself, but it is recovered in the steel recycling
process. Unlike these metals, copper is used as the main material in products, in relatively pure form,
and there is still room for improvement in recycling rates. Copper is therefore chosen as a case study,
although this approach could be applied to these and other metals that are found in unconventional
ore deposits.

3. Methodology

This study focuses on domestic mineral production in Japan as primary ore via deep ocean mining
or as secondary material from recycling. In order to elucidate the energy, material, economic and labor
flows, input-output analysis and material flow analysis will be employed in this study. The system
boundary considered in this study is shown in Figure 1. Copper production is dependent on (A) the
import of raw material, and domestic mineral production including: (B) Deep ocean mining and (C)
end-of-life product recycling.
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Figure 1. Copper material flow of domestic copper production system (bold box indicates the system
boundary).

Detailed processes are shown in Figure 2. Due to the fact that both imported ores and domestic
ores are sulfides, it is possible to utilize the same smelting facilities. As each production process
will produce refined copper, the focus of this study, there are considered to be no quality issues that
could prevent certain sectors from utilizing copper. The scope of this study is specific to the copper
production process, while further processing for manufacturing electrical wire, brass or automobiles is
not considered.

Figure 2. Material flows between sectors related to copper production in this study (boxes indicate
sectors in the I-O table).

3.1. Input-Output Analysis

This study analyzes domestic mineral production in Japan utilizing the Japanese Input-Output
(I-O) Tables from 2011, the latest version available at the time of writing, in which copper is differentiated
from other minerals [24]. The I-O table is a statistical table showing inter-industry transactions of
goods and services conducted in the domestic economy for a certain period (usually one year) in
matrix form. This table has been prepared for the purpose of understanding the economic structure
of a single region (country, prefecture or city level, although international I-O tables also exist). It is
also possible to analyze economic ripple (multiplier) effects by using this table. Economic ripple effect
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can be defined as new economic production which is triggered to meet new demand. Currently, there
are no industries dedicated specifically to deep ocean mining, secondary copper smelting/refining
and end-of-life product collection in Japan. Deep ocean resource exploration requires mining and
concentration processes which do not currently exist in Japan. Within the I-O table, the recycling sector
is reflected, however this is not specific to copper recycling. Should domestic mineral production
become mainstream, such sectors would likely emerge in the I-O table. However, it is impossible to
investigate these sectors when employing the I-O table in its current form, and for this reason the
Japanese 2011 I-O table has been extended in order to add these emerging sectors.

Although I-O analysis is widely used, we will present a brief description of the methods here.
Figure 3 shows a conceptualized I-O table. Each row of the I-O table indicates the output of inter-industry
transactions, while the columns of the I-O table show the inputs to each industry on a monetary
basis. Intermediate demand sectors, which are sectors producing each good or service, perform
production activities through the purchase of raw materials, services or energy and applying capital
and labor. The final demand sector, which covers consumption, exports and imports, is mainly a
buyer of consumer and capital goods as finished products. The intermediate input sector is a supplier
of goods and services as intermediate goods. Each supply industry supplies goods and services to
demand industries. The gross value added sector consists of a factor cost for production (such as
capital and labor). Essentially, the subtotal of final demand and the subtotal of gross added value are
balanced. The I-O table is balanced by Equations (1) and (2).

[x + F + Ex− Im = Y] (1)

[x + V = Y] (2)

x: Intermediate input, F: Domestic final demand, Ex: Export, Im: Import, Y: Domestic production, V:
Value added.

Figure 3. General conceptualized input-output table.

The input coefficient matrix, which is explained by Equation (3) and also known as the technology
coefficient matrix, represents the raw material inputs required to produce 1 unit of the desired product.
By utilizing the inverse matrix of the input coefficient matrix, the economic ripple effect can be estimated
using Equation (4). The inverse matrix in Equation (4), (I −A)−1, is known as the Leontief inverse
matrix.

aij = xij/Yj (3)

Economic ripple effect = (I −A)−1Δ (4)

ai, j: input coefficient, xi, j: intermediate input in sector ij, Yj: Domestic production in sector j, A: Input
coefficient matrix, I: Identity matrix.

As noted above, since the Japanese I-O table combines various mineral ore industries into one
sector, copper ore should be separated from this sector to consider domestic mineral production. Also,
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the recycling sector does not clearly delineate copper flows. Thus, this study modifies the conventional
I-O table to suit to domestic mineral production by using the procedures detailed below.

3.1.1. Copper Ore

The copper ore sector, which was separated from the mineral sector, is then separated into two
sectors; imported copper ore and domestic copper ore. Both sectors only produce ore for the primary
copper sector. The input structure (which is the materials and services for producing copper expressed
in the columns of the I-O table), of domestic copper ore is approximated using the Chilean copper
production structure [25].

3.1.2. Copper Collection

The end-of-life copper collection sector was added to the extended I-O table. This sector
collects end-of-life copper products such as electronic home appliances or metal containing products,
disassembles and sorts them and produces materials to be recycled by copper smelters, the ferrous
sector and plastic sector. Note that the I-O table only allows a single output from a single sector,
so, it is assumed that this sector produces raw materials only for the secondary copper sector. The
input structure of this sector is approximated using life cycle assessment (LCA) data from a previous
study [26].

3.1.3. Copper Recycling

When large amounts of scrap become the main raw material for copper production, primary
copper smelters cannot be utilized due to technical limitations. This limitation necessitates the use of a
furnace for recycling, which can process scrap materials [17]. To highlight the flow of recycled copper,
this sector is newly added to the extended I-O table. The output structure of this sector is identical to
primary copper smelting.

End-of-life products are collected and sorted into individual grades and provided to suitable
sectors for modern day copper recycling. This means that copper scrap collected from end-users is not
always recycled as copper and could be used for wire or brass production. This type of recycling, often
called cascading may cause quality issues due to impurities. To prevent downgrading, the recycled
copper sector and copper collection sectors are independent of each other, which means that collected
copper scrap considered in this study is processed only to high-quality copper. Table 1 highlights the
sectors and options considered in the extended I-O table.

Table 1. Sectors added to the extended I-O table.

Added Sector Code Notes

Import copper ore CONV Import copper concentrate; does not include concentrating processes in Japan.

Domestic copper ore DOM From mining to concentration. Does not include the distance from concentration
site to smelter.

Recycled copper REC Separated from conventional primary copper processing. Does not use flash
smelting.

Copper collection REC Collecting, disassembling and sorting of end-of-life products. Distance from
collecting point to sorting point is included.

3.2. Assumptions

In addition to the augmentation of the I-O table, the following assumptions are made for this study.

3.2.1. Copper Production

This study assumes that copper production in any scenario is set at 1500 kt, equal to copper
production at 2017 in Japan [15]. The gross domestic product (GDP), which is the total of the value
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added by all sectors, is also set to the same value as the 2011 I-O table in order to highlight the difference
in final demand distribution among sectors, rather than overall GDP change.

3.2.2. End-of-Life Product Recycling

We assume that the copper collecting sector recovers end-of-life products from consumers,
dismantles, sorts and separates them, and provides secondary materials for secondary copper
production, iron and steel and plastic sectors. Here, it is assumed that there is a collection point of
end-of-life products in the city, requiring consumers to bring end-of-life products for collectors to
gather them. The “recovery” of the end-of-life copper collecting sector is transported from these
collecting points to the copper recycling smelters [26].

As recycling progresses, the value of production in the recycled copper production sector and
the copper recovery sector will increase and the intermediate input and import value of the imported
copper ore sector will decrease. The copper recovery sector is assumed to be an industry that requires
labor. Wages for this labor were substituted using values from the similarly structured waste treatment
sector [27].

3.2.3. Extended I-O Table

Imported copper ore, domestic copper ore, primary copper, recycled copper, and the copper
collecting sector were newly added to the 2011 I-O table. Copper production and GDP are assumed
to remain constant at 2011 levels. When estimating final demand and domestic production for the
progressing recycle rate, the input factor and ratio of the final demand sector to domestic production
for each industry are used.

It was also assumed that the wage rates for estimating the labor force costs are the same as in the
2011 I-O table. In addition, wages are set in accordance with the employment table of the I-O Table.

This study applies both a bottom-up and top-down approach to estimating the input coefficients
for extended industries. Figure 4 details the methodology used to extend the I-O table for this study.
For example, for deep ocean mining (a non-existent industry in Japan) the input coefficient is substituted
for that of land-based mining in Chile (a top-down estimate). On the other hand, the input coefficients
for industries related to recycling are estimated through a bottom-up estimate approach, using LCA
data [26]. LCA data is mass-based, and for the purposes of this study, these data were converted to a
monetary basis utilizing the value and quantity table attached to the I-O table.

 
Figure 4. Methodology to extend the I-O table.
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3.2.4. SMS Ore Production

As SMS deposits are polymetallic, deep ocean mining is not specifically targeted toward copper
recovery and will result in multiple minerals being recovered—in fact, in many cases copper is more
likely to be a coproduct. For example, the ore body considered here consists of copper, lead, zinc,
gold and silver. The ore grade has been estimated at 0.4% (copper), 1.4% (lead) and 5.8% (zinc) [22].
To estimate environmental impact factors of SMS ore production, allocation by weight is usually
adopted. Previous research revealed that multiple mineral production from SMS ore reduces energy
consumption, CO2 emissions and waste disposal amounts (due to their allocations to each material
extracted) when compared to the production of copper ore alone [10]. This study applies the assumption
that deep ocean mining will produce various minerals in addition to the target metal of copper for the
estimation of environmental impacts.

According to current estimates, SMS reserves of ore are not sufficient to cover Japan’s
production [12], however there are large uncertainties as to the available resources, so this study
assumes for the purpose of analysis that there is no limitation on this resource and that SMS ore can
meet the demand.

3.2.5. Energy Consumption and CO2 Emissions

The recycling of end-of-life products is considered to reduce energy consumption and CO2

emissions when compared with processing ore, since recycling does not require an oxidization process.
Additionally, since it is possible to utilize waste plastics as a reducing agent and energy source, we
estimate that utilizing end-of-life products will assist in reducing CO2.

Deep ocean mining is also able to reduce energy consumption and CO2 emissions due to shorter
material transportation distances. Mining, concentrating and transportation are invisible processes for
resource importing countries since these processes are conducted only in resource exporting nations.
Domestic mineral production by Japan may also have the flow on effect of reducing CO2 emissions in
resource exporting countries, although this is not considered in this study. To estimate Japanese CO2

emission impacts, existing LCA data are used [26].

3.2.6. Labor

The I-O table contains supplemental information regarding labor and employment. An example
portion of the employment table is shown in Figure 5. The inducement of employment by demand
increase is estimated utilizing this data, focusing on all employed persons, including the employer as
well as self-employed persons and family workers.

Figure 5. Employment table.
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The employment factor is estimated using Equation (5). As shown in Equation (6), by transforming
employment factors to a diagonal matrix and by multiplying the domestic production of each sector,
employment inducement due to 1 unit of demand increase is estimated. The scale of the inducement
can be estimated by dividing the average of the sum of all industries.

pj = Lj/Xj (5)

pj: employment coefficient Lj: employed person in sector j Xj: Domestic production in sector j.

Employment Inducement = L̂·(I −A)−1 (6)

L̂ : diagonal matrix o f pj.
Annual income per person can also be estimated by the employment table, as the table includes

average incomes along with the number of employed persons. Since copper collection does not exist
as an activity within the current I-O table, incomes from the similar waste collection industry are
substituted here.

4. Results

The results are expressed in three parts beginning with I-O analysis, final energy consumption
and CO2 emissions, followed by labor impacts.

4.1. I-O Analysis

I-O analysis reveals industries that will be affected by domestic mineral production. This study
considers two extremes; 100% SMS production and 100% recycling. I-O analysis reveals that in a
recycling society, 1 unit increase of final demand of recycled copper engenders 1.43 overall units.
Table 2 shows the top five industries that will be affected.

Table 2. Economic ripple effect in recycled copper sector.

Industry Ripple Effect

Recycled Copper 1.00
Copper Collection 0.26

Transportation 0.06
Service Industry 0.03

Electricity 0.02

On the other hand, an increase in deep ocean mining on final demand engenders a 1.75 unit
increase, with the top 5 industries shown at Table 3.

Table 3. Economic ripple effect in domestic copper ore sector.

Industry Ripple Effect

Domestic Copper Ore (Deep Ocean Mining) 1.14
Service Industry 0.19

Electricity 0.09
Mining (minerals and quarrying except copper ore) 0.09

Transportation 0.06

The estimated ripple effect in either case is smaller than for other industries, since the average
ripple effect of all industries is 2.40. However, observing these impacts, deep ocean mining will
relatively increase the output (on a monetary basis) of other industries more than copper recycling
alone, as demand for copper increases.
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4.2. Final Energy Consumption and CO2 Emissions

Final energy consumption is estimated based on I-O and material flow analysis. In each process,
multiple minerals are produced and this study allocates energy consumption and CO2 emissions by
the ratio of mass of final products.

Figure 6 indicates domestic energy consumption for the copper recycling scenario. A recycling
rate of up to 10% only requires conventional copper smelting due to the relatively low capacity. For
rates of 20% and above both conventional and recycled copper processing are required. As the recycling
rate increases, the amount of energy required for transportation (collecting end-of-life products)
increases rapidly.

Figure 6. Final energy consumption in a recycling society.

Figure 7 shows energy consumption required for deep ocean mining. Although the reserves of
deep ocean ore are very small relative to the total copper demand in Japan, this limitation is deliberately
ignored here. Basically, the deep ocean mining scenario can be considered to be using conventional
smelting and refining processes with added domestic mining and ore concentration. Thus, the energy
required for mining and concentration processes increases as the supply provided by deep ocean
ores increases.

According to this result, domestic mineral production will increase overall energy consumption.
In the case of recycling, energy for smelting succeeds in reducing energy consumption due to the
utilization of waste plastics and the absence of an oxidization process. However, transportation of
end-of-life products consumes the most energy across all processes. In the case of deep ocean mining,
mining and concentration processes are added to the current copper production system. The mining
processes require more energy than concentration processes. Note that the current import-based
system estimate does not consider mining, transportation and concentration processes because these
are all currently conducted abroad. As our estimates only encompass the domestic impacts, actual
total energy consumption will be greater than our estimate due to international energy consumption.
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Figure 7. Final energy consumption for deep ocean mining.

Contrarily, CO2 emissions in domestic mineral production may be less than for conventional
copper processing. Figure 8 shows CO2 emissions, incorporating those from overseas. It can be seen
that deep ocean mining will contribute additional CO2 emissions when compared with current copper
production, however, considering the available reserves it is likely not a feasible method to supply
Japan’s copper ore needs solely from SMS deposits. It is more likely that domestic mineral production
will utilize recycling, leading to a reduction in CO2 emissions from copper production. Note that
since environmental impact allocation is based on the mass balance, CO2 emissions in mining and
concentration of deep ocean mining process are smaller than those in conventional processes. A
value-based allocation may change these outcomes.

Figure 8. CO2 emissions in copper production.
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In addition, Japan’s population is forecast to continue to decrease into the future. According to
the National Institute of Population and Social Security Research, by 2055, the population in Japan will
reduce to roughly 100 million people, approximately 80% of the current population [28].

Table 4 shows the population change observed and forecasted in Japan [28,29]. Following the
assumption that copper consumption per person will remain constant, Japan’s overall requirements
for copper will decrease. Thus, by 2055 we anticipate that environmental impacts will be limited to
those shown at an 80% DOM or recycling level in Figures 6 and 7, although alternatively exports could
increase to take-up additional copper production. This study assumed that copper consumption per
capita and GDP is constant. It has been shown that copper consumption is strongly correlated to GDP
per capita [30]. Following the assumption that copper consumption per capita is stable, it is more
important to maintain the GDP per capita when considering an aging society, which could lead to a
decline in copper consumption commensurate with population decrease.

Table 4. Population change in Japan and copper consumption.

Year
Age Group 0–14

[Thousand
People] [28]

Age Group 15–64
[Thousand
People] [28]

Age Group 65–74
[Thousand
People] [28]

Age Group More
That 75 [Thousand

People] [28]

Copper
Consumption

[kt] [28]

1995 19,400 87,000 12,000 7800 1300

2015 15,900 77,300 17,500 16,300 1300

2035 12,500 64,900 15,200 22,600 1200

2055 10,100 50,300 12,600 24,500 1000

4.3. Labor

Based on the I-O analysis, employment induced by recycling will make it the third largest sector
next to textiles and construction. This indicates that the demand increase for recycled copper will lead
to a larger labor demand.

When the final demand increased by 1 unit (1 million yen), 0.17 people are required as labor.
Comparing to other industries under the same assumptions, recycling is the industry which requires
labor force the most.

Average annual income per person in the recycling industry is estimated to be about three million
yen, the second lowest income level in Japan. This industry may struggle to attract employees under
these conditions

5. Discussion

In terms of economic ripple effect, it is estimated that copper ore production via deep ocean SMS
mining will give a larger effect than that yielded by recycling alone. Demand increase for recycled
copper leads to a commensurate demand increase for copper collection. It is also estimated that this
demand increase for copper collection will also lead to a larger labor demand. It is unclear from the
methodology applied in this study as to whether the recycling sector will increase the overall number
of employees or simply extend the working hours of the current employee pool. This is one of the
limitations of I-O analysis and an issue faced by Japan as a whole. Another limitation of the I-O table is
the limitation of bottom-up estimation of input coefficients. As this study mainly employed bottom-up
analysis based on LCA data, it does not consider industries which do not appear in the LCA for the
given technologies (e.g., service industry). In that sense, energy consumption or CO2 emissions can
be considered as a conservative estimate. Regarding LCA, allocation in this study employed mass
balance allocation assuming multiple mineral recovery the likelihood may be very low of its actual
occurrence, but when only copper is recovered, the environmental impacts of deep ocean mining are
much larger than the conventional process. Figure 9 shows the comparison of CO2 emissions when
only copper is recovered. CO2 emissions from the recycling process are smaller than the conventional
process though, unlike multiple mineral recovery, domestic emissions will become larger than what
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they are today. In the case of deep ocean mining, it will not be able to reduce CO2 emissions across the
entire copper supply chain.

Figure 9. CO2 emissions under the assumption that all emissions for deep ocean mining and recycling
are allocated to copper.

As mentioned in the introduction, up until the end of 2018, Japan had been exporting lower grade
copper scrap to China [31]. In the context of Japanese resource security, processing scrap in Japan
could contribute to building a more stable supply chain and build a measure of resilience against
inopportune external events including political, economic or environmental restrictions. A measure
of independence from importing raw materials will result in resource security improvements. Also,
according to the results of this study, a national approach to recycling or deep ocean mining, or a
combination of the two can also contribute toward decreasing CO2 emissions across the entire copper
supply chain. Although some positive aspects are identified, we also find that the available working
population may be a limitation for Japan’s copper recycling capacity. In order to address these issues,
we assessed three mitigatory measures, as follows.

Sensitivity Analysis

Process 1. Smelter Process End-of-Life Products Scraps

This study assumed that all scrap is dismantled and separated, and then processed in a smelting
plant. Under this type of recycling regime, generally, high-quality separation is not required since
impurities are treated at the smelting and refining process. Processed end-of-life copper scrap by
smelters proposes that smelters disassemble end-of-life products and collect scrap by utilizing shredders
and separation machinery. This type of recycling is expected to decrease energy requirements for
concentration and labor when compared to the recycling option assessed in this study. The labor and
energy needs of each facility is based on previous studies [32] and it is assumed that all pre-treatment
processes such as crushing are conducted close to the smelting plant, so that energy for transportation
is negligible.

Process 2. Producing Sector Processes Collected Waste

Since smelters play an important role in recycling in this study, it is assumed to be preferential
to maintain smelters’ profits under any future regime. One way to achieve this is to improve the
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recovery rate from scrap. Smelters’ recycling process proposed that the smelter would be responsible
for scrap collection, however, the mixture of materials will likely cause a lower recovery level of
materials. Thus, in processed end-of-life products by producing sectors, producers of final products
are made responsible for dismantling and sorting. This is achieved by producers installing mechanical
dismantling facilities in their production factories. Metals and a certain amount of plastics will be
provided to the recycled copper sector, with producers able to collect desirable materials. As the
wire industry is able to reuse their end-of-life products, only scrap for brass production theoretically
needs to be recycled. Generally, brass scrap contains about 60% copper. Copper demand for the brass
industry was approximately 30% of total copper production in 2011 [15]. Thus, energy consumption
for transportation is allocated at 60%, with smelting and refining at 30%. In this case zinc from
brass scrap is also assumed to be recovered. Since this recycling process requires careful dismantling
processes, the labor requirements are assumed to be the same as for the production stream. It is
expected to improve the smelters’ profit rate compared to the recycling process by smelters, but it
may reduce overall profits due to a reduced quantity of available scrap. Moreover, this approach will
increase system costs and energy for transportation. This approach also requires a large investment for
producing industries, as it is assumed that the labor requirements for this process are the same amount
as for the production process, i.e. securing the labor base is critical to its success. This type of recycling
does not necessarily produce copper and may not increase the recycling rate according to the current
Japanese definition [15].

Process 3. Local Recycling

The above two recycling process options both rely on hardware. However, this process encourages
community level (including residential and commercial) recycling by consumers. This approach does
not consider disassembling and sorting as full-time work. By consigning the disassembling and sorting
process to consumers, the copper collection industry will not require large amounts of labor as is
necessary for options (1) and (2). Finalizing scrap before the smelting process is a major function for
the copper collection process within this process. According to the Ministry of Environment of Japan,
copper accounts for 7% of end-of-life household electronic appliance materials after removing plastic
and ferrous metals [33]. For this process, instead of hiring workers, the copper collection industry will
provide incentives to consumers who separate their end-of-life products prior to recycling. Labor used
for disassembling is not considered in the same way as options (1) and (2), but as a voluntary practice.
Labor within this process only includes the workers in the copper finalizing processes. As we assume
rapid aging in Japan, the retiring generations will likely play an important role in this proposed process.
In addition, consumer driven recycling may provide non-traditional employment opportunities for
those wishing to continue working past the retirement age. Table 5 illustrates a comparison among the
three proposed mitigatory processes and the recycling of copper through traditional channels in Japan
when 1 unit of final demand increase.

Table 5. Efficiency of processes proposed when compared with baseline copper recycling [corresponding
to 1 unit change in copper recycling sector].

Process Energy [GJ] CO2 Emissions [t-CO2] Labor [No. of People]

Process 1 +0.2 0 −0.02
Process 2 +0.5 0 +0.03
Process 3 −0.1 0 −0.02

Comparing these three process, we observe the existence of an energy-emissions-labor trade-off.
Process 1 increase energy, however it is able to produce comparable amounts of copper with a relatively
small labor force. Process 2 increase energy consumption and the estimated labor requirement the most,
it may be impossible to realize under Japan’s current demographic restrictions, i.e. an aging, shrinking
society. Process 3 seems to be the ideal process approach with a moderate energy and emissions
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contribution and the smallest labor (actually hired) requirements of the three proposed approaches.
Process 3 is unlikely to be realized unless consumers are willing to cooperate, as separating and sorting
processes are dependent on consumers under this process. Note that CO2 emissions in each process is
less than 1 kg.

6. Conclusions

Japan is facing a number of challenges, among them, an aging shrinking population, and
over-dependence on raw material imports from foreign nations. This study seeks to provide policy
implications and recommendations for improving resource security in Japan, incorporating both
recycling and indigenous deep ocean mining operations. Findings show that although deep ocean
mining may have strong flow-on economic impacts, the overall quantity of copper extracted may
not contribute strongly to Japan’s resource security. On the other hand, I-O analysis of domestic
copper production scenarios provides a new finding, that labor may be a constraint of realizing
a recycling-centric society. Although producing copper by recycling eases environmental impacts,
it requires significant manpower.

In order to overcome these shortcomings of individual resource security policies, this study
provides three processes, complemented by economic, environmental and social analyses—considering
employment, demographics and societal norms.

The analysis undertaken in this study enables a deeper understanding of the effect of demand
increase for new industries under constant technological coefficients. However, I-O table-based analysis
has some limitations. Since the I-O table is a snapshot of a single year, the effect of investment over
the long-term is not recognized. A model to analyze the effect of longer-term investments, such as
recycling plant construction which takes longer than a single I-O period will allow for the further
development of this research
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Abstract: Air pollution contributes to 9400 deaths annually in London and diesel vehicles are
considered a major source of lethal air pollutants. Consequently, the UK government announced its
intention to ban diesel vehicles by 2040 to achieve a sustainable zero-carbon road transport system.
Since no empirical studies have used a bottom-up approach to seek Londoners’ views, it is therefore
worth investigating the public opinion regarding this forthcoming ban. This paper aims to fill this
research gap by taking London as a case study. A survey was designed, and fieldwork was conducted
to distribute questionnaires to Londoners. Completed questionnaires were analysed using both
quantitative and qualitative methods. The findings revealed that the majority of Londoners would
be in favour of the ban if they were sufficiently exposed to the appropriate sources of information
and were favourably disposed towards environmental protection measures. The results also showed
that Londoners were more likely to switch to electric vehicles (EVs) if they were offered generous
incentives and encouraged to use scrappage schemes. The present study makes a strong case for
enforcing the ban well before 2040. The significance of this research is to provide clearer signals
regarding the future of diesel vehicles, which in turn will strengthen the EV policy and uptake.

Keywords: low carbon technologies; low carbon transition; decarbonisation; zero carbon; air pollution;
diesel ban; electric vehicles; transport policy; transport planning; London

1. Introduction

In recent years, European governments including the UK, have committed to addressing the
adverse air pollution in their cities, by setting targets to decrease the carbon dioxide (CO2) levels.
Since then, the use of diesel vehicles has been incentivised and these are favoured over petrol vehicles in
several European cities through the 1998 agreement between the European Automobile Manufacturers
Association and the European Commission [1,2]. As a result, diesel vehicles now form a significantly
increased share of the UK’s licensed vehicle fleet. Since 1994, the proportion of diesel vehicles increased
from 7% to about 40% in 2016, reaching a total of more than 12 million vehicles [3]. Although
previous research has asserted that diesel vehicles are more CO2 efficient than petrol vehicles [4,5],
a very recent study revealed that diesel vehicles produce similar “real-world” CO2 emissions to
petrol vehicles [6]. In the same study, the authors indicated that diesel vehicles have not demonstrated
significant advantages over petrol vehicles in terms of CO2 emissions since 1995 in Europe. The policy
of favouring diesel vehicles over petrol vehicles came at the cost of a considerable increase in air
pollution in many cities, particularly in London, since diesel vehicles emit toxic pollutants such as
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nitrogen oxides (NOx) and particulate matter (PM) [4], which are recognised as the most dangerous
to the human health [4,7]. Thus, there is an urgent need to take action against the continuation of
diesel vehicles.

Studies have shown that the transport sector emits the greatest amounts of greenhouse gas (GHG)
emissions [8], whereby 95% of transport sector emissions are caused by the road transport [9]. In 2014,
the road transport was responsible for 20% of all global CO2 emissions [10]. Although the scope of
this paper focuses primarily on road transport emissions due to the scale of their contribution to
London’s air pollution [2], it is imperative to point out that there are other sources of air pollution that
originate from within the transport sector such as aviation, rail, and maritime activities as well as other
sectors including industrial and energy productions [2,11,12]. Therefore, it is argued that addressing
the emissions produced by all of the aforementioned sources should be considered when developing
policies for a sustainable zero-carbon transport system. Otherwise, failure to reverse the current trends
in the transport emission concentrations will only exacerbate the situation and lead to further adverse
consequences in the future.

London’s air quality is considered the worst among European cities [13], and the UK has been
threatened with legal action and fines if it fails to reduce its air pollution emissions in some cities
including the capital [14]. As a result, successive governments and policymakers have tried to
implement new policies to tackle air pollution in London but, regrettably, the crisis still prevails [15].
In addition, recent studies have revealed that the vast majority of Londoners (82%) agreed that tackling
air pollution must be a priority [16]. We therefore emphasise that effective new transport policies,
tailored to the challenges that the capital faces, must be developed and introduced as a matter of
urgency. This situation underpins the salience of this research paper.

In light of the current air pollution situation, the Mayor of London set a goal of achieving a
zero-emission road transport by 2050 in the Mayor’s Transport Strategy (MTS) [17], and the UK
government is committed to lowering GHG emissions by 80% by 2050 through the 2008 Climate
Change Act [11], as articulated in the Agenda 2030 for sustainable development [18]. It is argued that
achieving this ambitious target can be attained by the decarbonisation of the transport sector [11].
Consequently, the UK government has announced its intention to ban the diesel and petrol vehicles
by 2040 [19] in order to counteract air quality issues. The government justified the forthcoming ban
by publishing reports [20] predicting that, by 2040, (1) high NOx levels in the UK will be one of the
biggest environmental risks to people’s health in terms of diabetes, asthma, bronchitis, lung cancer,
and heart disease; and (2) air pollution in the UK is expected to destroy 50% of the plant life as well
as 40% of the wildlife habitats. However, there is a continuing debate about whether banning diesel
vehicles can provide the answer to tackling air pollution. On the one hand, some German politicians
as well as car companies, are not in favour of the ban and feel that it is “excessive” [21,22]. On the
other hand, transport and environmental experts [7,15,23] realise the importance of the ban and have
therefore made a strong case for policymakers to implement it as soon as possible. Recent research
shows that banning diesel vehicles would have a significant impact on reducing the NOx and PM2.5

levels as well as improving the public health [7,15].
Studies examining the public opinion concerning the ban are scarce. Previous literature paid

much attention to interventions such as the creation of low emission zones (LEZs) [24–26], but the
authors concurred that LEZs do not bring about the desired improvements in the local air pollution.
One recent study investigated the potential economic and health benefits of banning diesel vehicles
in Dublin [7], while others have attempted to predict the attitudes of UK drivers towards switching
to electric vehicles (EVs) after the ban is introduced [20]. However, to the best of our knowledge,
there have not been any empirical investigations, specifically using London as a case study, to gauge
public opinion regarding the forthcoming ban on diesel vehicles in 2040. The public opinion with
respect to any putative ban has yet to be fully explored. Furthermore, it is argued that the reluctance to
implement the ban in the UK is a contributing factor to thwarting the early uptake of EVs as well as
weakening the EV policy [15,23]. For this reason, our research is significant, as it investigates whether
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the ban can be implemented earlier than 2040. The outcome of this investigation will provide clearer
signals regarding the future of diesel vehicles, which in turn will strengthen the EV policy and uptake.

We argue that addressing London’s air pollution is fundamentally linked to three factors, namely:
(1) A strong political will, which includes strategies and action plans on the city, national, and
international levels; (2) the cultural paradigm, e.g., city branding. This comprises the practices and
marketing of the city, which has a direct influence on sustainability and people’s behaviours [27,28]; and
(3) public participation. This paper takes into consideration the third factor, i.e., public participation,
paying particular attention to the case study of London using a bottom-up approach.

This paper aims to fill the gap in the literature by establishing the public opinion and attitudes
towards the ban. It also aims to investigate the rate at which the Mayor should implement the ban, and
to explore what factors may influence the public acceptance of this policy. Although the forthcoming
ban is intended to apply to both diesel and petrol vehicles, the core focus of this paper is on the diesel
vehicles since they produce more toxic emissions that require further attention.

2. Case Study, Data and Methods

2.1. Case Study Context

London is the capital city of the UK with an approximate population of 10 million and this figure
is expected to increase dramatically in the near future [29,30]. This rapid growth in the population
has led to greater car use and ownership. In 2018, the number of private licensed cars in London had
reached about 2.7 million [31], causing serious problems in terms of air quality and health. For instance,
a study conducted in London reported that the number of deaths caused by the NOx and PM2.5 as
being about 9400 per annum [32]. London is a popular destination for tourists from all over the world,
and its air quality is considered the worst among British cities. Therefore, it was selected as a case
study since it has an impact on millions of people.

The capital also possesses several characteristics that make it a suitable case for the investigation
of banning diesel vehicles. First, it is regarded as a world leading city in the transport innovation
and cutting-edge technology, as well as hosting a number of top-class researchers [33]. These factors
enable innovative solutions and effective intervention measures to be generated [34,35]. Second, it
is equipped with suitable tools to facilitate a shift away from diesel vehicles to more sustainable
alternatives, as well as encouraging active travel via its sophisticated transport system [36,37]. Third,
it offers a rich dataset in terms of modelled emissions for different air pollutants that is easily available
for research purposes [38].

2.2. Data and Methods

Data used in this study were collected via a face-to-face survey which was distributed to Londoners
by the fieldwork conducted from June to August 2018. We utilised a random sampling method [39],
similar to the approach used by Cao [40], and Cao and Hickman [41–43]. Prior to each interview,
participants were asked if they were permanent residents in London and aged 17 or over. The targeted
sample comprised those aged 17 or over since it is only license holders from this cohort who are
legally permitted to drive. Only those who fulfilled these requirements were accepted to participate
in this study and complete the survey. With a view to filling the knowledge gap in the literature
regarding public attitudes towards the forthcoming ban on the internal combustion engine (ICE)
vehicles (i.e., diesel and petrol), the survey sought to: (1) Collect insightful information about the
Londoners’ level of awareness about the harm caused by diesel vehicle emissions; (2) establish their
views and attitudes regarding the forthcoming ban; and (3) discover whether they would be willing to
shift to EVs. We argue that undertaking these investigations using a bottom-up approach is important
because driving diesel vehicles can be cost-effective. As such, diesel vehicles use slightly less fuel than
petrol ones, which offer cheaper running costs. Thus, diesel vehicles might be perceived as a more
convenient option. The survey was piloted to make sure that all the questions were clearly worded
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without ambiguity and to avoid problems related to a low response rate. It was checked by a small
number of colleagues and peers (n = 18) at the University of Westminster and University College
London. As a result, 139 valid responses were collected. The survey consisted of eleven multiple-choice
questions, while the twelfth was an open question designed to allow respondents to provide more
detailed comments, which have been used for qualitative analysis in this research.

This section outlines the survey questions that were distributed to Londoners: (1) Since poor air
quality affects the quality of life referring to the state of wellbeing in terms of health, comfort, and
happiness [44], the first survey question sought to ascertain the Londoners’ levels of satisfaction in
respect to air quality. This question sought to discover to what extent they agreed with the following
statement: “I am satisfied with the air quality in London”. (2) The second question in the survey aimed
at identifying their level of awareness about the harm caused by diesel vehicles since it is argued that
the level of awareness influences people’s attitudes towards environmentally-friendly products [45].
(3) The next survey question was consequently designed to find out how Londoners would feel about
purchasing a diesel vehicle having been informed about some of the health problems that diesel vehicles
cause. Respondents were asked: “Emissions from diesel vehicles can cause premature deaths and
many diseases such as asthma and lung cancer. Would you, as a consequence of the statement above,
still be willing to purchase a diesel vehicle?” (4) In response to the UK government’s announcement
that ICE vehicles will be banned from the beginning of 2040, the fourth survey question involved a
hypothetical scenario whereby respondents were invited to envisage that the government wished to
enforce a ban on diesel vehicles from the start of 2019. The purpose of this survey question was to
determine how quickly the Mayor of London should introduce the policy. (5) The fifth question in the
survey asked respondents about the type of vehicle that they owned (i.e., diesel, petrol, EV, etc.) so as
to provide an insight into the proportion of car users in addition to the vehicle types. (6) The sixth
survey question was essential to gain insights into how the diesel and petrol car drivers would act if
the government incentivises EVs or bans ICE vehicles completely. Therefore, only respondents who
represent the car-driving cohort were required to complete this question. Respondents were asked to
what extent they agreed with the following statement: “I would replace my diesel/petrol vehicle with
an electric one.” (7) The purpose of the seventh survey question was to ascertain whether participants
had become sensitised towards the environment after they had been exposed to information about
the potential harm caused by diesel vehicles. Respondents were asked about the kind of vehicle
they would purchase if they were going to purchase one today. Lastly, the eighth, ninth, tenth, and
eleventh questions in the survey sought to obtain information about the participants’ characteristics in
terms of gender, age, highest educational attainment, and main transport mode for work [41,43,46–48],
all of which are presented in Table 1 below. The final survey question was an open question that asked
respondents to provide any suggestions and recommendations on how to improve London’s air quality
in relation to the diesel vehicle emissions.
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Table 1. Sample characteristics.

Frequency Percentage

Gender
Male 76 55%

Female 63 45%

Age 17–30 years old 73 52%
Over 30 years old 66 48%

Educational attainment

Secondary school or below 1 1%
Bachelor’s degree 67 48%
Master’s degree 60 43%
Doctoral degree 11 8%

Vehicle ownership Yes 85 61%
No 54 39%

Main transport mode for work

Car 20 14%
Bus 25 18%

Underground/Overground 75 54%
Cycle 12 9%
Walk 5 4%

Others * 2 1%

* “Others” is comprised of working from home and/or not currently employed.

The present study utilises a non-parametric statistical testing method known as the Kruskal–Wallis
H [49]. The test static, H, is calculated by the following formula:

H =
12

N(N − 1)

k∑
i=1

R2
i

ni
− 3(N + 1) (1)

where:

� N: Total sample size
� K: Number of samples
� Ri: Sum of ranks in the ith sample
� ni: Size of the ith sample.

The Kruskal–Wallis H Test (KWT) is a rank-based approach to the one-way ANOVA, which
determines whether there are statistically significant differences between three or more groups for
a dependent variable [50]. The KWT assumes that: (1) The sample population is drawn at random;
(2) the observations of the samples are independent; and (3) the scale of measurement of the dependent
variable should be at least ordinal [50]. This non-parametric statistical test has been used by many
researchers [51–53], most commonly in behavioural sciences [54]. It is utilised in this study with the
aim of gaining greater insight into the factors that may influence the public acceptance of the ban on
diesel vehicles.

Perhaps a minor limitation of this method is that it indicates if there is a significant difference
between groups but does not indicate which groups are different. Therefore, a qualitative analysis
was conducted to overcome this limitation. In this paper, a mixture of quantitative and qualitative
approaches is used [47]. The purpose of doing this is to minimise the disadvantages of each individual
approach while maximising the benefits of both approaches combined [55].

3. Results and Discussion

3.1. Air Quality Satisfaction

The results show that the highest percentage of respondents (67%) said they “disagree” with
the following statement: “I am satisfied with the air quality in London”. By contrast, only 22% of
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respondents stated that they “agree” with the statement, and approximately 12% said they “neither
agree nor disagree”.

For 67% of the sample population to be dissatisfied with London’s air quality calls into question
the validity of current policies aimed at reducing the air pollution. This result also indicates that further
and quicker actions should be taken by the Mayor of London and the responsible authorities [56]
as well as car industries [37], perhaps in conjunction with community-led initiatives. Nevertheless,
experts argue that such initiatives led by the community alone are unlikely to have an impact in the
long term as they have to be supported by governmental interventions [37].

To highlight the importance of exploring respondents’ satisfaction with the air quality, a study
conducted by MacKerron and Mourato [57] to assess the relationship between the air quality in
London and Londoners’ level of life satisfaction, found that air pollution and life satisfaction are
significantly correlated, so that, as air pollution increases, Londoners’ life satisfaction diminishes.
This may suggest that air pollution not only affects people’s health, but also their perceptions of
life satisfaction. Policymakers are aware of the hazard generated by air pollution and it is therefore
incumbent on them to act promptly.

The last survey question was an open question, which sought the respondents’ in-depth views on
air pollution in London. Regarding air quality satisfaction, one participant stated:

“Air quality is good in London.” (male, 24).
Analysing the aforementioned respondent’s statement, current studies show that this is not true

for London as a whole. In fact, estimates show that air pollution in London contributed to 4267 deaths
in 2008 [58] and that this figure had increased to about 9400 in 2015, according to Walton et al. [32].
Since London has consistently breached the legal limits of the PM10 levels, the UK has been threatened
with legal action [14]. Poor air quality in London is also a motivating factor that underpins this research
since the majority of Londoners stated that tackling air pollution should be prioritised [16]. However,
it could be argued that the respondent referred to above may be living in a less polluted area, which
they may regard as being, in their judgement, relatively cleaner or at least sufficiently clean. Perhaps
it would make more sense if the respondent had stated that air quality is good in their particular
area rather than proposing that what discretely applies to one area applies to London as a whole.
Respondents who stated that they “neither agree nor disagree” with the statement above might also be
living in areas of London that have relatively low levels of air pollution.

3.2. Awareness Level of Diesel Vehicle Emissions

From the analysis in Figure 1, about 33% of the respondents considered themselves to be
“moderately aware” of the harm caused by diesel vehicles, while a nearly equal number of respondents
claimed they were “slightly aware” or “very aware” of the harm caused by diesel vehicles. Lastly,
almost the same number of respondents said they were “not aware at all” as opposed to “extremely
aware”. This possibly indicates that the sample may have included a wide variety of respondents
who come from different backgrounds. Only 9% of the respondents claimed to be “extremely aware”,
which suggests that they might belong to a group of experts, e.g., experienced transport planners and
researchers with a doctoral or masters degree.

Additionally, 26% of the respondents were “very aware” of the harm caused by diesel vehicles.
We might speculate that this percentage could include less experienced transport planners as well
as researchers and students in related fields. Certainly, it is essential to determine the level of
awareness among the population in order to understand how to proceed, and to plan for the next
stages. For instance, if there is little awareness about the harm caused by diesel vehicles, then the next
step to be taken is to put more efforts into prioritizing new policies aimed at increasing awareness.
By contrast, if there is already a considerable level of awareness, then the next step would involve
implementing new and more rigorous policies targeting air pollution such as the banning of diesel
vehicles [2,7]. Indeed, those who are aware of the harm caused by diesel vehicles would already
possess an appreciation of why the government might consider banning such vehicles.
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Figure 1. Awareness level of the harm caused by diesel vehicle emissions.

Levels of awareness could play a significant role in the shift away from diesel vehicles [56] and
any move towards zero-emission vehicles, as stated in the MTS. This argument is also supported by
the views of Londoners who completed the survey. In response to the last question, which invited
respondents to offer their own recommendations for tackling air pollution in London, two respondents
suggested the following:

“Have better knowledge on air pollution.” (female, 23).
“To have a screen on the streets that displays real-time air pollution concentrations to make people

more aware of the air pollution in the city.” (female, 18).
Curtis and Headicar [59] found that raising the public awareness could play a substantial role in

persuading people to switch from car usage to other forms of transport. Moreover, it is crucial to make
people more aware of the fact that diesel vehicles emit toxic pollutants that are immensely harmful to
health. Gaining their trust and confidence would undoubtedly help to implement new intervention
measures to tackle air pollution effectively. Some scholars have argued [60] that educating the public
about the possible harm caused by diesel vehicles would facilitate the more rapid implementation of
the ban as well as facilitating a change in the current composition of vehicle fleets. It is further argued
that people who possess awareness of environmental issues and concern about these tend to show
positive attitudes towards EVs and other environmentally friendly products [45,61].

3.3. Information Provision

Interestingly, the analysis shows that slightly over half of those surveyed (51%) declared that
they would not purchase a diesel vehicle after acknowledging the potential harm that they cause.
However, a minority of the respondents (9%) said that they would still purchase a diesel vehicle.
Furthermore, about 40% of the respondents claimed that they might buy a diesel vehicle, which
implies that changes in policies and regulations related to LEZs and banning diesel vehicles should
be more flexible. For example, these could include tightening the entry requirements for LEZs and
extending LEZs to cover a wider area. Moreover, rather than banning diesel vehicles completely,
a ban could be imposed on older vehicle models [15,56] as implemented in Hamburg [62], or diesel
vehicles could be banned from entering certain roads that are severely affected by air pollution [63].
This might encourage those who said they “might” buy a diesel vehicle to compromise in the light of
the aforementioned types of policy changes.

The KWT was used to ascertain if there was a relationship between the information provision
about the harm caused by diesel vehicles and the likelihood of people supporting the ban. The results
showed a significant relationship between those two factors with an H-value of 30.38, as can be seen in
Table 2.
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Table 2. Kruskal–Wallis H test results.

Category H Value

Supporting Ban Influence on Kind of Vehicle to Buy

Providing information about the
harm caused by vehicle emissions 30.38 *** 11.33 *

Likelihood of switching to EVs 13.03 * -

Notes: n = 139; * p < 0.05, ** p < 0.01, *** p < 0.001.

In the survey, prior to asking the participants whether they would purchase a diesel vehicle,
they were given information about the potential harm caused by such vehicles. This led more than half
of them to state that they would not buy a diesel vehicle, as opposed to only 9% who said they would
still buy one. An important implication can be drawn from this, which is that the more awareness
people have, the more likely they are to support the ban. This view is also supported by the testimony
of Londoners in the survey:

“I was not aware of any damage that diesel vehicles can cause. But luckily with this survey, I am
more aware now and will do what I can daily to save the society.” (male, 31).

“I believe that what the government is doing is a good step forward. I have a diesel Mercedes
CLS, and I really enjoy driving it, but now I am in the process of selling it for the sake of air quality.
Thank you.” (male, 25).

A key policy priority should, therefore, comprise a strategy to increase the public awareness about
the negative health and environmental impacts caused by diesel vehicles emissions. This would facilitate
the movement towards a zero-carbon transport system since it is argued that the decarbonisation of
the road transport is strongly linked to people’s travel behaviour [11].

3.4. Banning Diesel Vehicles

Perhaps, surprisingly, analysis of the survey results revealed that the vast majority of respondents
would support the ban. About 65% of the sample population agreed with it, as opposed to 20% who
would not be in favour. Nearly 15% of the sample population said they “neither agree nor disagree”
with the ban, which suggests that they might be open to new policies and would not be considered
problematic or non-compliant should such a policy come to be enforced.

A selection of the respondents are cited below expressing their views about the ban:
“I have only recently found out how bad diesel cars can be. It is a great initiative to ban them,

but the government should give diesel car owners a huge incentive to compensate for the purchase of
a new car that meets their requirements.” (male, 42)

“Ban diesel cars, educate people to shift from cars to public transport, and increase diesel prices”
(female, 36)

“Getting rid of diesel is just a start, we should work towards banning all private cars as soon as
possible, including electrics which waste as much space.” (female, 28)

“I would support more punitive measures including the expansion of the Congestion Charge
Zone/London LEZ and even higher costs for diesel engines in Parking Control Zones. Also, a London
based scrappage scheme which should incentivise diesel car users with active travel-based solutions,
e.g., trading your diesel car for a new bike/public transport season ticket etc.” (male, 37).

Of those surveyed, almost 13% advocated the ban when asked about recommendations for
improving air quality in London in the open survey question. Therefore, support for a policy enforcing
a ban is a conclusion that can legitimately be drawn from the data analysed in this research.

It is believed that banning diesel vehicles would create a positive impact on the environment
by reducing the amount of air pollutants in the atmosphere. In Delhi, for example, slightly less
than half of the diesel vehicles were replaced by compressed natural gas (CNG) alternatives [59].
Interestingly, in just one year, ambient air pollutants were reduced significantly. The case study
reported reductions in sulphur dioxide (SO2), carbon monoxide (CO), and NOx by 22%, 10%, and 6%,
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respectively [59]. We can speculate about what the impact would have been if those diesel vehicles
were replaced by zero emission EVs. Likewise, in the context of London, if a total ban on diesel vehicles
is implemented, a positive impact would be seen in terms of reductions in pollutant concentrations,
similar to, or possibly better than, those reported in the Delhi case study, since they would be replaced
by EVs rather than CNG, which represent a more attractive alternative in terms of emissions produced.

Experts argue [7] that banning diesel vehicles would cause a substantial reduction in the NOx and
PM2.5 emissions of 47% and 52%, respectively on the 2015 levels by the year 2030. Reductions in the
NOx and PM2.5 levels would contribute to savings totalling 300 Disability Adjusted Life Years (DALYs).
One DALY can be defined as the loss of the equivalent of one year of full health [64]. By the year 2024,
diesel vehicles would be responsible for about 6300 DALYs. In the light of these findings, we can claim
with confidence, that mitigation measures, i.e., banning diesel vehicles, should be considered as soon
as possible. It is further argued that the ban would not only improve air quality and people’s health
but would also increase the uptake of EVs, especially if the appropriate infrastructure is in place [7].

Although some scholars [16] claim that there is little point in banning individual vehicles from
certain roads because doing so would only improve air quality on those particular roads, but could
consequently displace the pollution onto other roads, it can be argued that the ban first needs to
be tested on specific roads for a certain period of time before implementing it across the entire city.
People on low incomes who use their vehicles for their daily commute to work would be the group
affected most by the ban since they may struggle to purchase newer models. If the ban is proven to
achieve the desired outcomes in respect to improved air quality, then those people could be offered
incentives to switch to more environmentally-friendly vehicles or, for instance, benefit from reduced
public transport fares.

If policymakers also advocate implementing the ban but have concerns regarding the public
acceptability, then the policy could be introduced gradually or on a trial basis. For instance, policymakers
could initially enforce a ban on the most polluted roads by restricting the entry of diesel vehicles
only. They could also enforce a ban in different areas for a limited amount of time, and then if this
was found to result in significant reductions in pollutants levels by monitoring progress, the ban
could be extended to more areas of London, thereby increasing the public confidence in respect to any
proposed ban.

Overall, it is highly desirable to phase-out all old diesel vehicles since they cause higher levels of
pollution than newer models [2,37,56]. In addition, new buses and taxis operating in London are more
environmentally benign and thus should also be considered as an alternative to current diesel-fuelled
vehicles [17,37].

3.5. Type of Vehicle Owned by Participants

The results of this survey question provide an insight into the proportion of car users in addition
to the engine type of their vehicles. As can be seen from the analysis in Figure 2, at least 61% of the
respondents were car users, while 39% were non-car users. It can be assumed that some respondents
were also car users but did not own a car. The following questions were aimed at eliciting whether car
drivers would be willing to switch from ICE vehicles to the use of EVs as the 2040 ban would apply to
both petrol and diesel vehicles. If the number of car drivers in this survey had been very low, then the
survey analysis would be inadequate because car drivers are the targeted group in respect to their
attitudes towards the forthcoming ban and their willingness to shift to more environmentally-friendly
alternatives. Therefore, as more than 61% of the respondents were car drivers, the analysis can be
considered valid, although it may be desirable to increase the sample size in further research.

In 2016, there were 39% diesel vehicles, 60% petrol vehicles and 1.3% other vehicle types (EVs
and hybrids) in Great Britain [3]. These statistics are consistent with, and to some extent similar
to, the survey results in terms of the proportion of each vehicle type among the population, which
suggests that the survey succeeded in reaching the targeted groups and being representative of the
overall population.
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Figure 2. Type of vehicle owned.

3.6. Shifting to Electric Vehicles

Remarkably, over 68% of car drivers said they would agree to replace their current vehicles with
EVs, as opposed to 20% who would refuse. Just under 12% of the respondents claimed to “neither
agree nor disagree” with replacing their vehicles with EVs. It may be possible to persuade this group
to switch to EVs by providing scrappage schemes or incentives to purchase them [37,56]. Therefore,
one implication of this is that the government should provide a scrappage scheme for old vehicles
to encourage both those who “disagree” and those who “neither agree nor disagree” to consider
this option.

When participants were asked about their recommendations for tackling air pollution, nearly
12% responded that the adoption of EVs would provide a solution. Furthermore, about 8% of the
participants said that incentives are necessary in order to persuade people to switch to EVs, while
others complained about the high prices of EVs. It is therefore proposed that the government and
Mayor of London should incentivise the purchase of EVs to increase their uptake rate. Below is a
selection of the participants’ opinions:

“London’s air quality could be improved by the government giving incentives and benefits when
people purchase an electric car.” (male, 50).

“Diesel cars should be a relic of the past. We need to improve the performance of electric vehicles
and lower their cost so that they are more widely adopted.” (female, 39).

The KWT was employed to test the relationship between the willingness to switch to EVs and
the likelihood of supporting the ban. The results revealed that an H value of 13.07 was obtained, as
highlighted in Table 2, suggesting that a statistically significant relationship exists. As such, those
who are willing to replace their diesel/petrol vehicles with electric ones are more likely to support the
ban. Therefore, if the Mayor wishes to implement this policy soon, it is advised that the incentives
for choosing EVs be put in place [37]. This programme could also be stimulated by the market.
For instance, car manufacturers should be encouraged to be ambitious to produce more EVs and fewer
ICE ones. After all, as discussed in the analysis, over 68% of car users agree on the need to shift to EVs.

As stated in the MTS [17], the goal is for all newly registered vehicles in London to be zero
emissions so as to achieve the zero-emission road transport by 2050. Therefore, it is vital to discuss
which factors would influence the acceptance of EVs in the capital to rapidly increase their adoption as
a way to address air pollution.

Fundamentally, moving towards a more sustainable transport system through the uptake of EVs
is critically linked to the level of public awareness and concern about the environmental impacts
of ICE vehicles as well as EVs. For instance, Khaola et al. [65] investigated a possible correlation
between people’s concern for the environment and their attitudes towards green products (e.g., EVs)
in general and found that there is a strong correlation between them. Additionally, Dogan and
Ozmen [66] surveyed 752 respondents to investigate how the environmental concern would affect
participants’ attitudes towards buying EVs, and they discovered that participants with higher levels of
environmental concern were more interested in EVs and more likely to purchase them.
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Furthermore, it is argued that those who seek additional knowledge about EVs may be strongly
influenced in terms of positive attitudes towards EVs. Many authors argue [20,67] that having a prior
knowledge about EVs can make a huge difference regarding the decision-making process of buying
EVs compared to those who have little or no knowledge.

Another factor that is believed to influence the adoption of EVs is incentives [68]. Studies show
that providing incentives exerts a positive influence on purchasing EVs [69,70] given that the higher
the incentive, the more likely people will purchase an EV. Incentives can be provided in different
forms such as tax rebates and subsidies on purchase [71]. A tax rebate of £1000, for example, means
that individuals will have a £1000 reduction in their tax when they purchase an EV. A study that
was conducted in the United States showed that $1000 in tax rebate resulted in a 2.6% increase in
EVs sales [71]. It is suggested that a similar method be used in London to encourage more people to
purchase zero emission vehicles as an alternative to more polluting ones.

Although EVs are being introduced as an alternative to break fuel dependence and tackle other
environmental problems [67], it is imperative to acknowledge that non-exhaust emissions should be
also be taken into account when considering how best to address air pollution. There is a substantial
volume of literature that has reached the conclusion that the volume of emissions from non-exhaust
sources is much greater than emissions from vehicles exhausts [12,72,73]. Therefore, the goal of
zero-emission road transport cited in the MTS is most likely to be achieved when there is almost no
car use. Otherwise, it would be very challenging to realise this ambitious vision set out by the Mayor
in the event that private cars, taxis, and buses continue to operate on London’s roads. However, the
phasing-out of ICE vehicles would significantly improve the NOx reductions [7] since EVs do not emit
those kinds of pollutants.

3.7. Influence on which Kind of Vehicle to Purchase

The findings from Figure 3 highlight the importance of providing information (i.e., raising
awareness) about the harm caused by diesel vehicles, as the participants showed positive attitudes
towards low emission vehicles such as hybrids and EVs. Interestingly, about 60% of those surveyed
said that they would purchase a low-emission vehicle including hybrids and EVs. Furthermore, about
4% of the respondents stated that they would not purchase any vehicle because they prefer to use
other types of public transport such as trains, buses, and cycling. In addition, the most remarkable
observation to emerge from comparing Figures 2 and 3 is that the percentages of diesel and petrol
vehicles dropped by more than half, from 18% to 8% and from 37% to 17%, respectively.
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Figure 3. Which kind of vehicle to purchase in the future.

The KWT was also employed here to ascertain the effect of providing information on people’s
decision-making when buying a new vehicle. The test results presented in Table 1 reveal that providing
people with relevant information about the potential harm caused by emissions from diesel vehicles
will influence their decision-making process and, ultimately, lead them to make more environmentally
friendly choices. It might be argued that those who are considering purchasing a more environmentally
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friendly vehicle are more likely to agree with the ban on diesel vehicles. Therefore, it is essential that
the motor industries get involved [37] with this movement towards a sustainable zero-carbon road
transport system by providing more environmentally friendly vehicles to help more people to make
the shift away from ICE vehicles. This view was also expressed by one survey respondent:

“I think the car industry needs to be the leader. Technology can be used to assist in sustainable &
cost-effective vehicles and transport modes.” (female, 29).

Below is a selection of the participants’ views about, and recommendations for, improving the
local air quality in London:

“Air quality could be improved by creating more green spaces and trees as well as encouraging
people to use public transport. Electric vehicles are the future, but at the moment they do not seem to
be viable on a large scale due to their high cost.” (male, 25).

“Encourage people to use environmentally friendly vehicles by reducing their price.” (male, 19).
Although the findings in Figure 3 indicate positive attitudes towards different types of EVs, many

researchers [74–76] believe that the high cost of purchase represents a barrier to the adoption of EVs,
which concurs with the views cited above. Additionally, several authors [67,68] have identified other
potential barriers to the adoption of EVs, such as their limited range, as well as style, size, performance
and safety.

Nonetheless, some of these barriers could potentially be overcome by driver training, for example
to address the problem of EV’s limited mileage range [67]. Moreover, it is important to understand
the specific needs and requirements of Londoners in relation to a vehicle. This could help to develop
effective policies and stepping-stone guidelines for car manufacturers so as to overcome some of
the aforementioned barriers. Two key factors could foster the acceptance of EVs, namely providing
incentives in different forms, and raising consciousness about and concern for the environment through
awareness campaigns. Acceptance can also be increased by advertising and marketing, which might
include word-of-mouth recommendation [77]. Additionally, Globisch et al. [78] stressed the importance
of providing EV users with the necessary information, support and assistance to overcome technical
failures, as a way to foster the EV deployment. They also found that focusing on the vehicle design
(perceived enjoyment) of EVs can significantly influence the choice of the car purchased.

Intervention by policymakers could also make a difference [79]. For instance, a new policy could
be introduced stipulating that, for every sports car sold by manufacturers, five EVs should be sold.
This would even-out the total amount of emissions produced by a particular car manufacturer since
sports cars emit more pollutants than EVs [80]. It would also potentially encourage car manufacturers to
set ambitious goals in terms of increasing the EV sales using different methods such as awareness-raising
campaigns, and more efficient marketing tools, as well as providing customised assistance to their users.

4. Conclusions and Policy Implications

Using London as a case study, this paper explored the public opinion and respondents’ views
regarding the forthcoming ban on diesel vehicles, examined whether the ban could be implemented
earlier than 2040, and set out to discover Londoners’ attitudes towards switching to EVs.

The analysis from the KWT revealed that being concerned about the environment, together with an
appropriate level of awareness surrounding its vulnerability to certain hazards, could play a huge role
in supporting the ban. In order to facilitate the implementation of the ban, it is highly recommended
that Londoners’ level of awareness about the harm caused by diesel vehicles needs to be increased,
which can be achieved by awareness-raising campaigns. Findings from the survey also revealed that
the majority of participants “agree” with the ban, suggesting that the policy can be implemented well
before 2040. These results have been very encouraging, and the discussion proposed several courses of
action for the policy of banning diesel vehicles.

This work has shown substantial evidence that the majority of car drivers—slightly less than
70%—would agree to switch from driving ICE vehicles to EVs. However, some participants raised
concerns about the high price of EVs whereas others proposed that the government should provide
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incentives for people to switch to EVs, which suggests that Londoners may not be willing to pay more
for a private transport. A further important implication is that Londoners must be provided with
incentives tailored to their needs, as well as ways of increasing their awareness of and concern for the
environment as a solution to facilitate the acceptance of EVs. Another factor likely to enhance the EV
policy and uptake rate is the banning of diesel vehicles, if the appropriate infrastructure is provided.
This may include creating sufficient charging stations and extending the installation of charging points
to cover more residential areas as well as carparks [20,67,81].

Our findings will be useful for the Mayor of London and policymakers to push the Agenda 2030
forward so as to achieve the goals of sustainable cities and communities as well as climate action [82].
This paper has led us to conclude that the ban should be enforced as soon as possible since the majority
of Londoners appear to support the initiative, according to the sample in this research. We would
argue that even if CO2 emissions were to be controlled and reduced, the overall climate change effect
would still exist because of the time scales involved, meaning that it takes a long time to reverse the
severe impacts of poor air quality [18]. In order to achieve the desired outcomes for air quality in the
long-term, critical decisions must be taken and “aggressive” policies implemented now to determine
the quality of London’s air in the future.
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Abbreviations and Acronyms

CO2 Carbon Dioxide
NOx Nitrogen Oxides
PM Particulate Matter
GHG Greenhouse Gas
MTS Mayor’s Transport Strategy
LEZs Low Emission Zones
EVs Electric Vehicles
ICE Internal Combustion Engine
N Total Sample Size
K Number of Samples
Ri Sum of Ranks in the ith Sample
ni Size of the ith Sample
KWT Kruskal–Wallis Test
CNG Compressed Natural Gas
SO2 Sulphur Dioxide
CO Carbon Monoxide
DALYs Disability Adjusted Life Years
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Abstract: In order to meet climate change mitigation goals, nations such as Japan need to
consider strategies to reduce the impact that lifestyles have on overall emission levels. This study
analyzes carbon footprints from household consumption (i.e., lifestyles) using index and structural
decomposition analysis for the time period from 1990 to 2005. The analysis identified that households in
their 40s and 50s had the highest levels of both direct and indirect CO2 emissions, with decomposition
identifying consumption patterns as the driving force behind these emissions and advances in
CO2 reduction technology having a reducing effect on lifestyle emissions. An additional challenge
addressed by this study is the aging, shrinking population phenomenon in Japan. The increase in the
number of few-member and elderly households places upward pressure on emissions as the aging
population and declining national birth rate continues. The analysis results offer two mitigatory
policy suggestions: the focusing of carbon reduction policies on older and smaller households, and the
education of consumers toward low-carbon consumption habits. As the aging, shrinking population
phenomenon is not unique to Japan, the findings of this research have broad applications globally
where these demographic shifts are being experienced.

Keywords: CO2 emissions; carbon footprint; household consumption; index decomposition analysis;
structural decomposition analysis; aging society; Japan

1. Introduction

To meet the global climate change mitigation target of limiting global warming to just 1.5 ◦C [1],
an extensive effort toward reducing carbon emissions throughout our lifestyles is critical. Leading this
effort is particularly essential for developed nations, which are more likely to emit larger amounts of
carbon dioxide (CO2) and other greenhouse gases (GHG) and who have access to cleaner technologies
than developing nations. Consumption-based accounting [2,3] quantifies not only direct or territorial
emissions due to fuel combustion but also indirect emissions generated through the supply chains of
goods and services, allowing for the consideration of broader abatement options from both the demand
and supply sides [4]. This is known as a “cradle-to-gate” (i.e., from raw material extraction to final
consumption) assessment. From this point of view, our lifestyle (household consumption) has been
highlighted as playing a dominant role in cradle-to-gate GHG emissions, as measured through national
carbon footprints (CF) [5–7]. Globally, almost 65% of CF are induced by household consumption [8].
In order to achieve a low-carbon future, drastic changes are needed not only in industrial supply
structures but also in our daily lifestyle structures.

Japan, selected as the target nation for this study, is among the most industrialized GHG-emitting
nations [9]. In line with Japan’s Paris Agreement goals, GHG emissions need to be reduced by 26% by
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2030 compared with 2013 levels. To achieve this, it is necessary to implement effective measures with
respect to technological innovation and envisaged demographic shifts [10,11]. Japan’s CF structure
has been analyzed, identifying that household consumption is dominant, similar to other developed
nations [12]. Further, previous research has analyzed the household CF in Japan, identifying key
consumption and behavior domains for effective reduction [13–18]. However, this precedential research
did not examine time trends of household CF or the crucial supply and demand drivers.

This study sheds light on structural changes in Japanese household CF to elucidate levers which
enable the reduction of CF and enable an understanding of how supply and demand drivers underpin
these CF. In addition, this research focuses on demographic trends as a demand driver of changes in
CF due to an aging, shrinking population—a serious issue faced in Japan and other nations, which may
affect consumption and resultant CF values [13,18,19]. For instance, Shigetomi et al. [11] evaluated
the impact of demographic trends on energy-related CO2 emissions from residents during 1990–2015
using decomposition analysis, indicating that as the number of single households increased, especially
older households, a commensurate increase in emissions was observed.

In order to analyze the underpinning factors of CF, this study adopts index decomposition
analysis (IDA) [20] and structural decomposition analysis (SDA) [21] on a time-series data set of both
direct and indirect CO2 emissions induced by Japanese households. To date, IDA has been applied
mainly to examine the driving forces of energy consumption and its relation to CO2 emissions by
sector [22,23]. SDA has clarified the determinants of lifecycle emissions within CF, utilizing input–output
table data [24,25]. These two approaches have been utilized to analyze key determinants of home
energy-related CO2 emissions [26–28] and household CF [29–31], respectively, regarding the carbon
emission intensity, supply chain structure, consumption volume and composition, and population.

Studies relevant to Japan have assessed energy-related CO2 emissions at the national level [32],
specific to services [33], transport [34], manufacturing [35], and residential sectors [11], identifying
the key drivers for reducing emissions by sector. For instance, related to household consumption,
Shigetomi et al. [11] examined the trends in residential energy-related CO2 emissions across 47
regions in Japan during 1990–2015 using the regional energy balance tables, demographic census and
consumer expenditure survey, demonstrating the importance of prioritizing national and local policy
interventions of the supply and demand sides in light of the differences in the key drivers in each
region. They do not consider, however, the upstream (indirect) CO2 emissions created by the overall
household consumption via the supply chain. To the best of our knowledge, this study highlights the
structural changes in Japanese household CF detailing both direct and indirect energy-related CO2

emissions for the first time. This novel research uncovers insights for mitigating household CF with
respect to both supply and demand factors and demographics, notably an aging, shrinking society.

The research is organized as follows: Section 2 describes the methods and data employed to
calculate household CF and to estimate the contribution of drivers toward structural changes. Section 3
presents the results and discussion. Finally, Section 4 concludes with detailed policy implications and
a future outlook based on the obtained results.

2. Materials and Methods

Here, the materials and methodology are defined, including the quantification and decomposition
approaches, data utilized, and the methodological and data limitations.

2.1. Quantification of Carbon Footprint by Household Consumption

Household CF is defined as the sum of direct carbon emissions induced by driving a passenger
motor car, cooking and household heating (D), and indirect (embodied) carbon emissions generated
through the supply chain due to household consumption (S). D is calculated using Equation (1).

D =
∑

k

∑
b

edir
k fkb, (1)
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where edir
k represents the direct CO2 emissions per consumption expenditure for energy item k. fkb

denotes the household’s final consumption by attribute b for energy item k. Next, S is quantified by
Equations (2) and (3).

S =
∑

i

∑
b

eind
i fib, (2)

eind
i =

∑
j

qiLij, (3)

where eind
i represents the upstream CO2 emissions per consumption expenditure (embodied CO2

emission intensity) for commodity i � k. j denotes the commodity sector. It is estimated by using qi

and Lij =
(
I −Aij

)−1
which denote the vector containing the direct CO2 emissions per unit production

output for commodity i and upstream requirements per unit production, respectively. Lij is an element
of the Leontief inverse matrix [36] obtained from the input–output table.

2.2. Index Decomposition Analysis and Structural Decomposition Analysis

To comprehend the contribution of various indicators to the changes in household CF by using
IDA and SDA, we decomposed both the direct CO2 emissions derived from home energy and the
indirect CO2 emissions generated through the supply chain of goods and services (commodities)
purchased by households, as shown in Equations (4) and (5).

D =
∑
k

∑
b

edir
k

fkb
fb

fb
pb

pb
Hb

Hb
H H

=
∑
k

∑
b

edir
k ykbwbsbdbH

, (4)

S =
∑
i

∑
b

qiLij
fib
f ′b

f ′b
pb

pb
Hb

Hb
H H

=
∑
i

∑
b

qiLijyibw′bsbdbH
, (5)

where H and p represent the total number of households and population, respectively. Both ykb and yib
refer to consumption patterns (e.g., medical services are more heavily consumed by elderly households
than younger households). wb and wb’ represent the average per-capita consumption volume for
energy items and that for all commodities, respectively. sb represents the average number of members
in each household (i.e., family size). db describes the distribution of households (i.e., the proportion
of younger households to total households). Thus, Equations (4) and (5) are based on Equations (1)
and (2), with household final consumption decomposed into the five factors in line with consumption
pattern, consumption volume, family size, household distribution, and number of households. Overall,
six drivers are considered for direct CO2 emissions, and seven drivers for indirect CO2 emissions.

When D and S shift from year t to year t + 1, there are no unique solutions for how the
decomposition should be solved. To quantify the contributions of each factor, this study used
the Shapley–Sun decomposition approach (S-S method) [37] for D, and the Dietzenbacher and Los
decomposition approach (D-L method) [38] for S, cognizant of identical decomposition without any
residues and the commonality of results [24]. For example, the total difference of Equation (4) can be
represented by Equation (6).

ΔD =
∑
k

∑
b

Δedir
k ykbwbsbdbH + edir

k ΔykbwbsbdbH + edir
k ykbΔwbsbdbH

+edir
k ykbwbΔsbdbH + edir

k ykbwbsbΔdbH + edir
k ykbwbsbdbΔH

(6)

where Δ indicates the difference operator. Equation (6) converts six multiplicative terms in the first term
of Equation (4) into six additive terms. Each additive term in Equation (6) denotes the contribution
to changes in D induced by a targeted factor while all other factors are constant. For instance, the
first term in Equation (6) refers to the effect on direct CO2 emissions of changes in direct emission
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intensity, while consumption patterns, consumption volume, family size, household distribution, and
total number of households are constant between t and t + 1. Each of the contributions were estimated
by taking the average of the 6! = 720 decomposition equations possible [37]. Here, the effects on direct
CO2 emissions that are related to the first, second, third, fourth, fifth, and sixth terms in Equation (6)
are referred to as the intensity effect (direct), consumption pattern effect, consumption volume effect,
family size effect, household distribution effect, and household number effect, respectively.

In a similar manner, the total difference of Equation (5) can be demonstrated by Equation (7).

ΔS =
∑
i

∑
b

ΔqiLijyibwbsbdbH + qiΔLijyibwbsbdbH + qiLijΔyibwbsbdbH

+qiLijyibΔwbsbdbH + qiLijyibwbΔsbdbH + qiLijyibwbsbΔdbH
+qiLijyibwbsbdbΔH

(7)

Finally, each of the contributions were estimated by taking the average of the 7! = 5040
decomposition equations possible [38]. Here, the effects on indirect CO2 emissions that are related
to the first, second, third, fourth, fifth, sixth, and seventh terms are referred to as the intensity effect
(indirect), supply chain effect, consumption pattern effect, consumption volume effect, family size
effect, household distribution effect, and household number effect, respectively.

2.3. Data

This study uses the time-series Japan input–output tables (TJIO) consisting of the economic
transaction (Lij) and household final demand structures (

∑
b fib) for 1990, 1995, 2000, and 2005 based

on the 2005 price with 397 common commodities. Hence, the data are comparable among periods.
Further, we disaggregated the commodities within petroleum products into six detailed commodities
including gasoline, light oil, kerosene, liquefied petroleum gas (LPG), and other petroleum products
(i.e., lubricants) by using the Comprehensive Energy Statistics [39]. To identify the relationship between
household CF and demographic trends, the final household demands from the TJIO were divided into
consumption expenditures for six age groups of the highest income earner in the household (29≤, 30–39,
40–49, 50–59, 60–69, ≥70) for each year using the national survey of family income and expenditure
(NSFIE) [40]. Then, the consumption share by attribute, summation of each final consumption type
by commodity and the difference between the producer-based price and consumer-based price were
considered as detailed in a previous study [14]. eind

i was obtained based on Equation (3). qi was
calculated by dividing sectoral CO2 emissions obtained from the 3EID [41] by total output utilizing the
TJIO. b denotes the age of the highest income earner (1: ≤29, 2: 30–39, 3: 40–49, 4: 50–59, 5: 60–69,
6: ≥70).

2.4. Limitations

The approach used in this study has several limitations with regard to the data and methodology
employed. First, to conduct SDA, it is necessary to prepare time-series data on both household
consumption expenditures and environmental burden intensities that are consistent with the IO table
and to deflate according to the base year price information. In this regard, this study used the TJIO
covering the periods 1990–1995–2000–2005. We recognize that the latest year analyzed in this study is
more than 10 years in the past; however, it is currently impossible to prepare more recent deflated
data for consumption expenditure and embodied CO2 emission intensity. The latest domestic IO table
describes the economic transactions accounting for household consumption expenditures in 2011,
and the embodied CO2 emission intensity values for 2011 have already been published. However,
it is relatively difficult to deflate consumption expenditures and intensities due to the disconnection
between commodity sectors and their definitions.
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3. Results and Discussion

The results and discussion are divided into the three sections of overall trends in emissions, changes
within sectors and age groups, and the decomposition of the driving forces underpinning emissions.

3.1. Overall Trends of Total Direct and Indirect CO2 Emissions

CO2 emissions induced by Japanese household consumption from 1990 to 2005 are shown in
Table 1. Both direct and indirect CO2 emissions showed a significant growth trend during the analyzed
period. In terms of overall emissions, indirect CO2 emissions levels remain nearly four times those of
direct CO2 emissions. The annual average increase of direct CO2 emissions is relatively small, and
emissions in 2005 are slightly lower than those in the year 2000. However, indirect CO2 emissions
continuously increased, with an annual average increase of 6.6 Mt in 1990–2005. In terms of the growth
rate of emissions, that of direct emissions was higher than that of indirect emissions during the studied
period (see Table 1). These characteristics will be elaborated by observing the trends in direct and
indirect CO2 emissions by sector, as presented in the following section.

Table 1. Compositions of Japanese household carbon footprints (CF) in 1990–2005

Year Average
Annualized

Increase

Growth Rate
(between 1990

and 2005)
1990 1995 2000 2005

Direct CO2 emissions (Mt-CO2) 103.6 124.2 143.6 142.5 2.6 37.5%
Indirect CO2 emissions (Mt-CO2) 473.5 542.6 537.9 572.3 6.6 20.9%

Total CO2 emissions (Mt-CO2) 577.2 666.9 681.5 714.8 9.2 23.8%

3.2. Changes in Direct and Indirect CO2 Emissions in Different Sectors and Age Groups

The total direct and indirect CO2 emissions are disaggregated into sectors and household age
groups to evaluate their impact on CO2 emissions. Fourteen sectors are considered: “food and
non-alcoholic beverages,” “alcoholic beverages and tobacco,” “clothing and footwear,” “housing,”
“furnishings,” “medicals,” “private vehicles,” “public transport,” “information and communication,”
“recreation and culture,” “education,” “restaurants and hotels,” “consumable goods,” and “margins,
religions and other services.” These sectors are determined based on the “Classification of Individual
Consumption by Purpose.”

Figure 1 presents the trends in total direct CO2 emissions by sector and average direct CO2

emissions per capita across age groups. To observe the impact of demographic factors on carbon
emissions in an aging society in greater detail, we examined the per capita CO2 emissions as well as
the per household emissions across different age groups. Here, we focus on the per capita emissions
(Figure 1b), because the per household emissions are affected by the average family size and composition
of households attributed to each age group. The results of per household direct and indirect emissions
are detailed in Appendix A.

Private vehicles and housing are the only two sectors that generate direct CO2 emissions from
households, as fossil fuels are used for these activities. For instance, the private vehicles sector includes
gasoline and light oil, while the housing sector includes kerosene, LPG, coal products, and city gas.
As shown in Figure 1a, the private vehicles sector accounts for a large proportion of direct CO2

emissions throughout the analyzed period, impacting the high growth rate of direct emissions, as
referred to above. From 1990 to 2005, Japanese car ownership rose from 57.99 million to 78.28 million
vehicles—an increase of approximately 35% [42]. With this increase in car ownership, the growth rate
of gasoline consumption was much larger than for other fuels. Consequently, the direct emissions for
the private vehicles sector increased significantly compared to those for the housing sector.

Considering different age groups, direct CO2 emissions (per capita) from the private vehicles
sector are concentrated within two age groups—40s and 50s—as shown in Figure 1b. For those in their
40s, this may be due to work and family needs. With the increase of household savings in these age
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groups, many families tend to own their own cars and use them frequently. The 50s age group has
the highest direct CO2 emissions across all age groups, possibly because the annual income in the 50s
is higher than that of other age groups [40]. In addition, with the increase in family members, the
household size has also expanded to a certain extent when compared to others, potentially expanding
the demand for private vehicles, particularly large-sized cars. As for the direct CO2 emissions from the
housing sector, these are also concentrated in the 40s and 50s age groups. This may be because more
people in their 40s and 50s are married and living with their children, and they tend to live in relatively
large, energy-consuming houses. Furthermore, the changes in direct CO2 emissions in different age
groups also showed certain peculiarities, such as CO2 emissions gradually increasing for householders
in their 20s, reaching their peak in the 50s and then subsequently declining.
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Figure 1. Sectoral composition of direct CO2 emissions from 1990–2005. (a) Total (Mt-CO2/y) and (b)
per capita by age group (t-CO2/y). Inverted triangles denote the noteworthy household age groups as
detailed in the main text.

The change in indirect CO2 emissions in different age groups is similar to that of direct CO2

emissions (see Figures 1b and 2b). Considering the order of growth in sectoral indirect emissions, we
selected food and non-alcoholic beverages, housing, and public transport sectors for discussion here,
as shown in Figure 2a. First, the indirect CO2 emissions generated by the housing sector were mainly
concentrated in the three age groups of the 40s, 50s, and 60s, as demonstrated by Figure 2b. The reason
behind the similarity between direct and indirect CO2 emissions of those in their 40s and 50s is that
residents modify their houses to meet the needs of family life and child-rearing. For the 60s age group,
a consideration of the living environment and living conditions for old-age life could increase the cost
of housing and lead to the production of more indirect CO2 emissions.
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Figure 2. Sectoral composition of indirect CO2 emissions from 1990–2005. (a) Total (Mt-CO2/y) and (b)
per capita by age group (t-CO2/y). Inverted triangles denote the noteworthy household age groups as
detailed in the main text.

Indirect CO2 emissions from the food and non-alcoholic beverages sector were also concentrated
in the 40s, 50s and 60s age groups. In the 40s and 50s age groups, the expansion of household size may
lead to an increase in food consumption, which could increase indirect CO2 emissions. As for the 60s
age group, elderly people tend to spend more money on high-quality, expensive food compared to the
other age groups. In addition, although the household size is smaller than the 40s and 50s age groups,
it is still larger than the age groups of the 20s, 30s, and 70s. These factors combined make the 60s age
group the third-largest indirect CO2 emitter on a per capita basis.

Indirect CO2 emissions from the public transport sector were concentrated in the 20s and 50s age
groups. Compared with other age groups, the proportion of private vehicle possession in the 20s age
group is relatively low, leading to an increased use of public transport, which could increase indirect
CO2 emissions from this sector. People in the households with in the 50s age group produced the
highest CO2 emissions from both private vehicles and public transport sectors. Generally, people in
the 50s age group have the highest annual income, and with the expansion of household size, families
are more likely to use private vehicles alongside the children of these families using public transport
for attending school.

While the overall CO2 emissions of the public transport sector are increasing, the growth rate is not
as fast as that of the private vehicles sector. In addition, there are different trends in indirect emissions
from the private vehicles and public transport sectors by age group. In 2005, indirect emissions for
the private vehicles sector for those in their 20s decreased by 21%, while those in other age groups,
particularly the 30s and 60s, increased by 13–35% compared to 1990. The reasoning for such a decline
in the 20s age group is that they were more likely to purchase smaller, less expensive vehicles such
as lightweight automobiles (known as kei-cars in Japan) due to financial aspects. On the other hand,
because age groups from the 30s to 50s are more likely to be involved in child-raising activities, family
life has led to an increased demand for private transport. Furthermore, due to the demographic shift
related to an aging, shrinking population leading to a postponement of childbearing age, those in their
60s also have experienced an increase in their use of private vehicles.

For public transport, growth trends were evident across all age groups. Among them, the growth
is particularly significant for those in their 20s and 40s. In the 20s age group, the reduction in the use of
private vehicles led to an increase in public transport demand. The use of public transport in the 40s
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age group also increased, which is likely due to the expansion of travel needs for work and school as
well as an increase in the use of private vehicles, although at a lower rate than for the 30s, 50s, and 60s.

On average, annual income increases from the 20s to the 50s, subsequently declining and leading to
an increase in consumption and savings, creating upward pressure on CO2 emissions [40]. Meanwhile,
because of the decline in income after the 50s, indirect CO2 emissions also tend to decline. Further,
the household size expands from the 20s to the 50s, while post 50s, the household begins to shrink as
children become independent and establish their own households, which is likely linked to the peak in
CO2 emissions observed for the 50s age group.

3.3. Decomposition Results

3.3.1. Driving Forces of Total Direct and Indirect CO2 Emissions

Figure 3 shows the results of examining the factors affecting direct CO2 emissions during 1990–2005
using the IDA.

Figure 3. Driving forces of direct household CO2 emissions in Japan during 1990-2005. Δintensity is the
intensity effect, Δpattern is the consumption pattern effect, Δvolume is the consumption volume effect,
Δsize is the household size effect, Δdistribution is the household distribution effect, and Δhousehold is
the household number effect.

Among factors, the intensity effect was the main driver in reducing direct CO2 emissions, while
the consumption pattern was the main driver which increased emissions. The negative impact of the
intensity effect on direct CO2 emissions has progressed over time, indicating that Japan has made
substantial progress in the carbon reduction technology used in daily life since 1990.

Figure 4 describes the direct CO2 emissions by household energy item. The consumption of
gasoline increased significantly prior to 2000, which is one of the reasons for the growth of direct
CO2 emissions driven by the consumption pattern during this period. After 2000, along with the
slowdown of the growth of gasoline consumption, the positive impact of the consumption pattern has
also weakened. In addition, the total number of households in Japan increased from 40.67 million to
49.06 million between 1990 and 2005 [11], promoting a positive impact of the number of households on
direct CO2 emissions. The positive effect of consumption volume on direct CO2 emissions weakened
consistently between 1990 and 2005. This is probably related to the increase of small-scale households
which could reduce their energy consumption to a certain extent. Moreover, the negative impact of
household size and household distribution on direct CO2 emissions is gradually increasing, which is
likely due to the influence of recent demographic trends such as an increase in one-person households
and a reduction in household size because of an aging society with fewer children.
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Figure 4. Trend in the direct CO2 emissions by energy item.

Considering the effects of household size, the number of households and household distribution
in 1995, 2000 and 2005, we find that the sum of these effects gradually decreased direct CO2 emissions.
This suggests that if Japan maintains an aging society with a low birth rate, direct CO2 emissions
generated by the household sector will gradually decrease.

As for indirect CO2 emissions, both the total emissions and change in emission levels were higher
than for direct CO2 emissions, and the sectoral composition of indirect CO2 emissions is more diverse.
Further, the change in driving forces of indirect CO2 emissions are relatively complex. Figure 5 shows
the SDA result for indirect CO2 emissions in 1990–2005. Indirect CO2 emissions grew rapidly from 1990
to 1995 with growth slowing down during 1995–2000 and slightly accelerating thereafter. This may be
due to the post-bubble economy in which Japan adopted government intervention policies to stimulate
the recovery of the economy and increase residential consumption, resulting in an increase in indirect
CO2 emissions between 1990 and 1995. With the change in policy direction from economic stimulus
to economic constraint (including raising the consumption tax and increasing medical expenses in
1997) [43,44], the growth rate of indirect CO2 emissions slowed down in 1995–2000. After 2000, due to
the effect of the internet bubble in the United States [45], Japan was forced to introduce looser monetary
policies to stimulate economic development which increased its indirect emissions to some extent.
With the increase in the number of households, the positive impact of the number of households on
indirect CO2 emissions has gradually increased, becoming one of the main factors promoting indirect
CO2 emissions post-2000. The positive impact of the supply chain structure on indirect CO2 emissions
increased slightly before 2000, shifting to a negative effect after 2000. This may be caused by the
transformation and maturing of enterprise, eliminating excess employment, equipment and debt
through a severe restructuring process from the late 1990s to the early 2000s. From the 1990s, along
with an emphasis on environmental protection and energy saving (e.g., the Kyoto Protocol adopted in
1997), the impact of the supply chain structure toward CO2 emissions became negative, which reflects
the great development of low-carbon technology in the whole supply chain. The negative impact of
the intensity effect on indirect CO2 emissions increased from 1990 to 2000 and weakened thereafter.
After the bubble economy, economic recovery may be an important reason for the change in intensity
effect. The impact of the consumption pattern on indirect CO2 emissions changed from negative to
positive from 1995 to 2000, turning to negative once more after 2000, although this impact was relatively
small. Because of the economic stimulus policy post-bubble economy, the choices of consumers tended
to be toward high-quality and environment-friendly consumption, causing the consumption pattern to
inhibit indirect CO2 emissions. However, during the period of economic constraint policies, consumers
tended to choose goods with a high performance and low price, reducing the environmental awareness
of consumption, resulting in a positive consumption pattern impact.

91



Energies 2019, 12, 3745

 

Figure 5. Driving forces of indirect CO2 emissions during 1990–2005. Δintensity is the intensity effect,
Δsupply chain is the supply chain structure effect, Δpattern is the consumption pattern effect, Δvolume
is the consumption volume effect, Δsize is the household size effect, Δdistribution is the household
distribution effect, and Δhousehold is the household number effect.

Summarizing the effect of household size, the number of households and household distribution
in 1995, 2000 and 2005 and observing the changes, it was identified that the effect is gradually changing
toward the positive and increasing. This shows that if Japan maintains an aging society with a low
birth rate, the indirect CO2 emissions generated by households will continue to grow.

3.3.2. Driving Forces of Indirect CO2 Emissions of Key Sectors

By observing the changes in indirect CO2 emissions in different sectors, this study identified four
sectors with significant growth (amount) in indirect CO2 emissions from 1990–2005. These are the
housing, medical, private vehicle and public transport sectors. We emphasize discussion about the
decomposition results for these four sectors, as shown in Figure 6, because we consider it essential
with regard to the relationship between an aging, shrinking population and increasing household CO2;
those for the other 10 sectors and additional insights for the two most remarkable sectors showing the
highest and lowest growth rate (i.e., the information and communication and clothes and footwear
sectors, respectively) are detailed in Appendix A.
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Figure 6. Structural decomposition analysis (SDA) results for indirect CO2 emissions between 1990
and 2005 for four selected sectors. Δintensity is the intensity effect, Δsupply chain is the supply chain
structure effect, Δpattern is the consumption pattern effect, Δvolume is the consumption volume effect,
Δsize is the household size effect, Δdistribution is the household distribution effect, and Δhousehold
is the household number effect. (a) Housing sector, (b) public transport, (c) private vehicles, and (d)
medical sector.

First, the housing sector (Figure 6a), which produced the largest indirect CO2 emissions at any
time between 1990 and 2005, increased consistently between 1990 and 2005. The technology and
size effects are the main drivers which reduce indirect CO2 emissions. The rapid development of
energy-related technologies has greatly reduced the indirect CO2 emissions from housing. At the
same time, with the growth of single-member families, the proportion of small-scale households has
gradually increased [46]. Compared with average-sized households, small-scale households utilize a
lower number of consumables and appliances (e.g., air-conditioners, etc.), leading to a lower level of
indirect CO2 emissions. The number of households, consumption volume, and consumption pattern
were the main drivers of CO2 emissions growth. From 1990 to 2005, the number of households in Japan
expanded. At the same time, the increase in single-member households has increased the demand for
housing, further expanding consumption volumes. Therefore, the positive impact of the number of
households and consumption volume on indirect CO2 emissions increased. As for the consumption
pattern, residents seeking a better quality of life tend to invest in quality of life outcomes, leading to an
increase in indirect CO2 emissions.

The public transport sector is the second-largest indirect CO2 emitter among the four sectors.
As shown in Figure 6b, changes in consumption volume and the number of households were the main
drivers which promoted the growth of indirect CO2 emissions in this sector. The number of households
in Japan continued to grow from 1990 to 2005, increasing the positive effect, while, due to economic
situation changes, residents might choose public transport in order to reduce living costs. An increase
in environmental awareness has also prompted people to use more public transport. In addition,
indirect CO2 emissions have been restricted to a large extent by the household size and household
distribution effects. The reason for this may be that small-scale households may prefer to travel by
lower-cost public transport when compared to private transport, with the same trend shown by the
elderly. Moreover, the development of low-carbon technologies has also greatly reduced the CO2

emissions associated with the public transport sector.
The private vehicle sector is one of the main sources of direct CO2 emissions from households

(see Figure 1), while this sector also has a strong impact on indirect CO2 emissions. With the increasing
number of households in Japan [46], the demand for private cars is also expanding [42], causing the
number of households and consumption volume effects to become important drivers in promoting
indirect CO2 emissions in this sector, as shown in Figure 6c. The supply chain effect has increased
indirect CO2 emissions, which is likely due to economic globalization, causing the production
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and manufacture of automobiles to be regionally diversified, whereby technological differences in
production and transport between regions may place upward pressure on indirect CO2 emissions.
The consumption pattern has become the main driver restricting indirect CO2 emissions, perhaps
because people have become more likely to use public transport due to the abovementioned reasons,
although many households still have a need for a private vehicle. With increasing awareness of
environmental protection, households are willing to consider the purchase of environmentally friendly
automobile models. Meanwhile, with the development of automobile manufacturing technology,
consumers are more willing to buy fuel-efficient vehicles. Household size and household distribution
effects had a stable, inhibitory effect on indirect CO2 emissions, mainly because an aging society and
the increase in households with less members reduced the consumption of private vehicles.

Although the medical sector has the lowest indirect CO2 emissions among the four sectors
analyzed, it has the highest growth rate, at 73% (Figure 6d). Considering the current situation of Japan’s
aging society, the medical sector has a great impact on the lives of elderly people. Therefore, it is of
great practical significance to analyze the influencing factors of indirect CO2 emissions in the medical
sector. Consumption patterns and consumption volume have strongly contributed to the increase in
indirect CO2 emissions as elderly households increase. In the context of an aging society, Japan’s elderly
population continues to grow, leading to the continued expansion of national medical expenditure.
Furthermore, the proportion of imported drugs has been gradually increasing [42], which is also the
main reason for the decreasing impact of supply chain structure on indirect CO2 emissions. Though
the impact of technology on indirect CO2 emissions changed during 1990–2005, it has always been
negative. This is probably due to the continuous development of medical manufacturing technologies
which are more environmentally conscious. Finally, the household size also plays an important role in
inhibiting indirect CO2 emissions. The decrease in household size (i.e., a relative increase in the share
of small households in the total households) has greatly reduced household consumption of medicine
and consequently reduced indirect CO2 emissions to a certain extent.

4. Conclusions

This study identified the driving forces of direct and indirect household CO2 emissions (i.e.,
household CF) both overall and at the sectoral level using IDA and SDA. In the analysis, emissions
from different age groups were also considered. The main findings from our analysis are as follows:

1. Among household-related CF during 1990–2005, indirect CO2 emissions kept increasing from
1990, although direct CO2 emissions slowed down between 2000 and 2005.

2. Per capita CO2 emissions of direct and indirect emissions by household age group showed similar
distributions during the studied period. Emissions begin to rise from the 20s and decline after
peaking in the 50s. In addition, the level of both direct and indirect emissions per capita did not
change radically during the analyzed 15-year period.

3. The two decomposition analyses for direct and indirect CO2 emissions showed that the effects of
changes in household size due to the trend away from nuclear family structures and production
technology progress restrained indirect CO2 emissions to a large extent. On the other hand, the
results also showed that if Japan continues to follow current consumption and demographic
trajectories (i.e., the aging society becoming an ‘aged’ society), both of those emissions will
increase regarding the contributions from related drivers.

4. Decomposition analysis for the sectoral CF showed that the main factors leading to the increase
in indirect CO2 emissions were the increase in the number of households and consumption
volume. Regarding aging and a reduced birth rate, the increase in small-scale households has
increased the overall number of households in Japan due to changing family structures, which
has expanded household consumption volume per capita—an important driving force behind
increasing household CF.
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Based on these findings, the following conclusions are offered to contribute toward achieving
Japan’s future carbon reduction target. It is necessary to comprehensively consider the household
CF, and, considering the impact of an aging society on Japan’s overall CO2 emissions, more practical
measures should be taken to reduce CO2 emissions by sector. Specifically, the following policy
implications are proposed based on our findings.

First, carbon-reduction policies in an aging society should consider demographic influences.
Under an aging society with an increase in the proportion of elderly people, the proportion of young
people will gradually decrease. Therefore, household-related sectors need to pay more attention to
the CO2 emissions from consumption by elderly people. In addition, from the perspective of factors
affecting CO2 emissions within sectors, the increase in small-sized households greatly increase CO2

emissions. Thus, for further CO2 emission reductions, enterprises in household-related sectors should
adjust their business orientation to meet the needs of small-scale households.

Second, consumers should be encouraged to consume responsibly; i.e., by choosing
environmentally friendly products or restricting the irresponsible consumption of goods and services
(e.g., less food waste). As a first step toward doing so, considering the fact that the indirect CO2

emissions of residents’ lives are higher than their direct CO2 emissions, it is imperative that householders
are made aware of this fact. This educational aspect will be essential in order to reduce indirect CO2

emissions as well as promoting low-carbon production for industry. The government should expand
financial support for enterprises to develop low-carbon technologies to alleviate financial pressures and
stimulate enterprise to invest in related research and development. From the consumer side, the key is
to develop green-consumption awareness and to encourage the purchase of environmental-friendly
commodities. For example, for household products, which account for a large proportion of households’
indirect CO2 emissions, financial support should be provided when purchasing environmentally
friendly products. Moreover, a healthy lifestyle is of great significance for residents to reduce potential
CO2 emissions; for instance, healthy living habits can keep the body in good condition, which is likely
to reduce certain medical expenses and decrease the indirect CO2 emissions from the medical sector.

In addition to policy implications from the domestic perspective, there is also an important
implication from the international perspective. Although the aging society is a serious issue in
Japan, this issue is also emerging in developed countries. Even for developing countries, China
is also beginning to experience an aging society. Therefore, achieving the goal of CO2 mitigation
under the constraints of an aging society has important practical significance for many countries.
In order to reduce per household emissions, policy encouraging multi-generational households may
be appropriate. A complementary policy for per capita emission amelioration may be to encourage the
sharing economy, whereby individual consumption is offset by shared facilities and conveniences (i.e.,
car sharing, etc.). As illustrated above, such a demographic shift would gradually change toward the
positive and increase indirect CO2 emissions to a level which is higher than direct emissions, which is
associated with an increase in the number of households rather than population. Thus, it should be
noted that efforts for recovering the population and labor force through policy measures will eventually
lead to an increase in overall CO2 emissions. On the basis of clarifying influential factors toward the
CF, particularly those for sectors which presented an increasing trend such as food, public transport,
private transport, and the medical sector, the implementation of carbon reduction schemes are crucial.
Furthermore, the government needs to formulate fit-for-purpose carbon reduction policies based on
the characteristics of CF for different age groups. Finally, because the aging society issue occurs over a
very long time-span, CO2 emission reduction policies should be continuously adjusted according to
the evolution of demographic changes.
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Appendix A

Figure A1 depicts direct and indirect CO2 emissions per household during the period 1990–2005.
Among age groups, both direct and indirect CO2 emissions per household for those in their 50s were
estimated to be the largest, followed by those in their 40s during all periods. This is mainly because
their average household income and family size were larger than for other households (e.g., in 2005,
the average household income and family size in their 50s and 40s are 7.83 and 7.25 M-JPY/y and 2.87
and 3.17 people/household, respectively). While indirect CO2 emissions for those in their 60s were the
third largest for the 15 years investigated, their direct CO2 emissions were fourth—smaller than for
those in their 30s from 1990 to 2000. In 2005, emissions in the 60s group increased to become larger
than for the 30s. Comparing the per household results to the per capita results, as presented in Figures
1b and 2b, the largest emissions were seen from those in their 50s. However, the orders of magnitude
of indirect CO2 emissions for those in their 40s and 60s differs between per household and per capita
results, as seen in the emissions levels for 1990 and 2005. This is also observed for direct CO2 emissions
for households aged between their 20s and 70s. These differences between per household and per
capita are most affected by the average family size and composition of households (as described in the
body of this study).
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Figure A1. Sectoral composition of per household CO2 emissions by age group (t-CO2/y) from 1990 to
2005. (a) Direct and (b) indirect.

Figure A2 depicts a sectoral-level decomposition analysis for indirect CO2 emissions, except
for the sectors discussed in Section 3.3.2. Note that the highest and lowest growth rates of indirect
emissions were shown in the information and communication and clothing and footwear sectors,
respectively. The growth rate in the information and communication sector was 267%, while that in the
clothing and footwear sector was −31% during the studied period. The reasons behind these changes
can be explained as follows. In the information and communication sector, the pattern effect was the
major factor underpinning an increase in emissions (Figure A2e). From the end of the 20th century, the
world, including Japan, began to enter into the information technology age, and computers and the
internet began to spread. At the same time, mobile phones also became more common. This means
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that information and communication technology penetrated into daily life, and the consumption of
such technologies has rapidly increased, having a commensurate effect on indirect emissions.

In the clothing and footwear sector, the pattern effect was also the main factor responsible for
reducing indirect emissions (Figure A2c). During the studied period, the outsourcing of production in
this sector to developing Asian countries reduced production costs (as a result, the supply chain effect
became positive during this period). At the same time, fast fashion became popular (Uniqlo, etc.).
These complementary phenomena resulted in a lower consumption of apparel and led to a reduction
in indirect emissions.

(a) (b) 

 
(c) 

 
(d) 

(e) 
 

(f) 

Figure A2. Cont.
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Figure A2. SDA results for indirect CO2 emissions between 1990 and 2005 for ten sectors not shown in
Section 3.3.2. Δintensity is intensity effect, Δsupply chain is the supply chain structure effect, Δpattern
is the consumption pattern effect, Δvolume is the consumption volume effect, Δsize is the household
size effect, Δdistribution is the household distribution effect, and Δhousehold is the household number
effect. (a) Food and non-alcoholic beverages, (b) alcoholic beverages and tobacco, (c) clothing and
footwear, (d) furnishings, (e) information and communication, (f) recreation and culture, (g) education,
(h) restaurants and hotels, (i) consumable goods, and (j) margins, religions and other services.

References

1. IPCC Global Warming of 1.5 ◦C. Summary for Policymakers. Available online: https://www.ipcc.ch/sr15/
(accessed on 20 July 2019).

2. Peters, G.P. From production-based to consumption-based national emission inventories. Ecol. Econ. 2008,
65, 13–23. [CrossRef]

3. Davis, S.J.; Caldeira, K. Consumption-based accounting of CO2 emissions. Proc. Natl. Acad. Sci. USA 2010,
107, 5687–5692. [CrossRef] [PubMed]

4. Wiedmann, T. A review of recent multi-region input-output models used for consumption-based emission
and resource accounting. Ecol. Econ. 2009, 69, 211–222. [CrossRef]

5. Hertwich, E.G. The Life Cycle Environmental Impacts Of Consumption. Econ. Syst. Res. 2011, 23, 27–47.
[CrossRef]

6. Zhang, X.; Luo, L.; Skitmore, M. Household carbon emission research: An analytical review of measurement,
influencing factors and mitigation prospects. J. Clean. Prod. 2015, 103, 873–883. [CrossRef]

7. Wiedenhofer, D.; Smetschka, B.; Akenji, L.; Jalas, M.; Haberl, H. Household time use, carbon footprints, and
urban form: a review of the potential contributions of everyday living to the 1.5 ◦C climate target. Curr. Opin.
Environ. Sustain. 2018, 30, 7–17. [CrossRef]

8. Ivanova, D.; Stadler, K.; Steen-Olsen, K.; Wood, R.; Vita, G.; Tukker, A.; Hertwich, E.G. Environmental Impact
Assessment of Household Consumption. J. Ind. Ecol. 2016, 20, 526–536. [CrossRef]

98



Energies 2019, 12, 3745

9. IEA. Key World Energy Statistics 2016; IEA: Paris, France, 2016.
10. Shigetomi, Y.; Nansai, K.; Kagawa, S.; Tohno, S. Fertility-rate recovery and double-income policies require

solving the carbon gap under the Paris Agreement. Resour. Conserv. Recycl. 2018, 133, 385–394. [CrossRef]
11. Shigetomi, Y.; Matsumoto, K.; Ogawa, Y.; Shiraki, H.; Yamamoto, Y.; Ochi, Y.; Ehara, T. Driving forces

underlying sub-national carbon dioxide emissions within the household sector and implications for the Paris
Agreement targets in Japan. Appl. Energy 2018, 228, 2321–2332. [CrossRef]

12. Nansai, K.; Kagawa, S.; Kondo, Y.; Suh, S.; Nakajima, K.; Inaba, R.; Oshita, Y.; Morimoto, T.; Kawashima, K.;
Terakawa, T.; et al. Characterization of economic requirements for a “carbon-debt-free country”. Environ. Sci.
Technol. 2012, 46, 155–163. [CrossRef]

13. Shigetomi, Y.; Nansai, K.; Kagawa, S.; Tohno, S. Changes in the Carbon Footprint of Japanese Households in
an Aging Society. Environ. Sci. Technol. 2014, 48, 6069–6080. [CrossRef] [PubMed]

14. Shigetomi, Y.; Nansai, K.; Kagawa, S.; Tohno, S. Influence of income difference on carbon and material
footprints for critical metals: the case of Japanese households. J. Econ. Struct. 2016, 5, 1. [CrossRef]

15. Takase, K.; Kondo, Y.; Washizu, A. An analysis of sustainable consumption by the waste input-output model.
J. Ind. Ecol. 2005, 9, 201–219. [CrossRef]

16. Kawajiri, K.; Tabata, T.; Ihara, T. Using a Rebound Matrix to Estimate Consumption Changes from Saving
and its Environmental Impact in Japan. J. Ind. Ecol. 2015, 19, 564–574. [CrossRef]

17. Long, Y.; Dong, L.; Yoshida, Y.; Li, Z. Evaluation of energy-related household carbon footprints in metropolitan
areas of Japan. Ecol. Model. 2018, 377, 16–25. [CrossRef]

18. Long, Y.; Yoshida, Y.; Meng, J.; Guan, D.; Yao, L.; Zhang, H. Unequal age-based household emission and its
monthly variation embodied in energy consumption—A cases study of Tokyo, Japan. Appl. Energy 2019, 247,
350–362. [CrossRef]

19. Sovacool, B.K.; Kester, J.; Noel, L.; de Rubens, G.Z. The demographics of decarbonizing transport: The
influence of gender, education, occupation, age, and household size on electric mobility preferences in the
Nordic region. Glob. Environ. Chang. 2018, 52, 86–100. [CrossRef]

20. Ang, B.W.; Zhang, F.Q. A survey of index decomposition analysis in energy and environmental studies.
Energy 2000, 25, 1149–1176. [CrossRef]

21. Rose, A.; Casler, S. Input-output structural decomposition analysis: a critical appraisal. Econ. Syst. Res. 1996,
8, 33–62. [CrossRef]

22. Ang, B.; Zhang, F.; Choi, K.-H. Factorizing changes in energy and environmental indicators through
decomposition. Energy 1998, 23, 489–495. [CrossRef]

23. Xu, X.Y.; Ang, B.W. Index decomposition analysis applied to CO2 emission studies. Ecol. Econ. 2013, 93,
313–329. [CrossRef]

24. Hoekstra, R.; van den Bergh, J.C.J.M. Comparing structural decomposition analysis and index. Energy Econ.
2003, 25, 39–64. [CrossRef]

25. Lenzen, M. Structural analyses of energy use and carbon emissions—An overview. Econ. Syst. Res. 2016, 28,
119–132. [CrossRef]

26. Donglan, Z.; Dequn, Z.; Peng, Z. Driving forces of residential CO2 emissions in urban and rural China: An
index decomposition analysis. Energy Policy 2010, 38, 3377–3383. [CrossRef]

27. Zang, X.; Zhao, T.; Wang, J.; Guo, F. The effects of urbanization and household-related factors on residential
direct CO2 emissions in Shanxi, China from 1995 to 2014: A decomposition analysis. Atmos. Pollut. Res.
2017, 8, 297–309. [CrossRef]

28. Xu, X.Y.; Ang, B.W. Analysing residential energy consumption using index decomposition analysis.
Appl. Energy 2014, 113, 342–351. [CrossRef]

29. Guan, D.; Hubacek, K.; Weber, C.L.; Peters, G.P.; Reiner, D.M. The drivers of Chinese CO2 emissions from
1980 to 2030. Glob. Environ. Chang. 2008, 18, 626–634. [CrossRef]

30. Feng, K.; Davis, S.J.; Sun, L.; Hubacek, K. Drivers of the US CO2 emissions 1997–2013. Nat. Commun. 2015, 6,
7714. [CrossRef]

31. Yuan, B.; Ren, S.; Chen, X. The effects of urbanization, consumption ratio and consumption structure on
residential indirect CO2 emissions in China: A regional comparative analysis. Appl. Energy 2015, 140, 94–106.
[CrossRef]

99



Energies 2019, 12, 3745

32. Chapman, A.; Fujii, H.; Managi, S. Key Drivers for Cooperation toward Sustainable Development and the
Management of CO2 Emissions: Comparative Analysis of Six Northeast Asian Countries. Sustainability 2018,
10, 244. [CrossRef]

33. Okamoto, S. Impacts of Growth of a Service Economy on CO2 Emissions: Japan’s Case. J. Econ. Struct. 2013,
2. [CrossRef]

34. Timilsina, G.R.; Shrestha, A. Transport sector CO2 emissions growth in Asia: Underlying factors and policy
options. Energy Policy 2009, 37, 4523–4539. [CrossRef]

35. Matsumoto, K.; Shigetomi, Y.; Shiraki, H.; Ochi, Y.; Ogawa, Y.; Ehara, T. Addressing Key Drivers of Regional
CO2 Emissions of the Manufacturing Industry in Japan. Energy J. 2019, 40, 233–258. [CrossRef]

36. Miller, R.E.; Blair, P.D. Input–Output Analysis; Cambridge University Press: Cambridge, UK, 2009;
ISBN 9780511626982.

37. Sun, J.W. Changes in energy consumption and energy intensity: A complete decomposition model. Energy
Econ. 1998, 20, 85–100. [CrossRef]

38. Dietzenbacher, E.; Los, B. Structural Decomposition Techniques: Sense and Sensitivity. Econ. Syst. Res. 1998,
10, 307–324. [CrossRef]

39. Agency for Natural Resources and Energy of Japan Comprehensive Energy Statistics. Available online:
https://www.enecho.meti.go.jp/statistics/total_energy/ (accessed on 20 July 2019).

40. MIC NSFIE; National Survey of Family Income and Expenditure. Available online: https://www.e-stat.go.jp/
stat-search/database?page=1&toukei=00200564&survey (accessed on 1 May 2019).

41. Nansai, K.; Moriguchi, Y. Embodied Energy and Emission Intensity Data for Japan Using Input-Output Tables.
Available online: http://www.cger.nies.go.jp/publications/report/d031/jpn/datafile/embodied/2005/403.htm
(accessed on 20 July 2019).

42. Statistics Bureau of Japan Motor Vehicles Owned by Kind (F.Y.1936-2004). Available online:
https://www.stat.go.jp/english/data/chouki/12.html?fbclid=IwAR1-62rFrm6hiZ-4nidMyIqEz1KX_
W4YtvP-O4utpVG9mTEx3gURNhRkJvE (accessed on 20 July 2019).

43. Choi, Y.; Hirata, H.; Kim, S.H. Tax reform in Japan: Is it welfare-enhancing? Jpn. World Econ. 2017, 42, 12–22.
[CrossRef]

44. MHLW; Ministry of Health Labour and Welfare Overview of Medical Service Regime in Japan. Available
online: https://www.mhlw.go.jp/bunya/iryouhoken/iryouhoken01/dl/01_eng.pdf (accessed on 1 May 2019).

45. Chan, Y.C. How does retail sentiment affect IPO returns? Evidence from the internet bubble period. Int. Rev.
Econ. Financ. 2014, 29, 235–248. [CrossRef]

46. MHLW; Ministry of Health Labour and Welfare National Livelihood Survey. Available online: https:
//www.mhlw.go.jp/toukei/saikin/hw/k-tyosa/k-tyosa18/index.html (accessed on 20 July 2019).

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

100



energies

Article

A Critical Review of CO2 Capture Technologies and
Prospects for Clean Power Generation

Najmus S. Sifat and Yousef Haseli *

Clean Energy and Fuel Lab, School of Engineering and Technology, Central Michigan University,
Mount Pleasant, MI 48859, USA; sifat1n@cmich.edu
* Correspondence: hasel1y@cmich.edu

Received: 16 September 2019; Accepted: 28 October 2019; Published: 30 October 2019

Abstract: With rapid growth in global demand for energy, the emission of CO2 is increasing due to
the use of fossil fuels in power plants. Effective strategies are required to decrease the industrial
emissions to meet the climate change target set at 21st Conference of the Parties (COP 21). Carbon
capture and storage have been recognized as the most useful methods to reduce the CO2 emissions
while using fossil fuels in power generation. This work reviews different methods and updates of the
current technologies to capture and separate CO2 generated in a thermal power plant. Carbon capture
is classified in two broad categories depending on the requirement of separation of CO2 from the
gases. The novel methods of oxy combustion and chemical looping combustion carbon capture have
been compared with the traditional post combustion and precombustion carbon capture methods.
The current state of technology and limitation of each of the processes including commonly used
separation techniques for CO2 from the gas mixture are discussed in this review. Further research
and investigations are suggested based on the technological maturity, economic viability, and lack of
proper knowledge of the combustion system for further improvement of the capture system.

Keywords: CO2 capture; thermal power plants; oxyfuel combustion; allam cycle; post-combustion;
pre-combustion

1. Introduction

Rapid industrialization over the past century has resulted in huge demand for power. The most
common way to produce power is utilizing fossil fuels, but this causes emission of CO2 which is the
main component of greenhouse gas (GHG). The amount of CO2 emitted by different power industries
and the energy sector running on fossil fuels constitutes approximately 65% of the total emission
of the GHG [1]. As the concern over climate change due to GHGs is increasing all over the world,
the reduction in this emission has become an important area of research. Substantial reduction in the
emission of CO2 is necessary to follow the agreement of COP-21. The main outcome of the COP-21,
held in Paris in 2015, was the agreement to maintain the global average temperature rise below 2 ◦C.
Further efforts should be pursued to limit this temperature increase below 1.5 ◦C [2].

To reduce emissions, research is being conducted to use renewable resources instead of fossil fuels.
One of the interesting methods is the conversion of CO2 into organic compounds using photocatalytic
reduction and producing fuel feedstock. Traditional fossil fuels can be used as renewable fuel following
this process. Zhou et al. [3] illustrated the use of semiconductor ZnS during photoreduction of CO2 to
formate (HCOO-). Sharma et al. [4] portrayed the use of sulfide-based photocatalysts for production of
renewable fuel in this method. They used CU3SnS4 as a photocatalyst for reduction of CO2 to CH4.
Excellent photocatalytic performance of the sulfide was observed along with good stability. However,
no technology is advanced enough to compensate for the reduction in the use of conventional fuels.
Though nuclear and renewable energy is predicted to play a significant role in low carbon power
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production, most of the future power demand is expected to be met by fossil fuels due to safety and
other issues [5]. Therefore, it is necessary to think of a way to use conventional fuels for producing
power while reducing the emission of CO2. Carbon Capture and Storage (CCS) technology comes here
as a rescue. It is the process of capturing the produced CO2 and then storing it in a safe place so that it
would not affect the environment. International Energy Agency (IEA) has a projection to abate the
CO2 emission; 17% of this abatement should be done by CCS by 2035 at the lowest cost [6].

To meet the expectation, research is ongoing all over the world to develop new technologies.
Currently, the main obstacle in deploying CCS is the huge cost which in effect increases the price of
electricity. The current estimated cost of capturing CO2 with an established technology is at least $60/t
CO2 [6]. This is too high to make CCS commercially attractive. This huge amount of compensation
discourages investment in the energy market. To get rid of this barrier, research is ongoing mainly in
developed countries to keep the cost of carbon capture around $20/t CO2 captured [6]. In addition
to the increased cost associated with CCS, the environmental impact of the methods should also
be considered. A reduction in CO2 emission may lead to increasing other emissions affecting the
environment [7].

Current technologies that are being developed for capturing CO2 can be broadly categorized into
the following divisions: (i) Carbon capture with separation, and (ii) Carbon capture without separation.
This review focuses on the processes, the current state of the carbon capture technologies, and on
identifying the area that demands further research.

2. Carbon Capture with Separation

This process requires technology to separate CO2 from a mixture of different gases. The gas stream
may form before or after the combustion. If the gas stream consisting of carbon dioxide is formed
before combustion, then it is known as a precombustion carbon capture process. This gas stream
consists of mainly CO2 and H2 in this case; otherwise, it is called post combustion carbon capture,
where the main constituents of the gas stream are CO2 and N2. Several technologies are currently in
use and under development for the separation of CO2 from the gas mixture. Almost all the separation
techniques can be applied for both processes.

2.1. Precombustion Carbon Capture

This method implies an alternative of combusting fuel directly in a combustor. At first, fuel is
converted to a combustible gas. This gas is used for power generation [8]. CO2 is separated and
sequestered from this gas generated from fossil fuel before combustion [9]. A schematic diagram of the
process is illustrated in Figure 1.

 
Figure 1. Schematic diagram of the pre combustion carbon capture process [10].

At first, synthesis gas (syngas), which is a mixture of mainly H2 and CO with a trace of CO2,
is produced from a fossil fuel. It can be done by adding steam to the fossil fuel. This process is known
as steam reforming [11]. Another way to produce syngas is by supplying pure oxygen after separating
it from air to fossil fuel which is being used to produce power. This process is known as partial
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oxidation when it is applied to liquid or gaseous fuels. When it is applied for solid fuels, it is known as
gasification. The reactions for this process are given below [11]:

Steam reforming: CxHy + xH2O→ xCO +
(
x + y

2

)
H2 .

Partial oxidation: CxHy +
x
2 O2 → xCO +

( y
2

)
H2 .

The syngas produced in this way is then converted to CO2 from CO by water-gas shift reaction.

Water gas shift reaction: CO + H2O � CO2 + H2 .

The products of the water shift gas reaction remain under high pressure which facilitates the
removal of CO2. It is removed at ambient temperature. The remaining gas is mainly hydrogen
with little impurities. This gas is used to generate power in a combined cycle power plant. High
pressure (typically 2–7 MPa) and a high concentration of CO2 (15–60% by volume) before the separation
of CO2/H2 demand less energy for CO2 separation and compression than post combustion carbon
capture [6]. However, the energy requirement becomes high in this process due to the air separation
and reforming or gasification processes. One way to reduce this energy penalty is to use Sorption
Enhanced Water Gas Shift (SEWGS) technology. Water gas shift reaction and CO2 separation can be
integrated through this technology [12]. SEWGS increases the conversion rate of CO by removing
CO2 from the product of the water gas shift reaction. This results in an additional reduction of CO2

emission [13]. The process is almost the same for any fossil fuel, but if any fuel other than the natural
gas is used, then more refining stages should be included since more contaminants are produced [11].

Currently, the main research focus of precombustion carbon capture is to use this method in
Integrated Gasification Combined Cycle (IGCC) power plants. A layout of the IGCC is shown
in Figure 2.

Figure 2. A schematic layout of an IGCC power plant using pre combustion carbon capture [14].

Here, oxygen is separated from air in a cryogenic air separation plant [14]. This oxygen is passed
to a gasifier where coal is gasified at high pressure to produce syngas at high temperature. After
cooling and preliminary cleaning, syngas is shifted through a water gas shift reaction in a water gas
reactor and converted to H2S, H2, and CO2. After several cleaning steps to remove sulphur, mercury,
water, and other impurities, the syngas only consists of CO2 and H2. This gas mixture is passed
through the CO2 removal process where CO2 is captured. Hydrogen is then used to produce power.
Most commercially developed technologies employ physical solvents to separate CO2 from syngas.
A lot of work has been carried out for best performance of CO2 separation from the syngas. Some of
the important works using different separation technologies are summarized in Table 1.
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Table 1. Summary of some important studies on precombustion carbon capture.

Author Year Method of Separation Remarks

Romano et al. [15] 2010 Absorption

CO2 capture using methyl diethanol amine solution was
compared to other capture processes. They suggested

avoiding more conservative assumption for
greater efficiency.

Martin et al. [16] 2011 Adsorption

Hypercrosslinked polymers were evaluated for their
adsorption capacity of CO2. These polymers provided

superior uptake of CO2 than zeolite-based materials and
commercial activated carbon. Also, they showed good

selectivity towards CO2 and low heat of adsorption.

Schell et al. [17] 2012 Adsorption

Three different materials of the Metal Organic Framework
were tested as adsorption material. The USO-2-Ni Metal

organic framework showed promising result when
compared to the commercial activated carbon.

Garcia et al. [18] 2012 Adsorption

Partial pressure of CO2 was found most influential when
activated carbon was used for adsorption. Carbon capture
capacity and breakthrough time were directly proportional

to it and inversely proportional to temperature.

Casas et al. [19] 2013 Adsorption

Conducted a parametric analysis study on the PSA process
for pre combustion carbon capture. They evaluated different
process configurations and conditions for better separation

performance. Separation improved with the decrease of
operating temperature and desorption pressure. Adsorption

pressure did not affect the separation.

Stefania et al. [20] 2014 Chemical absorption
They used air-blown gasification instead of oxygen-blown
gasification. Efficiency penalty and carbon capture were

competitive with air-blown gasification.

Jiang et al. [21] 2015 Adsorption
They used a mesoporous amine-TiO2 as a sorbent. This

inexpensive sorbent was stable and could be easily
regenerated without loss of capacity and selectivity.

Park et al. [22] 2015 Absorption

Designed a two stage pre-combustion CO2 capture process
using three physical absorbents. Selexol was found as the
most efficient pre combustion carbon capture process from

an energy consumption point of view.

Dai et al. [23] 2016 Membrane absorption

Investigated separation performance of ionic-liquid based
membrane contactor at high pressure and temperature.

At high pressure, the membrane contactor became wetted
which made it less efficient. The temperature did not have

much effect on the process.

Ponnivalavan et al. [9] 2016 Hydrate based gas
separation

Showed that tetrahydrofuran is better than other
semiclathrate hydrate formers. Optimum concentration of

THF was 5.56 mol% at 282.2 K and 6 MPa.

Mingjun et al. [24] 2016 Hydrate based gas
separation

5% TBF + 10% TBAB was the most suitable choice for
hydrate-based CO2 capture.

Zheng et al. [25] 2017 Hydrate based gas
separation

Proposed CO2-H2-TBAF semiclathrate hydrate process. Gas
uptake was highest for CO2 when it was used as promoter

except for THF. Also, the process takes place at
ambient temperature.

Muhammad et al. [26] 2018 Membrane contactor
process

Cost of carbon capture using membrane contactor with PSA
was too high to implement commercially.

Haibo et al. [27] 2018 Physical absorption
using ionic liquid

They showed that using ionic liquid for absorption of carbon
gives a similar result as the selexol process.

2.2. Post Combustion Carbon Capture

This technique is used in the existing power plants without a major modification of the plant.
For this reason, it has the advantage of easier retrofitting compared to the other CCS processes [28–30].
It is the simplest technique to capture CO2. In this method, CO2 is removed from the exhaust flue
gases of the power plants. Normally the flue gases exit at atmospheric pressure. The concentration of
CO2 in these gases is very low. A typical concentration of CO2 in the flue gas is shown in Table 2.
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Table 2. Amount of CO2 in flue gases of power plants [31].

Method Concentration of CO2 (Vol. %)

Coal fired Boiler 14

Natural gas fired boiler 8

Natural gas combined cycle 4

Natural gas partial oxidation 40

Coal oxygen combustion >80

Due to the low concentration of CO2, the driving force is too low to capture it from the flue
gas [31]. Large sized equipment and high capital cost are required to handle a huge volume of flue
gases. Therefore, a cost-effective way to capture CO2 from the flue gas needs to be identified. Also,
the flue gas contains various types of contaminants such as SOx, NOx, fly ash, etc. They cause the
separation process to become more costly with existing technologies [32].

Separation process for CO2 from flue gas is challenging for some reasons. Equipment design
is required to withstand the high temperature of the flue gas. The gas must be cleaned up before
separating CO2. Merkel et al. [32] has proposed a flow process to clean up the gas as shown in
Figure 3. The hot exhaust gas leaving the boiler is passed through an electrostatic precipitator (ESP)
that removes all the large particulates. After that, the sulphur products are removed through a flue gas
desulphurization unit (FGD). Post combustion carbon capture technology is designed to treat the outlet
gas of FGD. In this state, the gas mixture contains around 10–14% CO2 mainly in a mixture of nitrogen.
A schematic of a power plant using coal as fuel with solvent-based absorption post combustion carbon
capture is shown in Figure 4.

Figure 3. Schematic diagram of a simplified flue gas cleanup process for post combustion carbon
capture [32].

Here, coal is pulverized and combusted with air to generate heat. This heat is used to produce
steam which in turn produces power through three different steam turbines of various pressures.
Low-quality exhaust steam is condensed in a condenser and sent back to the boiler. The exhaust flue
gas from the boiler is passed through the cleaning process to remove sulphur, ash, NOx and other
impurities. After the final stage of cleaning, the gas is sent to the CO2 capture process.

The complexity is much reduced when natural gas is used as fuel. A typical layout of a post
combustion carbon capture combined cycle power plant using natural gas as fuel is shown in Figure 5.
Natural gas is combusted with compressed air and the product is expanded through a gas turbine to
produce power. The exhaust of the gas turbine remains at high temperature. This high-temperature
flue gas is used to make steam. It produces additional power through a steam turbine. The cooled flue
gas is then passed to the CO2 capture process. Figure 5 shows a solvent-based CO2 capture system
using MEA. MEA scrubs CO2 from the flue gas in the absorber column leaving clean gas to the exhaust.
Later, the MEA is purified in the stripper column to use again in the absorber column. CO2 is captured
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from the stripper column and compressed for storage. Using MEA is the most common method to
separate CO2 from flue gas. Other technologies are also used to separate CO2 from the gas mixture.

Figure 4. Layout of a post combustion carbon capture coal-fired power plant [33].

Figure 5. Layout of a post combustion carbon capture power plant operating with natural gas as the
fuel [33].

Some of the important work on post combustion carbon capture using different separation
technology is summarized in Table 3.
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Table 3. Some of the important studies on post combustion carbon capture.

Author Year Method of Separation Remarks

Tim et al. [32] 2010 Membrane separation

They developed and tested membranes with high permeance and applied a
novel process by using incoming combustion air as sweep gas.

More emphasis was given to high permeance of membrane rather than
high selectivity.

Agarwal et al. [34] 2010 Adsorption
Presented a novel PSA superstructure to design and evaluate optimal Cycle
configuration for CO2 capture strategies. The superstructure could predict

PSA cycles up to 98% purity.

Wappel et al. [35] 2010 Absorption
Different pure and diluted ionic liquids were tested as potential solvent and
compared with a currently dominant solvent of MEA and water. One of the

ionic liquids showed less energy demand than the reference solvent.

Jarad et al. [36] 2011 Adsorption

Two MOFs were evaluated in detail for their use as adsorbents in post
combustion carbon capture via temperature swing adsorption. Mg2

(dobdc) exhibited a better result in each case. They concluded that the
presence of a strong CO2 adsorption site is necessary for a MOF to be useful
in post combustion carbon capture through temperature swing adsorption.

Savile et al. [37] 2011 Biotechnology Showed the potential of carbonic anhydrase derived from thermophiles to
accelerate the post combustion capture process.

Zhi et al. [38] 2012 Absorption
They proposed to use nanomaterials as absorbents due to their high surface
area and adjustable properties and characteristics. The only problem was

their high production cost and complicated synthesis process.

Scholes et al. [39] 2013 Membrane-cryogenic
separation

Proposed modification of three membrane stages and cryogenic separation
for increasing overall efficiency of post combustion carbon capture.

The cost of capture remained comparable for the proposed process with
current technologies.

Bae et al. [40] 2013 Adsorption
They evaluated a series of zeolite materials to use as adsorbents in post

combustion carbon capture. Among the zeolites, Ca-A (Na0.28Ca0.36AlSiO4)
showed the highest uptake for CO2.

Zhang et al. [41] 2014 Membrane absorption

Proposed a numerical model to investigate the effect of membrane
properties on CO2 absorption. Increased membrane length and number of

fibers were found to have a positive effect on CO2 capture. A decline in
membrane thickness, inner fiber radius, and inner module radius showed

improved performance in removal of CO2 while it decreased the
absorption performance.

Farid et al. [42] 2015 Absorption

A comparison was shown between an aqueous solution of amine and
ammonia as a solvent. Aqueous ammonia was found to have higher

absorption and loading capacity while requiring lower energy for
regeneration but the absorption must be done at a lower temperature by

cooling the flue gas.

Zhang et al. [43] 2016 Membrane absorption

Proposed a mathematical model to find optimum operating conditions for
acid gas absorption in the hollow fiber membrane module. Chemical
solvents were much better than physical solvents for CO2 absorption.

Piperazine showed the best performance among single solvents. Blended
absorbent solution exhibited 20% higher efficiency for CO2 removal.

Nabil et al. [44] 2017 Absorption

30 different aqueous amine solutions were characterized for better
performance; 6 of them showed better performance than reference MEA.
Among them, 2-ethylaminoethanol was considered best for its good CO2

absorption, low heat of absorption and high kinetic reaction with CO2.

Thompson et al. [45] 2017 Absorption

Two-stage stripping was evaluated for the amine absorber to lower the cost
and increase the performance of the absorber. The secondary stripper used
the heat rejected from primary stripper. Emissions of different substances
were compared. Overall emission levels of amine, ammonia and aldehyde

were comparable with other published results.

Thompson et al. [46] 2017 Absorption

Two-stage air stripping was evaluated for the amine absorber to lower the
cost and increase the performance of the absorber. The secondary stripper
used the heat rejected from the primary stripper. Degradation of amine due
to the oxygen exposure in second stripper was tested. The second stripper

showed negligible impact.

Zhang et al. [47] 2018 Membrane Absorption
Proposed a 2D model for a CO2-piperazine membrane absorption system.
They suggested optimum gas velocity, absorbent velocity, concentration of

CO2 and solvent for best performance.

A careful literature survey on post combustion carbon capture reveals the research is being
directed lately to membrane absorption separation technology. This method combines the advantages
of both absorption and membrane separation in a single technology [47].
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2.3. CO2 Separation Technology

A lot of separation technologies are available for separating CO2 from gas mixtures. We can
categorize the main technologies into five different sectors. They are absorption, adsorption, clathrate
hydrate process, membrane technology, and calcium looping carbon capture. For the absorption process,
research is mainly focused on the development and performance enhancement of different solvents.
Adsorption technology emphasizes new and modified materials. The clathrate hydration separation
process is being experimented with different thermodynamic promoters for better performance.
Membrane-based research uses membrane of different materials including composite and hybrid
membrane for enhanced performance [10].

2.3.1. Absorption

The method of absorbing CO2 in a solvent to separate it from a gas stream has been in use on an
industrial scale for more than 50 years [48], but the partial pressure of the gas streams is comparatively
much higher in industrial applications. This process may, in general, be classified into physical
absorption and chemical absorption. A detailed classification of the absorption-based CO2 capture
technique is shown in Figure 6.

 
Figure 6. Classification of absorption processes for CO2 capture [49].

If the solvent reacts with CO2 and forms chemical compounds, then the process is known as
chemical absorption. CO2 is removed from the chemical compounds later. On the other hand,
the solvent does not react with CO2 if it is chemically inert. It soaks the CO2 physically. This process is
called physical absorption [48]. Chemical absorption of CO2 is done in two stages. At first, the treated
gas is brought into contact with the solvent stream in a counter flow. In this stage, the solvent absorbs
CO2 from the gas stream. This solvent is regenerated upon heating to desorb CO2 in a stripping
column. Pure CO2 is collected from the top of the column [10]. It is then compressed and stored.
The regenerated CO2 lean solvent is sent back to the absorber [50]. The process is shown in Figure 7.
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Figure 7. Schematic diagram of a CO2 absorption plant [51].

The first stage of the process is optimal at high pressures and low temperatures whereas the
second stage performs best at low pressures and high temperatures [10]. Chemical absorption is more
favorable for capturing CO2 at relatively low pressure. This is helpful for the post combustion process
when amine or carbonate solutions are used as solvents [48].

In the case of physical absorption, organic or inorganic physical solvents are used. They do not
react chemically with CO2. This operation is based on Henry’s law of vapor-liquid mixture equilibrium.
According to this law, the amount of a gas dissolved in a unit volume of a solvent is proportional to
the partial pressure of the gas in equilibrium with the solvent at any temperature [48]. Due to this
pressure dependency of the physical absorption process; it shows better performance than chemical
absorption at a higher partial pressure of CO2 such as in an IGCC [11]. A physical absorption process
is recommended to be used in IGCC due to the higher partial pressure of CO2 in syngas which makes it
more suitable for precombustion carbon capture. Physical solvents need lower energy for regeneration
which is another advantage. [52].

The downside of this process is that the capacity of solvents is best at low temperatures. Therefore,
the gas stream needs to be cooled before the absorption process. This causes a reduction in efficiency [52].
The processes that are being used commercially for physical absorption are known as Selexol, Rectisol,
Purisol [11]. A comprehensive comparison using Aspen plus was done on these processes [49].
For capturing CO2, Selexol was found more energy efficient than other investigated solvents. Lower
consumption of energy to regenerate solvent and simple process configuration was the reason for this.
David et al. [53] reported that the net efficiency would be greater than in the case with the selexol
process if low-temperature CCS was applied in an IGCC.

The partial pressure of CO2 in the flue gas stream is very low in the post combustion carbon
capture process. For this reason, the focus of research on this process is to find a suitable solvent. A lot
of research has been done on different processes and solvents to identify a cost-effective absorption
method. A summary of the advantages and disadvantages of different processes is given Table 4.
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Table 4. Advantages and disadvantages of different absorption technology [48].

Absorption
Technology

Advantages Disadvantages Remarks

Fluor Process
(Propylene
Carbonate)

Well proven technology.
Non-corrosive solvent.

High selectivity for CO2

Low H2S tolerance in feed
gas stream.

Feed gas must be dehydrated due to
high water solubility.

Physical absorptionRectisol Process
(Chilled Methanol)

Low solvent cost.
Can remove a lot of contaminants

in a single process.
High selectivity for CO2 and H2S

High refrigeration energy cost.
Higher selectivity for H2S than

CO2.Feed gas must be dehydrated
due to high water solubility

Selexol Process
(DMEPG)

Not subject to degradation.
Very low vapor pressure.

Dual-stage process can capture CO2
and H2S from syngas

Need high partial pressure of CO2.
High solvent viscosity.

High solvent costs.

Amine systems
(MEA, DMEA etc.)

Well proven technology.
Low capital cost.

Benchmark for other solvent
systems.

Limited loading capacity.
High energy requirement for

sorbent regeneration.Hazardous
degradation of products.

Solvent loss due to mist formation.
Low tolerance to NOx, SO2 and O2.

Chemical
absorption

Bi-phasic liquid
solvents

Reduced energy requirement.
Lower corrosivity. Higher pressure drops.

Potassium carbonate
system

Higher solvent loading capacity.
Lower regeneration energy

requirement.
Low solvent cost.
Lower corrosivity.

Slow reaction rate.
High cost of additives.

System fouling.

Aqueous Ammonia Lower regeneration energy
requirement.Low solvent cost.

High solvent loss.
Reduced operating temperature.

Chilled Ammonia

Lower regeneration energy
requirement.

Lack of solvent degradation.
Low solvent cost.

Sellable by-product.

Near freezing operating conditions.
Potential for fouling.

Task specific and
reversible Ionic

Liquids

Very low volatility and solvent loss.
High stability.

Very low heat of absorption.
Dual mode with high

loading capacity.

High production cost.
Reduced absorption efficiency with

the presence of water.
High viscosity reducing

absorption rate.

Sodium Hydroxide

Low cost and abundance of
required chemicals.

Proven technologies applied to
other industries.

High energy requirement.
High water and solvent loss.

2.3.2. Adsorption

This is the process of removing a component from a mixture using a solid surface. Unlike
absorption processes, the formation of physical or chemical bonds takes place between the solid
phase adsorbent surface and CO2. The intermolecular forces between the solid surfaces and gas are
the driving force for adsorption [31]. Single or multiple layers of the gas can be absorbed based on
adsorbent pore size, temperature, pressure and surface force [54].

At first, a column is filled up with the adsorbent. Then, the gas stream bearing CO2 is passed
through this column. The CO2 adheres to the solid surface of the absorbent during the flow to the
saturation of the adsorbent. When the surface becomes saturated with CO2, it is removed and desorbed
through different cycles for CO2 adsorption [31].

Generally, four different regeneration cycles are used for single bed CO2 adsorption. They are
pressure swing adsorption (PSA), temperature swing adsorption (TSA), electrical swing adsorption
(ESA), and vacuum swing adsorption (VSA). In temperature swinging adsorption, the temperature of
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the adsorbent is raised up to the point at which the chemical bonds are broken. CO2 gets released at
that point. An additional requirement of energy in this process makes this method costlier [54]. Also,
this process is time consuming due to heating the adsorbent bed for desorption and cooling it again to
make it ready for adsorption [48]. This can be done quickly using electrical swing adsorption. Here,
low voltage electric current is passed through the adsorbent to heat up the adsorbent using joule effect.
ESA makes it possible to regenerate the adsorbent fast, but it requires high-grade electrical energy
instead of low-grade heat energy used in TSA [55].

In the case of pressure swinging adsorption, the pressure of the adsorbent is reduced to accomplish
this consequence. Vacuum swing adsorption is a specialized PSA cycle which is used if the feed gas
pressure is close to the ambient pressure. The extra energy required for achieving high pressure in
PSA can be minimized using VSA [48]. Here, a partial vacuum is used at the downstream of the feed
stage to draw the low-pressure feed gas. These cycles can be used in combination with one another.
Plaza et al. [56] provided a model of VSA process using aspen plus for post combustion carbon capture.
A schematic of the regeneration processes is shown in Figure 8.

 
(a) (b) 

 
(c) (d) 

Figure 8. Schematic diagram of different adsorption regeneration cycles: (a) TSA (b) PSA (c) VSA
(d) ESA [57].

Pressure swinging operation is favorable when the partial pressure of the CO2 is high whereas
temperature swinging adsorption is favorable if the concentration of CO2 is low in the gas stream.
PSA will take a much longer time if the concentration of CO2 is low [58]. The adsorption process is
more preferable because of its high adsorption capacity at normal pressure and temperature, long-term
stability, low regeneration cost, high rate of adsorption, and lower energy requirement [59].

The focus of research on this process is to find a suitable sorbent to separate CO2 from the gas stream.
Various substances like zeolites, activated carbons, molecular sieves, hydrotalcites, and metal-organic
framework materials have been investigated [60]. Garcia et al. showed [18] that the partial pressure of
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CO2 is the most influential variable when activated carbon is used as absorbent. Sorption-enhanced water
gas shift combines adsorption of CO2 with the water gas reaction. This method is more economical
and more energy efficient than amine scrubbing in absorption [61]. Hydrotalcite-based materials are
more suitable for adsorption at high temperatures. These materials exhibit improved result when used
in a sorption-enhanced WGS reactor for better carbon capture [62].

2.3.3. Membrane Technology

Membranes are semi-permeable barriers of different materials which can separate different
substances from a mixture by various mechanisms [31]. Membranes can be of organic or inorganic
material. The solution-diffusion process takes place in non-facilitated membranes. The permeate
diffuses through the membrane after being dissolved into it. The amount of CO2 dissolved per unit
volume is proportional to the partial pressure of CO2 [63]. In the case of precombustion capture,
the partial pressure of CO2 remains comparatively high. Non-facilitated membrane separation
technology has a greater use in this case.

Membranes can be used in a spiral wound, flat sheet, and hollow fiber modules. They can be
selective or non-selective for a specific acidic gas [64]. Membrane technology can be classified into two
categories for carbon capture: gas separation membrane and gas absorption membrane. In the gas
separation membrane system, the CO2 bearing gas is introduced at a high pressure into a membrane
separator. The membrane separator typically consists of parallel cylindrical membranes. CO2 passes
through the membrane preferentially and it is recovered at a lower pressure at the other side of the
membrane. A gas absorption system uses a microporous solid membrane to separate CO2 from the gas
stream. The removal rate of CO2 is high for a gas absorption system due to minimization of flooding,
foaming, channeling and entrainment. The equipment required is more compact than that for the
membrane separator [53]. The two systems are shown in Figure 9.

 
(a) (b) 

Figure 9. Principle of (a) gas separation membrane and (b) gas absorption membrane.

This technology has the advantages of operating without weeping, entrainment, foaming,
and flooding which are common problems in operation with a packed column. They also have a higher
surface area and better control of liquid and gas flow rates [65]. The main disadvantage of membranes
is their reduced effectiveness at a lower concentration of CO2. Membrane shows low flexibility and
becomes unfeasible when the concentration of CO2 in the gas stream is below 20% [66]. Therefore, this
is not suitable for the post combustion capture process.

Membranes must be replaced periodically due to their limited lifetime. There is also a higher mass
transfer resistance in the membrane fibers. Membrane pores should be filled up completely by the gas
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phase. When the liquid phase takes place in the membrane pores, resistance to mass transfer begins
to build up through the membrane. Thus, the application of the membrane becomes economically
unjustified. This phenomenon is known as wetting of a membrane. The desired condition is to fill the
membrane pores completely with gas, but it is not always possible. Membrane pores become partially
or fully wetted over long operational periods [64]. Several studies have been performed with different
types of membranes and absorbents to investigate the wetting effect on mass transfer through the
membrane [66–71]. The efficiency of absorption through membrane reduces significantly even for a
low level of wetting. Using ionic liquid as absorbent can increase the efficiency by around 15% and
20% when compared with pure water in counter current and co current flows [66].

2.3.4. Clathrate Hydrate Process

Gas hydrate or clathrate hydrates are ice-like crystal compounds formed by water molecules and
a number of other substances including CO2, N2, H2, and O2. These small gas molecules become
trapped inside cavities of water molecules [72]. Concentrations of different gases in the crystals are
different from their concentrations in the original gas mixture [73].

The main concept of separating CO2 is the partition of the CO2 selectively from a gas mixture
between the solid hydrate crystal phase and the gaseous phase by forming a hydrate crystal.
Thermodynamically, the minimum pressure to form hydrate at a temperature of 273.9 K is 5.56 MPa.
The pressure of syngas after the water gas shift reaction is normally 2–7 MPa, whereas the flue gas in
post combustion is almost at atmospheric pressure. Therefore, the gas stream requires compression to
increase the rate of hydrate formation [74].

Different promoters have been tested to reduce the equilibrium condition to form hydrates.
The most studied promoter is tetrahydrofuran (THF). Equilibrium of hydrate formation reduces with
the addition of THF at any temperature. Increasing the concentration of THF causes a decrease in the
hydrate formation pressure up to an optimum concentration ~1 mol% THF. It can be used in CO2

separation industrially without compressing the flue gas significantly [75]. The equilibrium pressure
to form hydrate may reduce by 50% if 3.2 mol% propane is added to a CO2/O2 mixture [76].

For the fuel gas mixture in the precombustion process, the hydrate phase equilibrium condition is
reduced with the addition of tetra-n-butyl ammonium bromide (TBAB). Hydrate formation condition
decreases with an increase in TBAB concentration up to the stoichiometric condition, beyond which the
phase equilibrium increases with by increasing TBAB concentration [77]. Park et al. [78] investigated
the effect of quaternary ammonium salts on hydrate formation. They showed that 95% of CO2 can be
captured from an IGCC using just one step of hydrate formation. TBAF showed a better result than
TBAB but with a lower gas uptake.

Recent studies have also focused on the type of reactors. Zheng et al. [79] studied the impact
of bed volume and bed reactor orientation for hydrate formation in precombustion carbon capture.
Horizontal orientation performed better than vertical configuration. They also showed that low water
saturation is preferable to form more hydrate.

2.3.5. Calcium Looping Technology

The calcium looping carbon capture system utilizes a different technique to capture CO2 from a
gas stream. In this method, a direct reaction takes place between CO2 and CaO. This reaction produces
solid calcium carbonate which is easily separable from the other gases. The main reversible reaction
for this process is as follows [80].

CaO + CO2 � CaCO3 (1)

The forward reaction, known as carbonation reaction, is exothermic. The reverse reaction is
called calcination reaction, which is endothermic. The initial rate of a carbonation reaction is very
fast but it comes to an abrupt slow rate after some time [81]. Due to the endothermic reaction at the
calcination reactor, it needs a large amount of heat to be supplied at a high temperature. Often this
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heat is supplied by oxy combustion of coal or natural gas inside the calcination reactor [33]. After the
recovery of CO2 from the calcination reactor, it is compressed and stored. This process can be used for
both precombustion and post combustion carbon capture. The following reaction is the desired key
reaction in the gasifier of precombustion carbon capture [80]:

CO + H2O + CaO� CaCO3 + H2 (2)

Precombustion carbon capture has some advantages using calcium looping process. CaCO3 and
CaO increase the destruction rate of tar which is complex when hydrogen is used as fuel. The removal
of CO2 from the gas mixture also increases the rate of conversion from CH4 and CO to H2 [80].

The main use of this process is in post combustion carbon capture [82]. A schematic of the process
is shown in Figure 10. Here, the limestone captures CO2 from the exhaust flue gases of a power plant
with the help of a circulating fluidized bed carbonator. The sorbent is then passed to a calciner which
operates at a higher temperature. After regeneration, the sorbent is again passed to the carbonator.
Coal or natural gas is burnt in an oxy fuel environment of the calciner to produce necessary heat.

Figure 10. A schematic diagram of post combustion carbon capture using Calcium looping [82].

The overall reaction to form solid carbonate is exothermic. The high-grade heat produced at the
carbonator can be supplied for a steam cycle in order to produce more power. This lowers the energy
penalty from conventional post combustion capture [83]. The limestone is available in huge quantities
and it is a non-hazardous substance. The price of the limestone is also much lower than the amines
used for scrubbing in post combustion carbon capture. Used or spent sorbents can be further utilized
for other purposes.

The sorbent is recycled and used repeatedly for CO2 capture. The reversibility of the main reaction
decreases with the increase of the number of cycles [84]. Therefore, the sorbent loses its carrying
capacity with repeated use in the cycle. After the first cycle, the capacity of the sorbent is reduced by
1535% depending on favorable and unfavorable conditions. This loss of capacity decreases in each
cycle [81]. A huge amount of makeup sorbent is required for this process.

3. Carbon Capture by Water Condensation

This method is comparatively novel in power generation. Here, instead of supplying air to the
combustion chamber, pure oxygen is supplied for combustion. As a result, the combustion products
consist of mainly CO2 and steam. The CO2 content of the mixture is captured by condensing steam.
Thus, there is no need to apply any of the CO2 separation technologies described in the previous
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section. Therefore, this method is economically more viable. If the oxygen is produced using an Air
Separation Unit (ASU), the process is known as oxy-combustion carbon capture. Another way of
supplying oxygen is to use a metal oxide with the help of a chemical looping known as chemical
looping combustion [85,86].

3.1. Oxy-Combustion Carbon Capture

In this method, fuel is burnt in almost pure oxygen rather than air. Flue gas produced in this
process is mainly a mixture of water and carbon dioxide. In a conventional power plant, fuel is
combusted in air and the nitrogen of the air acts as a temperature moderator. As there is no N2

present in the combustor of oxy fuel combustion, the flame temperature becomes too high. To keep the
temperature within the limit, recycled CO2 is passed to the combustor with pure oxygen. Another way
to keep the flame temperature in the desired range is to inject steam in the combustion chamber [87].

After combustion, water is removed from the product by condensation [5]. The captured CO2 is
purified and compressed to supercritical condition for transporting or using again in the cycle. A flow
sheet of the oxy fuel combustion concept is shown in Figure 11.

Figure 11. Flowsheet of oxy fuel combustion technology for power generation with CO2 capture [5].

Since the properties of CO2 and N2 are different, the reaction pathway and combustion
characteristics differ in oxy combustion from conventional air-fuel combustion [88]. These anomalies
in the combustion characteristics demand in-depth research to understand and utilize this method.

Oxy fuel combustion has additional advantages compared to conventional combustion. There
remains a large amount of N2 in a conventional air firing system. Nitrogen consumes a lot of heat before
being released to the environment, but in oxy combustion, this bulk N2 is absent in the combustion
environment. Due to the absence of nitrogen, there is no or much less production of NOx in this
process. There are no other significant pollutants in the products of combustion. The oxy fuel
combustion technique is therefore a less expensive method compared to the previously discussed
carbon capture technologies.

The main disadvantage of this method is the high operational cost for producing O2 and
pressurizing CO2 after combustion [89]. One of the main challenges of this method is to produce
oxygen with high purity at a reasonable expense. Wu et al. [90] summarized different work done
on the separation process of oxygen from the air for use in oxy fuel combustion. They argue that
membrane methods are more economical and simpler compared to the cryogenic method. The authors
also suggested that adsorption technology is not yet updated to implement on large scales. Rather,
a chemical looping air separation method is highly promising to become a more efficient and
cost-effective technique for implementation in oxy fuel combustion.
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A lot of research is ongoing to understand and improve the oxy-combustion method. Boiler
design may be improved to enable more compact equipment with a deep understanding of oxy fuel
combustion [91]. Knowledge of the combustion procedures will be necessary for this. With the use of a
compact boiler, the cost of power generation can be reduced. This process helps reduce the amount of
flue gas and thus the heat loss from the flue gas stream. It also reduces SOx and NOx emissions and
improves combustibility. It has the potential to be more economical than other conventional processes.

The application of burning a fuel in pure oxygen was first done for different industrial processes.
Later Abraham et al. [92] suggested this method as a solution to provide a large amount of CO2 for oil
recovery, but recycled flue gas was not used in that time. Later, the idea of using recycled flue gas was
applied to produce a high purity CO2 stream to use in oil recovery. It was also seen that this method
could decrease the environmental impacts of fossil fuel power plants [93]. It can be applied with coal
and natural gas. When this method is applied to coal, it can be classified as either an oxy-pulverized
coal process or an oxy coal fired boiler process. In the case of natural gas, it can be classified as a
CO2-based cycle or water-based cycle [94].

For a conventional power plant using pulverized coal combustion, the concentration of CO2 in
the flue gas is relatively low (12–16%v dry basis). In the case of an oxy pulverized coal boiler, the air is
replaced with pure oxygen. This results in a flue gas containing a high concentration of CO2 (65–85%v
dry basis) [94]. Rohan et al. [95] discussed the impact of Sulphur in oxy PC combustion. They reported
that ash collection, furnace, CO2 compression, transportation, and storage might be affected by Sulphur.
If the recycle stream is taken before the flue gas clean up, it will increase the concentrations of the
impurities, especially SOx, in the furnace. The emission of SO2 in oxy fuel combustion is lower than in
air-combustion because of the retention of Sulphur in ash.

In comparison with other systems, Chen et al. [96] found that an oxy fuel system shows 1–5%
less loss of efficiency than post combustion capture. The pressurized system gains around 3% more
efficiency. Though the ASU requires more power in a pressurized system, it saves greater power
during compression of CO2. Chen et al. [96] also concluded that absorptivity and emissivity of the flue
gases increase due to higher partial pressure in oxy fuel combustion. The optimized ratio of the recycle
stream primarily depends on the type of fuel, the arrangement of the heat recuperator and the strategy
of recycling. They found no influence of the oxy fuel environment on the devolatilization process of
the solid fuel. Another finding is that ignition delay is longer in the combustion environment of an oxy
fuel system than that of a conventional system.

Some researchers have investigated the effect of recycled CO2 on the combustion environment.
The burning velocity or speed of the propagation of a flame could decrease due to the incorporation of
CO2 instead of N2 in the combustion environment [97]. Oh and Noh [98] examined the flame speed
in an Oxy fuel environment in the atmospheric condition with a rich and lean fuel mixture. It was
found that the speed of a methane flame in the oxy fuel environment is faster than that in an air-fuel
environment which is contradictory to the results of Ref. [97]. Chen suggested that this discrepancy
may result from the different prototypes used in these studies [97]. In previous research, the flame
temperature was lower in the oxy fuel environment than the air-fuel environment, whereas in later
research it was higher in the oxy fuel environment.

Mazas et al. [99] investigated the effect of water vapor on the speed of flame propagation [100].
They observed that with an increase in the molar fraction of steam, the flame velocity would decrease
quasi-linearly, even at a high rate of dilution. The reduction in the burning velocity was larger for air
combustion than oxy fuel combustion with the increase of the molar steam fraction. The effect of the
equivalence ratio, CO2 fraction, and pressure on the speed of oxy-methane flame was experimentally
and numerically investigated by Xie et al. [100], who found that an increase in the CO2 fraction would
reduce the flame speed in CH4/O2/CO2. Due to the presence of CO2 in the oxy fuel environment,
the radiation effect of CH4 was much stronger.

Another important combustion parameter is the maximum flame temperature. Since the function
of CO2 in the combustor of oxy fuel environment is to control temperature, the temperature of the flame
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drops when CO2 is added, but it has been shown that this decrease in temperature is not linear [97].
This is because the thermal effects are stronger at higher CO2 concentrations. Wang et al. [88] examined
the chemical and physical effects of CO2 to find the dominant effect for determining the maximum
flame temperature. They used different mole fractions of water and carbon dioxide in a counterflow
oxy fuel combustion using methane as fuel. The maximum flame temperature was not affected
because of the lower diffusion coefficient of CO2, but a significant difference was observed in the
temperature profile. They also noticed that the presence of H2O did not have much influence on the
maximum flame temperature. Pressure may also affect the maximum flame temperature. Seepana
and Jayanti [101] numerically investigated the effect of pressure varying between 0.1 and 3 MPa in
an oxy fuel environment. Their results indicated that the flame temperature would increase with an
increase in the pressure, rapidly at first and then gradually. Low NOx oxy fuel flame was found at high
pressure with increased oxygen dilution.

Limited research has been conducted to improve understanding of the effect of ignition, flame
stability, and flame extinction in an oxy combustion environment. Koroglu et al. [102] conducted a
detailed experiment with methane to study ignition in an oxy fuel environment. They used a shock
tube facility to do this experiment. The pressure was varied from 1 to 4 atm with temperature ranging
from 1577 K to 2144 K. Their results revealed that the ignition delay would be longer when methane is
burned in an O2/CO2 environment than in an O2/N2 environment due to the participation of CO2 in
chemical reactions, higher heat capacity, and different collision efficiency. A similar experiment was
performed by Pryor et al. [103] at high pressure ranging from 6 to 31 atm and temperature varying
between 1300 K and 2000 K. Using a sensitivity analysis, the authors showed that CO2 could slow
down the overall rate of reaction and increase the time of ignition delay.

Several research works have been done to determine the flammability of oxy methane flames.
With the addition of CO2, upper flammability decreases dramatically whereas it does not affect the
lower flammability significantly [104]. An addition of steam also has an influence on the flammability
limit of oxy combustion flame. The flammability limits become broader with the addition of CO2

which is attributed to the lower heat capacity of steam compared to the supercritical CO2 [97]. Some of
the main studies on oxy fuel combustion are listed in Table 5.

Table 5. Some of the important studies on oxy combustion carbon capture.

Author Year Work

Said et al. [105] 2011 Integration of oxy fuel combustion process with carbonation process using
Mg(OH)2 to capture CO2 was demonstrated.

Stanger et al. [95] 2011 Effect of Sulphur on oxy combustion CO2 capture was shown

Riaza et al. [106] 2012

Investigated NO emission, ignition temperature and burnout with coal and
biomass in an oxy fuel environment. Ignition temperature was increased when

N2 was replaced with CO2. With the addition of biomass, this temperature
subsequently decreased.

Allam et al. [107] 2013 Proposed a CO2-based cycle using oxy combustion with near zero emission
known as the Allam power cycle

Leckner et al. [108] 2014 Compared a ready to convert air fired CFB boiler with a newly designed oxy fuel
CFB boiler for oxy combustion. The new designed one was more convenient.

Vellini et al. [109] 2015
An advanced supercritical steam cycle power plant with CO2 capture based on
oxy fuel combustion was studied. Oxygen transport membrane was used for a

high oxygen production rate.

Scaccabarozzi et al. [110] 2016 Numerically investigated optimization of a NET power oxy combustion cycle

Falkenstein-Smith et al. [111] 2016 CO2 selectivity and O2 permeability were tested using a ceramic membrane
catalytic reactor.

Climent et al. [112] 2016 Analyzed different oxy turbine power cycles with complete carbon capture for
better performance.

Seon et al. [113] 2017 Studied the influence of recuperator performance on a semi-closed oxy
combustion combined cycle.

Laumb et al. [114] 2017 Investigated different super critical CO2 cycles for power production.
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A novel approach for power generation using oxy fuel combustion was proposed by Allam et al. [107].
The proposed Allam cycle is basically a Brayton cycle operating pressurized supercritical CO2 as the
working fluid. The heat capacity of the high-pressure CO2 is much higher than low-pressure CO2.
The Allam cycle uses this distinct thermodynamic property of CO2. Since CO2 is used as a working
fluid in this cycle, there is no need to vaporize and condense water for the cycle. A high-pressure
combustor burns the fuel in pure oxygen and produces a feed stream with pressure ranging from
200–400 bar. This stream is expanded in a single turbine with a pressure ratio ranging from 6 to 12.
The heat of the high-temperature exhaust of the turbine is transferred to a high-pressure recycled
CO2 stream in a recuperator. The recycled stream is sent back to the combustor to control the turbine
inlet temperature. With the help of theoretical analysis, the authors reported a (LHV-based) thermal
efficiency of 59% for the cycle operating on natural gas and 52% when the cycle uses coal as the fuel
while capturing CO2 inherently. A schematic of the Allam cycle operating on natural gas and coal as
fuel is shown Figures 12 and 13, respectively.

The construction of a 50 MWth demonstration plant operating on natural gas fired Allam cycle
has just been completed in La Porte, Texas. A commercial 300 MW plant is in the planning stage to
demonstrate the advantage of this cycle [114]. Since no extra measures are needed for capturing CO2,
this method is expected to produce electricity at a cost much lower than other conventional power
plants using CCS.

As a new and potentially viable method to reduce carbon dioxide emissions from fossil fuel
power plants, research is ongoing to optimize the parameters of the Allam cycle. The efficiency of this
cycle is sensitive to the turbine inlet temperature and pressure, turbine outlet pressure, temperature
difference on the hot side of the primary heat exchanger and the performance of the air separation
unit of the cycle. Figure 14 depicts a distribution of the total power production of the turbine for the
natural gas-fired Allam cycle. A similar graph is presented in Figure 15 which shows various losses
as a percentage of the fuel thermal input. The figures are constructed using the simulation results of
Mitchell et al. [116].

Figure 12. Schematic of the Allam power cycle operating on natural gas as fuel [107].
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Figure 13. Schematic of the coal-fired Allam power cycle [115].

Figure 14. Distribution of the turbine power production in the natural gas-fired Allam cycle.

The power requirement of the CO2 pressurization is the largest; it consumes about one-fifth of the
turbine gross power. The second largest power-consuming component is the ASU, which requires 12%
of the turbine power production. The fuel compressor requires ~1% of the turbine power. The total
penalty is 34% so that 66% of the turbine gross power is transmitted to an electric generator as the net
power output. From Figure 15, 12.4% of the fuel energy is discharged to the surroundings in the form
of waste heat so the gross cycle efficiency is 87.6%. The total penalties account for 29.6% of the fuel
thermal input which upon subtracting from the gross efficiency, the net cycle efficiency is found to
be 58%. The cycle developers have also examined employing two turbines in the cycle. They have
reported a noticeable increase in the power output while the capital cost increased a little.
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Figure 15. Distribution of the thermal energy input within the Allam cycle. The figures across the chart
represent the percentage of the thermal input.

There are also some other power cycles that run on the oxy fuel combustion concept. Clean Energy
Systems [117] proposed a cycle which uses water instead of recycled flue gas to control the turbine
inlet temperature. Fuel is combusted with an oxidant in a high-pressure combustor in the presence of
supercritical steam. The hot gas is then expanded in three different turbines with reheating between
them. This cycle is considered by CES as a long-term solution to use in the oxy combustion process
with natural gas. A schematic of the proposed cycle is shown in Figure 16.

Figure 16. Schematic diagram of a supercritical CES cycle.
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3.2. Chemical Looping Combustion (CLC)

Chemical looping combustion is a novel process in the field of carbon capture. This method
has the potential to be the most efficient and a low-cost process for capturing carbon dioxide from
fossil fuel power plants. IPCC identified this method as one of the cheapest technologies for carbon
capture [93]. It has the inherent advantages of CO2 separation with a minimum energy requirement.

There is no direct contact between the air and fuel which is why it is also known as unmixed
combustion [118]. Instead of air, an appropriate oxygen carrier brings oxygen from the air to fuel [119].
Two fluidized bed reactors are used in this process. One is known as the air reactor and the other as
the fuel reactor. A schematic of the process is shown in Figure 17. A solid oxygen carrier is circulated
between these two reactors. The solid oxygen carrier is oxidized in the air reactor. After oxidation,
the carrier goes to the fuel reactor. Fuel is oxidized in the fuel reactor while the oxygen carrier is being
reduced. The corresponding chemical reaction can be written as follows [120]:

Fuel reactor: (2n + m)MyOx + CnH2m → (2n + 1)MyOx−1 + mH2O + nCO2

Air Reactor: MyOx−1 +
1
2 O2 →MyOx

Figure 17. Schematic of the chemical looping combustion process [120].

After the completion of the fuel oxidation, the metal oxygen carrier is circulated back to the
air reactor [120]. CO2 and water are produced in the fuel reactor. CO2 can be easily separated by
condensing H2O and then sequestered or used for other purposes. After oxidizing the oxygen carrier,
the remaining air contains only nitrogen and unreacted oxygen. As they are not harmful to the
environment, they can be released without further processing. Syngas produced from gasification of
coal is used in the fuel reactor when coal is as the main fuel. A schematic layout of a power plant using
chemical looping combustion with syngas from coal is shown in Figure 18.

Here, Ni reacts with high-pressure air in reactor 2 to form NiO and to remove oxygen from the
air. Then, NiO is separated from the air. The hot and high-pressurized nitrogen-rich stream is passed
through a turbine to generate power. NiO is passed to reactor 1 where it is reduced and the fuel is
oxidized into CO2 and H2O. This high-pressure and high-temperature CO2 and H2O streams are used
to produce steam for additional power generation. After that, CO2 is captured by condensing H2O
from the stream. Reduced NiO forming Ni is returned to the air reactor to repeat the cycle.

Despite the novelty of the CLC process, this method has certain challenges. For example, the design
of the reactor with two separated reaction zone is one of the main challenges. A CLC reactor system
with two interconnected fluidized bed is shown in Figure 19. Here, the oxygen carrier should circulate
between the zones, but the gas streams should not be leaked into one to another. The first continuous
operation of this type of reactor was achieved with a 10 kW prototype at Chalmers University of
Technology [122]. It showed a stable operation with 99.5% fuel conversion efficiency at ambient
pressure. There was no significant gas leakage. There are also some other approaches in the design of
the reactor. Shimomura [123,124] proposed a reactor with a rotating reactor wheel. Air and fuel were
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to be fed at separate compartments of the wheel. They considered an adsorbent wheel which would
use Li4SiO4 based absorbent. Ivar et al. [125] worked on developing novel concepts of reactor. Their
initial testing showed that the mixing of air and fuel could only be avoided partly. A steam stream was
employed as a gas wall between the fuel and air. The flue gas in this experiment contained 85% CO2

after steam removal.

Figure 18. Layout of a power plant using chemical looping combustion with NiO and syngas [121].

Figure 19. A CLC reactor with two interconnected fluidized beds [126].

The thermal efficiency of a combined cycle power plant equipped with CLC was found to be
around 52–53% with respective operating temperature and pressure of 1200 ◦C and 13 atm in the air
reactor. Implementation of CLC yields 3–5% higher efficiency than other carbon capture methods [127].
A 2.8% higher thermal efficiency was found for a CLC-IGCC power plant compared to an IGCC using
physical absorption for carbon separation. Also, the CLC allowed for 100% capture of carbon dioxide
while the physical absorption yielded 85% capture from the IGCC plant [122].

An important aspect of research in the CLC field is to find a suitable oxygen carrier that would
have a high fuel conversion ratio, a good stability, and a high oxygen transport capacity [122]. Various
materials are being tested for this purpose. Materials with reactivity above or near their melting point
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should not be used as the oxygen carrier because they would have to undergo a cyclic operation at a
high temperature. Along with the reactivity, thermal stability, toxicity, and cost should be considered
when choosing an oxygen carrier [128]. Some of the most likely elements to use as oxygen carrier are
iron, copper, manganese, and nickel. They should be combined with inert materials like alumina, silica,
titanium oxide etc. [122]. Lyngefelt et al. [129] tested more than 290 different particles as oxygen carrier
including active oxides of copper, nickel, manganese, and iron. A conversion efficiency of 99.5% was
attained in a 10 kW prototype reactor. In another experiment, 99% conversion efficiency was gained
when NiO/MgAl2O4 was used as an oxygen carrier [130].

Another significant factor for better efficiency is the temperature of the air reactor. The temperature
of the air reactor can be compared with the turbine inlet temperature of a conventional power plant [122].
The reaction that takes place in the air reactor is endothermic whereas the reaction at the fuel reactor can
be endothermic or exothermic. Rehan et al. [131] examined a multi-stage chemical looping combustion
for combined cycle. They found that at an oxidation temperature of 1200 ◦C, a CLC combined cycle
would operate at achieved 52% efficiency without reheating. The same power plant exhibited 51%
efficiency at 1000 °C and 53% efficiency at 1200 °C reactor temperature when a single stage reheat was
employed. However, employing a double stage reheat did not improve the efficiency over the single
reheat system. Zhu et al. [132] compared the performance of an IGCC with chemical looping and
calcium looping processes. They concluded that the CLC based technology exhibits higher efficiency
(39.78%) than the pre-combustion capture with physical absorption (36.21%) and calcium looping
(37.72%). The payback period of the above three capture methods was estimated to be 13.45 years,
13.21 years and 17.25 years, respectively.

4. Comparison of the Methods

Carbon capture requiring separation of CO2 is an age-old process and it has reached a certain
maturity with various established full-scale application. A lot of experimental and numerical modeling
studies have been done on these processes. The main advantage of post combustion capture is its easy
integration capability with the existing power plants, but the partial pressure and concentration of
CO2 are very low in the flue gases. For transportation and storage of CO2, a minimum concentration
should be reached. The required extra energy and extra costs of carbon capture to attain a minimum
required concentration are significantly high.

When using chemical absorption process for the separation, degradation of the solvent and severe
corrosion of the used equipment take place. Therefore, a huge cost for solvents and other equipment
becomes necessary for this process to make CO2 ready for transportation and storage. These may
increase the cost of producing electricity around 70% [118]. Research is ongoing for new solvents to
reduce the cost of carbon capture. Large equipment size results in the high capital and operating cost
in this method.

Pre-combustion carbon capture is mostly used in process industries. There are also full-scale
CCS plants in some industries which use this method [11]. The amount of CO2 is much higher in the
gas mixture in this process than the conventional flue gas mixture. Due to the higher pressure and
lower gas volume, less energy is required in this process compared to post combustion capture, but
still, the energy penalty is high. Precombustion is mainly used in integrated gasification combined
cycle technology. This technology demands a huge auxiliary system for smooth operation. Therefore,
the capital cost of this system is too high compared to other systems.

On the other hand, carbon capture processes without requiring separation are comparatively
novel in power generation. There is no full-scale operational plant based on these processes. There are
some pilot scale operation and some subscale demonstration plants under development using oxy
fuel combustion [10,30,94]. The most promising step regarding oxy fuel combustion is the 50 MWth
demonstration power plant built in Texas by Net Power using the concept of Allam cycle. It will
ensure near zero emission. This method has some other advantages like reduction in equipment size,
compatibility with various kinds of coals, and no need for an onsite chemical plant [10].
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The process, however, requires a large amount of high purity oxygen. Therefore, an
energy-intensive ASU is needed for oxygen production. Membrane-based technology for air separation
may compete with cryogenic ASU through a higher degree of integration into the power cycle [133]. Due
to this ASU and CO2 compression unit used in this process, net power output decreases significantly.
Along with these, there are some technical uncertainties that demand more research to understand the
full-scale operation. However, since no extra cost is required for CO2 separation, this process remains
a promising one to produce electricity at a lower cost while confirming near zero emission.

The CLC process for carbon capture is still in the preliminary stage. It has not been implemented
on a commercial level yet. Further research is required to take advantage of this method. Due to the
absence of flame, no NOx is produced thermally and the outlet stream of air reactor is harmless for the
environment [93]. Developing a proper oxygen carrier to use in CLC will make it more attractive than
other processes.

A comparison of the thermal efficiency of power plants with different CO2 capture processes is
provided in Table 6. The efficiencies shown in the table are based on the lower heating value of the
fuel. Bituminous coal is considered for coal-based power plants due to its extensive use in power
production [30]. The Selexol process is taken into consideration for precombustion carbon capture in an
IGCC GE type gasifier. In the case of chemical looping combustion, ilmenite was used as oxygen carrier
for coal-based power production whereas Nickel Aluminum oxide was used for natural gas-based
power production [134,135].

Table 6. Efficiency comparison of power generation with different carbon capture processes [30,107,134,135].

Fuel Type Process Net Efficiency Net Power (MW)

Coal (Bituminous)

Without carbon capture 44 758

Precombustion 31.5 676

Post combustion 34.8 666

Oxy Combustion 35.4 532

Oxy Combustion (Allam Cycle) 51 226

Chemical looping combustion 44 115.5

Natural Gas

Without carbon capture 55.6 776

Pre combustion 41.5 690

Post combustion 47.4 662

Oxy Combustion 44.7 440

Oxy Combustion (Allam Cycle) 59 303

Chemical looping combustion 52.2 364

When coal is used as a fuel, the CLC exhibits the same efficiency as the base combustion technology
using pulverized coal without any capture. Reduction in the efficiency is the highest in pre-combustion
carbon capture. Post combustion and oxy combustion carbon capture show an almost similar drop
in efficiency. An interesting observation in this comparison is the efficiency of the Allam cycle.
The targeted efficiency of the Allam cycle is almost the same as the reference power plant efficiency
without capture. If this cycle can be implemented commercially at a larger scale, the overall power
generation efficiency will increase while ensuring total carbon capture.

When natural gas is used as fuel, the pre-combustion carbon capture shows a 14% drop in the
efficiency from the reference powerplant whereas the post combustion carbon capture shows an 8%
drop. The traditional oxy combustion process exhibits an efficiency of 44.7%. Chemical looping
combustion indicates only a 4% drop in efficiency from the reference plant. The Allam cycle shows an
extraordinary performance whose efficiency happens to be over 3 percentage points higher than that
of the reference combined cycle without CO2 capture.
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From the efficiency comparison of Table 6, it may be concluded that the chemical looping
combustion and the Allam cycle are expected to be the leading technologies in the near future for
fossil fuel-based power generation. The 50 MWth Allam cycle provides the basis for deployment of
large-scale facilities. Currently, 300 MW natural gas-fired plants are under development. The chemical
looping method is not yet technologically ready to implement on an industrial basis. The method is still
in the investigation stage. More experimental data are necessary before large-scale commercialization.

Conventional carbon capture process results in the reduction of efficiency. More fuel is burnt per
unit of electricity production due to this inefficiency which leads to more production of CO2. Also,
the processes used for capturing carbon dioxide may affect the environment in different ways other
than direct emission of CO2. For example, different substances used for separating and capturing CO2

may have undesired effect on the human body and environment. Using a solid sorbent covered with
coating was experimented to reduce the formation of dust from the substance [136]. This could also
reduce the capacity of the substance to capture carbon dioxide. Also, stripping of organic solvent from
membranes and sorbents is suggested to prevent undesired odor. Before employing carbon capture, it
should be ensured that reducing CO2 is not being achieved at the cost of other environmental impacts.

Life cycle assessment of the plants is necessary to properly understand environmental impacts of
the carbon capture methods. Schreibar et al. [7] used the life cycle assessment (LCA) methodology for
post combustion carbon capture using MEA whose impact on the environment and human health was
investigated for five power plants. The global warming potential (GWP), human toxicity potential
(HTP), acidification potential (AP), photo oxidant formation potential, eutrophication potential (EP)
were considered as impact categories. As expected, GWP was much lower with MEA compared to the
power plants without capture whereas HTP was three times higher with MEA plants. Schreibar et al. [7]
concluded that upstream and downstream processes such as emissions from fuel and material supply,
waste disposal, and waste water treatment influence the environmental impact measures for power
plants with carbon capture. Viebahn et al. [137] revealed about a 40% increase in AP, EP, HTP when
post combustion carbon capture was implemented in a power plant.

A similar result was found by Veltman et al. [138]. They showed that a power plant with post
combustion capture yields a 10 times increase in toxic impacts on freshwater compared to a plant
without capture. Impacts on other categories were negligible. Degradation of MEA resulted in the
emission of ammonia, acetaldehyde, and formaldehyde. Cuellar et al. [139] compared life cycle
environmental impacts of carbon capture and storage with carbon capture and utilization. GWP with
utilization was much greater than that with storage. The highest reduction of GWP was found for
pulverized coal and IGCC plants employing the oxyfuel capture method as well as combined cycle gas
turbine plants equipped with a post combustion capture technology.

Pehnt et al. [140] showed that a conventional power plant operating on coal with post combustion
carbon capture would result in an increase in the environmental impact in almost all categories
except GWP. Solvent degradation and energy penalty due to CO2 capture process are the main
reasons for this increase. Precombustion capture showed a decrease in all the environmental impact
categories compared to a conventional power plant. They identified oxyfuel combustion as the most
potential process to reduce all the environmental impact categories if co-capture of other pollutants
can be achieved.

Nie et al. [141] investigated comparative environmental impacts of post combustion and oxy fuel
combustion carbon capture. Their analysis showed that almost all environmental impact categories
except GWP would increase with post combustion carbon capture. The same is true for oxyfuel
combustion except GWP, AP and EP. However, the amount of increase of these impact categories was
found to be less in oxyfuel combustion compared to the post combustion carbon capture. No LCA
analysis was found for chemical looping combustion and the newly proposed Allam cycle based on
oxyfuel technology.
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5. Conclusions

Despite their harmful effects on the environment, fossil fuels will continue to be the primary
source of power production. A comprehensive discussion of the technologies to reduce emissions
from fossil fuels is presented in this review. Post-combustion carbon capture technology requiring
separation is the best technology to retrofit the existing fossil fuel power plants. Pre-combustion carbon
capture is more suitable in an integrated gasification combined cycle. A post combustion carbon
capture process can be applied to the running power plants without much modification.

The separation of CO2 from the gas stream in these processes requires additional energy which
leads to an increase of the electricity price. Several technologies are available for separating CO2

from the gas stream. Separation is less costly in precombustion processes because of the higher
partial pressure of CO2 in the gas stream. Among the separation technologies, the absorption process
has become almost matured, but it requires attention to corrosion of equipment and high cost for
regeneration of the solvent. An adsorption process for separation cannot be applied at large scales due
to the low CO2 adsorption and capacity and influence of gases on the adsorbents. New adsorbents
should be developed to remove the barriers. Membrane technology is less energy intensive than other
processes, though it is less effective at low concentration of CO2. Also, more research is necessary to
determine membrane behavior at high capacity. Formation of clathrate hydrate to separate CO2 from
gas mixture needs more attention. Proper additives or promoters should be developed to use in the
process to make this process more competitive.

Carbon capture with water condensation is economically more viable to implement due to a
simpler design and higher plant efficiency and better environmental aspects for the life cycle compared
to the pre- and post-combustion capture methods. LCA shows that oxyfuel combustion has much less
effect on the environment compared to other methods. The combustion characteristics are different in
this case from traditional combustion. Due to the different characteristics, further research is necessary
to make this technology competitive with others. There still is limited knowledge of many important
aspects of oxy fuel combustion. Along with the theoretical achievement, it is necessary to find more
experimental data in order to validate theoretical models.

Further research is necessary to properly understand the oxy fuel combustion-based near-zero
emission power cycles like the Allam cycle. Successful commercial implementation of these cycles
will be a significant step in reducing emissions, thus meeting the challenge of global climate change.
Chemical looping combustion has also the potential to become a cost-effective way to reduce emissions.
It requires attention as a novel technology in this sector. The availability of suitable oxygen carriers
and appropriate designing of the reactors can make this process comparable with others. LCA of these
new methods is also necessary to properly understand their impact on the environment.
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Abbreviations

CCS Carbon Capture and Storage
IGCC Integrated Gasification Combined Cycle
TSA Temperature Swing Adsorption
PSA Pressure Swing Adsorption
VSA Vacuum Swing Adsorption
THF Tetrahydrofuran
TBAB Tetrabutylammonium Bromide
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TBAF Tetrabutylammonium Fluoride
ESP Electrostatic Precipitator
FGD Flue Gas Desulphurization
LCA Life Cycle Assessment
MEA Monoethanolamine
MOF Metal Organic Framework
CLC Chemical Looping Combustion
CFB Circulating Fluidized Bed
CES Clean Energy System
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Abstract: Testing the relationship between economic performance and energy consumption is of
utmost importance in nearly all countries. Taking the European Union as scope, this paper analyses
the impacts of energy efficiency legislation on a selection of household appliances. In particular,
it analyses the employment and value added impacts of the stricter energy efficiency requirements
for dishwashers, washing machines, and washer dryers. To do so, this paper combines a bottom-up
stock model with a macro-econometric dynamic general equilibrium model (FIDELIO) to quantify
the direct and indirect value added and employment impacts in the European Union. The analysis
shows that stricter energy efficiency requirements on household dishwashers, washing machines,
and washer dryers have a net negative macroeconomic impact on value added (roughly 0.01 % of
the total European Union value added) and a slightly net positive impact on employment. In fact,
the regulations cause a shift in the composition of the household consumption basket that seems to
favor labor-intensive industries.

Keywords: energy efficiency policy; household appliances; eco-design; energy labelling; indirect
impacts; general equilibrium model; FIDELIO model

1. Introduction

This paper (The views expressed are purely those of the authors and may not in any circumstances
be regarded as stating an official position of the European Commission) focuses on the relationship
between energy efficiency policies and macroeconomic performance. A better understanding of this
relationship is of key importance due to the increasing volume of regulated energy related products,
as well as the number of countries implementing energy efficiency standards. In particular, the aim of
the analysis is to add new empirical evidence regarding the macroeconomic impact of specific energy
efficiency regulations on three household appliances: dishwashers, washing machines, and washer
dryers in the European Union (EU). These appliances contribute approximately 2.8% to the residential
energy consumption of the EU [1].

Nowadays, energy efficiency policies are one of the key measures to reduce the impact of human
activities on the environment and the climate. Looking at the EU current growth strategy, climate
change and energy sustainability priorities establish, for instance, the need of a 32.5% energy efficiency
improvement for 2030. The improvement of energy efficiency has key impacts on the efforts that the
EU undertakes to reduce energy consumption and greenhouse gas (GHG) emissions [2].

Theoretically speaking, energy efficiency policies are expected to have impacts not only on the
environmental footprint of human activities, but also on the economic system through different
channels [3]. In a first instance, these policies create incentives for certain economic sectors to introduce
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new production technologies, with possible consequent changes in the costs and product prices. On the
other hand, energy efficiency technologies imply a reduction in energy consumption and, therefore,
a consequent reduction in energy expenditure. These two direct effects will then have repercussions
in the entire economy, through changes in the distribution of productive resources or changes in the
composition of end-user spending.

The growing attention and use of energy efficiency policies has given rise to a growing body of
literature that seeks to provide scientific evidence on the economic impact of these policies. These studies
propose different methodologies, and can be classified into two main approaches: analyses that use
partial models, and analyses that instead use general equilibrium models.

When considering the first approach, in recent years a growing number of analyses [4–7] focus
on the effects of the implementation of energy efficiency measures on household appliances by using
engineering approaches and bottom-up stock models. For example, there are some scientific studies
analyzing and projecting the electricity use, water use, pollutant emissions, and consumer welfare
implications for household appliances in Europe [8,9]. McNeil et al. (2013) [10] use a bottom-up stock
accounting model that predicts the energy consumption of different equipment in 11 EU countries
according to engineering-based estimates of the annual unit energy consumption. The authors model
a high-efficiency policy scenario and conclude that significant energy savings can be achieved by
adopting the current best practices of appliance energy efficiency policies. Braungardt et al. (2016) [11]
investigate the impact of eco-innovations on the EU residential electricity demand (excluding heating)
while using a detailed bottom-up modelling approach and find out that energy savings are achieved
through the development of technologies with efficiencies beyond the status quo. Studies on the
market penetration of high energy efficiency appliances in the residential sector are carried out by
Radpout et al. (2017) [12]. These authors develop a model based on econometrics and time series
analysis combined with the cost models. They find that government incentives to encourage people to
buy higher energy efficient appliances are more effective than electricity price policies. Yilmaz et al.
(2019) [6] publish a study that describes the development and application of a stock model that allows
for quantifying the changes in the number of household appliances in stock, the related evolution
of energy efficiency, as well as the changes/projections of electricity consumption between 2000 and
2035 in Switzerland. From the methodological point of view, this bottom-up stock model addresses
the limitations of other previous models [13,14] that offer insight into demand dynamics but provide
scarce information regarding the evolution of key parameters, such as new technologies, systems,
or practices or the forecasting of the sales and stock. Specifically, for washing machines, washer-dryers,
and dishwashers, Boyano et al. (2017) [15,16] analyze the environmental, employment, and economic
impacts in the EU of stricter energy efficiency requirements for these appliances. The authors built-up
a bottom-up stock model that projects stock sales, lifespans, and related evolution of energy efficiency
classes. They estimate the electricity consumption, water consumption, and consumer welfare between
2015 and 2030. The authors find a decrease in the employment, but they were unable to quantify
indirect, supply-chain, or cross-sectorial impacts.

While using a general equilibrium framework, other studies focus instead on the economic and
environmental impact of energy efficiency policy while considering all interlinkages and dependences of
the economic system. Hanson and Laitner (2004) [17] use the All Modular Industry Growth Assessment
(AMIGA) system to analyse the policies that increase investment in energy-efficient technologies in
the United States (U.S.) economy. They find that the policies would lead to substantial domestic
reduction of carbon emissions and a net positive impact on the economy. Rose and Wei (2012) [18]
analyse the impacts of the Florida Energy and Climate Change Action Plan that was introduced in 2001.
Using the econometric general equilibrium REMI model, they find that most of the recommended
options individually—as well as the combined recommendations—have positive impacts on the state’s
economy. Barker et al. (2016) [19] analyse four different policies that the International Energy Agency
suggests in order to close the 2020 emissions gap. They estimate the GDP and employment effect
while using the econometric general equilibrium model Global Energy-Environment-Economy Model
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(E3MG), finding that the policies are not enough to reach the required emissions reduction, although
presenting positive impacts on GDP and employment.

There is finally a third group of studies that combine the two approaches using hybrid models.
These analyses integrate detailed bottom-up technical descriptions of specific industries affected
by the policies with a broader economic perspective provided by the macroeconomic framework.
Barker et al. (2007) [20] analyze the UK Climate Change Agreements and related energy efficiency
policies for energy-intensive industrial sectors. They combine bottom-up estimates of the effects of
these policies and the dynamic econometric model of the UK economy Multisectoral Dynamic Model-
Energy-Environment-Economy (MDM-E3). They find final energy reduction and a slight increase in
economic growth through improved international competitiveness. Ringel et al. (2016) [21] use a hybrid
approach—bottom-up model together with the Assessment of Transport Strategies (ASTRA) model—to
analyze the environmental and socio-economic impacts of Germany’s latest energy efficiency and climate
strategies for the year 2020. They find that enhanced green energy policies bring about economic benefits
in terms of GDP and employment, even in the short term. Additionally, the European Commission
uses a hybrid approach in the impact assessment of the proposal for the revision of the energy efficiency
directive [22]. The analysis uses bottom-up models— Price-Induced Market Equilibrium System
(PRIMES), Greenhouse gas - Air pollution Interactions and Synergies (GAINS), Global Biosphere
Management Model - Global Forest Model (GLOBIOM-G4M), Prometheus, Common Agricultural
Policy Regional Impact (CAPRI)—together with two different general equilibrium macroeconomic
models: the computational general equilibrium model GEM-E3 and the dynamic econometric global
model E3ME. While the E3ME model presents positive impacts GDP and employment in all analyzed
scenarios, the results for the GEM-E3 models are mixed. Finally, Hartwig et al. (2017) [3] present
a case study for Germany, where a scenario including ambitious energy efficiency measures for
building, household appliances, industry, and the service sector is compared to a reference scenario
with respect to the macroeconomic impacts. Connecting the energy demand models Forecast and
invert/EE-lab with the macroeconomic model ASTRA-D is undertaken to analyze the effects of the
policy scenarios. The authors conclude that the macroeconomic effects of ambitious energy efficiency
policies in Germany have considerable positive impacts on employment (particularly in those that
produce energy efficiency technologies and construction and manufacturing sector, as well as in
real-state and consulting) and GDP.

In this paper, we follow the third approach to use the technical information that is offered by
bottom-up models, while going beyond the direct impacts on employment and value added of the
energy efficiency regulations to analyze their impacts across industries and countries. In particular,
we use a hybrid framework combining the detailed bottom-up energy demand stock based model that
Boyano et al. developed [15,16], together with the macro-econometric dynamic general equilibrium
model FIDELIO [23]. The resulting hybrid model is used to provide new empirical evidence on a
specific energy efficiency policy, which is the revision of the energy efficiency regulatory framework
for dishwashers, washing machines, and washer dryers. In particular, the overarching regulatory
framework for energy efficiency products is the combination of two policies: The Energy Labelling
Regulation (EU) 2017/1369 [24], which defines the process of determination of energy label to be
displayed in new appliances, and the Eco-design Directive 2009/125/EC [25], which specifies the process
of defining minimum energy performance levels. Acting in combination as a pull-push effect, these
regulatory measures have improved the average energy efficiency of the household appliance stock
over the years in the EU [26]. Regarding the analyzed appliances, their specific regulations are: (1) for
washing machines, Regulation EU No 1061/2010 on energy label and Regulation EU No 1015/2010 on
Eco-design requirements, (2) for washer dryers Regulation EU No 96/60/EC on energy label, and (3)
for dishwashers, Regulation EU No 1060/2010 on energy label and Regulation EU No 1016/2010 on
Eco-design requirements. These regulations have been revised in 2014–2018, and adopted in 2019.
The revision introduces stricter energy efficiency requirements of the products that enter the EU market
from March 2021, and a rescaling of the energy efficiency classes. Additionally, some changes in the
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testing programs are introduced to bring the energy efficiency developments of the products closer to
the end-user behavior. This paper quantifies the EU-wide economic (in terms of value added) and
employment impacts between 2020 and 2030 of such proposed changes to the EU energy efficiency
regulations on the aforementioned household’s appliances. The analysis provides results by countries
and for most of the economic sectors in the EU.

The paper is organized as follows. Section 2 provides an overview of the methods and materials
that were used in the study. Section 3 presents the impacts from changes in the EU regulations
estimated using FIDELIO. Section 4 discusses a range of implications of the empirical results, while
Section 5 draws some concluding remarks.

2. Methods and Materials

The modelling tool that is proposed in this analysis has two main components: a bottom-up
approach, used together with the top-down macro-economic Fully Interregional Dynamic Econometric
Long-term Input-Output model (FIDELIO). In this section, we first describe the two models (in
Sections 2.1 and 2.2, respectively). Next, Section 2.3 describes the necessary further steps to link the
two approaches, and it offers a graphic representation of the methodological proposal.

2.1. Bottom-Up Approach

We use a bottom-up energy demand model covering all EU countries. In this model, the EU
electricity consumption and sale prices of dishwashers, washing machines, and washer dryers are
based on the related energy efficiency technological improvements, which are estimated while using
an engineering approach.

The technological improvements that were triggered by the implementation of the new regulations
have an effect on the sales price of the appliances as well as in the electricity consumption of the overall
stock at EU level. The sales price of each machine is estimated based on the manufacturing costs,
manufacturers and retailers’ mark-ups, the value added tax, and, wherever appropriate, the additional
costs of the improvement options that are added to the basic models to achieve a better energy efficiency
and, therefore, a better energy efficiency label classification. The manufacturing costs are provided
by the manufacturers and assumed to decrease over time according to the experience curve [27],
experience gained by the manufacturer in producing the machines. This correction is applied to the
sale prices beyond 2015.

The annual electricity consumption of the overall stock at the EU level is estimated based on the
average unitary electricity consumption of one appliance. Data regarding the energy consumption of
the appliances are based on the performance data provided by the manufacturers, data from consumer
surveys on how the appliances are used, and the evolution of technology. This unitary electricity
consumption also depends on the sales distribution over the energy efficiency classes of the year when
the appliance is purchased. The annual market share of each energy efficiency class is based on the
historical data series and the influence that labelling has on the investment decisions of consumers,
directing preference towards more energy efficiency appliances [28].

The way that this bottom-up model calculates the energy consumption is similar to that used
by Yilmaz et al. [6], as both models estimate the number of replaced machines throughout a Weibull
distribution. However, Yilmaz et al. [6] disregard the effect of the users when using the appliances and
assumed the testing program energy consumption as the average value. For a complete description of
the calculations and the assumptions that were considered in this bottom-up stock model, see [15,16].

A variety of studies have addressed the rebound effects for appliances, including an increase
in operation hours, appliance size, or ownership rate [11,29,30]. The direct rebound effect related to
dishwashers, washing machines, and washer dryers has been estimated to be negligible. The most
recent user surveys [10,13] report that consumers remain using these appliances in the same way,
regardless of their energy efficiency class, and this behavior has been stable in the last years. For example,
the annual number of cycles of use of the appliances is stable and it mainly depends on the household
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size. The laundry load has remained constant through the last years at approx. 3.4 kg laundry/cycle,
and the number of washing machines per household has remained constant, which indicates a
saturated market.

2.2. Top-Down Model: FIDELIO

FIDELIO is based on a neo-Keynesian demand-driven non-optimization macroeconomic
framework in the line of the E3ME (Cambridge Econometrics) model. This family of models is
frequently compared to another set of macroeconomic models that are often used for policy and
environmental analysis that is computational general equilibrium (CGE) models. One of the main broad
differences between the two types of models is that CGE models are based on neoclassical assumptions
in line with economic theory of optimization. Prices adjust to market clearing, aggregate demand adjusts
to meet potential supply, and output is determined by available capacity. Instead, macro-econometric
models assume that agents lack perfect knowledge and do not optimize their decisions. They provide
a more empirically grounded approach and the alternative assumption ruling agents’ choices is
represented by econometric estimations. The parameters are estimated from time-series databases;
therefore, they are validated against historical relationship: agents behave as they did in the past.
Differently from CGE models, market imperfections exist and the economy is not assumed to be in
equilibrium. There is no guarantee that all available resources are used. The level of output is a
function of the level of demand and it might be less than potential supply.

Besides offering a relatively strong empirical grounding, the use of FIDELIO offers two additional
advantages for the analysis carried out. First, the model offers a fairly high level of geographical and
sectorial disaggregation. FIDELIO covers 35 regions (the 28 EU Member States plus Brazil, China, India,
Japan, Russia, Turkey, and the United States), with each of them being disaggregated in 56 industries
and products (see in Appendix A, Table A1, the list of industries available in FIDELIO).

Second, the model offers a useful instrument to analyze policies that influence household
consumption. In fact, while the supply side is described in a relatively simple way—it is characterized by
an input-output core enlarged with nested constant-elasticity-of-substitution production function—the
household block is modelled with relatively high detail. In FIDELIO, households receive three sources
of income: wages, a share of the firms’ gross operating surplus, and some government transfers.
This income, after taxes, is either used for consumption or saved. In particular, households consume
different categories of products: durable products (housing rents and vehicles) and non-durable
products, such as appliances, electricity, heating, fuel for private transport, public transport, food,
clothing, furniture and equipment, health, communication, recreation and accommodation, financial
services, and other products. For almost all consumption categories—including also appliances and
electricity consumption—the demand is characterized through econometric estimations with different
consumption categories modelled with different functional forms. For a complete description of the
characteristics, the assumptions and equations of the FIDELIO model, see [23]. Appendix B offers a
short description of the data sources that are needed to build the FIDELIO database.

2.3. Bridging Bottom-Up and Top-Down Approaches

Introducing the shock values into the FIDELIO model requires additional information. In fact, both
shocks—to the sale prices of appliances and to the electricity requirements—are separately estimated for
each specific appliance: dishwashers, washing machines, and washer dryers. However, the FIDELIO
model only operates with one single household consumption category, which includes these and all
other appliances together. Therefore, additional information is required to weigh the estimated shocks
and calculate the corresponding equivalent shocks that are to be introduced in the FIDELIO model.

As regards the shock of the sale prices of appliances, we use the penetration rates that were
estimated in [31] for dishwashers, washing machines, and washer dryers to weigh each (exogenously
estimated) sales price shock and compute the single weighted equivalent sales price shock that includes
all three household appliances. Next, we use information from the 2010 Household Budget Survey
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(HBS) micro-data produced by Eurostat in the COICOP (Classification of Individual Consumption
According to Purpose) classification at the five-digit level. In particular, the survey provides information
on the household total consumption of appliances and the household consumption of “clothes washing
machines, clothes drying machines, and dish washing machines”. Using this information, for each
EU country, we compute the share of “clothes washing machines, clothes drying machines, and dish
washing machines” over the broader category “household appliances”. Eventually, we compute the
sales price variations that are to be used in the FIDELIO model by using the weighted equivalent price
shock for washing machines, washer dryers, and dishwashers, and the weights based on the HBS data.
These price variations are introduced as shock parameters into the endogenously determined prices of
appliances of FIDELIO. We implicitly assume that the shock in the sales price affects both domestic
and imported products since the price of appliances in FIDELIO is computed as an average of the price
of the domestic products and the price of the imported products. This is how the policy is actually
expected to operate.

We use a similar approach to combine the electricity consumption shock related to each appliance
into an aggregate shock in the value of the household total electricity consumption. First, we use
the weights based on the penetration rates previously described to compute a weighted variation
in the value of electricity consumed for dishwasher, washing machine and washer-dryer appliances.
Next, to know the share of electricity consumption that households use for dishwashing, washing
machine and washer-dryer appliances over the household total consumption of electricity we use data
from the European Environment Agency [32] and from the ODYSSEE database [33]. These databases
distinguish among different uses of household electricity (for electrical large appliances, other
appliances, lighting, space heating, water heating, cooking, and air cooling). These shares are used to
compute the final variations in household total electricity consumption used as a shock in FIDELIO.
In FIDELIO, household electricity consumption depends on the stock of appliances, the electricity price,
an exogenous index capturing the efficiency of appliances, the previous year’s electricity consumption
and stock of appliances, and the demand for energy that is needed for heating. We impose a shock
in the efficiency parameter that would be equivalent, ceteris paribus, to the exogenously computed
shock in the electricity consumed to simulate the electricity consumption variation computed through
the bottom-up model. Appendix C—Tables A2–A6—presents the cost variations and the household
total electricity consumption variations that were introduced in FIDELIO, and the weights used to
compute them.

Given how consumers’ choices are described in FIDELIO, the model takes indirect rebound effects
into account. By reducing their energy consumption, households might use their additional savings to
buy other goods and services that require additional use of electricity, partially offsetting the initial
electricity reduction.

Figure 1 provides a graphical description of the two models used for the analysis and of the
input (in yellow) and outputs (in green) flows between the two models. As the figure shows,
the revised ecodesign requirements and the new energy efficiency classes are inputs for the bottom-up
model that computes the shock in the appliances sale prices and household electricity consumption.
These outputs of the bottom-up model are inputs for FIDELIO that simulates the policy revision
impacts on employment and value added.
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Figure 1. Graphical representation of the hybrid model used in the analysis. For more details,
see [15,16,23].

3. Results

We shock the model in 2020 and run it up to 2030 for a baseline scenario (no new regulatory
measures) and for a scenario with the proposed stricter EU energy efficiency regulations. The results
that are presented hereafter correspond to variations of value added and employment with respect to
the baseline scenario, in 2030. The results are very similar for the other years. While Section 3.1 focuses
on the macroeconomic impact of the policies, Section 3.2 provides an overview of the environmental
impact in terms of CO2-equivalent emissions.

3.1. Economic Impact

Table 1 shows the variations in value added and in employment in the EU economy as a whole.

Table 1. Absolute and relative variation of value added and employment.

Value Added Employment

Absolute Variation
(Million Euros)

Relative Variation
(%)

Absolute Variation
(Thousand Jobs)

Relative Variation
(%)

−1901.5 −0.01 23.9 0.01
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While the value added decreases by 1.9 billion euros, employment increases in around 24,000 jobs.
In relative terms, with 0.01%, none of these two results represents a significant share of the total value
added and the total employment in the EU.

Sections 3.1.1 and 3.1.2 provide more detailed results at the industry and country level, respectively,
in order to give more insight into the EU (negative) value added effects and the EU (positive)
employment effects.

3.1.1. Industry Level Analysis

Input-output based models typically provide results that are broken down by economic activities
or industries (also sometimes denoted as sectors). Even if the analyzed policies aim at influencing
the energy efficiency of some specific household appliances, produced by some specific industries,
FIDELIO simulates the indirect impacts that these policies would also have on other industries.
These impacts can be caused, for example, by an indirect effect of regulations—such as the reduction of
electricity consumption, or by changes in the quantity of intermediate inputs necessary to produce the
appliances, or by changes in the households’ bundle of goods and services consumed.

Table 2 shows the absolute and relative variations in the EU value added, broken down by industry.
The left hand side of Table 2 shows industries with value added increases, while the right hand side
shows industries that are worse off. In both sides, the industries are ranked based on their share over
the total variation in value added, in decreasing order.

Table 2. Value added variation in the European Union (EU) by industry.

Increase in Value Added Decrease in Value Added

Industry
Variation
(Million
Euros)

Relative
Variation

(%)

Share over
VA Increase

(%)
Industry

Variation
(Million
Euros)

Relative
Variation

(%)

Share over
VA Decrease

(%)

Accommodation 360.3 0.09 17 Electricity, gas −1945.6 −0.69 49
Retail trade 342.6 0.06 16 Mining and quarrying −484.5 −0.34 12
Other services 290.7 0.07 14 Construction −271.7 −0.04 7
Food, beverages 253.2 0.09 12 Public administration −146.3 −0.01 4
Crop and animal 175.1 0.09 8 Sewerage; waste collection −103.7 −0.1 3
Telecommunications 97.8 0.04 5 Forestry and logging −96.7 −0.42 2
Electrical equipment 89.7 0.08 4 Machinery and equipment −79.2 −0.04 2
Financial service activities 87.8 0.02 4 Chemicals −72 −0.05 2
Human health activities 78.4 0.01 4 Coke and refined petroleum −71.4 −0.24 2

Activities of households 77 0.12 4 Architectural and
engineering −66.4 −0.03 2

Insurance and pension 69.1 0.06 3 Land transport −64.4 −0.02 2
Auxiliary to financial 33.7 0.03 2 Fabricated metal products −62.1 −0.03 2
Motion picture production 30.6 0.04 1 Rental and leasing −59.7 −0.01 1

Textiles 21.2 0.03 1 Legal and accounting
activities −53.9 −0.01 1

Publishing activities 18.2 0.02 1 Repair −53.8 −0.06 1
Furniture 13.6 0.01 1 Real estate activities −53.6 0 1
Wholesale trade 11.9 0 1 Warehousing −40.8 −0.02 1
Wholesale and retail
(vehicles) 9 0 0 Basic metals −31.8 −0.04 1

Fishing 7.1 0.09 0 Other non-metallic products −31.7 −0.04 1

Printing and reproduction 5.1 0.01 0 Computer, electronic
products −30.8 −0.03 1

Other professional 4.9 0.01 0 Computer programming −25.2 −0.01 1
Paper and paper products 3.1 0.01 0 Other transport equipment −22.7 −0.03 1

Advertising 2.7 0 0 Wood and of products of
wood −20.6 −0.05 1

Postal activities 2.4 0 0 Motor vehicles −18.9 −0.01 0
Pharmaceutical products 0 0 0 Scientific research −16.5 −0.02 0

Education −16 0 0
Water collection and supply −15.1 −0.05 0
Rubber and plastic products −13.5 −0.01 0
Air transport −6.3 −0.02 0
Water transport −6.2 −0.01 0
Pharmaceutical products −5.7 0 0

TOTAL 2085.2 0.02 100 TOTAL −3986.7 −0.03 100

Even when the total value added decreases, it does not shrink in all industries. The value added
of the household appliances producer industry (electrical equipment) increases by 90 million euros.
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However, the positive impact in other industries is even greater. In fact, 60% of the value added growth
takes place in the accommodation and food services (360 million euros), retail trade (343 million euros),
food and beverages (253 million euros), and other services (290 million euros), including activities,
such as repairing services, art, entertainment, and recreation services, among others.

A possible reason why these sectors are increasing their production and, consequently, their value
added, can be found in the way consumers’ choices are modelled in FIDELIO. Households increase
their demand of these products mainly due to savings made in electricity consumption. In fact, 50%
of the value added reduction takes place in the electricity production industry (and corresponds to
around two-billion euros). However, this decrease only represents 0.69% of the value added of the
electricity industry.

Regarding employment, the results present a positive effect in the EU economy, in contrast to the
value added decrease. The reason lies in the fact that the industries that show an increase in production,
value added, and employment are more labor intensive than the industries that are worse off. Table 3
shows the absolute and relative variations in employment at the EU level, broken down by industry
(with the same structure as Table 2).

Table 3. Employment variation in the EU by industry.

Increase in Employment Decrease in Employment

Industry
Variation

(Thousand
Jobs)

Relative
Variation

(%)

Share Over
Total

Increase
(%)

Industry
Variation

(Thousand
Jobs)

Relative
Variation

(%)

Share Over
Total

Decrease
(%)

Crop and animal 19 0.14 26 Electricity, gas, −12.2 −0.75 25
Accommodation 12.1 0.09 17 Construction −7.4 −0.04 15

Retail trade 10 0.04 14 Mining and quarrying −5 −0.41 10
Other services 8.1 0.07 11 Forestry and logging −3.1 −0.52 6

Food, beverages 6 0.1 8 Public administration −2.9 −0.02 6
Activities of households 5.8 0.13 8 Land transport −1.9 −0.03 4
Human health activities 2.3 0.01 3 Fabricated metal products −1.6 −0.04 3

Textiles 1.7 0.05 2 Rental and leasing −1.6 −0.01 3
Electrical equipment 1.6 0.09 2 Sewerage; waste collection −1.5 −0.1 3

Financial service activities 0.9 0.02 1 Architectural and
engineering −1.4 −0.04 3

Insurance and pension 0.8 0.07 1 Machinery and equipment −1.3 −0.04 3
Telecommunications 0.7 0.05 1 Repair −1 −0.06 2

Furniture 0.6 0.02 1 Legal and accounting
activities −1 −0.01 2

Auxiliary to financial 0.6 0.03 1 Wood and of products of
wood −0.7 −0.05 1

Motion picture production 0.4 0.04 0 Other non-metallic products −0.7 −0.04 1
Publishing activities 0.3 0.03 0 Chemicals −0.6 −0.04 1

Fishing 0.2 0.09 0 Basic metals −0.6 −0.05 1
Printing and reproduction 0.2 0.02 0 Warehousing −0.6 −0.02 1

Postal activities 0.2 0.01 0 Coke and refined petroleum −0.4 −0.24 1
Paper and paper products 0.1 0.01 0 Computer programming −0.4 −0.01 1

Wholesale and retail
(vehicles) 0.1 0 0 Rubber and plastic products −0.3 −0.01 1

Pharmaceutical products 0 0 0 Computer, electronic
products −0.3 −0.02 1

Wholesale trade 0 0 0 Motor vehicles −0.3 −0.01 1
Advertising 0 0 0 Other transport equipment −0.3 −0.03 1

Other professional 0 0 0 Scientific research −0.2 −0.02 1
Water collection and supply −0.2 −0.05 0

Real estate activities −0.2 −0.01 0
Air transport −0.1 −0.02 0

Pharmaceutical products 0 0 0
Water transport 0 −0.01 0

Education 0 0 0
TOTAL 71.7 0.03 100 TOTAL −47.8 0.02 100

The total positive impact on employment (ca. 72,000 jobs) in some sectors more than compensates
the negative impact (ca. 48,000 jobs) in others. The positive impacts mainly come from the agricultural
sector, accommodation and food services, retail trade, and other services. On the negative side,
the electricity industry is the one that suffers most in terms of employment (25% of the total impact),
although much less than in terms of value added (50% of the total impact). Other industries that

143



Energies 2019, 12, 4312

show a decrease in employment are, for example, construction, mining and quarrying, and forestry
and logging.

3.1.2. Country-Level Analysis

In addition to the analysis at the industry level, in this section we analyze how the impact is
distributed among the different EU countries. Figure 2 shows the absolute variation in value added
and employment by country.

  
(a) (b) 

Figure 2. Impact at a country level: (a) Variation in value added (million euros); and, (b) Variation in
employment (thousand jobs).

All EU countries would see their total value added reduced, except Hungary and Italy.
However, these reductions would represent very small values in relative terms with respect to
their total national levels, with most of them being close to zero. The maximum value is −0.05% for
Lithuania, Latvia and Slovakia.

In absolute terms, the countries absorbing most of the value added decrease are Germany, Spain,
France, United Kingdom, and Poland. For these countries, between 31% and 54% of the value added
decrease occurs in the electricity industry. However, this just corresponds to a 1% value added of the
electricity industry in France, Poland, Spain, and United Kingdom. Other industries contributing to
the overall value added decrease are the mining sector and the construction sector.

Although not representing relevant variations in absolute terms, there are other industries that
show higher value added decreases, between 1% and 3%—the relatively most affected sectors, these
are the manufacture of transport equipment in Cyprus (1%); the electricity industry in Denmark (1.1%),
Lithuania (1.3%), Slovakia (1.3%), and Greece (1.6%); the forestry and logging industry in Greece
(3%), Romania (1.9%), Lithuania (1.1%), Slovenia (1.1%), and Italy (1%); and, the refined oil products
industry in Slovenia (1.3%).

The positive impact in Italy and Hungary is driven by industries, such as accommodation,
repairing, retail trade, agriculture, and manufacture of food products.

The employment effects are positive in most of the countries. The three countries showing
the biggest employment increase are Germany (ca. 6100 jobs), Italy (ca. 8600 jobs), and Romania
(ca. 8300 jobs). In Germany and Italy, the industries that mostly drive the employment increase are
accommodation, retail trade, agriculture, and manufacture of food products. For Romania, 70% of the
employment increase is in the agricultural sector, followed by the manufacture of food products and
the manufacture of textiles.
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For some countries, such Estonia, France, Lithuania, Latvia, the Netherlands, Slovenia,
and Slovakia, employment (slightly) decreases around less than 1000 jobs in all cases. The exception is
United Kingdom, where the employment decrease was around 1300 jobs.

3.2. Environmental Impact

In FIDELIO, the monetary value of energy that is consumed by firms and households is linked to
energy consumption and is then used to compute emissions of carbon dioxide (CO2), methane (CH4),
and nitrous oxide (N2O) related to energy production and consumption (see [23] for a description of
the conversion factors from primary energy consumption to emissions). To describe the environmental
impact of the proposed stricter energy efficiency requirements, we look at the variation of GHG
emissions. In particular, for a synthetic measure of the GHG effect, the emissions are converted into
CO2-equivalent units while using the Global Warming Potential (GWP), as in [34]. Conversion factors
are 1 for CO2, 265 for N2O and 28 for CH4.

The emissions increase is, in absolute terms, smaller than the emission reduction that is driven by
stricter energy efficiency requirements (as expected), and the net effect is a decrease in GHG emissions
equal to 1.5 million tonnes. This reduction is driven by the industry producing electricity that is
responsible for the 70% of the total reduction, followed by mining and quarrying (15%), sewerage and
waste collection and treatment (10%), and the manufacture of coke and refined petroleum products (3%).

Figure 3 shows the industries that are responsible for the resulting increase in emissions and those
industries that are responsible for emission reductions.

(a) (b) 

Figure 3. CO2-equivalent emissions variation: (a) Distribution of emissions increase by industry; and,
(b) Distribution of emissions decrease by industry (unit: percentage).

The three main industries showing the biggest shares of emission increases are the agriculture
industry, the manufacture of food and beverages, and accommodation services. Together, they would
cause GHG emissions to increase in around half a million tonnes, out of which 95% would correspond
to the agriculture industry. This effect might be considered as rebound effects, a reduction in the
expected environmental gains of the regulation caused by behavioral responses.

Figure 4 shows the distribution of emissions decrease among EU countries. Germany, Poland,
and the United Kingdom are responsible of half of the total reduction of GHG emissions that are
caused by the proposed stricter energy efficiency requirements on dishwashers, washing machines,
and washer dryers.
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Figure 4. Distribution of CO2-equivalent emissions decrease among EU countries (unit: percentage).

4. Discussion

One of the main findings of our analysis is that energy efficiency regulations on household
dishwashers, washing machines, and washer dryers have a net negative macroeconomic impact
on value added (roughly 0.01 % of the total EU value added) and a slightly net positive impact on
employment (ca. 24,000 jobs). In both cases, energy efficiency regulations have positive and negative
economic effects, depending on the industry sector analyzed. Most of the negative impact comes
from the reduction in the consumption of energy due to the implementation of more energy-efficient
technologies in household appliances. Positive impacts are derived from the new investments on more
efficient technologies, and the shift in the composition of the household consumption basket, while
using less energy in favor of goods and services that are produced by more labor-intensive industries.

While the most part of studies analyzed in the literature review find positive impacts of energy
efficiency policies on both GDP and employment, these analyses usually consider the impact of a
bundle of policies together. On the contrary, our results are consistent with the findings of Barker et al.
(2016) [19]. The authors test whether energy efficiency measures contribute to closing the 2020 emissions
gap without a loss in GDP and employment, and they offer the results disaggregated by different policy
measures. One of the policy measures that they analyze is the use of more efficient appliances and
lighting in residential and commercial buildings. For this specific measure, in line with our results, they
find negative economic impacts for the EU, particularly in Germany and positive economic impacts
in Italy. These authors also reported net positive employment effects. Therefore, it seems useful to
specifically analyze individual energy efficiency policies, given that different measures may have
different impacts on the economy.

In any case, it would be important to validate the results that were obtained using alternative
theoretical frameworks to check the sensitivity of the results that were obtained to the assumptions
underlying the used approach. For instance, following the findings of [11,29,30], in the bottom-up
approach, we assume no relevant direct rebound effects induced by the revised regulations. A further
extension of the analysis might corroborate how the results change relaxing this assumption. It is
also important to note that one of the strengths of the FIDELIO model is its capacity to re-allocate
household consumption across different goods and services in reaction to price changes, based
on a relatively simple description of the electricity market and the electricity production function.
Thus, the model is neither able to consider strategic choices that the electricity industry can make
to accommodate the new energy efficiency policies nor the possible incentives towards innovative
business models. Therefore, it would be interesting to deepen the analysis that was carried out with
complementary approaches, for instance through microeconomic analyses of the electricity sector,
or through energy models.

The revised energy efficiency regulations on household appliances that are studied in this paper
are part of the EU initiatives to reach the EU targets on energy efficiency and GHG emissions reduction.
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Even if the main aim of the regulation is environmental, in the political discussion it is necessary to
add information regarding economic and social impacts.

In particular, the energy efficiency policies force producers’ and consumers’ intertemporal choices.
Whenever technological improvements are already available, but not used, stricter regulations create
incentives for firms to anticipate investments that bring future revenues. For consumers, the revision
of the regulations implies an increase in the purchase cost of the appliances, but a decrease in the future
spending in electricity. Further research could dwell on the alternative investments not realized by
producers and consumers, as a consequence of forced investments in energy efficiency.

The approach that is used to address the quantification of indirect impacts of product energy
efficiency policies has the potential to expand and nuance the policy-making discussion. Assuming that
the proposed changes are required to reach the EU environmental targets therefore they are appropriate
per se, the analysis shows that they are expected to have negative but small economic impact
(with a small 0.01% decrease in the EU GDP) and a small positive social impact on employment.
Indeed, the economic brake that a reduction in the use of energy could cause is compensated by other
trade-off in the economic system, such as a change in the household consumption basket or the economic
growth that is driven by the new investments induced by the revised regulations. The presented hybrid
approach provides quantitative information that complements the policy discussion of energy saving
policy, enriching this discussion with knowledge of the indirect impacts and tradeoffs between the
economy sectors and countries/regions in the EU. Being able to highlight which sectors and countries
are most benefited and which bear the weight of the policy the most adds relevant information.
This information can indeed be used during the policy process to adjust the reform, for example by
introducing some compensation mechanism for countries or sectors that are more disadvantaged.

Further research might look more in depth to distributional issues across the EU countries and
regions, as well as non-EU trade issues. Additionally, another important aspect to be investigated
could be the impacts of these regulations not only on the energy efficiency requirements, but also on the
lifetime of the appliances. In fact, some papers demonstrate that an extension of the lifetime of durable
goods has a positive effect on the overall lifecycle energy consumption and GHG emissions, as long as
the production and end of life stages require less energy than the use phase [35–38]. Moreover, in a
background of progressive greening and de-carbonization of the economy, the incentives behind
energy efficiency policy are transforming. In a new metric of social welfare, carbon footprint and
intensity might deserve further analysis to articulate the narrative for and/or against stricter product
efficiency policies.

5. Conclusions

Many studies support a positive correlation between income growth and energy consumption [39].
This implies that policies aimed at improving energy efficiency and decreasing energy consumption
can have a negative impact on economic growth. With respect to this topic, the study that is reported
in this article provides additional insights and granularity on the energy-growth relationship, at EU
level, and it suggests two main outcomes.

First, the analysis shows that stricter energy efficiency requirements of three household
appliances—washing machines, dishwashers, and washer-dryers—have a negative macroeconomic
impact on value added, a decrease of around two-billion euros. The order of magnitude of the changes
that the regulations introduce is small as compared to the whole EU economy since these appliances
constitute around 20% of total household appliance energy use. In terms of value added, with 0.01%
of the total EU value added, the impact is very small. The reasons behind this result are manifold.
Firstly, the stricter requirements are expected to cause an increase in the cost of manufacturing and,
consequently, the sales price of appliances, which increases by ca. 10%. Secondly, the result is also due
to a change in the composition of household spending: households’ savings resulting from a reduction
in energy demand can be used to consume other goods and services. Although the energy market is a
key industry for economic development, the negative impact that the proposed changes in the EU
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regulations are expected to have on this industry is partially compensated by the increase in other
industries’ production.

The second main outcome is that while the impact on value added is negative, the impact on
employment is small but positive. Again, the shift in the composition of the household consumption
basket seems to mainly favor industries that use relatively more labor than the industries that are
negatively affected by the analyzed policies.

In terms of industry distribution, the sector that has the greatest negative impact on value added
is the electricity industry, and this effect is quite homogenous among European countries. This result
is straightforward: policies that aim at controlling emissions by improving energy efficiency have a
negative impact on the electricity production, which is one of the main sectors responsible for GHG
emissions. According to the European Environment Agency, in 2017 electricity production generated
the largest share of GHG emissions (23.3% of total GHG emissions) [40].

Finally, our results suggest that the proposed changes in the EU regulations would cause a
reduction in emissions of around 1.5 million tonnes of CO2-equivalent emissions. As expected, this
reduction is driven by the industry producing electricity, but the 30 % of total GHG emissions reduction
comes from other industries, such as mining and quarrying, sewerage and waste collection and
treatment, or manufacture of coke and refined petroleum products.
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Appendix A

Table A1. List of NACE Rev. 2 industries in FIDELIO.

Sector Description

A01 Crop and animal production, hunting and related service activities
A02 Forestry and logging
A03 Fishing and aquaculture
B Mining and quarrying
C10T12 Manufacture of food products, beverages and tobacco products
C13T15 Manufacture of textiles, wearing apparel and leather products
C16 Manufacture of wood and of products of wood and cork, except furniture; manufacture of articles of straw

and plaiting materials
C17 Manufacture of paper and paper products
C18 Printing and reproduction of recorded media
C19 Manufacture of coke and refined petroleum products
C20 Manufacture of chemicals and chemical products
C21 Manufacture of basic pharmaceutical products and pharmaceutical preparations
C22 Manufacture of rubber and plastic products
C23 Manufacture of other non-metallic mineral products
C24 Manufacture of basic metals
C25 Manufacture of fabricated metal products, except machinery and equipment
C26 Manufacture of computer, electronic and optical products
C27 Manufacture of electrical equipment
C28 Manufacture of machinery and equipment n.e.c.
C29 Manufacture of motor vehicles, trailers and semi-trailers
C30 Manufacture of other transport equipment
C31_32 Manufacture of furniture; other manufacturing
C33 Repair and installation of machinery and equipment
D35 Electricity, gas, steam and air conditioning supply
E36 Water collection, treatment and supply
E37T39 Sewerage; waste collection, treatment and disposal activities; materials recovery; remediation activities and

other waste management services
F Construction
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Table A1. Cont.

Sector Description

G45 Wholesale and retail trade and repair of motor vehicles and motorcycles
G46 Wholesale trade, except of motor vehicles and motorcycles
G47 Retail trade, except of motor vehicles and motorcycles
H49 Land transport and transport via pipelines
H50 Water transport
H51 Air transport
H52 Warehousing and support activities for transportation
H53 Postal and courier activities
I Accommodation; food and beverage service activities
J58 Publishing activities
J59_60 Motion picture, video and television program production, sound recording and music publishing activities;

programming and broadcasting activities
J61 Telecommunications
J62_63 Computer programming, consultancy and related activities; information service activities
K64 Financial service activities, except insurance and pension funding
K65 Insurance, reinsurance and pension funding, except compulsory social security
K66 Activities auxiliary to financial services and insurance activities
L68 Real estate activities
M69_70 Legal and accounting activities; activities of head offices; management consultancy activities
M71 Architectural and engineering activities; technical testing and analysis
M72 Scientific research and development
M73 Advertising and market research
M74_75 Other professional, scientific and technical activities; veterinary activities
N Administrative and support service activities
O84 Public administration and defense; compulsory social security
P85 Education
Q Human health and social work activities
R-S Arts, entertainment and recreation. Other service activities
T Activities of households as employers; undifferentiated goods and services producing activities of

households for own use
U Activities of extraterritorial organizations and bodies

Appendix B

To build the FIDELIO database, many different data sources are used. The core of the database
is the IO data, which is the main source of information that feed the production block and the trade
block. The IO core is built mainly using the World Input Output Database [41] (WIOD, 2016 release).
In particular, the model uses the WIOD international and national supply and use tables. Whenever the
WIOD database does not provide all the necessary information, other databases, such as Eurostat
supply and use tables or OECD data are used.

Besides the IO core, other databases are necessary in order to compile data for the other
blocks of the model. For the household block, the main data sources come from Eurostat.
The main datasets used are “non-financial transactions of households and non-profit institutions
serving households” (nasa_10_nf_tr), “final consumption expenditure of households by consumption
purpose—COICOP 3 digit” (nama_10_co3_p3), “heating degree-days by NUTS 2 regions—annual data
under Energy statistics” (nrg_esdgr_a) and “financial balance sheets of households and non-profit
institutions serving households” (nasa_10_f_bs). Other datasets come from the OECD—“simplified
non-financial accounts” (no. 13), “final consumption expenditure of households” (no. 5) and
“financial balance sheets—consolidated” (no. 710)—and from the National Statistical Institutes
of Belgium, China, Czech Republic, Hungary, India, Slovakia, Turkey and the United Kingdom.
Some data on household energy consumption are taken from the EU Reference Scenario 2016 on energy,
transport and GHG emissions containing trends to 2050 [42]; population demographics from United
Nations projections [43]. As regards the government block, the main sources come from Eurostat
datasets—the main datasets used are: “non-financial transactions” (nasa_10_nf_tr), “government
revenue, expenditure and main aggregates” (gov_10a_main) and “government deficit/surplus, debt
and associated data” (gov_10dd_edpt1)—, WIOD data, the OECD dataset on general government
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debt—“general government debt – Maastricht” (no. 750)—and data from the World Bank. The labor
market is described using the WIOD social accounts, and other data from Eurostat, World Bank,
and CEDEFOP. Finally, for the energy block data comes from the WIOD (2019) energy accounts
(https://europa.eu/!Un47Cp), the POLES model, the Eurostat table on “air emissions accounts by NACE
Rev. 2 activity” (env_ac_ainah_r2), the ODYSSEE database [33], the EXIOBASE database [44] and the
KLEMS database [45]. A detailed description of all the data sources and methods used to build the
FIDELIO database can be found in [23].

Appendix C

This appendix show the information used to weight the exogenous shocks in the price of each
appliance and the exogenous shocks in the total electricity consumption as described in Section 2.2.

Table A2. Penetration rates (Unit: percentage).

Dishwashers Washing Machines Washer Dryers

2020 52.5 92.0 6.9
2021 53.8 92.0 6.8
2022 55.2 92.0 6.8
2023 56.5 92.0 6.8
2024 57.8 92.0 6.8
2025 59.0 92.0 6.8
2026 60.1 92.0 6.7
2027 61.2 92.0 6.7
2028 62.2 92.0 6.7
2029 63.2 92.0 6.7
2030 64.1 92.0 6.7

Table A3. Share of washing and drying machines over total appliances from Eurostat HBS (Unit: percentage).

Country Share

Austria 20
Belgium 21
Bulgaria 2
Croatia 16
Cyprus 20
Czech republic 9
Denmark 35
Estonia 20
Finland 18
France 28
Germany 20
Greece 19
Hungary 19
Ireland 39
Italy 12
Latvia 22
Lithuania 4
Luxembourg 15
Malta 3
Netherland 20
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Table A3. Cont.

Country Share

Poland 19
Portugal 19
Romania 3
Slovakia 5
Slovenia 19
Spain 19
Sweden 20
United Kingdom 12

Table A4. Share of electricity used by large appliances over total electricity use from EEA and ODYSSEE
databases (Unit: percentage).

Country Share

Austria 28
Belgium 26
Bulgaria 19
Croatia 22
Cyprus 22
Czech republic 15
Denmark 29
Estonia 14
Finland 17
France 21
Germany 23
Greece 24
Hungary 22
Ireland 20
Italy 32
Latvia 23
Lithuania 32
Luxembourg 27
Malta 19
Netherland 34
Poland 28
Portugal 15
Romania 38
Slovakia 36
Slovenia 14
Spain 29
Sweden 23
United Kingdom 20
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Table A5. Price variation for the aggregate household consumption category “appliances”
(unit: percentage).

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Austria 1.3 1.4 1.5 1.6 1.7 1.9 1.8 1.9 1.9 2.0 2.0
Belgium 1.3 1.5 1.6 1.7 1.8 1.9 1.9 2.0 2.0 2.1 2.1
Bulgaria 0.1 0.1 0.1 0.1 0.1 0.2 0.1 0.2 0.2 0.2 0.2
Croatia 1.0 1.1 1.2 1.3 1.3 1.5 1.4 1.5 1.5 1.6 1.6
Cyprus 1.3 1.4 1.5 1.6 1.7 1.8 1.8 1.9 1.9 2.0 2.0
Czech Republic 0.6 0.6 0.7 0.7 0.8 0.8 0.8 0.9 0.8 0.9 0.9
Denmark 2.2 2.4 2.5 2.8 2.9 3.1 3.1 3.3 3.2 3.4 3.4
Estonia 1.2 1.3 1.4 1.6 1.6 1.8 1.8 1.8 1.8 1.9 1.9
Finland 1.1 1.2 1.3 1.4 1.5 1.6 1.6 1.7 1.7 1.7 1.8
France 1.8 1.9 2.0 2.3 2.3 2.5 2.5 2.6 2.6 2.7 2.8
Germany 1.3 1.4 1.5 1.6 1.7 1.9 1.8 1.9 1.9 2.0 2.0
Greece 1.2 1.3 1.4 1.5 1.6 1.7 1.7 1.8 1.7 1.8 1.9
Hungary 1.2 1.3 1.4 1.6 1.6 1.8 1.7 1.8 1.8 1.9 1.9
Ireland 2.5 2.7 2.9 3.2 3.3 3.6 3.5 3.7 3.6 3.8 3.9
Italy 0.8 0.8 0.9 1.0 1.0 1.1 1.1 1.2 1.1 1.2 1.2
Latvia 1.4 1.5 1.6 1.8 1.9 2.1 2.0 2.1 2.1 2.2 2.2
Lithuania 0.2 0.3 0.3 0.3 0.3 0.3 0.3 0.4 0.3 0.4 0.4
Luxembourg 0.9 1.0 1.1 1.2 1.2 1.4 1.3 1.4 1.4 1.4 1.5
Malta 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3 0.3 0.3
Netherland 1.3 1.4 1.5 1.6 1.7 1.9 1.8 1.9 1.9 2.0 2.0
Poland 1.2 1.3 1.4 1.5 1.5 1.7 1.7 1.7 1.7 1.8 1.8
Portugal 1.2 1.3 1.4 1.5 1.6 1.7 1.7 1.8 1.8 1.8 1.9
Romania 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.3
Slovakia 0.3 0.4 0.4 0.4 0.5 0.5 0.5 0.5 0.5 0.5 0.5
Slovenia 1.3 1.4 1.5 1.6 1.7 1.9 1.8 1.9 1.9 2.0 2.0
Spain 1.2 1.3 1.4 1.6 1.6 1.8 1.7 1.8 1.8 1.9 1.9
Sweden 1.2 1.3 1.4 1.5 1.6 1.7 1.7 1.8 1.8 1.8 1.9
United Kingdom 0.8 0.8 0.9 1.0 1.0 1.1 1.1 1.2 1.1 1.2 1.2

Table A6. Shock in household total electricity consumption (unit: percentage).

2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030

Austria −3.1 −3.4 −3.6 −3.9 −4.4 −4.6 −4.7 −4.9 −5.0 −5.2 −5.5
Belgium −3.0 −3.2 −3.4 −3.8 −4.2 −4.4 −4.5 −4.7 −4.8 −5.0 −5.2
Bulgaria −2.2 −2.3 −2.5 −2.7 −3.0 −3.2 −3.3 −3.4 −3.5 −3.6 −3.8
Croatia −2.5 −2.7 −2.9 −3.2 −3.5 −3.7 −3.8 −4.0 −4.1 −4.2 −4.4
Cyprus −2.4 −2.7 −2.8 −3.1 −3.4 −3.6 −3.7 −3.8 −3.9 −4.1 −4.3
Czech Republic −1.7 −1.9 −2.0 −2.2 −2.4 −2.6 −2.6 −2.7 −2.8 −2.9 −3.1
Denmark −3.3 −3.6 −3.8 −4.2 −4.6 −4.9 −5.0 −5.2 −5.3 −5.5 −5.8
Estonia −1.6 −1.7 −1.8 −2.0 −2.2 −2.3 −2.4 −2.5 −2.6 −2.6 −2.8
Finland −2.0 −2.1 −2.3 −2.5 −2.7 −2.9 −3.0 −3.1 −3.2 −3.3 −3.5
France −2.3 −2.6 −2.7 −3.0 −3.3 −3.4 −3.5 −3.7 −3.8 −3.9 −4.1
Germany −2.6 −2.8 −3.0 −3.2 −3.6 −3.8 −3.9 −4.0 −4.1 −4.3 −4.5
Greece −2.7 −3.0 −3.1 −3.4 −3.8 −4.0 −4.1 −4.2 −4.4 −4.5 −4.8
Hungary −2.5 −2.7 −2.9 −3.2 −3.5 −3.7 −3.8 −3.9 −4.0 −4.2 −4.4
Ireland −2.3 −2.5 −2.7 −2.9 −3.2 −3.4 −3.5 −3.6 −3.7 −3.8 −4.0
Italy −3.6 −3.9 −4.2 −4.6 −5.1 −5.3 −5.5 −5.7 −5.8 −6.1 −6.4
Latvia −2.6 −2.9 −3.1 −3.3 −3.7 −3.9 −4.0 −4.1 −4.3 −4.4 −4.6
Lithuania −3.6 −4.0 −4.2 −4.6 −5.1 −5.3 −5.5 −5.7 −5.9 −6.1 −6.4
Luxembourg −3.1 −3.4 −3.6 −3.9 −4.4 −4.6 −4.7 −4.9 −5.0 −5.2 −5.5
Malta −2.2 −2.4 −2.5 −2.8 −3.1 −3.2 −3.3 −3.4 −3.5 −3.7 −3.8
Netherland −3.8 −4.1 −4.4 −4.8 −5.3 −5.6 −5.8 −6.0 −6.1 −6.4 −6.7
Poland −3.2 −3.5 −3.7 −4.0 −4.4 −4.7 −4.8 −5.0 −5.1 −5.3 −5.6
Portugal −1.7 −1.9 −2.0 −2.2 −2.4 −2.5 −2.6 −2.7 −2.8 −2.9 −3.0
Romania −4.3 −4.6 −4.9 −5.4 −5.9 −6.2 −6.4 −6.7 −6.9 −7.1 −7.5
Slovakia −4.1 −4.5 −4.8 −5.2 −5.8 −6.1 −6.2 −6.5 −6.7 −6.9 −7.2
Slovenia −2.6 −2.9 −3.0 −3.3 −3.7 −3.9 −4.0 −4.1 −4.2 −4.4 −4.6
Spain −3.3 −3.6 −3.8 −4.1 −4.6 −4.8 −4.9 −5.1 −5.3 −5.4 −5.7
Sweden −1.5 −1.7 −1.8 −2.0 −2.2 −2.3 −2.3 −2.4 −2.5 −2.6 −2.7
United Kingdom −2.3 −2.5 −2.6 −2.9 −3.2 −3.3 −3.4 −3.6 −3.7 −3.8 −4.0
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Abstract: Considering that the world transport sector is the second largest contributor of global
greenhouse gas (GHG) emissions due to energy use and the least decarbonized sector, it is highly
recommended that all countries implement ambitious public policies to decarbonize this sector.
In Mexico the transport sector generates the largest share of greenhouse gas emissions, in 2014 it
contributed with 31.3% of net emissions. Two original scenarios for the Mexican transport sector,
a no-policy baseline scenario (BLS) and a low carbon scenario (LCS) were constructed. In the LCS
were applied 21 GHG mitigation measures, which far exceeds the proposals for reducing transport
sector GHG emissions that Mexico submitted in its National Determined Contributions (NDC). As a
result, the proposed LCS describes a sector transformation path characterized by structural changes
in freight and passenger mobility, new motor technologies for mobility, introduction of biofuels,
price signals, transportation practices and regulations, as well as urban planning strategies, which
altogether achieve an accumulated reduction of 3166 MtCO2e in a 25 year period, producing a global
net benefit of 240,772 MUSD and a GHG emissions’ reduction of 56% in 2035 in relation to the BLS.

Keywords: road transport; low carbon scenario; GHG mitigation measures; cost-benefit; mitigation
cost; financing; climate change

1. Introduction

On a global scale, the world transport sector generates the second largest share of GHG emissions.
In 2014, this sector contributed 21% of global GHG emissions generated by energy use [1]. The rapid
growth of the global transport sector’s GHG emissions has been driven by road transport, which
increased by 71% between 1990 and 2016, and represented 75% of the sector’s global emissions in
2016 [2]. If this trend continues, this sector will generate 10,317 million tons of CO2e (MtCO2e) by the
year 2040, which would represent a growth of 38% compared to transport GHG emissions in 2014 [3].

To know which substantive measures are being implemented currently for mitigating GHG
emissions from transport sector that can help us to construct the LCS scenario, a survey of literature
from national and international cases was carried out, specially selecting China, Germany, India and
USA. Our search process and criteria to define the selection of these countries were the following: first,
they are among the eight top world transport sector GHG emitters (see Table 1); second, their road
transport sector represented more than 60% of their transport sector GHG emissions according to data
available for 2010, third they have prospective studies with great ambition to reduce GHG reductions
above 40% in their transport sector by year 2035 in relation to a baseline scenario or a reference year
and finally, they present at least two future scenarios and five transport sector mitigation measures.
Table 1 shows the four countries and the studies that were selected after applying this search process
and mentioned criteria.
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Table 1. Countries with the highest proportion of global greenhouse gas (GHG) emissions in the world
transport sector and the high ambition GHG reduction prospective country studies in this sector.

Country
(World

Ranking
GHG From
Transport
Sector) *

GHG
Transport

Sector
Emissions,

2014 *
(MtCO2)

GHG Road
Transport/
GHG Total
Transport
Emissions,

2010 **

Scenarios Measures

2035 GHG
Reduction

from Baseline
or Base Year

(MtCO2e)

2035 GHG
Reduction

from Baseline
or Base Year

Prospective
Country
Studies

USA (1) 1,729 79% 2 7 1,595 56% [4]
CHINA (2) 781 64% 7 11 335 44% [5]
INDIA (3) 232 83% 2 5 346 51% [6]

GERMANY
(8) 155 78% 3 7 148 88% [7]

* [8]; ** [9]. Source: Based on [4–9].

Consequently, this review considered the following four country studies with ambitious mitigation
scenarios in the transport sector: USA [4], China [5], India [6] and Germany [7]. The proposed mitigation
measures of these four studies are diverse and have high potential for reducing GHG emissions.
They include traffic optimization; bus rapid transit; light urban train; railways and waterways; subways;
increase of public and non-motorized transport, such as the bicycle; vehicle sales’ restriction; mode
shift; efficient vehicles and trucks; plug-in electric vehicles; plug-in hybrid electric vehicles; battery
electric vehicles; fuel cell electric vehicles; electric trains; hybrid buses; diesel hybrid cars; hydrogen
hybrid cars; and use of ethanol and biodiesel to substitute fossil fuels.

In relation to GHG emissions from fuel combustion, in 2014 Mexico was ranked eleventh in the
world, generating 1.6% of the global volume, equivalent to 422 MtCO2e, of which 78% came from two
sectors: transport and energy (electricity and fossil fuels) [10]. Transport sector contributed with 31.6%
followed by electricity generation with 23.1%.

In year 2013, due to concerns about the growth of criteria air pollutants generated by automobiles
in Mexican big cities, which have negative effects on public health, an Official Mexican Standard (NOM
in Spanish) was published NOM-163-SEMARNAT-ENER-SCFI-2013 [11], with the purpose of obliging
automotive manufacturers to increase the fuel efficiency of light vehicles, thereby reducing the unit
consumption of energy and, consequently, the emissions of SOx, NOx, particles, and CO2e. Public
concern about the problem of the growing emissions of the Mexican transport sector has also led to
various studies that include GHG emissions’ reduction in the transport sector, [12–15]. These studies
consider mitigation measures, such as hybrid and electric cars; biofuels such as ethanol and biodiesel;
and management measures and practices for the efficient use of energy, such as the implementation of
efficiency standards, increased use of rail for freight transport, and a public bus rapid transport system.
Together, these measures from these studies [12–15] have the potential to reduce CO2 emissions by the
year 2030 by between 16% to 38%, which is equivalent to 48 and 131 MtCO2e of avoided emissions.

In year 2015, Mexico signed the Paris agreement, a non-mandatory commitment to comply with
its national determined contributions (NDC) [16] where Mexico obliges itself to reduce its national
GHG emissions by 22% in its unconditioned goal, and 36% GHG reduction in its conditioned goal
(that implies greater foreign investment and technology transfer), in relation to an official baseline
GHG emissions, which in year 2030 would have emissions of 762 MtCO2e; in addition to achieving a
maximum emission peak in 2026. In the Mexican NDCs, the transport sector is compelled to achieve
18% reduction in GHG emissions by 2030 as an unconditioned goal, according to its official baseline
GHG emissions, which represents a reduction of 48 MtCO2e.

According to the literature review on Mexican studies, the National Institute of Ecology and
Climate Change (INECC by its acronym in Spanish), carried out a study in 2018 [15] analyzing
8 measures that will reduce emissions by 48 MtCO2e by 2030, to comply with the Mexican NDC
commitments; nevertheless, this constitutes the least ambitious scenario among the mentioned authors.
Other, more specific studies, cover only one type of measure at a national level, such as focusing on
CO2 mitigation through mixing liquid biofuels as additives to fossil fuels in different proportions,
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either ethanol with gasoline or biodiesel with diesel [17–20]. For studies at cities level with some
mitigation measures see [21–23].

This paper describes the construction of a very ambitious but feasible scenario to establish a low
carbon transport sector in Mexico through the integration of 21 GHG mitigation measures. To shape
the range of measures, both international and domestic experiences that might contribute to increasing
mitigation ambition in the proposed new NDC to be reviewed in 2020 were considered. The main
objective of this article was developed through the following structure: in the introduction section an
overview of world transport sector was displayed, then the literature review findings and the followed
steps to determine the selected transport sector prospective studies were described along with the
current situation of Mexican transport sector. Then, the general methodology is described: starting from
explaining how the original model was implemented using Excel spreadsheets and LEAP software,
as well as a clarification of the scope of this article. Subsequently, once defined the reference year,
the baseline scenario (BLS) and the alternative low carbon scenario (LCS) were constructed including
input data, assumptions for both scenarios and a description of the 21 mitigation measures to the LCS
were added. Next, the evolution of the vehicle fleet and the energy consumption calculation model as
well as the cost benefit analysis model are described. Finally, results and conclusions are presented.

2. Mexican Transport Sector Current Situation

The energy consumption of the Mexican transport sector increased at an average annual growth
rate of 4.4% between 1965–2014, consuming 2246 PJ in 2014, that represented a share of 45.9% of the
country´s final energy consumption. Road transport energy consumption was 91.3% of the whole
sector, air transport contributed 6% of total consumption, maritime contributed 1.3%, rail contributed
1.2%, and electric transport contributed 0.2%. In terms of fuel type, gasoline was the most consumed
fuel, contributing 65% of the total transport energy, followed by diesel, at 27%, kerosene, at 6%,
liquefied petroleum gas (LPG), at 1.76%, electricity, at 0.18%, and dry gas and fuel oil together at
0.06% [24]. The number of vehicles increased at an average annual growth rate (AAGR) of 5.9%
between 1995–2014, totaling 38 million by the end of that period. Private vehicles accounted for 67.2%
of the total, followed by cargo trucks, at 25.9%, motorcycles, at 6.0%, and passenger buses, at 0.9%
according to [25]. Carbon dioxide (CO2) emissions due to road transport increased at an AAGR of
2.4% between 1990–2014, reaching 153.5 MtCO2e by the end of the period, with 71.7% of the total due
to gasoline burning, 25.5% to diesel, and 2.5% to LPG. Therefore, gasoline road transport is responsible
for 67% of the GHG emissions of the transport sector, with passenger vehicles contributing 38% and
cargo trucks contributing 29% [10].

3. General Methodology

The following general methodology is used:

• The year 2010 is established as the reference year, since for that year it was possible to combine all
the information needed to represent the Mexican transport sector demand, especially because for
this year, the road transport fleet by vehicle type and its survival curves data were available [26],
which facilitated the BLS development.

• A BLS is constructed for the period 2011–2035, in which the amount of the most consumed energy
carriers, gasoline and diesel, is estimated through an evolution model of the road transport
vehicle fleet. Meanwhile, for other transport fuels or energy carriers used, such as kerosene, fuel
oil, electricity, natural gas, and liquefied petroleum gas (LPG), their future consumption in this
sector is estimated assuming the official consumption prospective of each of these fuels [27,28].
Subsequently, the annual CO2 emissions are calculated for each of the fuels mentioned in the BLS.

• A low carbon scenario (LCS) is constructed with the 21 mitigation measures, as will be described
in the section covering the LCS construction, where the main assumptions are stated.
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• Finally, a cost-benefit analysis is carried out to determine the economic viability of the LCS
scenario in relation to the BLS scenario. Table 2 shows the fuels levelized prices assumed to
be representative of fuels price evolution between 2011–2035 which were incorporated into our
calculations in Excel spreadsheets as constants. Last column shows fuel’s information sources.
All monetary values in this study are expressed in constant year 2007 US dollars (USD).

Table 2. Levelized price of fuels used in Transport sector.

Fuel USD/GJ Own Data Based on:

Gasoline 19.0 [29]
Diesel 16.5 [30,31]

Fuel oil 11.2 [30–32]
Natural Gas (NG) 5.1 [33]

Liquid Petroleum Gas (LPG) 20.9 [29,31,34]
Electricity 30.6 [28]

Source: Based on [28–34].

Each phase of the methodology was simulated first in individual Excel spreadsheets, and
later, energy results were exported to the Long-Range Energy Alternatives Planning System (LEAP)
software [35] to obtain the aggregated energy and GHG emissions in the BLS and LCS scenarios.

3.1. Methodology Development in Excel Spreadsheets

a) Baseline scenario (BLS)

• The vehicle stock was classified according to the following vehicle types: Light Duty Vehicles
(LDV): subcompact, compact, luxury and sport cars, SUVs and light trucks all gasoline vehicles,
and Heavy Freight Vehicles (HDV): freight transport and passenger buses that use diesel (see
Table 3).

• For the reference year 2010, the existing vehicle stock was structured in terms of age, type of
vehicle and fuel type according to [36] to obtain the vehicle stock in the reference year in the
format required by LEAP.

• New vehicle sales specified by type of vehicle and fuel were obtained from [36], then, they were
projected with an AAGR of 6% equivalent to the global rate of historical annual sales between
1995 and 2009, according to this same author.

• It was considered that in the reference year 771,135 used vehicles were imported according to [26],
an AAGR of 5% after the reference year was adopted according to [36]. It was also assumed
from [26], that from total annual imported used vehicles per year, 48% were light trucks, 31%
compact cars and SUVs the remaining 21%. Finally, an age composition of vehicles per year of
entry was estimated (see Supplementary Material).

• Once this is done, the corresponding vehicle survival curves shown in Figure 1 is used to calculate
the stock of vehicles in each year.

• To obtain the annual energy consumption of vehicle stock (existing, new and imported used
vehicles) by vehicle type and fuel, was estimated considering the fuel economy and traveled
kilometers values showed in Tables 4 and 5, according to model in Section 6.1.

b) Low carbon scenario (LCS)

• The LCS was constructed from BLS described previously. For each of the first 17 measures
described in Section 5, input data and assumptions were integrated impacting the fuel economy
and traveled kilometers, and also to obtain the energy consumed for each of the mitigation
measures in the analyzed period. In this simulation the number of vehicles is mostly not affected
by modal changes, except in few specified cases.
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• For each of these 17 mitigation measures the incremental costs investment, maintenance and fuel
(positive or negative) and cost-benefit were calculated according to the assumptions, the economic
input data and the calculation model in Section 6.2, also, results were obtained in terms of stock
vehicle by type and consumption by energy type.

• In relation to the last four mitigation measures described in Section 5.1, according to [37] the
consumptions by biofuel were calculated based on input data and assumptions made to replace
gasoline and diesel with biofuels. Likewise, using the economic assumptions and input data
from [37], the results of incremental investment, maintenance and fuel costs as well as the
cost-benefit were estimated, applying the model of Section 6.2.

3.2. Methodology Development in LEAP Software

The LEAP software [35] is a bottom-up model that allows the energy supply and demand to be tied
in a friendly way in trend and alternative scenarios. LEAP is also an accounting framework that allows
to be fed with exogenous technical and economic data, contains also an environmental database from
the IPCC. These features allow LEAP to carry out the analysis of the trend and alternative scenarios in
terms of energy, economic and greenhouse gas emissions from different levels of aggregation. LEAP
also allows the analysis of different mitigation measures to be represented in individual scenarios
(one for each measure) and later, aggregated to represent an alternative global scenario. So, taking
advantage of these features, in this article the LEAP software was used as follows:

• The transport sector was divided into five subsectors, following the National Energy Balance [38],
namely: (1) road transport, (2) air, (3) rail, (4) maritime, and (5) electric public transport (subway,
trams and trolleybuses).

• The transport sector total energy consumption in 2010 the reference year, was reproduced in LEAP
from the energy consumption data of each one of the previously mentioned sub-sectors obtained
from [38], so that the aggregate energy consumption of subsectors coincides with the official total
energy consumption of the transport sector for that year.

• The BLS was constructed in LEAP representing the future fuel consumption between 2011 and 2035
of each subsector, and was estimated as follows: (1) For road transport subsector, the prospective
fuel consumption was estimated in Excel spreadsheets as explained in the previous section and
whose results were exported to LEAP. It should be noted that the LEAP software has a module
called Transport Analysis which has a similar calculation model as the model in Section 6.1, but
it was not used because it was necessary to model the imported used vehicles that are legally
introduced to the country and these imported used vehicles currently are not considered in the
LEAP transport model, that´s why our model was developed in Excel spreadsheets. (2) In the case
of the air, rail, maritime and electric public transport subsectors, the future demand for energy
from the BLS was projected using future energy consumption rates obtained from the official
prospective [27,28], the annual growth rates obtained were introduced into LEAP exogenously.

• Once the energy consumption is obtained in the reference year and the BLS, the GHG emissions
in the reference year and the BLS were calculated using emission factors obtained from the
technology and environmental database (TED) of LEAP (see Table 6).

• The LCS was also constructed in LEAP applying its characteristic of allowing scenarios aggregation,
in this case, one scenario for each mitigation measure was developed; the results of the new energy
demands in each mitigation measure calculated, as we mentioned in the previous section, were
imported for each subsector specifying the energies involved in the addressed mitigation measure.
Finally, from the sum of the 21 scenarios, one for each mitigating measure, the LCS was created
combining the results of these 21 scenarios which gives rise to a new total energy demand where
the demand for each energy type involved was specified.

• Once calculated the future energy demand, the GHG emissions from the LCS are calculated using
the aforementioned TED database.
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3.3. Assumptions about the Interaction, Additivity and Linearity of the Transport Systems

Given this methodology, this article does not consider the interactivity or the effects of additionality
that real transport systems have, either in the BLS or in the LCS, except for the interactions that are
described precisely and clearly in the description of the 21 mitigation measures. Thus, in this article
that deals with Mexican transport systems, it is considered that both in the BLS and in particular in the
LCS, it is assumed that different transport systems have a dynamic of a linear nature, independent of
other transport systems evolution. For this reason, there are no effects of interaction or additionality
between Mexican transport systems in most of the 21 mitigation measures analyzed, in this way the
demand for energy estimated in each of the transport systems as well as GHG emissions are not
influenced by the interaction between transport systems, except for those required in the description of
mitigation measures in Section 5, nor by the additive effects that may exist in these systems.

Consequently, this article considers for most of the 21 mitigation measures only direct interventions
within the same transport system, except in certain measures where it is explicitly established that
there are interactions with other transport systems. These considerations about the low interactivity,
the null additionality and the linearity in the dynamics of transport systems could lead to conservative
results in the reduction of GHG and in the economic calculations presented in this article, both for each
mitigation measure as above all for the evaluation of the LCS.

4. Reference Year Establishment and Construction of Baseline Scenario (BLS)

Table 3 shows the structure of Mexican road transport vehicle fleet in the reference year 2010.
From this year´s structure, the energy demand was estimated using equations 1, 2, and 3 toward the
year 2035 for each type of vehicle. To do so, first it was necessary to estimate the evolution of the age of
the vehicle fleet, the annual national sales and imported used vehicles by type of vehicle, the survival
factors, the vehicle fuel economy and the annual average distance travelled by each type of vehicle.

Table 3. Mexican vehicle fleet structure and fuel type in year 2010 (millions).

Vehicle Type Millions

Compacts (gasoline) 5.7
Subcompacts (gasoline) 4.0

Luxury & Sport (gasoline) 2.1
Sport Utility Vehicles (SUV) (gasoline) 2.2

Light Trucks (gasoline) 7.0
Heavy Duty Vehicles-Freight (HDV-F) (diesel) 0.5

Heavy Duty Vehicles-Passengers (HDF-P) (diesel) 0.3

Source: Data from [26].

The AAGR used to estimate the growth of sales of new LDVs in Mexico was obtained from the
historical sales’ analysis for the 1995–2009 period, coming to an average annual rate of approximately
6.0%. Concerning the introduction of imported used vehicles to Mexico, an AAGR of 4.3% from 2010
to 2035 was assumed for both light and heavy vehicles.

The survival curves (f ) from [26] for the different vehicle types is shown in Figure 1. The f values
for vehicles are relatively optimistic because they reflect the conditions and times in which the vehicle
stock is used in Mexico and whose main feature is a slow renewal of the vehicle stock, especially the
HDV freight, because users try to delay the purchase of new trucks due to their relatively high costs.
This situation is worse for the imported used vehicles from the United States to Mexico. Thus, in 2009,
the vehicle stock of vehicles that have been sold in Mexico had an average age of 12.98 years while that
of imported used vehicles was 18.01 years old, which resulted in a vehicle stock being in circulation
that had an average age of 16.34 years according to [39].
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Figure 1. Survival curves by vehicle type. Source: [26].

Regarding fuel economy by vehicle type, the values in Table 4 from [36] were used in the energy
consumption calculations in the BLS. These values represent the average performance of the future
vehicle fleet comprising: existing, new and imported used vehicles. These values are relatively low
because this work is considering a high growth percentage of imported used vehicles (5% per year) and
comparable to that of new vehicles (6% per year) as well as the high survival factors that characterize
the existing Mexican vehicle fleet. Finally, these values allow that the total volume calculation of
gasoline and diesel are in accordance with the official prospective of these fuels [27].

Table 4. Fuel economy evolution by vehicle type.

Vehicle Type
2010 2035 AAGR

(km/lt) (%)

Compacts 7.0 9.0 1.0
Subcompacts 9.6 15.1 1.9

Luxury and Sport 6.7 8.7 1.0
SUV 5.5 7.1 1.0

Light Trucks 5.5 5.9 0.3
HDV-F 3.3 7.7 3.4
HDV-P 3.3 7.4 3.3

Source: [36].

Finally, Table 5 shows the evolution of annual kilometers travelled by vehicle type for the
period 2010–2035.
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Table 5. Evolution of annual kilometers travelled by vehicle type.

Vehicle Type
2010 * 2035 AAGR

(km/year) (%)

Compacts 11,290 14,964 1.10%
Subcompacts 11,052 15,626 1.40%

Luxury and Sport 11,964 15,631 1.10%
SUV 12,378 15,804 1.00%

Light Trucks 12,218 15,229 0.90%
HFV-F 65,557 49,977 −1.10%
HDV-P 55,438 41,096 −1.20%

* Reference year. Source: [36].

The data in this table come from [36] which considers the introduction of a degradation factor in
the use intensity that depends on vehicle age (see Supplementary Material), which is associated with
the high survival factors that characterize the Mexican vehicle fleet. Altogether these assumptions
result in a conservative growth in the annual kilometers travelled by LDVs and even a decrease in this
parameter by HDVs.

Regarding other fuels that are used for transportation in Mexico, such as Natural Gas, LP gas,
fuel oil, kerosene, and electricity, their consumption in this sector in the BLS was estimated following
the official consumption outlook of each of these fuels in the transport sector [27,28]. Finally, CO2

emissions were estimated considering the emission factors shown in Table 6.

Table 6. Emission factors by fuel type.

Fuel Type (tCO2/TJ)

Gasoline 68.6
Diesel 73.3

Liquid Petroleum Gas (LPG) 62.7
Natural Gas (NG) 55.8

Fuel oil 72.5
Kerosene 72.5

Source: [40].

5. Construction of a Low Carbon Scenario (LCS)

The following paragraphs will give information on descriptions, assumptions, and costs of the
21 mitigation measures proposed. These measures have been classified into three important groups:
those that favor increasing energy efficiency, those that use biofuels, and those that introduce new
technologies using electric motors.

5.1. Energy Efficiency

5.1.1. Fuel Economy Standard for Light Duty Vehicles (LDV)

Implementation of fuel economy standards for new LDVs that foster the improvement of LDV
energy efficiency by increasing fuel economy by 5% yearly departing from year 3 to 7, generating
a 35% increase in relation to the reference year where the LDVs have a fuel efficiency of 12 km/lt.
An additional average investment cost of 918 USD is assumed per improved vehicle throughout the
first five years [41]. This additional cost was calculated, according to this author, by estimating the
global cost for manufacturers to comply with this standard which resulted in a value of 4526 MUSD,
which was divided by the number of vehicles sold during those first 5 years of this measure summing
up 4.9 million LDV according to [36]. In subsequent years, an average annual performance growth of
2.3% is assumed as an inertial improvement due to the manufacturer´s new infrastructure installed to
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comply with this standard and which was amortized as mentioned in the first 5 years of LDV sales, so
that new LDVs from the sixth year on, no longer have an extra unit cost. Finally, the maintenance (M)
costs are considered to be similar to those of existing LDVs in the BLS.

5.1.2. Fuel Economy Standard for Heavy Duty Vehicles-Freight (HDV-F)

This measure encourages the implementation of a performance standard that increases the fuel
economy of HDV-F by 20% by the fifth year of operation of the regulations, assuming an annual
increase of 4% in the fuel economy departing from year 4 to 8. An additional average investment cost
of 378 USD per improved vehicle is assumed throughout the mentioned five years, emulating the
USA draft fuel economy standard for heavy duty vehicles class 2B-8 according to [42]. This additional
cost was calculated, according to [36] by estimating the global cost for manufacturers to comply with
this standard which resulted in a value of 160 MUSD, which was divided by the number of vehicles
sold during those 5 years of this measure summing up 423,155. An average annual performance
increase of 2.5% after the eighth year is assumed as an inertial improvement due to the manufacturer´s
new infrastructure installed to comply with this standard and which was amortized in the 5 years
mentioned of HDV-F sales, so that new HDV-F from the eighth year on, no longer have an extra unit
cost. Finally, the maintenance costs are like those of used vehicles in the BLS.

5.1.3. Gasoline Price without Subventions

In this scenario, with the purpose of reaching a gasoline price without subventions, we assume
according to [36] an annual gasoline price increase of 5% over inflation during the first eleven years
between 2011 and 2022, thereafter, gasoline price remains constant until the last year of the analyzed
period. Under this assumption, a 17% reduction in intensity is achieved; this reduction is calculated
using a price–gasoline elasticity of −0.31 according to [43].

5.1.4. Verification and Circulation Restriction in the Main 20 Metropolitan Areas and Five Border
Metropolitan Areas

The aim of this measure is the implementation of inspection and maintenance programs, with
traffic restriction for highly-polluting vehicles in the 20 Mexican cities with the largest vehicle fleets and
also in the five metropolitan zones on the United States Border. This measure consists in establishing a
periodic verification of engine performance, this implies a decrease in the use of fuel due to a more
efficient combustion and fewer vehicles in circulation, therefore, a decrease in traffic congestion and an
increase in the vehicles average speed is expected. It is assumed that this measure applies to 29% of
existing national vehicles, which includes 42.2% of imported used vehicles. It is also assumed that 16%
of existing national vehicles, including vehicles older than 8 years and 100% of imported used vehicles
introduced to the metropolitan areas involved in the program, are verified and necessarily rest one day
a week [36]. Finally, it is assumed a verification annual cost per vehicle of 49 USD for verification and
58 USD for maintenance [13].

5.1.5. Border Environmental Customs for Vehicles

This measure aims to establish a vehicle inspection program at the border to prevent the importation
of those vehicles that do not comply with the national emissions’ regulation. It is assumed that, in the
border states, 16% of imported used vehicles do not meet the established standards. This percentage
is estimated from a study conducted by [44] which reports that 84% of the inspected vehicles (56%
of the total imported vehicles) were in good physical and mechanical condition. Based on this it is
inferred that the remaining 16% did not have this condition and consequently, they are the ones that
would not comply with the vehicle verification proposed by this measure. Therefore, the proposed
environmental customs should prevent the annual importation of that 16% of used vehicles. Finally, it
is considered an annual verification cost of 98 USD per imported used vehicle [13].
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5.1.6. Optimization of Public Transport Routes in Urban Areas

It is assumed according to [38] that the optimization of public transport routes would result,
on the one hand, in a reduction of the urban bus fleet by 20% in large cities (greater than 1 million
inhabitants [45]); this process begins in the second year of the period of analysis and the goal is reached
gradually in the year 2030. And, on the other hand, in a reduction of public transport by 44% in
medium cities (between 500 thousand and 1 million inhabitants [45]) by 2030. This reduction was
taken from [46] where it is proposed that this value is feasible for this medium-sized city in Mexico.

5.1.7. Introduction of Hybrid Buses

This article states that the hybrid buses measure is more important than the electric public
transport systems (subway and trams -see the following measure 5.1.8), although the electric option has
a greater mitigation potential, especially when the GHG emission factor of the power grid is high, and
for this reason it is considered as the most important and aggressive low-carbon scenario to achieve
in public transport systems. However, in this article, it is considered that hybrid buses have a much
greater development than the electric option because the hybrid option avoids the high investments
of the development of the rail infrastructure and the acquisition of trains, so from the economic and
financial point of view it has a greater viability for a country like Mexico. Hybrid buses are presented
in our article as a transition option that has an important development while lowering the costs of
electric trains and developing the rail infrastructure to use them.

The introduction of hybrid buses, with the goal of constituting 15% of the total vehicle fleet of
passenger buses in medium and large cities by 2035 has been considered. It is assumed that 30% of
new buses by the year 2035 will be hybrid [36] and that their fuel economy will be 30% higher than that
of conventional engines [47]. It is assumed that this measure applies only to 46% of the national bus
fleet for urban use (HDV-P) and that the hybrid bus fleet increases from 41 vehicles in 2012 to 7694 in
the year 2035, which implies an average annual growth rate of 25.6%. This measure implies an average
differential cost of 282,491 USD for each hybrid bus relative to conventional buses. Finally, M cost for
hybrid buses represents 10.7% of the incremental investment cost according to [36].

5.1.8. Electric Public Transport Systems

This measure promotes electric public transport systems (subway and trams) to reduce emissions
and noise. According to [36], subway trains are promoted in the largest and most polluted cities in
Mexico: Guadalajara, Monterrey, and the Metropolitan Area of Mexico City, and in the rest of the
country, extension of the tram network is promoted. It is considered that from the second year, a total
of 2.6 km of subway per year would be built in the three mentioned cities. This data is estimated
observing the increase in the length of the metro in Mexico City between 1969–2012, during which it
extended 226 km over a period of 43 years, according to [48], that is 5.2 km per year. It is assumed
that half the extension per year is considered for the mentioned three cities. In the case of trams, 89
wagons were considered in 2012 reaching 960 in 2035 [36]. According to this author, it is assumed
that 95% of transport users demand comes from public transport users and 5% from private car users.
Also, for subway trains and trams investment costs of 0.371 and 1.297 USD per kilometer travelled per
year, respectively, were considered. Finally, a subway and tram systems are assumed to expand to an
average of 0.36 and 4.2 million kilometers travelled per year, respectively.

5.1.9. Public Bicycle Systems

The assumption of this measure is to change 0.6% per year of trips made by the sources shown in
Table 7 to bicycle trips. It will start in the second year and reach progressively up to 3% in the sixth year
and maintain 3% of these annual total trips to bicycle trips for the rest of the period [36]. According to
this author, in this article we considered a bicycle average speed of 18 km/h, an average distance of
6 km per trip, and an average 7.1 trips per bicycle, an annual maintenance cost of 42 USD and a cost of
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1250 USD for each new bicycle. Finally, it is considered that there is enough infrastructure to incorporate
these new bicycle trips, where the new bicycles cost includes improvements of the infrastructure.

Table 7. Bicycle passenger sources by transport mode.

Bicycle Passenger Sources

Original Transport Mode Trips Share

Private car (sedan) 20%
Bus 26%
Taxi 15%

Non-motorized transport 19%
Not from other transport (new trips) 20%

Source: [36].

5.1.10. Bus Rapid Transit Systems (BRT)

This measure promotes Bus Rapid Transit (BRT) systems fueled by diesel. According to [36] it is
considered that 15% of BRT system passengers stopped using their private vehicle and the other 85%
change from using conventional public transport to BRT which is more efficient. In addition, these
passengers benefit from shorter transfer times. It is also considered, according to the same author, an
occupation of 100 passengers per bus used in the BRT, a performance of 1.45 km/L, and a constant
traveled kilometers per vehicle per person in all transport modes. Also, a gradual increase in BRT
corridors, from 130 km in the reference year to 650 km in the last year of the analysis period, an average
cost of 3.9 MUSD per km of corridor, were considered according to [36]. Finally, it is also assumed that
the M costs are similar to those of conventional buses in the baseline case.

5.1.11. Clean Freight Transport Program

It is assumed that at the federal level, all new freight vehicles are obliged through a standard
to incorporate three technologies to improve performance of new HDV-F vehicles based on [49]:
i) improvement in aerodynamics to achieve a 6.9% increase in efficiency; ii) improvement in inflating
tire technology, with which an increase in efficiency of 2% is achieved; and iii) installation of an
auxiliary power unit for air conditioning when the vehicle is not moving (energy independent of
the truck engine), which reduces energy consumption by 75% for this use. For this last technology
according to the information from [49], it is considered that the air conditioning unit consumes an
average of 5,443 liters of diesel per truck per year, due to the vehicle’s engine is turned on idle mode
to power it. The implementation of these measures would start from the ninth year of the analysis
period. According to the information from [49], we assumed a unitary investment costs of 624 USD
due to the new aerodynamic design, 87 USD costs for tire inflating technology, this value is estimated
as an average between 58 and 117 USD for class 7 and class 8 trailers, and 4,286 USD cost of an air
conditioning unit integrated with an independent auxiliary power unit for class 8 trailers by year 2020.

5.1.12. Urban Development Oriented to Sustainable Transportation (DOST)

According to the study [50] related to urban development in three cities in Mexico, and specifically
Mérida, it is assumed that urban development policies may achieve an average improvement of 30%
in each of the following four urban indicators applied to new urban developments: population density,
mixed land uses index, jobs per house, and employment-workers balance. According to this author, it
is assumed that new urban policies affect only new houses and the new population travel patterns,
this assumption is conservative as it does not consider interactions with population living outside
the new urban developments. The new population growth is estimated considering historical annual
growth rates of 56 Mexican urban areas, whose average is 1.5%, according to [51], and a population of
63.8 million people in 2010 [52]. With these data and considering the prospective 2011–2015 of new
housing loans [53], projecting the data for 2015 towards the rest of the analysis period, and a constant
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occupancy of 3.95 persons per housing throughout the period; throughout these assumptions it is
possible to obtain the number of new national homes and the number of new homes in the mentioned
56 urban areas, the latter in terms of the percentage of new dwellers in the period. In order to reach a
30% increase in the mixed land use index, it is assumed a 4.3% increase in the area built per person,
when compared to the base case, which represents an extra cost of 291.2 USD/m2 [54]. This is the only
additional investment cost considered in this measure.

It is also according to [36] assumed that new houses share, designed with DOST criteria, increases
from 1% in the year 1, to 35% in the year 3, to 60% in the year 5, to 90% in year 7 and to 100% from
year 9 and forward. In order to quantify the effects of the 4 aforementioned indicators in the travel
patterns, both in the average distance and frequency of daily trips, the elasticities in Table 8 were used,
originally estimated for the city of Merida by [50]. Finally, the suggested urban development policies
have the effect on the trip pattern departing from 2.59 daily trips per person and an average time per
trip of 52.73 minutes [55]. Modal changes are not assumed.

Table 8. Effects of new urban development on mobility pattern.

Urban Indicators Daily Trips Per Person Average Distance Per Trip

Population density −0.199 −0.101
Mixed land use index 0.337 −0.177

Jobs per house - 0.106
Employment-workers balance −0.336 -

Source: [50].

5.1.13. Freight Rail Systems

This measure assumes promotion of this transport system and its growth in terms of transported
freight and reduction in the use of other less efficient road transport modes. It is assumed that the
railway network grows by 450 km/year according to the national infrastructure program 2007–2012 [56],
therefore grows at an AAGR of 2.57% with an average load of 79.9 tons per wagon, this value was
calculated according to the relationship of each type of wagon existing in 2010 (gondolas, hoppers,
vans, autoracks, tanks, platforms, piggy back and others) [57] and the estimated average capacity for
each type of wagon, based on information from [58,59]. It is also assumed that the fuel performance
annual improvement showed between 1999–2009 years, through a linear interpolation departing from
115 ton-km/L [57] in 2010 and increasing at an AAGR of 1.8%. Finally, a cost of investment (including
infrastructure and equipment) of 1278 MUSD/year [56] is assumed. From the first to the sixth year,
investment costs, including infrastructure and equipment, are assumed at 1,278 MUSD/year and the
cost of diesel consumption is 0.61 USD/L.

5.1.14. Freight Transport Companies Integration

In this measure, two actions are undertaken, first, transport companies are integrated to improve
travel logistics. In Mexico 36.8% of total freight trips are empty according to [36]. And second, training
ecodriving programs for drivers are assumed to save fuel on travel. It is assumed, that there will be a
reduction of 15% in diesel consumption in 10 years due to driver training, this value is the average of
improvements by training of 9% to 23% indicated by [60], it is also assumed, based on [61] that by
the end of year 5 there will be a reduction of 50% of empty trips, starting from the second year of
the analyzed period; in this article we consider that after year five the percentage of empty trips will
remain constant for the rest of the period. A total of 84 annual ecodriving workshops for 50 drivers
each one, are proposed to be held in each one of the 33 Mexican states. A cost of 8333 USD for each
course is assumed according to [36].

5.2. Liquid Biofuels

See Table 9 for technical assumptions and assumed costs for these measures.
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Table 9. Main technical assumptions and cost structure for biofuels.

Sugarcane
Ethanol

Sorghum Grain
Ethanol

Units
Jatropha curcas

Biodiesel
Palm Oil
Biodiesel

Units

Technical Assumptions

Surface Required 2.9 2.6 Mha 3.2 1.85 Mha
Crop Yield 64 2.6 t/ha 0.7 1.5 t/ha/year
Load Factor 0.85 0.80 - 0.82 0.82 -

Plant Capacity
(One Plant)

170 190 ML/plant-year 93,750 140,171 t seed or
fruit/year

Annual
Production

145 152 ML/plant 37.5 41.6 ML

Industrial
Performance

83.2 396.0 L/t sugarcane or
sorghum grain - - -

Number of Plants 139 28 - 29 117 -
Transesterification

Efficiency
- - - 97% 97% -

Cost Structure (one plant)

Investment $ 56.9 $ 70.4 MUSD $ 25.9 $ 25.9 MUSD
O & M $ 7.91 $ 10.0 MUSD/year $ 0.38 $ 0.38 MUSD/year

Raw Material $ 28.2 $ 224.0 USD/ton $ 397.0 $ 313.4 USD/ton

Source: [37].

5.2.1. Sugarcane Ethanol

This option considers ethanol produced from sugarcane as a partial substitute for gasoline by
mixing up to 10% (in volume basis) of the gasoline, which is an ethanol widely used for blending
around the world [62]. In this measure we adopted the technical assumptions used in [37], published
in its supporting information appendix (see Table 9), where a surface of 2.9 million hectares (Mha)
is required to establish sugarcane crops to introduce sugarcane ethanol. The ethanol production is
planned to begin in year 4 with a processing plant that produces 170 million liters (ML)/year and this
capacity grows to a total of 139 plants with the same capacity by year 25. Finally, the cost structure
given by [37] it is also assumed for this measure.

5.2.2. Sorghum Grain Ethanol

This measure considers the partial substitution of gasoline with ethanol produced from grain
sorghum, through gasoline-ethanol blends. In this measure we adopted the technical assumptions
used in [37] (see Table 9) for this measure, where it is observed that a surface of 2.6 Mha is required to
grow sorghum grain crops to introduce grain sorghum ethanol. The ethanol production is planned to
begin in year 6 with a processing plant that produces 190 ML/year and this capacity grows to a total of
28 plants with the same capacity by year 25. Finally, the cost structure given by [37] it is also assumed
for this measure.

5.2.3. Jatropha curcas Biodiesel

This measure considers partial substitution of diesel with biodiesel produced from Jatropha curcas
oil, through diesel-biodiesel blends. In this study we adopted the technical assumptions used in [37]
(see Table 9), where a surface required of 3.2 Mha can be used to establish Jatropha curcas crops dedicated
to biodiesel production. The introduction of Jatropha biodiesel is planned to begin in year 8 with a
processing plant that produces 93,750 t seed/year and this capacity grows to a total of 29 plants with the
same capacity by year 25. Finally, the cost structure given by [37] it is also assumed for this measure.

5.2.4. Palm Oil Biodiesel

This measure considers partial substitution of diesel with biodiesel from oil palm, through
diesel-biodiesel blends. In this study we adopted the technical assumptions used in [37] (see Table 9),
where a surface required of 1.85 Mha can be used to establish oil palm crops dedicated to biodiesel
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production. The introduction of oil palm biodiesel is planned to begin in year 8 with a processing
plant that produces 140,171 t fruit/year and this capacity grows to a total of 117 plants with the same
capacity by year 25. Finally, the cost structure given by [37] it is also assumed for this measure.

5.3. New Electric Motor Technologies

5.3.1. Hybrid Electric Vehicles

This measure promotes the use of hybrid electric vehicles (HEV), which increases the efficiency
of fuel use by up to 50% according to [63]. It is assumed that HEV in Mexico will reach 35% of the
new vehicle sales by 2035. This percentage is higher than the one estimated for USA [64], where a 24%
market share for year 2030 is proposed. Comparing our value with a 40% share in a strong hybrid
scenario proposed for USA [65] by 2035, our value is 5% lower but still is an ambitious goal. It is also
assumed that the additional investment cost with respect to conventional internal combustion vehicles
will be 6250 USD. This value was estimated as follows: according to [66] that proposes an incremental
value is 7945 USD which contrasts with the value presented by [67] that proposes an incremental value
of 5050 USD, both in year 2010, in our article we propose to use a value close to the average between
these two references. Finally, we consider that the incremental value is reduced to 3125 USD by year
2035, which is very close to the estimated by [68], in its electric and hybrid vehicles section, which
establishes a value of 3231 USD in 2030.

5.3.2. Plug-in Hybrid Electric Vehicles

This measure assumes a penetration of plug-in hybrid electric vehicles (PHEVs) according to a
logistic function that saturates at 40% of the number of LDVs sold in the last year of the period. From a
study made for USA by EPRI [64], we found that this market share is near 50% by year 2030, therefore,
assuming a 40% PHEV share of new vehicle sales by year 2035 seems ambitious but appropriate for
the case of Mexico. It is assumed that the additional investment cost related to conventional internal
combustion vehicles is 14,100 USD at the beginning of the period, which is close to the value of
15,000 USD estimated for that same year by [69], and by year 2030 they expect a cost reduction to
7500 USD, this value is not far from to the assumed in this study of 7050 USD by year 2035. Finally,
maintenance costs are assumed similar to those of a conventional vehicle.

5.3.3. Battery Electric Vehicles (BEV)

This measure assumes a penetration of battery-powered electric vehicles (BEVs) according to
a logistic function which saturates at 10% of the number of new LDVs sold in 2035, this value is
between the 7% in 2030 estimated by [70] and 16% by 2035 estimated by [71]. It is also assumed that
the additional investment cost related to conventional internal combustion vehicles is 20,000 USD
in year 1 as published in [72] and that it decreases by half by 2035 as estimated by [70]. Finally, we
assume that the maintenance costs are like those of a conventional vehicle.

6. Calculation Models

6.1. Model Developed to Calculate the Evolution of the Vehicle Fleet and its Energy Consumption

The evolution of the vehicle fleet and the energy consumption by fuel type in the BLS is estimated
from the following equations:

Stockt f n =
∑

Stockt f n−1 + Vt f n ∗ St f n + It f n ∗ Stz f n (1)

where: Stockt f n−1: Remaining vehicle fleet of type t, using fuel f in year n − 1; Vt f n: Sales of vehicle
type t, using fuel f in year n; It f n: Number of imported used vehicles type t, using fuel f in year n.
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St f n: Survival percentage of vehicles type t, using fuel f in year n; Sitz f n: Survival percentage of
imported used vehicles type t and model year z, using fuel f in year n.

AllStockn =
∑

Stockt f n (2)

AllStockn = Total number of vehicles in year n.

Et =
∑

Stockt f n ∗Kt f n ∗ Lt f n (3)

where: Et: Energy consumption in year n by vehicle type t; Stockt f n: Vehicle fleet of type t, using fuel f
in year n; Kt f n: Average fuel economy per kilometer travelled for vehicle type t, using fuel f by year n;
Lt f n: Average annual distance travelled in kilometers by vehicle type t, using fuel f by year n.

6.2. Cost-Benefit Assessment and Mitigation Costs

The following calculation model was used to obtain the cost-benefit and mitigation cost based
on [73]:

CBLCS−BLS = ICLCS−BLS + OMCLCS−BLS + ECLCS−BLS (4)

where: ICLCS−BLS: Overall incremental investment costs for all alternative measures in the LCS in
present value; OMCLCS−BLS: Overall incremental costs of operation and maintenance for all alternative
measures in the LCS scenario in present value; ECLCS−BLS: Overall avoided costs of energy for all
alternative measures in the LCS in present value.

With:

ICLCS−BLS =
M∑

i=1

P∑
n=1

ICLCS−BLSni

(1 + r)n (5)

where: ICLCS−BLSni : Annual incremental investment costs in relation to the implementation of the
mitigation measure i for any year n in the period P; n: Year, n = 1, . . . , P; i: Mitigating measure,
i = 1, . . . , M; r: Discount rate (10%); P: Analyzed period (25 years); M: Number of mitigation measures
in LCS (21 measures).

OMCLCS−BLS =
M∑

i=1

P∑
n=1

OMCLCS−BLSni

(1 + r)n (6)

where: OMCLCS−BLSni : Incremental costs of operation and maintenance for mitigating measure i in
year n:

ECLCS−BLS =
M∑

i=1

P∑
n=1

ECLCS−BLSni

(1 + r)n (7)

where: ECLCS−BLSni : Annual cumulative incremental costs of operation and maintenance (O&M) for
the mitigating measure i accumulated in the year n in the period P:

MCLCS−BLSi =
TCLCS−BLSi

GHGLCS−BLSi

(8)

where: TCLCS−BLSi : Total incremental costs for the mitigating measure i in the LCS in present value;
GHGLCS−BLSi : Total avoided GHG emissions for mitigating measure i in the BLS.

With:

TCLCS−BLSi =
P∑

n=1

(
ICLCS−BLSni

1 + rn +
OMCLCS−BLSni

1 + rn +
ECLCS−BLSni

1 + rn

)
(9)

GHGLCS−BLSi =
∑

f

(
ESLCS−BLS f i ∗ EF f

)
(10)
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where: ESLCS−BLS f i: Total avoided energy from energy carriers f (gasoline, diesel, fuel oil, NG, LPG,
kerosene and electricity), use of which generates emissions in the implementation of measure i during
the considered period; EF f : Carbon Dioxide Emission Factor from fuel f.

7. Results

7.1. Baseline Scenario (BLS)

Table 10 shows the evolution in terms of AAGR of the stock by vehicle category in the BLS in the
period 2010–2035 and its comparison with the corresponding historical AAGR in the period 1990–2010.

Table 10. Evolution of the Mexican vehicle fleet structure in the BLS and its comparison with the
historical evolution.

Vehicle Category Vehicle Type
BLS AAGR

2010–2035 (%)
Historical AAGR
1990–2010 (%) *

Motor vehicles Compacts, subcompacts, L&D and SUV 5.1 6.0
Passenger buses Heavy Duty Vehicles-Passengers 8.6 6.2

Light Trucks and Heavy
Duty Vehicles-Freight

Light Trucks and Heavy Duty
Vehicles-Freight 4.4 5.7

Total - 5.0 5.9

* Source: [25].

Figure 2 shows results of the Mexican vehicle fleet projection in the BLS, which triples by year
2035, reaching 67.3 million vehicles (MVEH): Light trucks go from 6.8 MVEH in 2010 to 18.3 MVEH,
compact cars go from 5.5 to 17.4 MVEH, SUVs go from 1.9 to 11.9 MVEH, subcompacts go from 4.1 to
9.9 MVEH, and luxury cars go from 1.9 to 9.8 MVEH. Passenger buses increase from 0.2 to 2.6 MVEH,
and heavy trucks go from 0.3 to 3.6 MVEH.

 
Figure 2. Evolution of the Mexican vehicle fleet in the BLS.

Energy consumption (see Figure 3) continues with the predominance of gasoline and diesel,
which represent 65% and 27%, respectively, of total energy consumption in this sector, and the energy
requirements total 5879 PJ in 2035, representing a 253% increase when compared to 2010.
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Figure 3. Energy consumption by energy carrier in the BLS.

GHG emissions (see Figure 4) will reach a total 415.1 MtCO2e by 2035, an increase of 259%
compared to 2010, of which 63% and 28% come from gasoline and diesel, respectively.

 
Figure 4. GHG emissions by energy carrier in the BLS.

7.2. Low Carbon Scenario (LCS)

Figure 5 shows the vehicle stock evolution in the LCS, as can be seen the total volume reaches
almost 70 million vehicles, 3.7 million vehicles less than BLS.
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Figure 5. Evolution of the Mexican vehicle fleet in the low carbon scenario.

In addition, there is a significant technological change in the LCS, towards the year 2035, 29%
(20.1 million vehicles) are based on new technologies, 44% (30.7 million vehicles) use mixtures with
biofuels and the rest 27% (18.9 million vehicles) remain with conventional technologies.

Figure 6 shows energy consumption results of the LCS, where gasoline and diesel contribute
51.4% and 16.4% of total energy consumption, respectively, followed to a lesser extent by kerosene, at
11.1%; sugarcane ethanol, at 9.8%; electric power, at 3.3%; LPG, at 3.1%; sorghum ethanol, at 1.2%; and
jatropha biodiesel, at 1.0%. Fuel oil and NG contribute 0.18% and 0.04%, respectively. By year 2035,
transport sector energy requirements total 3,468 PJ in the LCS, which represents a reduction of 41%
compared to the BLS.

 
Figure 6. Energy consumption by energy carrier in the LCS.
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Figure 7 shows results of the GHG reductions in the LCS scenario. In terms of energy efficiency
measures, gasoline price without subventions contributes most, at 571 MtCO2e, followed by the
integration of transport companies, at 415 MtCO2e; Customs vehicular environmental in the border, at
259 MtCO2e; rail systems for cargo, at 236 MtCO2e; federal clean transportation program, at 226 MtCO2e;
sustainable oriented transport development, at 210 MtCO2e; performance standard for light vehicles,
at 120 MtCO2e; performance standard for cargo vehicles, at 116 MtCO2e; optimization of public
transportation routes, at 98 MtCO2e; verification and restriction of traffic in the main 20 metropolitan
zones and 5 border metropolitan zones, at 17 MtCO2e; public bicycle system, at 9 MtCO2e; rapid
transport systems, at 5 MtCO2e; introduction of hybrid buses, at 5 MtCO2e and, finally, public transport
electric systems, at 3 MtCO2e.

 
Figure 7. GHG emissions’ reduction by measure in the LCS.

Regarding biofuels’ use, the one that reduces GHG most is sugarcane ethanol, at 355 MtCO2e,
followed by palm oil biodiesel, at 82 MtCO2e; ethanol from sorghum grain, at 43 MtCO2e; and biodiesel
from Jatropha curcas, at 35 MtCO2e.

Regarding the new electric motor technologies, the HEV reduces GHG by 127 MtCO2e, followed
by the PHEV, at 45 MtCO2e; and, finally, the BEV, at 23 MtCO2e.

To summarize, the cumulative total of the emissions avoided in the analysis period amounted to
3165.9 MtCO2e in the LCS, which represents a total mitigation potential of 46.3% when compared to
the emissions from the BLS. At 2035 levels, 229 MtCO2e are mitigated, which corresponds to a 59.3%
GHG emissions’ reduction relative to a BLS.

The resulting 10 best GHG mitigation measures in the Mexican transport sector, representing
a total of 85% of avoided emissions, are: the gasoline price without subventions, at 18.0%; freight
transport companies integration, at 13.1%; sugarcane ethanol, at 11.2%; border environmental customs
for vehicles, at 8.2%; freight rail systems, at 7.5%; program for clean freight transport, at 7.1%; urban
development oriented to sustainable transport, at 6.6%; fuel economy standard for LDV, at 5.4%; HEV,
at 4.0%; and, finally, fuel economy standard in freight HDV, at 3.8%.
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Considering the classification from the study by [6], in relation to an ambitious transport sector
low carbon scenario in India, and adding our results according to this classification, Table 11 was
developed in order to compare our results for Mexico with that of this author.

Table 11. Comparison of mitigation results of similar transport sector´s Low Carbon Scenarios in 2035
from India [6] and Mexico (this work) in absolute and relative values relative to a baseline scenario.

Measures Category

INDIA MEXICO

[6] This Work

Absolute GHG Reductions Absolute GHG Reductions

MtCO2 % MtCO2 %

Sustainable Mobility * 50 7% 26 6%
Freight Logistics ** 18 3% 69 17%
Fuel Economy *** 120 18% 83 20%

Biofuels **** 18 3% 35 8%
Electric Vehicles ***** 140 20% 15 4%

Total GHG Reductions
from a Baseline Scenario

346 51% 229 56%

* Sustainable mobility: Public bicycles system, confined bus rapid transit systems (BRT), urban development
planning oriented to sustainable transportation, optimization of public transport routes in urban areas; ** Freight
logistics: Program for clean freight transport, freight rail systems, freight transport companies’ integration; *** Fuel
economy: Fuel economy standard for light duty vehicles (LDV), gasoline price without subventions, verification and
circulation restriction in the main 20 metropolitan areas and five border metropolitan areas, fuel economy standard
in heavy duty vehicles-freight (HDV), border environmental customs for vehicles; **** Biofuels use: Sugarcane
ethanol, sorghum grain ethanol, Jatropha curcas biodiesel, oil palm biodiesel; ***** Electric mobility: Hybrid electric
vehicles (HEV), plug-in hybrid electric vehicles (PHEV), battery electric vehicles (BEV), introduction of hybrid buses,
electric transport systems.

According to the percentage data shown in the mentioned table, in the mitigation measures related
to sustainable mobility, our results are similar with respect to the mentioned study. The same can be
said about the measures that concern the fuel economy, however, the set of mitigation measures of our
work is more ambitious regarding freight logistic and biofuels measures of the low-carbon scenario
carried out for the India’s transport sector, achieving in the first case a higher mitigation by a factor
of 5 and in the second case, higher by a factor of 3, in percentage terms. Finally, it is observed that
our measures concerning electric vehicles have less ambition to mitigate in the Mexican transport
sector than that established for the study of India mentioned, being smaller by a factor of almost 6, in
percentage terms.

In global terms, the two low-carbon scenarios of the two countries show important similarities
in terms of ambition to mitigate. When comparing CO2 reductions in year 2035 in percentage terms,
we can observe that the mitigation potential identified for Mexico represents a 56% of CO2 reduction
when compared to the BLS, while for the case of India, this CO2 reduction is 51% compared to a
baseline scenario.

Table 12 shows the results of the incremental costs of investment, maintenance, avoided
fuel, avoided subsidies, co-benefits, cost-benefit, mitigation cost, and avoided emissions from the
21 mitigation measures considered. According to this table, only 11 measures have a net investment
cost; these are Introduction of hybrid buses, electric public transport systems, confined BRT systems,
urban development oriented to sustainable transport, in addition to all measures corresponding to the
use of liquid biofuels and those of new electric mobility technologies.

176



Energies 2020, 13, 84

Table 12. Avoided GHG costs and emissions from mitigation measures in the transport sector in Mexico
during 2010–2035 period.

Mitigation Measure
I M S CPS AF C-B MC AE

MUSD USD/tCO2e MtCO2e

Energy Efficiency 35,897 6905 −171,057 0 −136,631 −264,888 −108 2457
Fuel Economy Standard for LDV 3085 0 0 0 −16,727 −13,642 −79 172

Gasoline Price Without
Subventions 0 0 −171,057 0 −38,175 −209,232 −366 571

Verification and Circulation
Restriction in the Main 20

Metropolitan Zones and 5 Border
Metropolitan Zones

0 4775 0 0 −5498 −723 −7 98

Fuel Economy Standard in HDV-F 90 0 0 0 −6101 −6011 −50 120
Border Environmental Customs for

Vehicles 6522 2092 0 0 −16,787 −8174 −32 259

Optimization of Public Transport
Routes in Urban Areas 0 0 0 0 −5835 −5835 −50 116

Introduction of Hybrid Buses 356 38 0 0 −152 242 48 5
Electric Public Transport Systems 656 0 0 0 −209 446 149 3

Public Bicycles System 544 0 0 0 −1375 −832 −48 17
Confined BRT Systems 1275 0 0 0 −893 382 43 9

Program for Clean Freight
Transport 2730 0 0 0 −8482 −5751 −25 226

Urban Development Oriented to
Sustainable Transport 2231 0 0 0 −1150 1081 5 210

Freight Rail Systems 18,244 0 0 0 −14,018 4226 18 236
Freight Transport Companies

Integration 164 0 0 0 −21,229 −21,065 −51 415

Liquid Biofuels 3048 35,912 0 −3662 −28,487 6814 13 514

Sugarcane Ethanol 2371 24,984 0 −1930 −20,928 4498 13 355
Sorghum Grain Ethanol 369 4576 0 −1500 −2497 949 22 43
Jatropha curcas Biodiesel 232 2340 0 −202 −1519 852 24 35

Oil Palm Biodiesel 76 4012 0 −30 −3543 515 6 82

New Electric Mobility
Technologies

25,559 0 0 0 −8258 17,302 89 194

Hybrid Electric Vehicles (HEV) 6297 0 0 0 −4047 2250 18 127
Plug-in Hybrid Electric Vehicles

(PHEV) 13,218 0 0 0 −1922 11,296 251 45

Battery Electric Vehicles (BEV) 6044 0 0 0 −2289 3756 163 22

Totals 64,504 42,817 −171,057 −3662 −173,376 −240,772 −76.05 3166

Note: I: Investment cost, M: Maintenance cost, S: Subsidies, CPS: Co-products and Sales incomes, AF: Avoided Fuel
cost, C-B: Cost Benefit, MC: Mitigation Cost and AE: Accumulated Avoided Emissions.

The rest of the measures considered have no net investment cost, and they have benefits; these
are fuel economy standard for LDVs, gasoline price without subventions, verification and circulation
restriction in the main 20 metropolitan zones and five border metropolitan zones, fuel economy
standard in HDV-F, border environmental customs for vehicles, optimization of public transport routes
in urban areas, public bicycles system, program for clean freight transport, and freight transport
companies’ integration. To summarize, the 21 measures studied represent an investment cost of
13,135 MUSD, a maintenance cost of 6867 MUSD and an avoided fuel cost of −120,209 MUSD. From
the economic analysis results a cost-benefit of −271,265 MUSD and mitigation costs from −366 to
−7 USD/tCO2e. Finally, the cumulative mitigation potential is 1994 MtCO2e.

Figure 8 shows the marginal cost curve of the measures analyzed and, in turn, indicates a route to
follow for the implementation of mitigation measures based mainly on those that have no cost but
have great potential for reducing emissions, which could initiate a transition toward a low carbon
transport sector.
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Figure 8. Marginal abatement cost curve for transport sector in Mexico.

8. Conclusions

In this article, a low carbon scenario (LCS) is proposed for the Mexican transport sector through
the integration of 21 greenhouse gas (GHG) mitigation measures. As a result, we have an LCS that
describes a transport sector transformation path characterized by structural changes in passenger and
freight mobility; use of new mobility technologies, with electric motors; biofuels’ introduction; price
signals; and changes in transport practices, emission regulations, and urban planning.

The economic and environmental analysis of joint and parallel implementation of the selected
mitigation measures shows, in year 2035, accumulated benefits for −240,772 MUSD, an average
mitigation cost of −76.0 USD / tCO2e, and an accumulated value of GHG emissions’ reduction of 3166
MtCO2e (equivalent to a reduction of accumulated GHG emissions of 46.3% when compared to BLS, an
average annual reduction of 126.7 MtCO2, and a 59.3% reduction of GHG emissions relative to the BLS
in the year 2035). We believe that the GHG reductions’ portfolio of mitigation measures analyzed in
this article will help Mexico, and other countries in the world, to establish more robust, more ambitious,
and faster energy transitions to limit GHG emissions in this key sector to restrain global climate change.
However, this article shows that the great challenge is to raise the significant investment required to
achieve this energy transition in a very capital-intensive sector such as the transport sector, as shown
by the Mexican case, where an accumulated investment of 64,326 MUSD is needed to establish a low
carbon transport sector that will contribute to the actions to restrain climate change.

These results should be considered carefully since the interaction between the 21 mitigation
measures is limited and restricted to one or two modes of transport at best, and the possible additivity
effects of these measures were not studied and considered in this article. The representations of the
measures were consequently assumed of linear nature, so our results turn out to be conservative and
do not necessarily represent what could happen in the real-world transport systems. Taking into
account the additive effects of the 21 mitigation measures analyzed, which would reflect the greater
interactivity between transport systems and their non-linear nature, would result in an improvement
in the overall results (cumulative emissions, emissions to the year 2035, cost-benefit, mitigation costs
and investments) that we have presented in this article.
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Abstract: Behavior-driven energy conservation has been a promising strategy for reducing building
energy consumption as well as carbon emissions. With the intention of revealing the impacts of
an individual’s personality basis on energy conservation behavioral attitudes and intentions in
households and offices, the present study proposes and conducts an experiment in Xi’an, China
with two groups for the investigation of such attitudes towards household energy-saving behavior
(HESB) and office energy-saving behavior (OESB), respectively. The research adopts structural
equation modeling for experiment data analysis. The analysis results suggest that the two personality
traits, Agreeableness and Neuroticism, are significantly related to both HESB and OESB attitudes.
Especially, agreeable people tend to present stronger energy-saving attitudes, while individuals
with higher Neuroticism are less likely to do so. The results indicate that the impacts of these two
traits on energy-saving attitude are found to be less influenced by different environment settings.
Further, the results find that Extraversion positively influences energy-saving attitude in the office
environment, while Openness only significantly works in the household environment. It is hoped that
the findings of the present study can provide informative references to energy-saving intervention
design as well as further studies on the spillover of pro-environmental behaviors.

Keywords: energy-saving; attitude; Big Five; personality traits; office; household; pro-environment

1. Introduction

Energy security plays a critical role in social, economic and environmental development [1].
An adequate energy supply can not only reduce the risk of political extortion, but also control the cost
of industrial development. Besides, energy consumption is closely related to greenhouse gas (GHG)
emissions as well as a series of environmental pollution. In addition to developing novel energy-efficient
techniques [2], in the last few decades, governments have paid much attention to efficient energy
consumption and resource conversation. More and more governments implement policies to encourage
business owners and households to use equipment with higher energy efficiency. The European Union,
for example, has set up several directives and projects to reduce energy consumption by 20% [3].
Through these energy policies, these countries or regions have not only reduced their dependence on
energy imports, but also effectively promoted environmental sustainability.
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Pro-environmental behaviors (PEBs) refer to “individual behaviors to enhance environmental
sustainability” [4]. Promoting energy conservation and other PEBs seems a promising strategy for
sustainable development: compared with other means [5], behavior-driven approaches generally work
with less initial investments and quick returns [6]. Behavior-driven energy-saving solutions have been
well considered in several green building schemes [7]. PEBs can be predicted by some psychological
and demographic items [8–10]. The theory of personality trait, for example, explains the highly stable
individual differences in PEB intentions [11,12]. Personality traits refer to factors reflecting individual
characteristic patterns of thoughts as well as feelings and further reflecting individual behavioral
patterns [13]. Personality traits might influence one’s attitude towards PEBs [14–16], and then further
contribute to sustainable intentions and behaviors directly or indirectly [17,18]. Some studies support
that people with some specific personality characteristics (so-called “green personalities”) tend to
present stronger attitudes towards PEBs and have more environmental protection potential [12]. This is
also in line with some studies on PEB spillover: people performing one PEB have higher likelihoods of
performing other PEBs [19,20]. Based on the personality trait theories, research works have further
made use of personality characteristics as well as interventions in PEB promotion [21,22].

However, there is growing evidence that people may present different intentions towards different
PEBs and in different environments [9,23]. Wells et al. [9], for example, found the spillover effect of
different resource conservation behaviors in different situations less significant. Especially, people
present a remarkable difference between their PEB intention inside and outside their homes. Tudor
et al. [24] also reported the connections and differences between PEBs at work and at home, which
supported the above statement. Besides, people with similar personality characteristics might present
individual differences in different PEBs. For example, Tang and Lam [25] noted that agreeable people
who consider more about others’ feelings are more likely to pay for green hotels consuming less energy
and resources. However, Kamal and Barpanda [26] found that not agreeable but extroverted students
tend to save energy at school. Shen et al. [27] found the contribution of both of the above two personality
traits to household energy-saving behavior (HESB) insignificant. Thorough understanding of the
individual difference in energy-saving attitudes and intentions at different situations is important for
effective energy policy-making as well as energy-saving intervention development. Thus, it is necessary
to reveal the contribution of “energy-saving personality traits” to the mentioned individual differences.

This study aims to reveal the personality basis of individual differences in attitudes as well as
intentions towards energy conservation inside and outside the family environment. There are only a
few pro-environmental behavior studies focusing on the developing areas. To bridge this gap, this study,
however, conducts the field experiment with 800 participants in Xi’an, a typical city in the northwest
region, the most undeveloped area in China. Participants are divided into two groups focusing on
HESB and office energy-saving behavior (OESB), respectively. HESB is a typical respective of in-home
pro-environmental behavior (IHPEB), which refers to “individual actions for environmental protection
at households or private spaces”. OESB represents out-of-home pro-environmental behavior (OHPEB),
which refers to “individual actions for pro-environmental purpose in public spaces”. The study
first reviews the recent literature on the relationship between personality traits and PEBs in different
situations and introduces the design and conduct process of the experiment in detail. This research
then analyzes the experiment data with the structural equation modeling (SEM) technique. Based on
the analysis results, the paper discusses the potential causes of the results, the policy implications of
the findings and the limitations of this study. This study investigates the influence of personality traits
on energy-saving attitude in office and household environments. The findings of this study would
provide a personality explanation of the individual differences in energy conservation attitudes in
different situations. The findings would be helpful in energy-saving intervention and policy-making.

2. Literature Review

Broadly speaking, personality traits refer to the highly stable, individual characteristic set of
behaviors, cognitions and emotional patterns that evolve from biological and environmental factors [28].
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Personality traits can influence attitude directly [29]. Several studies have provided sufficient evidence
supporting the significant contribution of personality traits to PEBs directly [30] or mediated by
attitude [12,31].

The Big Five personality trait theory (also called Five-Factor Model of Personality, FFM) is
one of the most commonly used models in the psychological field [32]. The FFM comprises five
personality traits: Extraversion (E), Agreeableness (A), Conscientiousness (C), Neuroticism (N) and
Openness (O). Extraversion refers to the individual tendency to be outgoing, energetic and assertive
to the outer world [33]. Thus, extraverted individuals often present a positive attitude to social
connection engagement and show the ability to garner energy from socializing. Agreeableness is a
trait manifesting itself in individual behavioral characteristics that are perceived as kind, sympathetic
and cooperative [34]. Agreeableness individuals are caring for the well-beings of others and present
strong humility and trustfulness. Besides, Conscientiousness is defined as the tendency of being
organized and obeying obligations and goals [34]. Therefore, Conscientiousness individuals are more
likely to accomplish assigned tasks and respect for the disciplines that encourage organizational
achievements [35]. Neuroticism refers to the individual tendency to experience negative emotions [34].
Individuals with higher scores on Neuroticism tend to present lower emotional stability. Openness is
the tendency to embrace knowledge, interest in generating novel configurations within practices and
appreciation for variety thinking and experiences.

The literature so far critically employed the FFM in the field of PEBs, such as energy-saving [27,36,37],
recycling [38], paying for green hotels [25] and sustainable tourism [31,39]. Additionally, there are several
studies connecting the Big Five personality traits with PEB-related psychological factors. For instance,
some previous studies linked Big Five personality traits to attitude towards PEBs [14,15,40].

Considerable efforts have also been made to explore the impacts of personality traits on the IHPEBs.
Several studies indicate that Agreeableness, Conscientiousness as well as Openness are potentially
related to attitude and intention towards household PEBs. Markowitz et al. [17], for example, found
significant relationships between the three personality traits (i.e., Agreeableness, Conscientiousness
and Openness) and the HESB intention. Busic-Sontic and Brick [41] noted that individuals with
higher Openness tend to accept green household installations in the UK, which is also supported
by He and Veronesi’s [42] study on household renewable energy technology adoption in mainland
China. Shen et al. [27] argued that Conscientiousness presents the most consistency in its correlation
with HESB, and Agreeableness and Openness also present positive contributions. Swami et al. [43]
and Zhang et al. [44] believe that Conscientiousness is an important predictor of household waste
management behavior. However, empirical findings are inconsistent. For example, both Brick
and Lewis [12] and White and Hyde [45] found the relationship between Conscientiousness and
household pro-environmental behavior less significant. Further, Swami et al. [43] suggested that the
link between Agreeableness and in-home waste management is insignificant. The roles of Extraversion
and Neuroticism, the other two personality traits, in the in-home PEB process seem unclear. Limited
evidence suggested that Neuroticism is weakly but positively related to household sustainable
installation behavior while the contribution of Extraversion presents as negative [41]. Individuals with
high Extraversion scores are more likely to turn off lights when nobody is at home. The same law
applies to individuals with lower Neuroticism [27].

Further, several personality studies focus on the OHPEBs. There is growing evidence showing that
Agreeableness and Extraversion potentially contribute to out-of-home PEBs. For instance, Sun et al. [15]
and Luchs [46] indicate that both Agreeableness and Extraversion positively affect the attitude towards
green buying. This is in unison with the conclusion of Tang and Lam [25] who provide empirical
evidence confirming the positive relationship when examining people’s willingness to pay for green
hotels. Yazdanpanah and Hadji Hosseinlou [47] found that extraverted people are more likely to
choose public transport means. They, together with agreeable individuals, tend to present higher
acceptability of sustainable transport policies, where higher levels of trust in the government would
be a potential explanation [48]. Kvasova [39] indicates that both Agreeableness and Extraversion
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positively contribute to pro-environmental tourist behaviors in Cyprus. However, there also exist
some different statements. For example, Passafaro et al.’s study [31] on sustainable tourism found that
neither Extraversion nor Agreeableness directly contributes to pro-environmental attitudes or OHPEBs.

Yet, there exists little consensus about the relationships between the other three traits (i.e.,
Openness, Neuroticism and Conscientiousness) and the OHPEBs. Sun et al. [15] found that Openness
and Conscientiousness also positively contribute to green consumption intention. Yazdanpanah and
Hadji Hosseinlou [47] noted that Neuroticism presents a negative relationship with public transport
choosing intention while the contributions of Agreeableness, Openness and Conscientiousness seem
insignificant. Kvasova [39] noted that Neuroticism and Conscientiousness are positively associated
with green tourist behavior while the link between Openness and the OHPEB is less significant.
Chiang et al. [49] found that emotional stability positively contributes to OHPEBs. These findings
highlight the complex attribute of personality traits. Further investigations on the roles of the
above-mentioned three traits are necessary.

Previous research has well explored the role of the Big Five personality traits in pro-environmental
attitudes and behaviors. Many studies have thoroughly analyzed the impacts of personality traits
on various typical environmental-friendly attitudes or behaviors such as garbage recycling, saving
resources and purchasing green products. The results of these studies indicate that personality
traits have different influences on different environmental-friendly behaviors. For example, in three
personality studies on energy conservation behavior, Shen et al. [27], Tiefenbeck et al. [50] and
Markowitz et al. [17] presented different findings with different backgrounds. Further, participants in
two studies on recycling, by Poškus and Žukauskienė [38] and Swami et al. [43], also present different
attitudes with different environments (i.e., school and family). These findings show that the role of
personality traits on the same pro-environment behavior in different environments might be different,
thus requiring further explorations. However, there is only a limited number of studies focusing on the
energy-saving attitudes in different environments and their personality explanation. Based on the above
literature review, this study aims to reveal the personality basis of individual differences in energy-saving
attitude in family and office environments. The researchers propose a theoretical framework connecting
the Big Five personality traits with PEB intentions via attitudes. Further, the study puts several hypotheses
forward on HESB and OESB, respectively. These hypotheses are shown in Table 1.

Table 1. The hypotheses put forward in the study.

Hypothesis

H1 Agreeableness contributes to HESB by positively affecting attitude towards HESB
H2 Conscientiousness contributes to HESB by positively affecting attitude towards HESB
H3 Openness contributes to HESB by positively affecting attitude towards HESB
H4 Extraversion contribute to HESB by negatively affecting attitude towards HESB
H5 Neuroticism contribute to HESB by negatively affecting attitude towards HESB
H6 Agreeableness contributes to HESB by positively affecting attitude towards OESB
H7 Conscientiousness contributes to HESB by positively affecting attitude towards OESB
H8 Openness contributes to HESB by positively affecting attitude towards OESB
H9 Extraversion contribute to HESB by negatively affecting attitude towards OESB
H10 Neuroticism contribute to HESB by negatively affecting attitude towards OESB

The hypotheses and relationships between variables in the research framework are presented
graphically in Figure 1. Figure 1a shows the research model for HESB, while Figure 1b shows the research
model for OESB.
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(a) 

(b) 

Figure 1. The research model. (a) The research model for HESB; (b) The research model for OESB.

3. Methodology

3.1. Study Overview

This research conducted a field experiment in Xi’an, one of the most densely populated cities
located in Shaanxi Province, northwest China, and selected two typical residential communities
in Yan-Ta district (urban area in Xi’an) as the study areas. Notably, these two communities are
located in the same district and the residents in the selected study areas share similar socioeconomic
characteristics. Especially, the participants have similar cultural and economic backgrounds as well as
a built surrounding environment. Before substantial data gathering, the researchers invited five experts
to review as well as revise the questionnaire in terms of its structure, wording and comprehensibility
to make sure the questionnaire was understandable for the general public. These experts included
two researchers in psychology, two experienced community workers in the study areas, as well as
one property manager. The revised questionnaire was pilot-tested by 30 individuals to give revision
suggestions to the final version of the questionnaire.

In this study, the community workers played the role as the gatekeeper. The study used the
two-stage sampling method. Residents in the selected communities were encouraged to participate in
this research by the staff in the neighborhood committee via a Wechat group to maximize the sample
size. The researchers called for participants in the study areas through the local residential committee
and there were 853 households signed-up. The researchers selected 800 households from the signed-up
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group. The selection was based on two standards: (1) the participant had lived in the investigation
sites for at least six months; and (2) the participant had a steady job and had worked at the current
company for at least six months so that they are familiar enough with the environments.

The participants in the experiment were purposely divided into two groups (i.e., Group A and
Group B) according to their sociodemographic backgrounds to maximize the representativeness of
the diverse background and to reduce the possibility of sampling bias. The respondents in different
groups were required to complete the different questionnaires with different themes. The first version
of the questionnaire concerns HESB (so called HESB-Q) and was prepared for Group A. The second
version of the questionnaire concerns OESB (so called OESB-Q) and was prepared for Group B.

The responses from the participants were collected during January to March 2020. Due to the
coronavirus (i.e., COVID-19) outbreak in China, the researchers adopted online tools to avoid face-to-face
interaction from late January. Especially, the researchers employed Wechat, one of the most popular instant
message Apps for consumer smart devices (i.e., smart phones and tablets) in China, to distribute the
questionnaire and to collect the responses. The high usage rate makes Wechat (7.0.12, Tencent, Shenzhen,
China) a suitable tool to approach potential participants in Chinese cities [8,43,51]. Sun et al. [51] provide
sufficient evidence showing the feasibility of questionnaire distribution with Wechat. In this study,
potential respondents were sent the online questionnaire which is able to be opened by clicking the
link or scanning a QR-code on a prepared survey card to reach the online questionnaire. The structural
equation modeling (SEM) approach is then adopted to delineate the causal mechanisms and numerous
relationships between personality traits and different types of energy-saving behaviors in this study.

3.2. Questionnaire Design

Based on an extensive review of the relevant literature [6,52,53], the questionnaire survey was
chosen as the main data instrument to solicit the opinions on the subject matter. In order to encourage
participation, the questionnaire was completely anonymous and voluntary, respondents were assured
of the confidentiality of their data [54]. No reminder letter was sent to the respondents during the data
collection process. Vouchers were given to participants who completed the questionnaire and provided
valid feedback successfully. Both of the questionnaires for Group A and Group B encapsulated
three sections.

The first sections in the two versions are the same, where the researchers employed the Chinese
version of the Ten-Item Personality Inventory (i.e., TIPI-C) to evaluate the personality characteristics of
the participants. The TIPI is a short inventory for the Five-Factor Personality assessment with only
10 items. The TIPI inventory was developed by Gosling, Rentfrow and Swann [34] and has been widely
employed in psychological studies on PEBs [17,55]. Lavelle-Hill et al. [56], for example, employed
the TIPI in a study on plastic bag consumption. In addition, Komatsu and Nishio [37] also adopted
the Japanese version of the TIPI in a study on HESB. There are several studies on the validity and
reliability of the Chinese form of TIPI [57,58]. All items in the first section used a 5-point Likert rating
scale (i.e., 1 = Strongly Disagree, 2 = Disagree, 3 = Neutral, 4 = Agree, 5 = Strongly Agree).

In the second section, the two questionnaires focus on the attitudes towards household and office
energy-saving behavior, respectively. Each of them includes four items using the 5-point Likert rating
scale. The items employed in the questionnaires for the two groups are presented in Table 2. Besides,
the researchers also provided a clear definition of energy-saving behaviors as well as some typical
HESBs and OESBs (see Table 3) to the participants. The HESB-Q categorizes sixteen typical HESBs into
four family scenes: kitchen, living room, bedroom and bathroom. The OESB-Q categorizes nine typical
HESBs into two office scenes: office desk and pantry. The questionnaires then tested the energy-saving
behavioral intentions of the participants in different scenes. Different from the first section, the items
as well as the checklist in this section are original.

The final section was designed to collect the socio-demographic characteristics of the respondents.
The items in the third section include questions about gender, age, education level and income level.
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Table 2. The items in Section 2 of the Uniform Questionnaire

Version Group Item Code

HESB-Q A

HESBs are valuable for environmental protection; ATT-1A

HESBs are important for environmental protection; ATT-2A

HESBs are wise actions; ATT-3A

OESB-Q B

OESBs are valuable for environmental protection; ATT-1B

OESBs are important for environmental protection; ATT-2B

OESBs are wise actions; ATT-3B

Table 3. The household energy-saving behavior (HESB) and office energy-saving behavior (OESB) checklist.

Version Scene Item

HESB-Q

Kitchen

Keep the fridge door closed after taking food.
Reduce the flame when boiling starts.

Cool down hot food before storing in the fridge.
Allow some space all around the fridge and keep the fridge far

from the heater.
Not overfill the fridge and allow some gaps between fridge and food.

Living room

Turn off the television when not in use.
Close windows and doors when using heating or cooling system.

Set the heating system below 20 ◦C in winter and set the air-condition
around 25 ◦C in summer.

Set computer on energy-saving mode.

Bedroom

Use natural light instead of artificial light in the daytime.
Use task lighting before plan to sleep.

Turn off light when sleeping.
Turn off the air-conditioning system when leaving the room.

Bathroom
Take a shower rather than a bath.

Control the showering time.
Turn on the water heater only when necessary.

OESB-Q

Office Desk

Set computer on energy-saving mode when leaving for a short time and
switch off the computer when leaving for a long time.

Close windows and doors when using heating or cooling system.
Set the heating system below 20 ◦C in winter and set the air-condition

around 25 ◦C in summer.
Use task lighting for activities requiring a small amount of focus light.

Turn off air-conditioning and light when leaving the office.

Pantry

Switch on the water heater only when necessary and turn it off
when not use.

Cool down hot food before storing in the fridge.
Turn off light when leaving.

Heat enough water without too much unused.

3.3. Respondents Profile

The study distributed 800 questionnaires in the two groups. A few participants declined to
participate or filled in the questionnaire incompletely. In total, the researchers collected 753 responses,
683 (i.e., 90.70%) of them were valid. There were 335 valid responses from Group A, where 168
were male (i.e., 50.51%) and 167 were female (i.e. 49.85%). Group B has a valid sample of 348: the
numbers of male and female were 177 (i.e., 50.86%) and 171 (i.e., 49.14%), respectively. In Group A,
219 (i.e., 65.37%) respondents held a bachelor or higher-level degree. There were 235 (i.e., 48.56%)
bachelor or higher-level degree holders in Group B. The annual income level of most participants
ranged from CNY 50,000 to 150,000 per year. The respondent profile and the statistical data in Xi’an
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and mainland China are compared in Table 4 in detail. The sociodemographic information of Xi’an
city was found from the 2010 population census of the People’s Republic of China [59] as well as the
statistical communique of Xi’an on national economic and social development in 2019 [60]. The national
sociodemographic information comes from the 2010 population census of the People’s Republic of
China [59] and the People’s Republic of China on national economic and social development in
2019 [61]. All the participants in this study had stable jobs. Thus, the percentages of adolescents
and senior people are less than the national average level. Besides, the average income level of the
participants was significantly higher than the national level for the same reason.

Table 4. Socio-demographic characteristics of respondents.

Item Range
Group A Group B Statistic Data (Xi’an) Statistic Data (China)

Frequency Percentage Frequency Percentage Percentage Percentage

Age

<18 5 1.49% 8 2.30% 25.32% 24.10%

18–25 70 20.90% 67 19.25% 10.62% 9.56%

26–30 79 23.58% 83 23.85% 7.87% 7.58%

31–40 92 27.46% 88 25.29% 16.12% 16.14%

41–50 51 15.22% 58 16.67% 15.45% 17.28%

51–60 33 9.85% 35 10.06% 12.26% 12.01%

>60 5 1.49% 9 2.59% 12.37% 13.32%

Gender
Male 168 50.15% 177 50.86% 51.26% 51.19%

Female 167 49.85% 171 49.14% 48.74% 48.81%

Education
Level

Secondary School
or Below 27 8.06% 24 6.90% N/A N/A

High School
or equivalent 89 26.57% 89 25.57% 20.66% 15.02%

Bachelor’s degree
or equivalent 165 49.25% 169 48.56%

22.00% 9.53%
Master’s degree

or equivalent 52 15.52% 62 17.82%

Doctor’s degree
or above 2 0.60% 4 1.15%

Income Level
(CNY Per Year)

<30,000 48 14.33% 54 15.52%

The average disposable
income of urban residents is

41,850 while for rural
residents is 14,588.

The average disposable
income of urban residents is

42,359 while for rural
residents is 16,021.

30,000–50,000 34 10.15% 38 10.92%

50,000–100,000 93 27.76% 83 23.85%

100,000–150,000 71 21.19% 72 20.69%

150,000–250,000 41 12.24% 48 13.79%

250,000–300,000 15 4.48% 15 4.31%

>300,000 12 3.58% 12 3.45%

N/A 21 6.27% 26 7.47%

3.4. Data Analysis

This study employed structural equation modelling (SEM) for data analysis. SEM consists of
two types, namely covariance-based SEM and partial least squares SEM (PLS-SEM) [62]. As a useful
statistical tool for testing the formulated hypotheses, PLS-SEM was selected in this study to quantify the
impacts of different constructs [63]. PLS-SEM has been widely employed in behavioral sciences-related
research with the ability to handle non-normal data and avoid many restrictive data assumptions. For
example, Liu et al. [8] adopted PLS-SEM to investigate the psychological factors influencing HESBs.
Another example is that Tan [64] employed PLS-SEM to predict sustainable real estate purchasing
intention with personal values and attitudes. Nomura et al. [65] also revealed the psychological driving
force behind household recycling behavior. This study employs the software Smart-PLS 3 as a tool for
data analysis.

The analysis process involves two steps: (1) assess the measurement model and (2) evaluate
the structural model [8,66]. For the measurement modeling, composite reliability (CR), convergent
validity (CV) and discriminant validity (DV) are the common criteria to indicate the model’s validity
and reliability. Normally, a satisfactory value for CR varies between 0.7 to 0.9 [66]. CV can be
assessed with the values of average variance extracted (AVE) and the measurement items loadings.
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AVE refers to a measure of the amount of variance which is captured by a latent construct in relation to
the amount of variance due to measurement error [67]. The acceptable AVE value of each element
should exceed 0.5 [63], while the measurement loading of a specific item should be larger than
0.4 [8,68]. DV assessment is used to confirm that each latent variable is not correlated with other
latent variables [68]. The heterotrait–monotrait (HTMT) ratio is one of the common methods for DV
measurement, and its index should not exceed 0.9 [8,69]. Using the bootstrap re-sampling technique,
the path coefficients (t-value) and levels of significance (p value), construct reliability and validity (CR
and CV) and discriminant validity (DV) were generated in the structural model [66,70]. The analysis
results are discussed in the succeeding sections.

4. Results

In this section, the study first shows the measurement modeling results to ensure all measurement
items and constructs are statistically reliable and valid for modeling, which includes two steps: (1) the
CV and CR assessment, and (2) the DV measurement. The study analyzes the factor loading of each
item as well as AVE, CR, CV and heterotrait–monotrait (HTMT) ratio. Then, the study conducts the
structural modeling and analysis.

4.1. Group A: HESB

Tables 5 and 6 illustrate the results of the measurement modeling. Table 5 pays attention to the
factor loadings as well as to two criteria in the CV and CR assessment (i.e., AVE and CR). The data
show that the measurement loadings of all items are greater than or equal to 0.614 (i.e., >0.4). Further,
the AVEs and CRs of the constructs well met the statistical requirements. Besides, Table 6 focuses
on the DV assessment results by illustrating the HTMT ratio. The result analysis suggests that the
measurement in this study fulfills the discriminant validity requirements.

Subsequent to the measurement modeling process, this study then conducts the PLS structural
modelling analysis and illustrates the analysis results in Table 7. In addition to the statistical significance
of the hypothesized relationships, the table also presents the sample mean and standard deviation
(STDEV) of each relationship.

Table 5. The convergent validity (CV) and composite reliability (CR) assessment results of Group A.

Constructs Item FL AVE Composite Reliability

Attitude (ATT)
ATT-1A 0.644

0.586 0.810ATT-2A 0.771
ATT-3A 0.862

Behavioral Intention (BI)

HESBI-1 0.720

0.546 0.767
HESBI-2 0.739
HESBI-3 0.669
HESBI-4 0.614

Extraversion (E) E-1A 0.867
0.785 0.865E-2A 0.915

Openness (O) O-1A 0.884
0.656 0.788O-2A 0.728

Agreeableness (A) A-1A 0.949
0.598 0.721A-2A 0.712

Conscientiousness (C) C-1A 0.887
0.685 0.832C-2A 0.751

Neuroticism (N) N-1A 0.844
0.705 0.821N-2A 0.824

Note: FL refers to factor loading; AVE refers to average variance extracted; HESBI refers to household energy-saving
behavioral intention.
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Table 6. Discriminant validity (DV) assessment results of Group A.

ATT HESBI A C E N O

ATT
HESBI 0.745

A 0.539 0.762
C 0.400 0.197 0.456
E 0.204 0.075 0.604 0.619
N 0.405 0.558 0.711 0.548 0.730
O 0.524 0.430 0.558 0.316 0.527 0.463

Note: ATT refers to attitude towards HESB; HESBI refers to household energy-saving behavioral intention; A refers to
Agreeableness; C refers to Conscientiousness; E refers to Extraversion; O refers to Openness; N refers to Neuroticism.

Table 7. Structural modeling analysis results of Group A.

Hypothesis β Sample Mean STDEV t-Value p-Value

H1: A→HESB ATT 0.190 0.195 0.063 3.027 0.003 **
H2: C→HESB ATT 0.045 0.050 0.070 0.647 0.518
H3: O→HESB ATT 0.236 0.238 0.062 3.840 <0.001 ***
H4: E→HESB ATT −0.025 −0.018 0.060 0.421 0.674
H5: N→HESB ATT −0.154 −0.152 0.073 2.107 0.035 *
HESB ATT→HESBI 0.367 0.383 0.061 6.067 <0.001 ***

*: p < 0.05; **: p < 0.01; ***: p < 0.001.

The results suggest that HESB attitude is an effective predictor of HESB intention, for the
correlation between HESB attitude and intention is significant (i.e., β = 0.367, p < 0.001). There are
only two personality traits positively correlated with HESB attitude, including Agreeableness and
Openness. It seems that Openness presents the strongest contribution (i.e., β = 0.236, p < 0.001) to HESB
attitude among the five personality traits. Besides, Agreeableness has a positive effect (i.e., β = 0.190,
p = 0.003) on HESB attitude as well. On the contrary, Neuroticism shows a significant but negative
relationship (i.e., β = −0.154, p = 0.035) with HESB attitude. The analysis results indicate that the
effect of Conscientiousness on HESB attitude is small and less significant (i.e., β = 0.045, p = 0.518).
The negative influence of Extraversion on HESB attitude seems small and insignificant as well.

4.2. Group B: OESB

Tables 8 and 9 present the measurement modeling results of Group B. Similar to Table 5 in
Section 4.1, Table 8 shows the factor loading of each item and the CV and CR assessment results.
The factor loadings of the employed items vary between 0.708 and 0.949 and are significantly greater
than 0.4. Further, the employed constructs show satisfactory AVE (i.e., no less than 0.5) as well as CR
(i.e., between 0.7 and 0.9) levels. Table 9 presents the HTMT ratio of the constructs, which supports
that the measurement meets the DV requirements.

Then, this study conducts the structural modeling analysis and illustrates the statistical significance
of the hypothesized relationships in Table 10.

Similar to the HESB intention, the results indicate that OESB intention can be well predicted by
OESB attitude. The relationship between OESB attitude and OESB intention is positive and significant
(i.e., β = 0.587, p < 0.001). There are two personality traits positively contributing to OESB attitude as
well: Agreeableness and Extraversion. Agreeableness presents a relatively strong and positive effect
(i.e., β = 0.181, p = 0.011) on OESB attitude, while Extraversion presents a positive and significant
relationship (i.e., β = 0.139, p = 0.043) with OESB attitude. By contrast, Neuroticism plays a negative
role in OESB attitude. The relationship between Neuroticism and OESB attitude is negative but
significant (i.e., β = −0.133, p = 0.042). The contribution of Conscientiousness and Openness seems
positive but less significant.
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Table 8. The CV and CR assessment results of Group B.

Constructs Item FL AVE Composite Reliability

Attitude (ATT)
ATT-1B 0.888

0.724 0.887ATT-2B 0.907
ATT-3B 0.748

Behavioral Intention (BI) OESBI-1 0.913
0.751 0.857OESBI-2 0.818

Extraversion (E) E-1B 0.712
0.693 0.816E-2B 0.938

Openness (O) O-1B 0.780
0.517 0.731O-2B 0.966

Agreeableness (A) A-1B 0.949
0.513 0.735A-2B 0.754

Conscientiousness (C) C-1B 0.896
0.674 0.804C-2B 0.738

Neuroticism (N) N-1B 0.708
0.620 0.748N-2B 0.920

Note: FL refers to factor loading; AVE refers to average variance extracted; OESBI refers to office energy-saving
behavioral intention.

Table 9. DV assessment results of Group B.

ATT OESBI A C E N O

ATT

OESBI 0.778
A 0.766 0.781
C 0.266 0.107 0.461
E 0.276 0.102 0.682 0.389
N 0.274 0.261 0.701 0.551 0.426
O 0.270 0.207 0.556 0.270 0.763 0.625

Note: ATT refers to attitude towards HESB; HESBI refers to household energy-saving behavioral intention; A refers to
Agreeableness; C refers to Conscientiousness; E refers to Extraversion; O refers to Openness; N refers to Neuroticism.

Table 10. Structural modeling analysis results of Group B.

Hypothesis β Sample Mean STDEV t-Value p-Value

H6: A→OESB ATT 0.181 0.179 0.071 2.538 0.011 *
H7: C→OESB ATT 0.034 0.043 0.061 0.555 0.579
H8: O→OESB ATT 0.013 0.032 0.055 0.245 0.806
H9: E→OESB ATT 0.138 0.139 0.068 2.022 0.043 *

H10: N→OESB ATT –0.133 –0.139 0.065 2.038 0.042 *
OESB ATT→OESBI 0.587 0.587 0.050 11.681 <0.001 ***

*: p < 0.05; ***: p < 0.001.

The analysis results suggest that two personality traits, Agreeableness and Neuroticism,
play critical roles in general energy conservation behavior: those two traits are significantly related to
both HESB and OESB attitude. However, Agreeableness plays a positive role in the energy-saving
behavioral process, while the role Neuroticism plays is negative. Among all the traits, Openness
represents the strongest predictor of HESB attitude. However, the effect of Openness on OESB attitude
is small and less significant. Besides, Extraversion presents a significant correlation with OESB
attitude, while the influence of Extraversion on HESB attitude seems less significant. The effect of
Conscientiousness on both HESB and OESB attitude is insignificant.
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5. Discussion

5.1. The Impacts of Personality Traits

The results of the current study suggest that the influence of Agreeableness and Neuroticism on
energy conservation behavioral attitudes and intentions less depends on the external environment.
These two “energy-saving personality traits” can work as predictors reflecting overall energy-saving
attitudes. However, the relationships between some personality traits, such as Openness and
Extraversion, and energy-saving personality only become significant with some specific external
environment. Those personality traits may predict the energy-saving potentials of individuals in some
specific situations. The study finds that Agreeableness and Neuroticism are significantly correlated
with both HESB and OESB attitudes. These findings indicate that the impacts of Agreeableness
and Neuroticism on energy-saving attitude might not depend on the surrounding environment.
The positive correlation between Agreeableness and energy-saving attitude is in line with previous
studies on the personality basis of PEBs (such as [15,25,27]). Agreeable people are more likely to
present stronger empathic concern [71] and tend to consider collective interests and others’ feelings.
Individuals with higher Agreeableness levels might extend their empathic concerns to energy-saving.
This is also supported by Berenguer [72] and Luch et al. [46], whose findings suggested that empathic
concerns work positively in the environmental protection behavioral process. Surprisingly, Neuroticism
presents significant but negative relationships with both HESB and OESB attitudes. This finding
suggests that neurotic people present a weaker energy conservation attitude in both the office and the
family environment. Individuals with higher Neuroticism show higher tendency to present negative
emotional characteristics, such as sensitivity, nervousness and insecurity [73]. Thus, emotional stability
might play the role as the predictor of energy conservation intention. This is also supported by
Chiang et al. [49] and Van Egeren [74], who believe that Neuroticism positively contributes to the
external locus of control (ELC) while ELC is negatively related to PEB attitudes. People with stronger
emotional uneasiness are more likely to be influenced by ELC.

The study results demonstrate a significant correlation between Extraversion and OESB attitude,
which is consistent with some previous evidence that supports the positive correlation between
Extraversion and OHPEB attitudes and intentions (such as [25] and [48]). However, the study also
found that the effect of Extraversion on IESB attitude is small and less significant. Extroverts generally
present stronger sociability [75]. Individuals with higher Extraversion tend to engage in specific
behaviors to integrate into the collective. Previous studies also found that Extraversion is one of the
predictors of country-level environmental engagement [30]. Further, Kamal and Barpanda [26] note that
Extraversion bridges social aspiration and environmental concern. Compared with the office, the family
environment emphasizes privacy. At home, people receive fewer expectations and evaluations from
others, and do not need to perform special actions for social engagement. This might partially explain
the reason why people with higher Extraversion present higher energy-saving potential than others at
the office but not at home.

Openness only presents a significant correlation with HESB attitude. Openness reflects the degree
of intellectual curiosity, creativity and a preference for novelty and variety of an individual. Therefore,
people with a higher level of openness-to-experience are more natural to accept environmental
protection concepts. Besides, people with higher openness are more likely to be interested in novel
environmental-friendly technologies [41]. At home, more open individuals have more opportunities
to practice different environmental protection solutions or install novel environmental protection
technologies. This might explain the significant correlation between Openness and household
energy-efficient technology installation attitudes in two studies in the UK [41] and China [42]. However,
office facilities are relatively monotonous with complex rules. It could be difficult for people to apply
novel energy-saving ideas to the office environment. This may limit the willingness of more open
employees to save energy at the office.
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The results reveal that personality traits obviously influence the energy-saving process in both
household and office environments. The contributions of some specific personality traits to the
pro-environmental attitude are not dependent on the situation and environment. Those personality
traits can well predict the overall environmental protection intentions as well as the potentials of
individuals. However, some personality characteristics are only able to predict the pro-environmental
behavior in some specific situations. In addition, the researchers found out and thus prospect that it
would be valuable to customize environmental protection schemes in the future: the same strategies
are not suitable to apply to each individual or in each situation. It would be better to develop specific
informatic interventions according to the personality characteristics of targets as well as the surrounding
environment. Although the evaluation of personality and other demographic characteristics of each
individual is a challenge to decision-makers, the effectiveness and efficiency of those schemes would be
highly strengthened by achieving the target for the individuals with the most substantial energy-saving
potential and the targets who are able to save more with assistance. Besides, the findings in this study
would provide references for behavior simulation in the built environment in further studies.

5.2. Limitations and Further Studies

This research has some limitations as well. First, the findings in this study cannot be generalized
to the population in other settings. The field experiment in this study was conducted in Xi’an, China.
Due to the different social and economic backgrounds, the results should be empirically validated with
caution before applying in different contexts. Second, despite the efforts made by the researcher to
maximize the potential respondents, the sample size for the study is relatively small. The sample sizes
for the two groups were 335 and 348, respectively. Although the sample size meets the requirement of
statistical data analysis, further studies would benefit from a larger sample size. Moreover, the selected
study area is a typical urban area in a well-developed Chinese city, therefore the percentages of
bachelor’s or higher-level degree holders and high-income families in this study exceed the average
level in China since the rural population constitutes approximately 45% in China. Follow-up studies are
therefore recommended to take into account energy-saving studies in other regions and pay attention
to rural areas, which are conducive to the comprehensiveness of the research. In addition, the authors
recommend that future research would benefit from employing different personality inventories to
avoid excessive two-variables-based latent constructs.

6. Conclusions

This study presents a field experiment in Xi’an, China to explore the personality basis of the individual
difference between energy-saving attitudes in office and household environments. The SEM analysis
results indicate that Agreeableness and Neuroticism are significantly correlated with energy-saving
attitudes in both office and household environments. The finding suggests that the influence of these two
personality traits on energy-saving attitude might not depend on the surrounding environment. By contrast,
the external environment plays a more critical role in the relationship between energy-saving attitudes
and the other two personality traits, Openness and Extraversion. Openness only positively contributes
to energy-saving attitudes and intentions in the household environment, while Extraversion only
presents a significant relationship to ones’ energy-saving attitudes in the office. It is hoped that
the findings would provide references for the energy-saving schemes as well as simulations in the
future. The effectiveness of further energy-saving interventions would be much improved by targeting
individuals with more energy-saving potentials. Besides, based on the findings in this study, further
studies would explore the personality basis of the spillover effect of PEBs.
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