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János Hegedüs, Gusztáv Hantos and András Poppe

Lifetime Modelling Issues of Power Light Emitting Diodes
Reprinted from: Energies 2020, 13, 3370, doi:10.3390/en13133370 . . . . . . . . . . . . . . . . . . . 255
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Preface to ”Thermal and Electro-thermal System

Simulation 2020”

Microelectronics thermal experts from four continents came together in the fall of 2019 at

the 25th THERMINIC Workshop at Lake Como in Italy, to discuss the latest issues in the design,

characterization and simulation of the thermal and reliability problems in electronic devices and

systems. The event, as usual, was sponsored by the IEEE Society, by the IEEE Components,

Packaging, and Manufacturing Technology Society, and by numerous companies. The workshop

is largely application-oriented and shows a rare balance of contributions from both academy and

industry, often in great synergism. This issue had participants from 25 countries. The proceedings

for the THERMINIC formal workshop are not usually published, but it is a tradition that the

most valuable papers from the workshop appear in Special Issues or special sections in leading

international journals. These journals are selected according to the nature and scope of the

workshop in that particular year. At THERMINIC 2019, significant results were presented about

thermal and electro-thermal simulations. For this reason, it was thought to organize a Special

Issue of Energies entitled “Thermal and Electro-Thermal System Simulation”. In this Special Issue,

papers have been accepted whether they are derived from THERMINIC 2019 contributions or

not. At the end of a very rigorous revision process, 14 papers are selected. Several papers,

here proposed to the thermal community, have turned out to be extended versions of papers

presented at THERMINIC 2019, thus confirming the fact that THERMINIC 2019 was a stage of choice

for presenting outstanding contributions on thermal and electro-thermal simulation in electronic

systems. The papers selected for this Special Issue testify in particular great activity in parametric

thermal and electro-thermal modeling, multi-physics simulation of LEDs, electro-thermal simulation

of power electronics applications. For the first time, the thermal modeling of batteries and modeling

the thermal influenced motion of magnetic nanoparticles in micro-channels are also among the

subjects featured. We hope that all the selected papers will provide useful information to the readers

who are certainly interested in these recent important questions of microelectronics thermal issues.

Márta Rencz, Lorenzo Codecasa, Andras Poppe

Editors
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Abstract: This paper presents the Thermal Resistance and Impedance Calculator (TRIC) tool devised
for the automatic extraction of thermal metrics of package families of electronic components in both
static and transient conditions. TRIC relies on a solution algorithm based on a novel projection-based
approach, which—unlike previous techniques—allows (i) dealing with parametric detailed thermal
models (pDTMs) of package families that exhibit generic non-Manhattan variations of geometries and
meshes, and (ii) transforming such pDTMs into compact thermal models that can be solved in short
times. Thermal models of several package families are available, and dies with multiple active areas
can be handled. It is shown that transient thermal responses of chosen packages can be obtained
in a CPU (central processing unit) time much shorter than that required by a widely used software
relying on the finite-volume method without sacrificing accuracy.

Keywords: electronic packages; detailed thermal model; Joint Electron Device Engineering Council
(JEDEC) metrics; thermal impedance; thermal simulation

1. Introduction

The thermal analysis of electronic devices, circuits, and systems has always been an activity of
utmost relevance in the semiconductor industry and academia. A thermally aware design can be
achieved with the aid of numerical simulations, which are very challenging in terms of CPU time and
memory storage, if a high level of accuracy is desired. This has stimulated many research groups to
develop tools relying on suitable algorithms to accelerate the solution process (e.g., [1–3]).

For the specific case of packaged components, the preferred approach is to build boundary
condition independent (BCI) compact thermal models (CTMs) to alleviate the computational burden
without perceptible accuracy loss [4–7]; an interesting review of BCI CTMs for electronic parts is offered
in [8].

Standardized procedures have been introduced to allow a fair comparison among packaged
components in terms of thermal performances. More specifically, Joint Electron Device Engineering
Council (JEDEC) metrics [9] are evaluated and included in the product datasheets. In order to satisfy
the request for JEDEC thermal metrics of chosen package families, the authors developed the Thermal
Resistance Advanced Calculator (TRAC) tool, the features of which were initially sketched in [10]
and then fully described in [11]. TRAC was conceived (i) to allow a straightforward definition of

Energies 2020, 13, 2252; doi:10.3390/en13092252 www.mdpi.com/journal/energies1
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a parametric detailed thermal model (pDTM) of a package with Manhattan geometry/mesh (as well as
Manhattan geometry/mesh variations) and (ii) to automatically determine the thermal metrics of the
package from the simulated (static) temperature field. TRAC makes use of a model-order reduction
(MOR) technique (e.g., [12–23]) to transform the pDTM into a CTM, which can be solved in a short time.
Various package families were covered, namely, exposed-pad (epad) low-profile (thick) and thin quad
flat packages (eLQFPs and eTQFPs, respectively) as well as exposed-pad quad-flat no-leads (eQFN)
packages. However, only one heat source (HS) with arbitrary size and position could be activated
within the semiconductor die.

TRAC was believed to fulfill the requests of vendors in the semiconductor industry. It has
the potential to allow people not necessarily endowed with expertise in the thermal field (such as
system engineers, marketing people, etc.) to easily get the thermal metrics of the packages of interest.
Additionally, it is suited to free thermal experts from these standard and repetitive tasks, giving them
the possibility to focus on crucial thermal issues.

However, as additional package families were considered, soon emerged the need to deal with
variations in geometries/meshes much more complex than those manageable by MOR methods like the
one implemented in TRAC. For this reason, a new simulation tool referred to as Thermal Resistance
and Impedance Calculator (TRIC) [24] has been realized, which enriches the functionalities of TRAC as
follows: (i) TRIC relies on a novel advanced projection-based approach that allows deriving CTMs
from the pDTMs of package families with Manhattan geometry/mesh and generic non-Manhattan
geometry/mesh transformations without efficiency loss; (ii) in addition to the package families available
in TRAC, also full-plastic LQFPs (pLQFPs) are included; (iii) the temperature field can also be evaluated
under transient conditions; (iv) the pDTMs and the related CTMs of components with multiple HSs can
be generated and simulated. It must be remarked that for both pLQFPs and multi-source packages the
nature of the geometry/mesh variations is inherently non-Manhattan.

After the contribution [24] was presented, a new TRIC version was released, which also
covers eQFN packages with multiple rows of pins (eQFN-mr), as well as PowerSSO packages.
Consequently, such a release can handle pDTMs corresponding to a massive amount of package
families, which is destined to further increase in the near future.

The aim of this paper is to extend [24] by

• providing an exhaustive picture of the TRIC features;
• reporting and discussing a larger number of results, including those obtained for the newly

included package families (eQFN-mr and PowerSSO);
• adding a detailed comparison (only touched upon in [24]) in terms of accuracy and CPU time

with the commercial finite-volume (FV) software FloTHERM [25];
• showing a simulated temperature map at a chosen time instant for a multi-source case of

practical relevance.

The remainder of the paper is articulated as follows. In Section 2, TRIC is described and the
details concerning all the thermally-modeled packages are provided. Section 3 probes into the solution
algorithm. The numerical results and the main findings, as well as the comparison with FloTHERM,
are shown and discussed in Section 4. Conclusions are then given in Section 5.

2. TRIC Features

TRIC, like the former release TRAC, is suited to automatically extract the JEDEC metrics ϑJA,
ΨJB, ΨJCtop, ϑJB, ϑJCtop, and ϑJCbottom in four ambients [9] for each specimen in a package family.
The ambients mainly differ in terms of thermal path followed by the heat generated within the HS
and emerging from the die; more specifically, the ambient to evaluate ϑJCbottom requires a cold plate in
intimate contact with the package backside; the plate is located over the top surface when aiming to
compute ϑJCtop; in the ambient for determining ϑJB, a cold ring surrounds the package; no cooling
systems are adopted in the ambient common to ϑJA, ΨJB, and ΨJCtop. To this end, a purely conductive
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pDTM is defined for each family of packages immersed in a specific ambient, within which the boundary
conditions (BCs) are calibrated following the JEDEC environment specifications. For instance, for the
evaluation of ϑJCbottom, an extremely high heat transfer coefficient was applied to the bottom surface
to describe the thermal path from the die to the heat sink. The geometry, assumed to be Manhattan
(whereas its variation can also be non-Manhattan), is modeled by subdividing the domain into
rectangular parallelepipeds (also referred to as cells or, more picturesquely, as bricks) with edges parallel
to the x, y, and z axes, for which dimensions, material properties, and heat generation are provided.
All data on geometry and properties are stored in a parameter vector p varying in a set P. The pDTM
includes information to automatically generate a Cartesian mesh for all specimens belonging to a
family of packages in the chosen ambient.

It is worth noting that the pDTMs are created by resorting to reasonable simplifications (coming
from the vendor’s experience) that allow a marked reduction in computational burden while negligibly
affecting the simulation accuracy. More specifically, in all ambients, the board over which the package is
mounted is modeled with a single finely-meshed parallelepiped with a thermal conductivity adjusted
to account for the aggregate effect of metal traces and vias, the detailed representation of which would
have led to a far too complex problem. In a similar fashion, the pins in the eQFN and eQFN-mr package
families, as well as the leads in the pLQFP and PowerSSO families, were thermally represented by
a rectangular parallelepiped, the thermal conductivity of which was determined through a weighted
averaging procedure.

The thermal metrics can be automatically evaluated through a graphical user interface, in which
a chosen specimen in a package family is determined by selecting the corresponding set of parameters.
Package size and thickness, pad size, lead count, die size, and thickness are examples of the data that
the user can input.

As mentioned in [11], a preliminary convergence analysis of the 3-D mesh discretization of the
constructed pDTMs was performed for selected packages; in particular, the calculated thermal metrics
were monitored by increasing the degrees of freedom (DoF) until a negligible mesh sensitivity was
observed. Then the discretization leading to about 0.1% inaccuracy was chosen to avoid unnecessarily
onerous too-fine meshes.

So far, the pDTMs of many package families are available. The list, along with the main geometrical
features, is reported below.

• eQFPs, which are surface mount integrated circuit packages with a flat rectangular body, and leads
extending from all the four sides. In particular, both the eLQFP and eTQFP variants are available,
which differ in terms of body thickness (1.4 and 1 mm, respectively). The square epad structure,
which is a standard lead frame wherein the die pad is depressed down to the package bottom
face, represents a valuable solution to ease the heat dissipation from die to board. The horizontal
size of the body can be 7 × 7, 10 × 10, 14 × 14, 20 × 20, 24 × 24 mm2, the total number of leads
can be 32, 48, 64, 80, 100, 128, 144, 176, 216 for both variants; several sizes for the epad are
available, which span from 3.5 × 3.5 to 9 × 9 mm2. Various types of glue for die attach can
be selected. The die thickness can amount to 100, 280, 375 (used in the simulations shown in
Section 4), and 580 μm (the latter value for the eLQFPs only), while any technologically-reasonable
horizontal size can be chosen. It is worth noting that only parameter sets corresponding to real
packages fabricated by STMicroelectronics can be selected, whereas all other combinations are
obviously not possible; examples are: the 10 × 10 mm2 eTQFP with 80 leads can be equipped only
with an epad with sizes 3.5 × 3.5, 5.4 × 5.4, 6.2 × 6.2 mm2; many sizes are instead possible for the
epad in the 14 × 14 mm2 eLQFPs with 100 leads, namely, 3.5 × 3.5, 4.5 × 4.5, 6.0 × 6.0, 7.2 × 7.2,
7.6 × 7.6, 8.5 × 8.5 mm2; 32, 40, and 48 leads are available only for the 7 × 7 mm2 eLQFP.

• pLQFPs, where, contrary to the eLQFP counterparts, the mold covers the entire package surface,
so that the metal base of the lead frame is not “exposed” and thus not visible from the package
bottom. With a few exceptions, all the parameter sets already reported for the eLQFPs are possible.

3
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• eQFN packages, which are lead-less flat molded structures built with a metal lead-frame
manufactured by etching, and represent a popular cost-effective and high-performance packaging
solution by virtue of the lower inductance than in leaded packages. Several horizontal sizes of
the square package body are available, spanning from 2 × 2 to 15 × 15 mm2, while the thickness
can be equal to 0.55, 0.75, and 0.9 mm (the latter being adopted for the simulations in Section 4).
The horizontal sizes of epad and die can be arbitrarily chosen in the ranges allowed by the design
rules. Various types of die attach can be selected. Specimens of this family can be equipped with
a single row of pins (single-row QFN) or with multiple rows of pins (eQFN-mr), this option being
not available in the former TRIC version.

• PowerSSO packages, which are derived from the well-known Small Outline (SO) family and
benefit from footprint and height 30%–50% smaller than a conventional dual in-line package.
More specifically, epad PowerSSO structures are considered, which are conceived to favor the
heat removal without extra cost penalty. Many packages belonging to the PowerSSO family
have been included, namely (i) PowerSSO-12, PowerSSO-14, and PowerSSO-16, all sharing
a 4.9 × 3.9 × 1.5 mm3 body and equipped with 12 leads (the lead pitch being 0.8 mm), 14 leads
(0.65 mm), and 16 leads (0.5 mm), respectively; (ii) PowerSSO-24, PowerSSO-28, and PowerSSO-36,
all sharing a 7.5 × 10.3 × 2.3 mm3 body, and equipped with 24 leads (the lead pitch being 0.8 mm),
28 leads (0.65 mm), and 36 leads (0.5 mm), respectively. PowerSSO packages were not covered by
the first TRIC release.

Bottom side views of the above-reported packages are shown in Figure 1, while examples of
DTMs are depicted in Figure 2. Thermal models of further electronic components can be created with
relatively little effort.

(a) 

Figure 1. Bottom side views of specimens of the (a) eLQFP, (b) pLQFP, (c) single-row eQFN, and (d)
PowerSSO-36 package families.

  

Figure 2. DTMs of the eLQFP (left), single-row eQFN (center), and PowerSSO-36 (right) families.
The black circles represent the temperature probes needed to determine the thermal metrics.

Differently from TRAC, in TRIC the evaluation of the temperature field under transient conditions
can be enabled for any profile of dissipated power at the HSs. In addition, TRIC allows coping with die

4
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layouts integrating circuitries with multiple separate active areas (i.e., HSs), for which the assumption
of a uniform power distribution over the whole die surface would have been unacceptably inaccurate.
As a result, TRIC can be used with many practical aims. As an example, by emulating the dissipation
over the die with only one HS, the thermal impedance can be computed by determining the thermal
response to a power step. Moreover, power profiles typically encountered in real applications, like the
antilock braking system (ABS) in vehicles, injection, etc., can be taken into account.

3. TRIC Solution Algorithm

The parametric MOR techniques implemented in TRAC are only suited to deal with Manhattan
variations of geometry/mesh. A Manhattan transformation is a geometry transformation that converts
the x, y, and z coordinates into coordinates X, Y, and Z given by

X = fx(x)
Y = fy(y)
Z = fz(z)

(1)

with fx, fy, and fz continuous and monotonic functions. Conveniently, contrary to TRAC, TRIC exploits
a two-step approach to cope with Manhattan pDTMs associated with non-Manhattan variations of
geometry/mesh. This is, for example, the case (i) of pLQFPs, where the relative position of the leads
changes by varying the die thickness (Figure 3), and (ii) of multi-source dies, where the relative position
of the HSs can be modified (Figure 4).

 

ϑ ϑ

ϑ

Figure 3. Schematic representation of a non-Manhattan transformation for a pLQFP, where the die
(blue rectangle) thickness increases.

 

ϑ ϑ

ϑ

Figure 4. Sketch of a non-Manhattan transformation for a multi-source die.

The functioning principle of TRIC can be described as follows. The DTM of a specimen in a family
of packages immersed in a standard environment, automatically extracted by TRIC using the FV
method, has the following form:

M(p)
dϑ
dt

(t, p) + K(p)ϑ(t, p) = G(p)P(t) (2)

in which ϑ(t, p) is the N(p) rows vector with the DoF of temperature rise at each time instant t, M(p) is
the N(p)-order mass matrix, K(p) is the N(p)-order stiffness matrix, G(p) is the N(p) ×M power density
rectangular matrix, and P(t) is the M rows vector of source powers.

5
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In the first step, a basis for the projection of (2) is determined by Algorithm 1 exploiting Algorithm 2.
In the second step, using this projection basis, a fast solution of (2) is provided for a chosen value of p

by Algorithm 3, which again exploits Algorithm 2.

Algorithm 1: Extraction of Projection Basis.

1 for m = 1, ... , M do

for each σ do

pick a random value p in P

set Θ̂m(σ, p) = 0
set space Sm(σ): = ∅

set ρ: = +∞ (norm of the residual)
while ρ > ε do

2 solve (2) for Θm(σ, p) using Θ̂m(σ, p) as initial guess
3 add (p, Θm(σ, p)) to space Sm(σ)

for Ξ times do

pick a random value p in P
apply Algorithm 2

4 compute residual ρ of (2) for Θ̂m(σ, p)

if ρ > ε do

break

In Algorithm 1, at line 1, a set of complex frequency values, proper for characterizing the thermal
behavior of the family of packages, is chosen following [13]. At line 2, the detailed thermal problem in
the complex frequency domain

[σM(p)+K(p) ]Θm(σ, p) = gm, (3)

in which gm is the m-th column of G and is numerically solved by an iterative solver. A multigrid
solver is used, and the number of iterations is reduced by assuming as initial guess the Θ̂m(σ, p)

estimation. At line 3, the solutions Θm(σ, p) are added to S(σ). At line 4, the residual ρ is determined
substituting Θm(σ, p) with Θ̂m(σ, p) in (3).

Algorithm 2: Performing Projection.

1 set V: = ∅

for each element (q,Θ) of Sm(σ) do

transform Θ into Θ̂

set V: = [V, Θ̂]

2 project (3) onto the space spanned by columns of V

3 solve (4) determining Θ̂m(σ, p) as an approximation of Θm(σ, p)

In Algorithm 2, at line 1, the spatial geometry of the DTM for value p of the parameter vector is
expressed as a map of the spatial geometry of the DTM for value q of the parameters vector. This map
is thus applied to vector Θ, getting vector Θ̂. At line 2, the projected equations are(

σM̂ + K̂
)
ξ̂m(σ) = ĝm (4)

where M̂ and K̂ are projected matrices given by M̂ = V̂
T

M(p)V̂ and K̂ = V̂
T

K(p)V̂, while ξ̂m is the
DoF column vector and ĝm = V̂

T
gm. At line 3, vector Θm(σ, p) is approximated by

Θ̂m(σ, p) = V̂ξ̂m(σ) (5)
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In Algorithm 3, for a chosen value of p, a space S(p) is determined. Projecting (2) onto such
a space, the CTM ensues, the response of which to any power profile is computed for approximating
ϑ(t, p).

Algorithm 3: Performing Projection

set space S(p):=∅
for m = 1, ... , M do

for each σ do

apply Algorithm 2
add Θ̂m(σ, p) to space S(p)

It must be remarked that in commercial numerical codes the complexity for the transient solutions
is proportional to (nx × ny × nz)α × nt, where α is in the range 1 ÷ 1.5 (depending on the iterative
method adopted); nx, ny, and nz are the numbers of grid points along x, y, and z, and nt is the number
of time instants in which the problem has to be solved. Conveniently, the corresponding complexity in
TRIC is proportional to nt and independent of nx, ny, and nz.

4. Numerical Results

Except for the multi-source analysis (Section 4.4), the intrinsic symmetry of the packages under test
allowed meshing and simulating only a quarter of each structure, thus mitigating the computational
burden; the missing portions were virtually restored by applying adiabatic BCs (i.e., zero heat flux)
over the planes of symmetry.

4.1. Full-Plastic LQFP vs. Epad LQFP

Figure 5 shows the static thermal metrics ϑJA and ϑJCtop corresponding to eLQFPs and pLQFPs
for two horizontal package sizes, namely (a) 10 × 10 and (b) 14 × 14 mm2, the epad size being 6 × 6
and 7.2 × 7.2 mm2 for cases (a) and (b), respectively. The metrics are determined by TRIC for various
sizes of the square die, i.e., 2 × 2, 3 × 3, 4 × 4, 5 × 5, 6 × 6 mm2, the latter only for case (b). It can be
inferred that the presence of the pad, which eases the heat removal, yields a sizable beneficial impact
on ϑJA, whereas the closer proximity of the die to the top of the package in pLQFPs prevails over the
cooling action of the epad in terms of ϑJCtop.

ϑ

Θ

θ

θ

θ

θ

 

Figure 5. Thermal metrics ϑJA (circles) and ϑJCtop (squares) against die size: comparison between
eLQFP (blue) and pLQFP (magenta) for (a) 10 × 10 and (b) 14 × 14 mm2 package size with (a) 6 × 6 mm2

and (b) 7.2 × 7.2 mm2 die sizes.
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4.2. Thermal Impedances

One of the main features of TRIC not available in TRAC is the possibility to determine the
transient thermal responses of a specimen of a package family for any profile of the power sources.
In particular, the thermal impedances—often used to characterize the dynamic thermal behavior of
components—can be evaluated as the thermal responses (temperature rises normalized to power)
to a power step applied at t = 0 to a die modeled with only one HS. Such a capability is witnessed
through the analysis of a large set of cases.

Figure 6 shows the junction-to-ambient thermal impedance ZTHJA = ϑJA(t) of a 10 × 10 mm2

eTQFP equipped with a 6 × 6 mm2 epad for four different die sizes. The simulations allow quantifying
the favorable influence of a large die, which benefits from a lower power density. Static conditions
are reached at about 400 s, regardless of die size. Figure 7 illustrates the ZTHJA of a 10 × 10 mm2

pLQFP with a 4 × 4 mm2 die for three different pad sizes. All curves coincide for short times (<0.1 s),
where the heat emerging from the die has not hit the pad yet. For this case, (i) a complex evolution
with an inflection takes place due to the involved package geometry: the heat propagates through
the pad, the mold, and then reaches the leads, which are in direct contact with the board, and (ii) the
impedances flatten at 1200 s, as induced by the absence of the cooling epad action. Figure 8 reports the
ZTHJA of 9 × 9 mm2 single-row eQFN packages for three combinations of epad and die sizes. Here the
positive influence of a bigger epad (7 × 7 mm2 instead of 5.7 × 5.7 mm2) for the same die size is evident;
again, the impedances overlap for short times. Similar to the study conducted for the eTQFP family,
also for eQFN packages the thermal impedance is reduced and delayed for bigger dies. Figure 9
confirms the cooling impact for medium/long times of a larger package body and/or a larger epad for
eQFN-mr packages with two rows of pins. Lastly, the dynamic thermal behavior of a 10.3 × 7.5 mm2

PowerSSO-36 with a 4.09 × 3.17 mm2 die is determined for four different epad sizes in Figure 10.

 

Figure 6. Thermal impedance ZTHJA vs. time of a 10 × 10 mm2 eTQFP with a 6 × 6 mm2 epad for four
different die sizes.
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Figure 7. Thermal impedance ZTHJA against time of a 10 × 10 mm2 pLQFP with a 4 × 4 mm2 die for
three different pad sizes.

 

Figure 8. Thermal impedance ZTHJA vs. time of a 9 × 9 mm2 single-row eQFN package for three
combinations of epad and die sizes.

 

Figure 9. Thermal impedance ZTHJA vs. time of various dual-row eQFN-mr packages sharing a die
size of 3 × 3 mm2.
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Figure 10. Thermal impedance ZTHJA of a 10.3 × 7.5 mm2 PowerSSO-36 L with a 4.09 × 3.17 mm2 die
for four different epad sizes.

4.3. Comparison with FloTHERM

First and foremost, it must be underlined that the user-friendly graphical interface of TRIC allows
avoiding the long, painstaking, and prone-to-error geometry/mesh construction process often required
by conventional numerical tools, thus markedly lowering the pre-processing effort and time. As far
as the accuracy and efficiency of TRIC are concerned, they were estimated by comparison with the
widely used commercial software FloTHERM. The tools share the same geometry simplifications
and BCs. The favorable matching between the thermal metrics determined by TRAC and the FV
software was already shown in [11] for eLQFPs, eTQFPs, and eQFN packages; the slight discrepancy
(typically <2%, the maximum value being around 3%) was mainly attributed to the different mesh
styles of the simulators. Evidence of the good agreement is also provided in Figure 11, which shows
the (static) maps of temperature rise over ambient (Tamb = 20 ◦C) determined for three eTQFPs with
dies dissipating 1 W in the ϑJA-related ambient; in particular, (a) corresponds to a 14 × 14 mm2 package
size with a 9 × 9 mm2 epad and a 3 × 3 mm2 die; (b) to a 10 × 10 mm2 package with a 6 × 6 mm2 epad
and a 4 × 4 mm2 die; (c) to a 10 × 10 mm2 package with a 6 × 6 mm2 epad and a 2 × 2 mm2 die.

The accuracy ensured by TRIC under transient conditions can be inferred from Figure 12,
which shows the favorable matching with data computed by FloTHERM for three packages belonging
to the eTQFP family. Again, the discrepancy is below 3% within the whole time range. It is worth noting
that the CPU time required to obtain an impedance by TRIC for a typical number of 2 × 106 grid points
is about 1 min on a workstation with an Intel Xeon E5-2630 v4 @ 2.2 GHz equipped with a 64 GB
RAM, whereas more than 15–20 minutes are needed when using FloTHERM. This notable gain
in terms of efficiency is expected to take place with respect to most popular simulators based on
numerical methods.
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Figure 11. Temperature rise maps for three eTQFPs dissipating 1 W, as calculated by TRIC (left)
and FloTHERM (right): (a) 14 × 14 mm2 package size with a 9 × 9 mm2 epad and a 3 × 3 mm2 die;
(b) 10 × 10 mm2 package with a 6 × 6 mm2 epad and a 4 × 4 mm2 die; (c) 10 × 10 mm2 package with
a 6 × 6 mm2 epad and a 2 × 2 mm2 die.

 

Figure 12. (a) Comparison between TRIC and FloTHERM for various eTQFP cases; (b) corresponding
percentage error vs. time.
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4.4. Multi-Source Analysis

Unlike TRAC, TRIC allows also simulating realistic packages that integrate multiple HSs,
as evidenced through the following illustrative examples.

First, a 9 × 9 mm2 eQFN package is considered, with a 5 × 5 mm2 epad and a 4 × 4 mm2 die,
the latter including four 1 × 1 mm2 active areas (i.e., HSs), each dissipating 0.5 W. As sketched in
Figure 13, four positions of the HSs are chosen to describe practical layouts. The static temperature
rise over ambient was monitored in five critical points, namely, at the die center (ΔTcenter) and at the
centers of the HSs (ΔT1, ΔT2, ΔT3, ΔT4). Results corresponding to the four layouts are reported in
Table 1, along with the maximum temperature rise over the whole die (ΔTmax). Again, a fairly good
agreement with the temperature maps determined by FloTHERM (not shown here) was obtained,
the discrepancy between the maxima being <3%. The data plainly illustrate how the temperature field
over the die modifies depending on the specific layout. The main findings are (i) all the HSs share
the same temperature in cases #1 and #3 for symmetry reasons; (ii) as expected, in layout #1 ΔTcenter

= ΔTmax due to the concurrent influence of all the HSs, while (iii) ΔTmax is reached near the die side
in layout #2. This simple analysis shows that TRIC can be effectively exploited to identify the most
thermally efficient layout. In addition, the information gained on the temperature field over the die is
also important to properly place temperature sensors.

 
Figure 13. Representation of four layouts corresponding to a four-source die. The temperature-sensing
points are located at the center of the die and at the centers of the HSs.

Table 1. Temperature rises over ambient (K) computed by TRIC.

ΔT1 ΔT2 ΔT3 ΔT4 ΔTcenter ΔTmax

Layout #1 56.31 56.31 56.31 56.31 57.06 57.06
Layout #2 59.56 58.20 58.20 57.05 54.13 59.58
Layout #3 54.89 54.89 54.89 54.89 52.25 55.15
Layout #4 55.77 56.12 56.12 55.77 52.70 56.35

4.5. ABS Source Profile

The TRIC capability to cover complex die layouts and transient power profiles is demonstrated by
simulating the die temperature dictated by a realistic ABS power profile. The examined package is
a 14 × 14 mm2 eTQFP with an 8 × 8 mm2 epad and a 30 mm2 die, the circuitry over which presents
eight active areas (HSs), as depicted in Figure 14a. The geometry of the system and the external BCs
were adapted to this specific application. Figure 14b illustrates the TRIC interface with the probes
(placed at the centers of the HSs) where the temperatures are taken. Figure 14c shows the evolution of
the temperature rises over ambient from 0 to 20 s. Figure 14d reports the temperature rise field at the
most thermally critical time instant, i.e., 2.5 s.

12
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(a)  

 

 

Figure 14. (a) Schematic top-view of the die floorplan; (b) corresponding TRIC interface; (c) evolution
of the temperature rises vs. time; (d) temperature rise map at the time instant t = 2.5 s.

5. Conclusions

In this paper, a tool denoted as Thermal Resistance and Impedance Calculator (TRIC) has been
presented. TRIC allows the automatic extraction of thermal metrics of package families of electronic
components under both static and transient conditions. It exploits a solution algorithm based on
a novel projection-based approach, which allows dealing with non-Manhattan geometry and mesh
variations in the parametric detailed thermal model (pDTM) of a package family. The pDTMs of
many relevant package families have been included, and dies with multiple active areas can be
handled. An extensive simulation campaign, focused on cases of practical interest, has been performed.
A comparison between TRIC and the FV program FloTHERM has been carried out, with the aim of
validating the accuracy and assessing the efficiency of the proposed tool; the main findings can be
summarized as follows: (i) the discrepancy in terms of thermal metrics calculated by the simulators
amounts at most to 3% and is mainly ascribable to the different mesh styles; (ii) thanks to its advanced
solution algorithm, TRIC allows obtaining a reduction in CPU time by a factor of 15–20 with respect
to FloTHERM when simulating a transient thermal response. Owing to the above reasons, TRIC can
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be considered particularly helpful for industry specialists who are involved in designing packaged
devices and have to cope with thermal flow problems.
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Nomenclature

TRIC Thermal Resistance and Impedance Calculator
TRAC Thermal Resistance Advanced Calculator
JEDEC Joint Electron Device Engineering Council

thermal resistance (K/W)

temperature increase over a reference temperature taken over a
point (or a region) of interest of the component under test, and
normalized to the dissipated power; it is a property depending
upon geometry and material parameters, and can be reviewed as
an indicator of the heat dissipation inaptitude of the component

thermal impedance (K/W)
thermal resistance vs. time resulting from the application of a
constant power step

ϑJA (K/W) junction-to-ambient thermal resistance

ΨJB (K/W)
thermal characterization parameter to report the difference
between junction temperature and the temperature of the board
measured at the top surface of the board

ΨJCtop (K/W)
thermal characterization parameter to report the difference
between junction temperature and the temperature at the top
center of the outside surface of the component package

ϑJB (K/W) junction-to-board thermal resistance
ϑJCtop (K/W) junction-to-case top thermal resistance
ϑJCbottom (K/W) junction-to-case bottom thermal resistance
ZTHJA (K/W) junction-to-ambient thermal impedance
BC boundary condition
BCI boundary condition independent
MOR model-order reduction
CTM compact thermal model
DTM detailed thermal model
pDTM parametric DTM
FV finite volume
DoF degree of freedom
HS heat source
CPU central processing unit
epad exposed pad
QFP quad flat package
eLQFP exposed-pad low-profile (thick) QFP
eTQFP exposed-pad thin QFP
pLQFP full-plastic low-profile (thick) QFP
QFN quad flat no-leads package
eQFN exposed-pad QFN
eQFN-mr multi-row eQFN
PowerSSO package belonging to the Small Outline family
ABS antilock braking system
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Abstract: Integrated microchannel cooling is a very promising concept for thermal management of 3D
ICs, because it offers much higher cooling performance than conventional forced-air convection. The
thermo-fluidic simulations of such chips are usually performed using a computational fluid dynamics
(CFD) approach. However, due to the complexity of the fluid flow modelling, such simulations
are typically very long and faster models are therefore considered. This paper demonstrates the
advantages of TIMiTIC—a compact thermal simulator for chips with liquid cooling—and shows its
practical usefulness in design space exploration of 3D ICs with integrated microchannels. Moreover,
thermal simulations of a 3D processor model using the proposed tool are used to estimate the optimal
power dissipation profile in the chip and to prove that such an optimal profile allows for a very
significant (more than 10 ◦C) peak temperature reduction. Finally, a custom correlation metric is
introduced which allows the comparison of the power distribution profiles in terms of the peak chip
temperature that they produce. Statistical analysis of the simulation results demonstrates that this
metric is very accurate and can be used for example in thermal-aware task scheduling or dynamic
voltage and frequency scaling (DVFS) algorithms.

Keywords: 3D IC; microchannels; liquid cooling; compact thermal model; thermal simulation;
hotspot; thermal-aware task scheduling; DVFS; statistical analysis

1. Introduction

Vertically stacked 3D integrated circuits [1–3] have many important advantages, like smaller
footprint, lower delay, higher operating speed, potentially higher yield, combining different technologies
on a single die, etc. With the first 3D memory chips already on the market, it seems inevitable that this
trend will continue, and soon the first processors with multiple silicon layers will be produced. While
going 3D is certainly a major step towards maintaining Moore’s Law, there are still many challenges
which need to be addressed. Most importantly, the technology of vertical interconnections using
through-silicon vias (TSV) has to be mastered. Recent breakthroughs in this field [4–7] indicate that
chip manufacturers are close to achieving this goal. The bonding technology and mechanical stability
is another crucial issue [8,9].

From a thermal perspective, 3D stacking poses significant challenges due to quite obvious reasons:
each stacked layer increases the power dissipated in almost the same area. As a consequence, the
power density and the resulting temperatures increase rapidly as more and more layers are stacked.
Another issue is the difficulty of removing heat from the bottom layers. In a conventional cooling
system, most heat is dissipated to ambient through the heat spreader and heat sink, which are put on
the top layer. In a 3D chip, as the layers are usually bonded with a material with very low thermal
conductivity (typically around several W/(mK)), the vertical thermal resistance between the layers is
high (compared to the thermal resistance of the silicon layer itself). With multiple layers present, this
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results in a very high thermal resistance between the bottom layer and the heat sink and, therefore,
higher peak temperatures are produced.

To tackle these two problems, integrated microchannel cooling [10,11] has been suggested. In fact,
it was even considered before as a potential cooling solution for 2D chips, but this particular idea is
especially promising when considering 3D ICs. The reason is that it perfectly addresses the two issues
mentioned in the previous paragraph. First, liquid cooling offers much higher cooling performance:
it is estimated that the heat transfer coefficient may be several orders of magnitude higher than in
the case of the classic approach based on forced air convection [12]. Second, if microchannels are
implemented in all chip layers, the problem of high vertical thermal resistance is eliminated, and the
heat is removed almost equally from all chip layers. In other words, the performance of microchannel
cooling is scalable: stacking more layers increases power density, but also proportionally increases
cooling, so the resulting peak temperature should remain almost the same.

The most valuable research on microchannel cooling is based on real measurements using specially
designed test chips [13,14]. However, often, measurements of 3D ICs with liquid cooling are not
possible for various reasons. Sometimes, the manufacturing technology is not yet available, or the
costs may be too high. Therefore, researchers use simulations as a means to estimate the influence
of chip and cooling parameters on chip temperatures. The most commonly used approach is based
on the finite element method (FEM), using commercial CFD tools like Ansys [15], Comsol [16] or
FloTherm [17]. The main advantage of this method is its relatively high accuracy [18,19]. However, this
approach uses a coupled thermo-fluidic simulation and, as modelling fluid dynamics requires a very
fine mesh, the resulting number of model nodes is very high (hundreds of thousands) and simulation
times are very long [20,21]. In an attempt to shorten the simulation time, many authors have suggested
simpler models. In [22], a compact thermal modelling tool 3D-ICE for 3D ICs with microchannels
was proposed. By comparing its results with measurements, it was shown that the average error
introduced by the model is below 10%. In [23], the authors suggested using a time-variant resistor
model to describe the convective heat transfer in heated microchannels. The authors validated their
model against Ansys Fluent and obtained an error of 5%. The authors of [24] developed an algorithm
allowing the simulation of microchannel-cooled 3D ICs on GPUs. These authors reported errors
below 0.5 ◦C with respect to the traditional CPU-based approach while also achieving considerable
speedup with their method. The model based on thermal wake function was introduced in [25].
Numerical pre-simulation was used to extract the function and build a thermal wake aware resistance
network model. The authors compared their model with a commercial CFD tool and reported an error
of less than 2.0% and a 400× speedup. In [26], the authors extended the existing compact thermal
simulator with an equivalent 3D resistive network to model liquid cooling. The model was then used
to validate a dynamic thermal management scheme, which allowed up to 95% reduction in hotspots
on average. The authors of [27] describe an analytically derived T-equivalent analytical thermal model
of a microchannel. Validation of the proposed approach was based on the simulation of one channel in
SPICE. Authors reported a good agreement of their model (errors below 2%) with the results obtained
with a full CFD simulation.

This paper demonstrates the advantages of TIMiTIC—a compact thermal simulator for chips
with liquid cooling—and shows its practical usefulness in design space exploration of 3D ICs with
integrated microchannels. In comparison with other approaches, more focus is given on the modelling
of convection resistance between the solid and the fluid, especially the thermal entry effects and the
variation of the Nusselt number along the channel. The accuracy of the simulator was already analyzed
in [28], where its results were extensively compared with the ones obtained using CFD simulation
in Comsol. The validation with respect to full CFD simulation showed a very good agreement (the
average absolute error of 1.3 ◦C and the average relative error of 3.7% for the worst analyzed case).

Moreover, thermal simulations of a 3D processor model using the proposed tool are used to
estimate the optimal power dissipation profile in the chip and to prove that such an optimal profile
allows for a very significant (more than 10 ◦C) peak temperature reduction. Finally, a custom

18



Energies 2020, 13, 2217

correlation metric is proposed which allows comparing the power distribution profiles in terms of the
peak temperature that they produce. Statistical analysis of the simulation results demonstrates that
this metric is very accurate and can be used, for example, in task scheduling or dynamic voltage and
frequency scaling (DVFS) algorithms.

2. Characteristics of Microchannel Cooling

A sample 3D chip with microchannels etched in each silicon layer is shown in Figure 1. The
inlets/outlets to the chip can be implemented as tubes connected on top of the chip [29] or as channels
in the interposer (see Figure 1). Then, the liquid is distributed among the layers using microchannels.
The exact description of the manufacturing process of such liquid-cooled chips is beyond the scope of
this paper. However, understanding how the heat is removed in such a liquid cooling system is crucial,
therefore it will be described in detail.

Figure 1. Sample 3D IC with three dies cooled by microchannels. The fluid is inserted into the dies
through the interposer.

Figure 2 shows the three phases of heat removal. In the first phase, the heat generated in the active
layer of silicon travels to the border of the microchannel by means of conduction (1). The conduction
thermal resistance is inversely proportional to the thermal conductivity of silicon k and is comparably
low. In the second phase, the heat from the solid is absorbed by the fluid by means of convection. The
thermal resistance across the solid–fluid border is inversely proportional to the channel surface area
Awall and to the heat transfer coefficient (HTC) h, see (1). It is worth emphasizing that the HTC is not
constant: in fact, it is proportional to the Nusselt number Nu, which decreases significantly from the
channel inlet to channel outlet [30,31]. Therefore, the convection thermal resistance is always higher at
the inlet side of the chip and lower at the outlet side. In the third and final phase, the heat is transported
by the fluid by means of advection (1). The important detail to notice is that the temperature of the
flowing fluid is increased because of all the heat absorbed upstream.

Rcond =
l

kA
q =

.
mcpTm Rconv =

1
hAwall

h =
kNu
Dh

(1)

where l is the length of the solid block, A is the cross-section of the solid block,
.

m is the mass flow, cP is
the specific heat of the fluid, Tm is the mean temperature of the fluid and Dh is the hydraulic diameter
of the channel.

Consequently, there are two mechanisms which cause gradually worse cooling performance as
we move from inlets to outlets, one related to convection and one related to advection.

• HTC between the solid and the fluid decreases from inlets to outlets.
• The temperature of the cooling fluid increases from inlets to outlets.

Thus, the thermal behavior of microchannel-cooled chips is significantly different than that of
chips cooled by a heatsink and a fan. In a 3D chip with a conventional air-cooled system, the top chip
layers will be cooled best, and the cooling performance will decrease for each layer farther from the
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heat sink. However, there is no intra-layer cooling performance variability, so all places located in the
same layer are cooled almost equally. Meanwhile, in a 3D IC with microchannel-based system, there is
no inter-layer cooling performance variability (all layers are cooled equally, provided that channels are
implemented in all layers). However, within the same layer, the cooling performance varies: it is the
highest near the inlets and the lowest at the outlets.

Figure 2. Illustration of the three heat-transport mechanisms in microchannel-cooled chips. See the
text for the explanations of the equations.

This leads to two important repercussions:

• The floorplanning strategies which worked the best for chips cooled by forced air convection are
not going to work well for IC cooled by microchannels.

• The same applies for all thermal-aware task scheduling mechanisms and DVFS algorithms.

There have been a number of works which tackled the problem of thermal-aware floorplanning in
3D ICs and proposed algorithms to find the optimal floorplan for a given power distribution (power
dissipation of every chip unit) [32]. In this paper, this issue will not be analyzed. The reason is
that chip floorplans (and especially high-end processors) are primarily optimized for performance
(minimizing interconnect delay) and chip manufacturers are unlikely to change this based on the
thermal performance. Therefore, in what follows, we will concentrate on demonstrating the usefulness
of the proposed model for:

• Thermal-aware task scheduling for multi-core processors, which aims at reducing the peak chip
temperature by optimally distributing tasks among processor cores;

• DVFS algorithms which minimize the peak temperature by appropriately changing the voltage
and frequency of the cores.

3. TIMiTIC Simulator

The TIMiTIC tool was already extensively described in the previous paper [28]; therefore, here, only
its most unique and important aspects will be presented. In general, TIMiTIC follows a widely accepted
approach to discretize the chip model into a large number of cells (or nodes). Using the equivalence
between the thermal and electrical domain, each cell is then represented by a lumped-capacitance
model. The resulting circuit can be then described with Equation (2).

C
dT
dt

= −GT(t) + Q (2)

where G is the conductance matrix, C is the capacitance matrix and Q is the heat source matrix. This
differential equation can be then solved using standard methods.
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The first idea which differentiates TIMiTIC from other published compact models is the improved
and flexible approach to convection modeling. While both conduction and advection are quite
accurately described by their respective analytical descriptions (1), convection modeling is the weakest
link in every compact thermal model. The reason is the dependence of the HTC on the Nusselt number
(Nu), which varies depending on many factors:

• The type of flow. The fluid flow can be both hydrodynamically and thermally developing or
hydrodynamically developed and thermally developing; see [30] for more detailed information.

• Channel cross-sectional shape. Nu differs not only depending on the channel shape, but also
varies for different aspect ratios for rectangular channels [30].

• The distance from the inlet. As already stated in the previous section, Nu decreases quickly from
the inlet [30] until the flow becomes thermally developed and Nu becomes constant. The exact
shape of the curve Nu(x), which describes Nu in the entrance region depending on the distance
from the inlet x, is difficult to estimate.

• The boundary conditions. In the literature, Nu(x) is usually given for two very specific cases
(UWF - uniform heat flux or UWT - uniform wall temperature). However, for any other boundary
conditions, Nu(x) will be different. It is also worth noting that this Nu variation is quite high. Let
us give the simplest example. For a developed flow in a circular channel, Nu equals 4.36 for the
UWF boundary condition and 3.66 for the UWT boundary condition, which means that it changes
by a factor of 1.19. Thus, significant error when modelling convection thermal resistance can be
produced if it is not taken into consideration.

Therefore, it is very difficult to find a Nusselt number formula which would encompass all
above-mentioned cases. Most models presented in the literature just use one Nu(x) formula and
assume that it should work in all cases. However, it can be estimated that errors up to dozens of percent
may be produced when following this approach. In TIMiTIC, the user can choose from many Nusselt
number correlations described in literature [33,34], but, more importantly, he can specify his own
correlation. In other words, when the user knows the flow type, channel dimensions and boundary
conditions, he can easily implement in the simulator the Nusselt number correlation Nu(x) which most
accurately describes his case.

Another important feature of the proposed tool is the use of well-established and thoroughly
optimized mathematical libraries, like EigenSparseLU [35] or odeint [36], which allow for fast simulation.
Especially in steady-state cases, TIMiTIC visibly outperforms FEM simulators, even by a factor of
100,000. The speedup is possible thanks to the use of the C++ language and the use of the solver
dedicated to operate on sparse matrices. It was shown in [28] that the simulation time which took
20 min in COMSOL produced almost the same results in just 10 milliseconds using TIMiTIC.

Moreover, as 3D ICs contain a large number of very thin layers, TIMiTIC allows reducing the
simulation time by treating these layers as resistances and neglecting their thermal capacity. Thus, the
number of nodes in the model can be greatly reduced, and the resulting error should be negligible
because the thermal capacity of such thin layers is negligible compared to others.

Lastly, the TIMiTIC simulator is available for everyone to use through the Internet website [37].
The user just has to prepare two files: the first file describes the 3D stack, material properties, channel
parameters, etc., and the second file contains the power trace for all chip units. Using the website, the
user can then upload these two files and run the simulation. There is no need to download or compile any
code, the entire simulation takes place in a browser thanks to the use of Webassembly [38] technology.

4. Simulation Model

4.1. 3D Processor Model

The 3D processor model considered in this paper is based on a modern Intel octa-core processor,
namely i9-9900k (see Figure 3). The original design consists of eight cores, each surrounded by two
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banks of L3 cache, four ring interconnection agents (RIA), the system agent unit (SA) and the GPU.
To create a virtual design of a 3D processor based on this design, the following assumptions were made:

• The footprint is reduced so that one layer consists of 8 cores, 16 L3 cache banks and 4 RIAs.
• Two such layers are stacked on top of each other to create a 16-core processor.
• GPU and SA units are moved to the third stacked layer.

 
Figure 3. The original floorplan of an Intel i9-9900K processor (source: Intel). GPU–graphics processing
unit, RIA–ring interconnection agent. The total die area is about 178 mm2.

The final 16-core 3D processor design is shown in Figures 4 and 5 whereas its parameters are
listed in Table 1. Note that the total power dissipation was increased from 95 W (the original TDP of
the Intel processor) to 185 W. Since the 3D processor model also has a smaller footprint, the resulting
power density is so high that conventional air-based cooling would not be able to maintain acceptable
temperatures. Therefore, the chip is cooled by implementing microchannels in two processor layers.
The parameters of the cooling system are also listed in Table 1. Except for the die, the model also
includes the thermal interface material (TIM) and the heat spreader. Although the heat dissipated
through the spreader to the air is negligible compared to the heat removed by the fluid, it was decided
to include it in the model. The use of the spreader may be helpful for the mechanical stability of the chip
and it may also make the temperature distribution more uniform, thus reducing the peak temperature.

Table 1. 3D processor design parameters.

Parameter Value

Die area 9.13 mm × 11.69 mm (106.7 mm2)

Chip layers 5 (two layers with microchannels, three layers
without microchannels)

Cores 16
L3 caches 32
Microchannel layers 2
Number of microchannels in a layer 28
Microchannel cross-sectional size 100 μm × 100 μm (unless otherwise specified)
Silicon layer thickness 200 μm
TIM thickness 60 μm
Heat spreader thickness 1000 μm
Microchannel cover/ILD/underfill equivalent thermal
conductance coefficient 1,000,000 W/(m2K)

Convection to air 10 W/(m2K)
Secondary path convection (through underfill/C4
bumps and PCB) 1 W/(m2K)

Number of solid nodes per layer 28 × 96
Number of fluid nodes per layer 28 × 96
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Table 1. Cont.

Parameter Value

Total number of nodes 18,816
Inlet fluid temperature 300 K
Inlet fluid velocity 1.5 m/s (unless otherwise specified)
Ambient air temperature 300 K
Solver EigenSparseLU

Chip layers silicon, k = 130 W/(mK), ρ = 2330 kg/m3,
cP = 700 J/(kgK)

Thermal interface material k = 2 W/mK, ρ = 2000 kg/m3, cP = 700 (J/kgK)

Heat spreader copper, k = 400 W/(mK), ρ = 8960 kg/m3,
cP = 385 J/(kgK)

Cooling fluid water, k = 0.591 W/(mK), ρ = 1000 kg/m3,
cP = 4184 J/(kgK), μ = 0.000653 Ns/m2, Pr = 3.56

Figure 4. The model of the 3D processor based on the floorplan of Intel i9-9900K. The 3D chip contains
two octa-core processors in two layers. The system agent and the GPU occupy the third layer. The total
die area is about 107 mm2. The power density is about 3.2× higher than in the original Intel processor.
A more detailed view of all layers is shown in Figure 5.

4.2. Smulation Parameters

Based on the processor model described in the previous section, a simulation model in TIMiTIC
was created. Each solid layer was divided into multiple cells: 96 cells in the direction along the channels
and 28 cells in the direction perpendicular to the channels. Additionally, two processor layers contain
channels which add additional fluid nodes to the model. Thus, the total number of nodes in the model
is equal to 18,816 (two layers with channels, each consisting of 5376 nodes, and three layers without
channels, each consisting of 2688 nodes). Bonding layers, inter-layer dielectric, and microchannel
covers are considered very thin layers and are modeled using the thermal contact approach: their
thermal resistance is added to the model, but their thermal capacity is neglected. All other simulation
parameters are listed in Table 1.
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Figure 5. The 3D processor layers included in the 3D chip simulation model. ILD–inter-layer dielectric,
TSV–through-silicon via.

4.3. Power Data

The default power distribution among chip units is shown in Table 2. Note that it is based on the
thermal design power (TDP) of the original Intel processor, which was equal to 95 W. It was assumed
that for a compute-intensive application which does not use graphic processing the power dissipated
in the GPU and SA units is low and equal to 5 W, while the rest of the power (90 W) is dissipated
by other units (8 cores, 16 L3 caches and 4 RIAs). Therefore, in the 3D chip model, the total power
dissipation equals 185 W which, considering that the die area was reduced compared to the original
Intel processor, results in a 3.2× increase in the power density. The power breakdown into particular
units was assumed based on the idea that cores should have the highest power density followed by L3
caches and RIAs.

Table 2. Power distribution among chip units for the default case.

Processor Unit Dissipater Power

Cores 16 × 9 W
L3 caches 32 × 1 W
RIAs 8 × 0.5 W
GPU and SA 5 W
Total 185 W

5. Results

5.1. Peak Temperature Variability Simulations

The simulations presented in this section have two goals: first, to demonstrate the usefulness of
the simulator and, second, to prove that the appropriate DVFS algorithm or efficient scheduling of tasks
to cores can reduce the maximum temperature by more than 10 ◦C in 3D ICs cooled by microchannels.

The methodology adopted in this section assumes that each core dissipates different power (for
example, it can be seen as equivalent to cores executing different tasks, which vary in terms of how
computationally intensive they are), but the total power dissipation is always constant. Therefore,
1000 power distributions were generated randomly assuming that the maximum power dissipated in a
core can be equal to 13.5 W and the minimum to 4.5 W. Next, 1000 simulations were run using these
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power data (the default power distribution shown in Table 1 was modified). Then, the distribution
of maximum temperatures found in the chip for each case was reported. Note that running 1000
simulations using any FEM-based tool would not be feasible, as one simulation of such a chip can
typically take up to several hours. With the TIMiTIC simulator, one simulation took only about two
seconds, so the total simulation time needed for 1000 iterations was around 40 min. The same set of
simulations was repeated for different values of fluid velocity (mass flow) and channel cross-sectional
area. The results are presented in Figures 6 and 7.

Figure 6. Peak temperature distribution (1000 cases in total) in the simulated 3D processor for various
fluid velocities. Power consumption in processor cores was generated randomly once, and only
power-to-core mapping was varied between cases. Re indicates the Reynolds number.

As expected, when increasing the fluid velocity, the temperatures decrease for two reasons: first,
the advection thermal resistance is lower and, second, the thermal entry length is higher, which results
in a higher average HTC between the solid and the fluid. Similarly, when increasing channel height,
the convection resistance is decreased and temperatures goes down. These two observations are quite
obvious, but other more interesting conclusions can be also drawn.

The obtained results resemble a normal distribution. The distribution shape varies only slightly
when the fluid velocity or the channel height are changed, which indicates that, regardless of the
parameters of the cooling system, the difference in maximum and minimum temperatures for different
power distributions remain almost constant. In other words, we can conclude that peak temperature
variability is independent of the cooling system.

It is important to emphasize that the power values were the same in all 1000 cases; just
power-to-core-mapping was changed. This leads us to an important observation: the peak temperature
variability has to be a direct result of the power distribution variation combined with the inherent
property of microchannel cooling (gradually worsening cooling performance from inlets to outlets).
To be more precise, when high-power tasks are executed near the outlets and low-power tasks near the
inlets, a higher peak temperature is observed than in the opposite case.

The temperature difference between the worst and the best case is quite significant. For example,
for the case with 1.5 m/s fluid velocity (right-most distribution in Figure 6), the peak temperature can
be as high as 119 ◦C or as low as 101 ◦C. Therefore, just by appropriately assigning tasks to cores,
a potential 18 ◦C reduction in chip maximum temperature can be achieved. In relative terms, this
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means that the peak temperature rise could be reduced by 22% (where temperature rise is calculated
with respect to the inlet fluid temperature). Even considering the average temperature (which in this
case was about 110 ◦C) the reduction of hotspot temperature from 110 ◦C to 101 ◦C can definitely be
seen as a worthwhile goal for thermal designers.

Figure 7. Peak temperature distribution (1000 cases in total) in the simulated 3D processor for various
channel heights. Power consumption in processor cores was generated randomly once, and only
power-to-core mapping was varied between cases. Re indicates the Reynolds number.

5.2. Finding the Optimal Power Dissipation Profile

In the previous section, it was proven that appropriate task scheduling or DVFS can considerably
minimize the peak temperature in liquid-cooled 3D ICs. In case of task-to-core mapping, one can
imagine that the algorithm should take into consideration the cooling performance, which varies
depending on the core’s location in the chip. In case of DVFS, one may consider running cores located
near the inlets at a higher frequency than those located near the outlets. In other words, by using
a non-uniform power dissipation profile, a more uniform temperature distribution can be achieved
resulting in a lower peak temperature. However, the important question is: how uneven should
this power profile be? What should be its exact shape? Clearly, for any chip with a microchannel
cooling system, there must exist a power dissipation profile which is optimal, i.e., results in the lowest
peak temperature.

Therefore, an optimization problem can be formulated: given a microchannel-cooled 3D processor
with multiple cores and a set of tasks with different power dissipation, find the task-to-core mapping
(or, in case of DVFS, core voltage and frequency settings) which minimizes the peak temperature.
To design such an optimization algorithm, one should know how exactly the cooling performance of
microchannels decreases from inlet to outlet. Consequently, once it is known how well each location
in the chip is cooled, a cooling performance coefficient (CPC) to each processor core can be assigned.
Of course, cores with high CPC should be preferred when assigning tasks (or, in case of DVFS, they
should run at higher frequencies). One may think that the optimization problem can be then reduced
to one simple rule: the higher power dissipation of a task, the closer to inlets it should be executed.
However, the problem becomes more complex if we consider processors with multiple layers. Then,
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the power dissipated in cores located one over the other adds up. Therefore, this simple rule does not
work, and a more complex approach has to be implemented. In this section, using the processor model
described in Section 4, the process of finding the optimal power dissipation profile is described.

In [18], the authors analytically calculated the optimal (producing the lowest peak temperature)
power dissipation profile along the channel (3).

dq
dx

= q
hP
.

mcp

1

1− exp
(
− hPL.

mcp

) exp

⎛⎜⎜⎜⎜⎝− hP
.

mcp
x

⎞⎟⎟⎟⎟⎠ (3)

where dq/dx is the linear power density, x is the distance from the inlet, h is the average heat transfer
coefficient, q is the total dissipated power,

.
m is the mass flow in kg/s, cp is the specific heat, L is the

channel length and P is the channel perimeter.
Based on this profile, the optimal power dissipation in all sixteen cores of the processor model

(see Section 4) can be found using the steps listed below.

• Find the position of the center of the core area along the channel;
• Using the above-mentioned optimal power profile, calculate the optimal power dissipation in the

core area using Equation (3) (note that this area includes all three layers);
• Subtract the power dissipated in the GPU layer in the area directly above cores;
• The remaining power can be divided by two to obtain the optimal power dissipated in both cores

located at this position.

Table 3 shows the power values obtained using the above method for the analyzed 3D processor.
However, the formula from (3) was derived for a constant HTC along the channel and does not take
into consideration the thermal entry effects (higher HTC near the inlets). It can be safely supposed
that the true optimal power distribution will be more uneven, with even more power dissipated in
cores near the inlets. Thus, additional simulations were run: taking the previously calculated power
distribution as a starting point, the power consumption in cores near the inlets was increased and
in cores near the outlets decreased (keeping the total power constant). It was discovered that it was
still possible to reduce the peak temperature using this method. Thus, it was proven that the power
values calculated analytically are in fact a quasi-optimal solution, and a better solution can be found.
Consequently, a Monte Carlo method was employed: 1000 simulations were run, and for each core the
power was generated randomly within a certain range around the previously found quasi-optimal
values. Again, the total power was kept constant. The simulation results are shown in Figure 8. The
lowest maximum temperature was obtained for the power values shown in Table 3 (right column).
It was 3.5 ◦C lower that the one obtained for the quasi-optimal solution.

Table 3. Power dissipated in cores and the respective peak temperatures for three cases. Power
dissipation in cores in the second processor layer is exactly the same, so it was not shown.

Core Number
Dissipated

Power (Uniform)

Dissipater Power
(Analytical,

Quasi-optimal Solution)

Dissipater Power (Optimal
Solution Based on Monte

Carlo Simulations)

Cores 1 and 2 (closest to inlets) 9 W 14.59 W 18.24 W
Cores 2 and 3 9 W 9.97 W 9.43 W
Cores 4 and 5 9 W 6.82 W 5.81 W
Cores 6 and 7 (closest to
outlets) 9 W 4.62 W 2.52 W

Peak temperature obtained
with simulations 105 ◦C 97.7 ◦C 94.2 ◦C
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Figure 8. Peak temperature distribution (1000 cases in total) in the simulated 3D processor where
power dissipated in cores was generated randomly around the quasi-optimal values.

Additionally, Figures 9–11 show the temperature maps of the middle chip layer for three cases:
one with uniform power distribution in cores; one with quasi-optimal power distribution; and one
with optimal power distribution, respectively. The temperature maps were superimposed on the chip
floorplan for clarity. By comparing the three figures, it can be clearly seen that the more uniform the
temperature distribution in all cores, the lower the maximum temperature in the chip. Therefore,
it may be argued that the optimal power dissipation in cores should be such that the peak temperature
in each core is the same.

Figure 9. Temperature map of the middle layer of the simulated 3D processor (default case) where
powers dissipated in all cores are the same. The powers dissipated in other processor units are listed in
Table 2. The inlets are located on the left side of the chip.
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Figure 10. Temperature map of the middle layer of the simulated 3D processor where power dissipated
in cores was calculated analytically (the quasi-optimal solution). The powers dissipated in other
processor units are listed in Table 2. The inlets are located on the left side of the chip.

Figure 11. Temperature map of the middle layer of the simulated 3D processor where the power
dissipated in cores was found by running Monte Carlo simulations (the optimal solution). The power
dissipated in other processor units is listed in Table 2. The inlets are located on the left side of the chip.

There are three main findings that can be derived from the obtained results. First, although the
power profile described by Formula (3) allows a considerable reduction in peak temperature, it cannot
be seen as the optimal solution. The true optimal power profile contains quite different power values
(compare columns two and three in Table 3). Therefore, for best results, the thermal entry effects should
not be ignored when developing efficient DVFS or task scheduling schemes. Second, the optimal
power profile is extremely difficult to calculate analytically. However, it was possible to find the
optimal power values by running a large number of simulations. Note that this Monte Carlo approach
would not be possible with CFD simulation, because the simulation time would be prohibitively long.
This highlights the advantages and demonstrates the usefulness of the proposed compact thermal
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modelling tool, which allows exploring the design space in a reasonable time. Third, which may
be surprising, the optimal power profile is very non-uniform (18.24 W for cores near the inlets and
2.25 W for cores near the outlets). This means that more than seven times more power should be
dissipated in “inlet cores” compared to “outlet cores”. Even with very aggressive DVFS, this may not
always be possible to achieve. Therefore, for microchannel-cooled processors, the designers should
perhaps consider floorplanning schemes which take this effect into consideration, e.g., processing cores
should not be put near the outlets, and this outlet area should be reserved for processor units with low
power dissipation.

5.3. Power Distribution Correlation Metric

Knowing the optimal power consumption in each core allows introducing a metric which describes
how a given power distribution correlates with the optimal one. In other words, every possible power
distribution can be quantified in terms of how similar it is to the optimal distribution, which in turn
allows choosing the best one, for example when executing thermal-aware task scheduling or calculating
the best DVFS settings.

Let Po
i be the optimal power dissipation calculated for core i and Pi the actual power consumption

in core i. Let us define Tmax as the maximum chip temperature. In the first approach, one may think
than Tmax will be strongly correlated with the maximum difference between Pi and Po

i calculated for
all cores. To verify this hypothesis, 1000 simulations were run, with random powers generated for
all cores while keeping the total power constant. Figure 12 shows the correlation between such a
metric and the maximum chip temperature. We can see that this correlation is certainly visible, but
the variance is still quite high. For example, let us look at the points A and B in the figure. For the
same value of the metric, the difference in peak temperature is around 14 ◦C, so this metric would not
produce satisfactory results and a more accurate approach is needed. Hence, a simple thermal model
is proposed here. Consider a one-channel system and the area located at the distance x from the inlet.
The temperature of the fluid at location x can be approximated as:

T f (x) = Ti +
QU
.

mcP
(4)

where Ti is the fluid inlet temperature,
.

m is the mass flow, cP is the specific heat of the fluid and QU is
the power dissipated upstream from the location x. The temperature of the solid at point x can then be
calculated as:

T(x) = T f (x) +
Q
hA

= Ti +
QU
.

mcP
+

Q
hA

(5)

where h is the heat transfer coefficient between the solid and the fluid, A is the channel area through
which the convection occurs, and Q is the power consumption in the area. Equation (5) can then be
reformulated to describe the overhead in peak temperature ΔT:

ΔT(x) =
ΔQU

.
mcP

+
ΔQ
hA

(6)

where ΔQU is the overhead power dissipated upstream from location x and ΔQ is the overhead power
consumption in the area. The overhead power is, of course, calculated as the difference between the
actual power and the optimal power. ΔT is the overhead peak temperature: the difference between the
actual peak temperature and the temperature resulting from the optimal power.

Although Equation (6) was derived for a one-channel system, it can be applied to estimate ΔT for
each core in the chip and then to calculate the maximum of these values ΔTmax. Note that, in this case,
ΔTmax does not give any information about the absolute value of the maximum temperature in the chip;
it is simply a relative metric which can be used to compare power distributions. For example, a power
distribution with a higher value of this metric will always produce higher maximum temperature and
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vice versa. Achieving the linearity of the metric is also important. To make this metric dimensionless,
it was further divided by inlet temperature Ti. Again, 1000 random-power simulations were run to test
the correlation of the metric with the chip peak temperature. Figure 13 shows the obtained results:
despite the fact that the used model is relatively simple, we can see that the linearity of the model is
surprisingly good and that this metric can be effectively used to predict which power distribution is
better, i.e., which power distribution results in lower maximum chip temperature.

Figure 12. Simulation results of 1000 cases, showing the correlation between the maximum power
overhead (P-Po) calculated for all cores and the maximum chip temperature.

Figure 13. Simulation results of 1000 cases, showing the correlation between the metric proposed in
this paper and the maximum chip temperature.
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In what follows, the utility of the proposed metric will be discussed. The main advantage is that
it is very simple: the optimal power distribution has to be found only once for a given chip. Then,
the metric can be easily calculated analytically, so the cost (for example in terms of time or energy) of
calculating this metric is negligible. Therefore, it can be used not only in static, but also in dynamic task
scheduling algorithms. Such an algorithm could use, for example, the cooling performance coefficient
CPC for each processor core, calculated as the inverse of the proposed metric. Then, assuming that a
set of tasks is to be scheduled on cores, the algorithm can utilize the calculated CPC values to find
the optimal mapping, thus guaranteeing the lowest possible peak temperature in the chip during
task execution. It can be also used to for efficient task swapping: if new tasks appear, a new optimal
mapping can be found on the fly, and all tasks (including those already being executed) can be
rescheduled to different cores. Similarly, researchers who develop DVFS algorithms can make use of
the proposed metric to dynamically adapt the voltage and the frequency of each core. For example,
taking as input the estimated power of tasks to be executed, the dependencies between them and their
potential deadlines, the algorithm can find the optimal frequencies and voltages for the cores which
result in the minimization of the peak temperature during task execution.

6. Conclusions and Future Work

The main contributions provided by this research are the following:

• In Section 2, the characteristics of microchannel cooling are explained, with special emphasis on
how the cooling performance of microchannels decreases from inlet to outlet. The impact of this
phenomenon on other research fields like task scheduling or DVFS algorithms is also discussed.

• In Section 3, the thermal modelling tool used in this paper is presented and its most unique
features are listed. In Section 4, the model of the 3D processor (based on the design of a real
modern Intel processor) which is used in this study is thoroughly described.

• Section 5 constitutes the central part of the paper. First, the simulations in Section 5.1 prove that
the same power distribution can produce drastically different peak temperatures depending on
how powers are mapped to cores. The obtained results also show that this effect is independent of
the cooling system parameters.

• Second, the analysis provided in Section 5.2 calculates the optimal power dissipation profile for
the analyzed chip. It is also shown that the analytical calculation which assumes a constant HTC
along the channel (neglects thermal entry effects) can only be used to obtain a quasi-optimal
solution, which performs considerably worse that the true optimal solution.

• Third, Section 5.3 introduces a simple analytical metric which effectively compares a given power
distribution with the optimal one. It is demonstrated that such a metric can be used to compare
the power distribution profiles in a 3D IC in terms of their thermal efficiency. It is also argued that
this metric can be used by researchers to develop optimal task scheduling or DVFS strategies for
3D ICs with integrated microchannels.

Future work will include the verification of the proposed metric for temperature-aware task
scheduling. The scheduling algorithm using this metric will be implemented in the TIMiTIC simulator
and transient thermal simulations will be run to determine its effectiveness.
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Abstract: To optimize the thermal design of AlGaN-GaN high-electron-mobility transistors
(HEMTs), which incorporate high power densities, an accurate prediction of the underlying thermal
transport mechanisms is crucial. Here, a HEMT-structure (Al0.17Ga0.83N, GaN, Al0.32Ga0.68N and
AlN on a Si substrate) was investigated using a time-domain thermoreflectance (TDTR) setup.
The different scattering contributions were investigated in the framework of phonon transport models
(Callaway, Holland and Born-von-Karman). The thermal conductivities of all layers were found to
decrease with a temperature between 300 K and 773 K, due to Umklapp scattering. The measurement
showed that the AlN and GaN thermal conductivities were a magnitude higher than the thermal
conductivity of Al0.32Ga0.68N and Al0.17Ga0.83N due to defect scattering. The layer thicknesses of
the HEMT structure are in the length scale of the phonon mean free path, causing a reduction of
their intrinsic thermal conductivity. The size-effect of the cross-plane thermal conductivity was
investigated, which showed that the phonon transport model is a critical factor. At 300 K, we obtained
a thermal conductivity of (130 ± 38) Wm−1K−1 for the (167 ± 7) nm thick AlN, (220 ± 38) Wm−1K−1

for the (1065 ± 7) nm thick GaN, (11.2 ± 0.7) Wm−1K−1 for the (423 ± 5) nm thick Al0.32Ga0.68N, and
(9.7 ± 0.6) Wm−1K−1 for the (65 ± 5) nm thick Al0.17Ga0.83N. Respectively, these conductivity values
were found to be 24%, 90%, 28% and 16% of the bulk values, using the Born-von-Karman model
together with the Hua–Minnich suppression function approach. The thermal interface conductance
as extracted from the TDTR measurements was compared to results given by the diffuse mismatch
model and the phonon radiation limit, suggesting contributions from inelastic phonon-scattering
processes at the interface. The knowledge of the individual thermal transport mechanisms is essential
for understanding the thermal characteristics of the HEMT, and it is useful for improving the thermal
management of HEMTs and their reliability.

Keywords: AlGaN-GaN HEMT; TDTR; thermal conductivity; thermal interface resistance; size effect;
phonon transport mechanisms

1. Introduction

The ability of gallium nitride (GaN) to form heterojunctions can be used to fabricate
high-electron-mobility transistors (HEMTs). Aluminium gallium nitride (AlGaN)-GaN-based HEMTs
offer high carrier concentration (~1013 cm−2 [1]) and high electron mobility (2000 cm2/Vs [2]), resulting
in a high current density and a low channel resistance. These properties offer great potential in
the power amplifier technology due to their high-power and high-frequency performance. Thus,
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these devices are attractive for communication, radar and space applications [3]. The high output
power density in the AlGaN-GaN-HEMT also allows further miniaturization of the device with
gate lengths down to 80 nm [4]. However, this high-power density leads to significant self-heating,
which decreases the device performance. Thus, to have reliable and long-lasting devices, a thorough
thermal management is becoming increasingly relevant [5–7]. Therefore, thermal characterization and
modelling are essential in order to guarantee an efficient heat removal from the heterojunction. Thermal
bottlenecks that have to be considered in GaN-based HEMTs are: (i) the reduced thermal conductance
of transition layers (here: AlGaN) [8], (ii) the heat transport across interfaces [9], and (iii) the reduced
thermal conductivity due to phonon-scattering processes [10,11].

The information gained by this study allows thermal engineering of GaN-based HEMTs and,
hence, consequent improvement in thermal management to achieve reliable and long-lasting devices.
The paper has three major topics:

Firstly, we systematically investigated a material stack of a high-electron-mobility transistor
(HEMT) on a silicon (Si) substrate. Both the thermal properties of the constituent materials and their
thermal interface conductance were obtained simultaneously by using a time-domain thermoreflectance
(TDTR) measurement setup. In literature, the thermal investigations of the individual materials of the
HEMT stack can be found. For example, Chen et al. measured the intrinsic thermal conductivity of
AlN [12]. Park and Bayram [13] were investigating GaN grown on different substrates to extract the
influence of dislocations on the thermal behaviour. Lui and Balandin [14] did thermal investigations
on AlxGa1-xN alloys. Other studies investigated the whole device and reported on the temperature
field, such as Chatterjee et al. [15]. Lundh et al. [16] used Raman spectroscopy and thermoreflectance
thermal imaging to experimentally obtain the lateral and vertical steady-state operating temperature
of an AlGaN-GaN HEMT. In this study, we demonstrate a thermal investigation of the holistic HEMT
stack, including the thermal conductivities of each layer and the interfaces.

Secondly, the intrinsic thermal conductivity and the mean free path of the phonons were extracted
by TDTR measurements at different temperatures. Three different phonon transport models obtained
the different phonon scattering mechanisms: the Callaway, Holland, and Born-von-Karman (BvK)
models. We describe the significant differences and assumptions of these models. Recently, it was
recognised that the cumulative sum over all phonon contributions from the smallest mean free paths
up to infinity constitutes a complete description of the bulk thermal conductivity but is particularly
powerful when size effects are being investigated. For instance, Yang and Dames [17] analysed phonon
transport models for bulk Si and Si nanowires. Regner et al. [18] were also determining the effect of
different phonon transport models in terms of accumulated thermal conductivity. In our work, we
evaluated the phonon scattering times within the said phonon transport models on the materials of the
HEMT stack, based on our temperature-dependent experimental results. We show that the availability
of temperature-dependent data is crucial for the analysis of the different scattering contributions.

Thirdly, we revised the calculation of the size effect of the layers with three different approaches:
first, with a suppression function approach as introduced by Hua and Minnich [19]. Second, by a
common approach using the accumulation of thermal conductivity over the boundary scattering [20].
Third, we determined the size effect via a phonon hydrodynamic equation as proposed by Gua
and Wang [21]. All three approaches are compared for predicting the size-dependent cross-plane
thermal conductivity.

2. Materials and Methods

The investigated device was an ungated GaN-based HEMT consisting of an AlGaN-GaN
heterostructure. The layers were produced by a metal-organic chemical vapour deposition (MOCVD)
process [22]. The AlGaN-GaN heterostructure includes a Si (111) substrate, a 2 nm thick silicon nitride
layer, a (167 ± 7) nm thick aluminium nitride (AlN) nucleation layer, a (423 ± 5) nm thick Al0.32Ga0.68N
transition layer, a (1065 ± 7) nm thick GaN buffer layer, and a (65 ± 5) nm thick Al0.17Ga0.83N
top barrier layer. A cross-sectional scanning electron microscope (SEM) investigation determined
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the thickness of all layers (see Figure 1—right-hand side). The AlxGa1-xN layer composition was
analysed via X-ray diffraction [22]. At the interface between the buffer and top barrier layer, lies the
heterojunction of the HEMT, where the two-dimensional electron gas channel is formed. To gain an
in-depth knowledge of the heat transport mechanisms within HEMTs, four samples, encompassing
different number of sublayers of the overall heterostructure (see Figure 1 Samples A–D), were produced
and thermally characterized.

Figure 1. On the left-hand side, the SEM image of the cross-section of the AlGaN-GaN heterostructure
(Sample D) is shown. The schematic of the studied AlGaN-GaN-based high-electron-mobility transistor
(HEMT) structures is visualised on the right (Samples A–D).

The cross-plane thermal characterization of the four samples A to D was accomplished with
a TDTR measurement (PicoTR, Netzsch [23]), which was also used in previous experiments [24].
An integrated oven with a continuous nitrogen flow allowed the measurements to be performed
in the range of 300 K to 773 K. The samples A–D were investigated subsequently (see Figure 1).
A 100 nm-thick platinum (Pt) layer covered all samples as a transducer. The TDTR setup used was a
pump-probe technique, where the pump beam had a wavelength of 1550 nm, a spot radius of 45 μm
and a pulse energy of 25 mW. The pump beam and the probe beam had a pulse width of 0.5 ps. For the
purpose of lock-in detection, the pump beam was modulated at 200 kHz. The pump beam was focused
on the top face of the Pt-layer, and the probe beam was focused on the same position. The temperature
change caused by the pump beam was monitored by the probe beam, with a wavelength of 775 nm, by
using the two-colour thermoreflectance principle. The probe beam was electrically time delayed to the
pump beam with a picosecond time resolution. This time resolution allowed an analysis of both the
thermal conductivity of the individual layers and the thermal interface conductance. These thermal
properties were determined by fitting the phase delay to an analytical heat conduction model [25].
The phase signal over time showed a max. noise of 1◦ and the uncertainty of the measurements were
calculated according to Yang et al. [26].

3. Results

The thermal conductivity (κ) of the constituent materials and thermal interface conductance were
measured by the TDTR. The phase signal of the lock-in amplifier of the TDTR was analysed by using
the analytical heat flow model of the multi-layered structures as proposed by Cahill [25]. The thickness
(see Figure 1) and the volumetric heat capacity of all materials and κof the Si substrate were used as input
for the calculations. All temperature-dependent thermophysical properties of Si were taken from the
literature [27,28]. The heat capacity of AlN and GaN at 300 K was 2.67 MJm−3K−1 and 2.63 MJm−3K−1.
These values and their temperature dependency were taken from [29] and [30], respectively. By using the
rule of mixture, the heat capacity of 2.65 MJm−3K−1 for Al0.32Ga0.68N was calculated. A 4-point probe

37



Energies 2020, 13, 2363

measurement captured the electrical sheet resistance of the Pt-transducer layer. The thermal conductivity (κ)
of the Pt transducer was determined to be 14 W/mK according to the Wiedemann–Franz law.

Starting from Sample A, κ of the AlN layer (κAlN) and the thermal interface conductance between
Pt and AlN were measured via TDTR. These values were used as input parameters for Sample B,
which provided the κ for the alloy Al0.32Ga0.68N and the corresponding thermal interface conductance.
Consequently, for the analysis of Sample C we used the results from Sample B. The same procedure
was applied for Sample D, using the results obtained from Sample C. [31]

The temperature-dependence of κAlN for the (167 ± 7) nm thick AlN of Sample A is presented
in Figure 2a. κAlN decreased from (130 ± 38) Wm−1K−1 at 300 K to (16 ± 13) Wm−1K−1 at 773 K.
Our results, as can be seen, are half of the values reported by Slack et al. [32]. Such a difference
potentially can be explained by size effects (as investigated in more detail below) and different defect
densities, stemming from different growth processes, which might reduce the thermal conductivity.
Slack et al. [32] investigated a single AlN crystal with a thickness of 3 mm, grown from high-purity
AlN powder by vapour-phase transport.

Figure 2. Measured and calculated thermal conductivities as a function of temperature. Measured κ of
(a) AlN, (b) GaN, (c) Al0.32Ga0.68N, and (d) Al0.17Ga0.83N are marked as black squares, while thermal
conductivities from literature are shown as red circles. Solid lines depict the models for lattice thermal
conductivities, describing the scattering processes in the materials (dotted-dashed red: Born-von
Karman, solid green: Holland and dashed black: Callaway model).

Figure 2c shows the cross-plane thermal conductivity of the (423 ± 5) nm Al0.32Ga0.68N
(obtained from the measurements on Sample B). The previous results of κAlN (obtained from Sample A)
served as an input parameter. The Al0.32Ga0.68N layer had a thermal conductivity of (11.2 ± 0.7)
Wm−1K−1 at 300 K. κ of Al0.32Ga0.68N was one order of magnitude smaller than κAlN, due to the
phonon scattering processes from defects/ alloying elements [33]. The thermal conductivity of the
(65 ± 7) nm Al0.17Ga0.83N of Sample D was (9.7 ± 0.6) Wm−1K−1 at 300 K and decreased to (7.0 ± 0.3)
Wm−1K−1 at 773 K (see Figure 2d). In our case, the thermal conductivity of Al0.17Ga0.83N was even
lower than that of Al0.32Ga0.68N, explainable by their difference in layer thickness (enhanced boundary
scattering). The temperature-dependence of the thermal conductivity of these alloys was much weaker
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than that obtained for κAlN. This behavior was in agreement with the results reported by Daly [34],
who investigated Al0.18Ga0.82N, Al0.20Ga0.80N, and Al0.44Ga0.56N.

Figure 2c shows the thermal conductivity of the GaN film (κGaN) from Sample C. κGaN decreases
from (220 ± 38) Wm−1K−1 at 300 K to (51 ± 9) Wm−1K−1 at 773 K. This value was similar to the findings
reported by Shibata et al. [35] for a GaN film grown by a hydride-vapour phase epitaxy process
(here, the MOCVD process).

This work aims to clarify the origin of the reduced thermal conductivity of all those layers, within
the HEMT layer stack, by applying different phonon transport and boundary models (see below).

The thermal interface conductance between Pt and AlN (obtained from the TDTR measurements
of Sample A) increased with temperature (red squares in Figure 3a). Above the Debye temperature of
Pt (240 K [36]), this increase indicates a dominating inelastic scattering of phonons at the interface [37].
The temperature dependence of the thermal boundary conductance is also in line with results
obtained from ab-initio molecular dynamics simulations [38], which showed an increase of the thermal
conductivity with temperature due to the increase of available spatially localized modes at the interface.
In the range of temperatures between 300 K and 523 K, the value increased from (269 ± 54) MWm−2K−1

to (380 ± 76) MWm−2K−1. A similar change of the thermal interface conductance was previously
reported by [37]. The difference between their results (red triangles in Figure 3a) and our data can
be explained by differences in the interface itself, e.g., different levels of roughness, disorder or
mixing. Regarding the thermal interface conductance between Pt and GaN of Sample C, it increased
with temperature until reaching 623 K, similar to the thermal conductance of the Pt/AlN interface
(Figure 3a—grey circles). Above that temperature, the thermal interface conductance showed a
constant value of ~3.8 m2K/GW. This constant value is in agreement with the analysis published by
Hopkins et al. [39]. There it was reported that above the Debye temperature of both materials at the
interface (Pt: 240 K and GaN: 655 K), the inelastic scattering became temperature-independent.

 

Figure 3. (a) Thermal boundary conductance across a Pt/AlN (red squares) and a Pt/GaN interface
from 300 K to 773 K; together with the results for Pt/AlN boundary conductance published by
Hopkins et al. [37]. (b) Thermal boundary conductance across the Al0.32Ga0.68N/GaN (orange
squares), Al0.32Ga0.68N/AlN (blue circles) and Pt/Al0.32Ga0.68N (black rhombi). The calculated thermal
conductance is shown as solid lines according to the phonon radiation limit (PRL) model and as dashed
lines according to the diffuse mismatch model (DMM).

Concerning the thermal interface conductance across Pt/Al0.32Ga0.68N of Sample B (Figure 3b),
it was an order of magnitude lower than that across Pt/AlN of Sample A. It did not feature a significant
change with temperature in the measured range (300 K–773 K). Similar behaviour was obtained for
the thermal interface conductance between Al0.32Ga0.68N/AlN and GaN/Al0.32Ga0.68N (Figure 3b),
which were comparable to the results of a GaSb/GaAs interface published in [40].

To visualise the relative contribution and the importance of the interface conductance in the HEMT
layer stack, we visualised the normalized temperature profile from the GaN to the bottom of the AlN,
for the system at 300 K and 773 K (Figure 4). The Al0.32Ga0.68N showed the highest temperature gradient.
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However, the temperature jump at Al0.32Ga0.68N/AlN interface is two-third of the temperature decrease
in the Al0.32Ga0.68N layer and the GaN/Al0.32Ga0.68N one-third. It can also be seen that the temperature
gradient in the GaN and AlN layer increases significantly from 300 K to 775 K. Note that we did not
visualise the leftmost layer since its interface conductance cannot be resolved.

Figure 4. The normalized temperature profile of the HEMT structure: Starting with the GaN, which is
underneath the heat source of the HEMT. The solid black line shows the temperature profile at 300 K,
while the dashed red line at 773 K.

4. Modelling Methodology and Discussion

4.1. Thermal Interface Conductance

The thermal interface conductance from phonon scattering was modelled with the diffuse mismatch
model (DMM—Equation (1)) [41] and the phonon radiation limit (PRL—Equation (2)) [42]. The DMM
and the PRL models assume both elastic scattering of the phonons at the interface. Both models predict a
constant thermal interface conductance in the high-temperature limit, at temperatures well above the
Debye temperature. The DMM uses a transmission coefficient (a), which is a function of the phonon
frequency (ω). a was computed from the group velocities and density of states (DOS) of both materials
at the interface [42]. The behaviour in the high-temperature limit comes from the fact that in the DMM,
the only temperature-dependent quantity is the phonon population on the hot side of the interface. In this
model, the phonon population is given by the change of the Bose–Einstein distribution function with

temperature (δ f (ω,T)
δT ) multiplied by the DOS of the material in the hot side (Dhot,i). Thus we obtain:

hBD,DMM =
1
4

∑
i
vhot,i

∫ ωhot,max,i

0
a(ω)�ω Dhot,i(ω)

δ f (ω, T)
δT

dω, (1)

where � is the Planck constant, vhot,i is the phonon velocity of the acoustic phonon mode (i) in the hot
side material and ωhot,max,i the corresponding cut-off frequency.

For the PRL model, the transmission coefficient is assumed to be one, and a cut-off frequency is given
by the highest frequency of the material on the hot side. Besides that, the only temperature-dependent

quantity in the PRL model is δ f (ω,T)
δT multiplied by the DOS of the material on the cold (Dcold,i) side.

This gives the equation:

hBD,PRL =
1
4

∑
i
vcold,i

∫ ωhot,max,i

0
� ω Dcold,i(ω)

δ f (ω, T)
δT

dω. (2)

The PRL always gives a higher value than the DMM, since it represents the upper limit of the
elastic contribution to the thermal transport [43].
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In the high-temperature limit: if the material on the hot side has a much lower Debye
temperature than that on the cold side, the phonon population in the integrated frequency window
(between zero and ωhot,max,i) does not change with temperature on both sides of the interface. Thus,
the high-temperature limit of the interface conductance is always set by the material on the hot side,
either by the DOS in the DMM or by introducing a cut-off in the PRL. If the Debye temperature of the
material on the hot side is much higher than that of the cold side, the material from the hot side is still
responsible for the temperature behaviour of the thermal interface conductance according to the DMM.
In the PRL model, conversely, the material in the cold side is determining the temperature dependence
of the thermal interface conductance.

The experimental thermal interface conductance of both Pt/AlN and Pt/GaN increased both
with temperature (see Figure 3a). Conversely, as the Debye temperature of Pt is 240 K [36],
the values calculated from the DMM and PRL do not show a significant increase with temperature.
Hopkins et al. [37] also reported an increasing Pt/GaN interface conductance with temperature. They
suggested that this temperature-dependent behaviour results from an inelastic phonon-scattering
processes at the interface. This inelastic scattering affects the conductance, offering more channels for
transport than the DMM and the PRL. In these models, the transmission coefficient is independent of
temperature at high temperatures.

Concerning the thermal interface conductance involving AlGaN alloys (Figure 3b), both the
DMM and PRL predicted a lower thermal interface conductance for the Pt/Al0.32Ga0.68N than for the
Al0.32Ga0.68N/AlN and the GaN/Al0.32Ga0.68N interfaces. This is reasonable, as the Pt/Al0.32Ga0.68N has
the highest mismatch in their sound velocities, which determines the transmission coefficient. For all
interfaces, the PRL and the DMM overestimate the thermal interface conductance. These models,
however, do not account for scattering mechanisms from defects at the interface, changes in the
interatomic bonds near the interface or interfacial disorder (especially in well-matched materials) [44],
that results in a reduction of the thermal conductance [43].

4.2. Models for Phonon Scattering

To provide insight into the thermal transport in a HEMT device, κ of the constituent materials
were also modelled by using analytical scattering models for phonons: Callaway [45], Holland [46]
and Born-von-Karman (BvK) [47,48]. All analytical models have as a starting point the formula for
the lattice thermal conductivity (κ), having its origin in kinetic theory and being derived from the
Peierls–Boltzmann transport equation. κ can be expressed as a function of the phonon frequency (ω)
and the temperature (T), including the summation over the phonon modes (i):

κ =
1
3

∑
i

∫
C(ω, T)vg

2(ω) τe f f (ω, T)dω, (3)

where C is the volumetric specific heat capacity, vg is the phonon group velocity and τe f f is the total
relaxation time. τe f f depends on the phonon scattering mechanisms. vg = δω/δk and C(ω, T) =

�ωD(ω)

(
δ fBE

δT

)
=

(
�ω
T

)2
D(ω) e

�ω
kBT /

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝kB

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝e

�ω
kBT − 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
2⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ are determined by the phonon dispersion relation.

Here, k is the wavenumber, � is the Planck constant, kB the Boltzmann constant, D(ω) the phonon DOS
and fBE is the Bose–Einstein distribution.

The Callaway model is based on a linear dispersion relation (Debye model), while the BvK model
uses a sine-type dispersion, capturing the increased DOS near the Brillouin zone edge. Details about
the analytical models used are given in Appendix A. The models only consider heat transport by
acoustic phonons (i.e., the heat transport by optical phonons were neglected).

41



Energies 2020, 13, 2363

Following Matthiessens’s rule, τe f f can be expressed in terms of the relaxation times of different
scattering processes as:

τ−1
e f f = τ

−1
U + τ−1

PD + τ−1
B (4)

τU, τPD, τB are associated with Umklapp scattering [49], point-defect scattering [50], and the boundary
scattering [51], respectively. These relaxation times have different dependencies on temperature and
frequency [52].

τ−1
U (ω, T) =

2 kBδ γ2

(6π2)1/3 Mv2
pvg
ω2T e− θbT (5)

τ−1
PD(ω, T) =

δ3

4 π v2
pvg
ω4 Γ (6)

τ−1
B =

vg

αL
(7)

Here, γ denotes the Grüneisen parameter and δ the characteristic length scale of the lattice
(i.e., cubic root of the atomic volume). The atomic volume was calculated by dividing the atomic
molar mass (MMol) by the density. M is the average mass of an atom in the crystal (MMol divided by
the number of atoms in the unit cell). b is a constant characteristic of the vibrational spectrum of the
material, α is a specularity factor, vP is the phonon phase velocity and L is the characteristic size of the
material. In the case of the Debye model, vg and vp were both approximated as the speed of sound vs.

In Equation (6), Γ denotes the phonon-scattering parameter. For a single element, Γ describes
the scattering by point defects (Γ = Γimp), which is influenced by the doping density and the growth
method [14]. For alloys, the scattering parameter also includes the scattering caused by alloying (Γalloy),
Γ = Γimp + Γalloy [33]. Γalloy is related to the difference in mass and strain-field (the lattice constants)
between two constituents of an alloy [53].

The material parameters used in our calculations are summarized in Table 1; γ, v, n and ρwere
obtained from ab-initio calculations, using ThermElpy [54] and Vienna Ab-initio Simulation Package
(VASP) [55]. Here, γ is the high-temperature limit of the Grüneisen parameter, obtained by fitting
Birch-Murnaghan equation of states and extracting the pressure derivative of the bulk modulus. For the
AlGaN alloys, these values were extracted from an Al0.5Ga0.5N alloy. The values M and ρ of the alloys
were calculated by the relation

∑
i fi × z, where fi is the mass fraction of the component and z stands

for the parameter either M or ρ.

Table 1. Material parameters used for the theoretical models of the lattice thermal conductivity.

Materials γ vL [m/s] vT1 [m/s] vT2 [m/s] n [Å−3] M [kg] ρ [kg/m3]

AlN 1.77 10,751 6027 6406 0.0941 3.48 × 10−26 3201
GaN 2.05 7538 4022 4566 0.0852 6.95 × 10−26 5923

Al0.32Ga0.68N 1.91 8962 4783 5322 0.0916 5.82 × 10−26 5136
Al0.17Ga0.83N 1.91 8962 4783 5322 0.0916 6.35 × 10−26 5510

γ Grüneisen parameter; vL longitudinal acoustic phonon velocities; vT transverse acoustic phonon velocities;
n number of atoms per volume in the unit cell; M average mass of an atom in the crystal; ρ density.

The determination of the thermal conductivity trend was limited by the temperature-dependence
of the aforementioned scattering mechanisms. For the three models considered (Equations (5)–(7)),
b, Γ and α were determined by fitting the modelled thermal conductivity to the experimental one
(Figure 2). The values of the fitting parameters are listed in Table 2.
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Table 2. Fitting parameters of several phonon scattering mechanisms used in the three models.

Materials
Callaway Holland BvK

b Γ α b Γ α b Γ α

AlN 3 3 × 10−4 0.3 3 0.0021 0.87 3 8 × 10−5 0.3
GaN 3 2 × 10−4 1 1.6 0.0026 0.29 0.85 9 × 10−5 1

Al0.32Ga0.68N 3 0.056 1 3 0.0988 0.19 3 0.4 1
Al0.17Ga0.83N 3 0.030 0.85 3 0.0854 0.11 3 0.2 0.96

The frequency dependence of the different scattering mechanisms (Equations (5)–(7)) is shown in
Figure 5. As can be seen in Equations (5)–(7) only τU features a temperature dependence. To show the
effect of temperature on τU and hence τe f f , these values were plotted at 300 K and at 773 K (see Figure 5:
solid vs. dashed lines). In all models τB dominates the phonon scattering at low ω (e.g., <3 THz
at 773 K in the BvK model). At higher frequencies and high temperature (773 K) τU dictates the
heat transport. For frequencies >10 THz, τPD is the main scattering mechanism for Al0.32Ga0.68N
(Figure 5b,f) in contrast to GaN (Figure 5a,e). This behaviour of the relaxation times explains why
the thermal conductivity of Al0.32Ga0.68N is less affected by temperature. In contrast to the Callaway
and Holland models, which use the Debye dispersion, the BvK model shows a frequency-dependent
τB. In the BvK model, τB increases with frequency and τU dominates at low frequencies in GaN and
in Al0.32Ga0.68N at 773 K. The Holland model offers insight into the scattering mechanisms of each
phonon branch (Figure 5c,d). The two transverse phonon branches dominate the low-frequency range
while the longitudinal phonon branch becomes dominant at higher frequencies (>5 THz).
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Figure 5. (a,b) Frequency dependence of the three different scattering mechanisms according to the
Callaway model; (c,d) frequency dependence of the relaxation times for the longitudinal and two
transverse phonon branches according to the Holland model; (e,f) frequency dependence of the three
different scattering mechanisms of the BvK model. The left-hand side figures (a,c,e) are the relaxation
times for GaN, and the right-hand side figures are the relaxation times for Al0.32Ga0.68N.

4.3. Models for the Size Effect in Cross-Plane Thermal Transport

We have tested three different approaches to predict the size effect on cross-plane transport given
by layer thickness variations:

1. A suppression function-based approach as proposed by Hua and Minnich [19].
2. A model using simply the boundary scattering law as given in Equation (3) [56]. In the following

it is referred to as the “simple model”.
3. A model derived from the phonon hydrodynamic equations by Guo and Wang [21].

In our work, all three models were compared to the BvK model. In the first approach, we used the
thickness-dependent thermal conductivity according to the Hua and Minnich suppression function
approach [19], that uses a model analogous to the Fuchs–Sondheimer [57] expression for the thermal
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conductivity. Accordingly, the calculation of the thickness-dependent thermal conductivity can be
written as:

κ(L) =
∫ ωmax

0

1
3

C(ω) vg Λ(ω)S(Kn(ω), L)dω, (8)

where Λ(ω) is the bulk phonon mean free path and Kn is the Knudsen number. S(Kn(ω), L) =

1 + 3Kn(ω)·(E5
(
Kn−1(ω)

)
− 0.25) is a layer thickness (L) dependent suppression function. Λ(ω) =

vgτe f fmat(ω) was calculated by using the aforementioned fitted models. τe f fmat is similar to τe f f
in Equation (4) without τB. By using the fit parameters in Table 2, τe f fmat of all three transport
models ((Callaway, Holland and BvK)) was calculated and used in Equation (8). Figure 6 shows the
thickness-dependent thermal conductivity for the four materials at 300 K. The Holland model for AlN
and GaN predicted lower thermal conductivities at a small thickness (<10−4 m) compared with the
other models. The size-dependence extracted from the Holland model did not agree well with the
experimental values; it predicts thermal conductivity for AlN and GaN that is too low. The thermal
conductivity of AlN and GaN showed strong thickness dependence. The BvK model showed the
highest bulk thermal conductivity while the Callaway model the smallest. E.g., The 167 nm thick
AlN showed a reduction by 41% for the Callaway model and 36% for the BvK model compared the
corresponding bulk value. The κ(L) of GaN at 1065 nm resulted in 78% of the corresponding bulk
value for the Callaway model and 52% for the BvK model, which was also reported by [58]. The values
predicted by the BvK model of κ(L) for GaN (green dashed-dotted line Figure 6b) were in agreement
with the results reported in [59]. Comparing the three transport models for the alloys, there was a
difference of 10% for Al0.32Ga0.68N and 18% for Al0.17Ga0.83N in their size-dependencies. For example,
the thermal conductivity of the 65 nm thick Al0.17Ga0.83N showed 9% of the bulk thermal conductivity
in the BvK model (Figure 6d).

The second approach used to compute the size effect on the cross-plane thermal conductivity
takes into account boundary scattering by using the thickness-dependent boundary relaxation time
(Equation (7)) to calculate the total relaxation time. The thermal conductivity is computed according to
Equation (3) [56]. The results of this model are shown as dashed lines in Figure 7.

The third approach to calculate size effects uses the formula derived from Guo and Wang [21]:

κ(L,ω)
κbulk(ω)

=

(
1 +

(1 + s)
(1− s)

4
3

KnL(ω)

)−1

(9)

where κbulk(ω) is the spectral thermal conductivity as given in Equation (3), without integrating over
ω. The Knudsen number is given as KnL(ω) = Λ(ω)/L, where Λ(ω) is the mean free path spectrum.
The term (1 + s)/(1 − s) accounts for the specularity factor 1/α (see Table 2). For instance, for perfectly
diffuse boundary scattering s = 0 and α = 1. For boundaries with specular scattering contribution s > 0,
approaching 1 for fully specular reflection and α < 1, approaching 0, respectively. Thus, the effective
thermal conductivity becomes smaller with increasing specular scattering at the boundary for the
cross-plane case. Note, this is the opposite of the in-plane case. A detailed discussion of the cross-plane
and in-plane effective thermal conductivity is given by Guo and Wang [21]. The effective cross-plane
thermal conductivity was calculated by integrating over ω, analogous to Equation (8), by inserting
Equation (9) instead of S(Kn(ω), L) (see dotted lines in Figure 7).
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Figure 6. Thickness dependent thermal conductivity as calculated using the Hua–Minnich suppression
function approach for (a) AlN, (b) Al0.32Ga0.68N, (c) GaN, and (d) Al0.17Ga0.83N. Calculations were
performed at 300 K determined by using Equation (8) with the relaxation times determined by the
Callaway, Holland and BvK models.

Figure 7. The size-dependent thermal conductivity for AlN (orange), GaN (blue), Al0.32Ga0.68N (green)
and Al0.17Ga0.83N (black) at (a) 300 K and (b) 773 K. The size-dependent thermal conductivity evaluated
within the framework of the BvK transport model. The Hua–Minnich approach is drawn as solid
lines, the simple boundary scattering approach as dashed lines, and the approach of Guo and Wang as
dotted lines.
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Figure 7 shows the size-dependent thermal conductivity of the three models at (a) 300 K
and (b) 773 K. Comparing the size effect at 300 K and 773 K, the convergence to the bulk thermal
conductivity (e.g., 90% ofκGaN(L = ∞)) happens at smaller thicknesses at 773 K. At higher temperatures,
the phonon-phonon scattering increases, and hence the mean free path of the phonons contributing to
the thermal conductivity is shorter for 773 K than for 300 K.

All three models for predicting the size effect agree very well when the specularity parameter α is
close to one or equal to one (see Table 2). In the AlN, where α is 0.3, the simple model and the model of
Gua and Wang showed similar results. For AlN, both models predict a lower thermal conductivity than
the Hua and Minnich model for layer thicknesses <0.001 m, the convergence of κ(L) is also broader.

5. Conclusions

The constituent materials of an AlGaN-GaN-based HEMT, and the interfaces between them
were investigated by a TDTR measurement setup. The measured thermal interface conductance was
compared to the values calculated in the framework of the DMM and the PRL models. In contrast to
the elastic DMM and PRL models, the measured interface conductance showed a stronger increase with
temperature. This observation suggests a contribution of inelastic scattering processes. The Pt/AlN
thermal interface conductance increased with temperature from (269 ± 54) MW/m2K at 300 K to
(1358 ± 503) MW/m2K at 773 K. The Pt/GaN thermal interface conductance increased from (105 ± 11)
MW/m2K at 300 K until reaching a plateau of 3·108 W/m2KW at 600 K. The thermal interface conductance
with Al0.32Ga0.68N showed no significant temperature-dependence.

The thermal conductivities of the (167± 7) nm AlN and (1065± 7) nm GaN at 300 K (κAlN = (130± 38)
Wm−1K−1 and κGaN = (220 ± 38) Wm−1K−1) were found to be an order of magnitude higher than that
of the alloy. The κ of (423 ± 5) nm Al0.32Ga0.68N layer was found to be (11.2 ± 0.7) Wm−1K−1 and
that of the of (65 ± 5) nm Al0.17Ga0.83N layer was (9.7 ± 0.6) Wm−1K−1. As expected, their thermal
conductivities decreased with increasing temperature in the range of 300 to 773 K. From the analysis of
the relaxation times, it has been shown that besides boundary scattering, the Umklapp scattering was
dominant for the thermal conductivity in pure AlN and pure GaN. Point-defect scattering, conversely,
dictated the thermal conductivity of the alloys.

The investigated material layers with nanometer to micrometre thicknesses generally showed
a reduced thermal conductivity relative to the bulk. The size effect for the cross-plane phonon
transport was calculated by using three different models: the suppression function-based approach,
the approach taking into account the boundary scattering, and the approach based on phonon
hydrodynamic equations. The last two models include specular phonon scattering effects at the
boundary. In contrast, the suppression function-based approach assumes perfectly diffusive scattering.
To apply this for the AlGaN-GaN-based HEMT layer stack can be content of future work. We observed
an agreement between the three boundary models, in the prediction of size-dependent cross-plane
thermal conductivity (see Figure 7). The uncertainty, which is introduced by the transport model
(Callaway, Holland, BvK) was much higher than for the boundary model (compare Figures 6 and 7).

The categorical low thermal conductivity of the AlGaN layers in the HEMT structure hinders
the heat dissipation from the junction to the substrate and can lead to hot spots. This increases the
importance of the GaN-layer as a heat spreader for efficient heat transport from the junction to the
substrate. Our work highlights the role of interfaces and size effects; these features lessen the thermal
conductance in HEMTs. It also designates that a significant contribution of the phonons that transport
heat in GaN have long MFPs in the range of the involved layer thicknesses. This fact should be
considered for a better exploitation of the intrinsic thermal conductivity of the materials used in
microelectronic devices as HEMTs. Overall, the reported thermal transport results can be used to
evaluate self-heating effects in AlGaN-GaN HEMT heterostructure and might serve as a guide for
advanced optimization, taking thermal considerations into account.
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Appendix A

In the following section, three different analytical phonon transport models are summarized in
a detailed way: the Callaway, Holland and BvK models. The models were used to provide insight
into the temperature-dependent thermal conductivity. The Callaway model is based on the Debye
model that uses a dispersion relation for a single, degenerated phonon branch [45]. The Debye model
approximates the dispersion relation as linear, and hence the frequency-dependent phonon group
velocity as constant value:

ω = vsq (A1)

where q is the phonon wave vector and vs is the sound velocity. Here, the vg and vp are assumed to be
vs. For vs the average value over all acoustic phonon branches (longitudinal (vL) and the two transverse
(vT)), vs = 3/

(
v−1

L + v−1
T1 + v−1

T2

)
is taken. Note, this simplification, due to the Debye dispersion, causes

an overestimation of the group velocity especially of high-frequency phonons in the Debye model
D(ω) = 3 ω2

2π2v3
s
. Substituting ωwith x = �ω

kBT , C(x) can be written as:

C(x) =
3 k3

B T2

2π2�2v3
s

x4ex

(ex − 1)2 (A2)

Here, �denotes the Plank constant, and kB the Boltzmann constant. By inserting C(x) in Equation (3),
the lattice thermal conductivity can be calculated with the following equation:

κCallaway =
κ4

BT3

2π2�3vs

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∫ θD

T

0
τc

x4ex

ex − 1
dx +

∫ θD
T

0
τc
τN

x4ex

(ex−1)2 dx

∫ θD ,pol
T

0
τc
τNτR

x4ex

(ex−1)2 dx

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ (A3)

For this model τe f f is the combined scattering relaxation time (τC), where τ−1
C = τ−1

N + τ−1
R and

τ−1
R = τ−1

U + τ−1
PD + τ−1

B . By assuming τN � τR, τR ≈ τC and Equation (A3) reduces to (A4).

κCallaway =
k4

BT3

2π2�3vs

∫ θD/T

0
τc(x)

x4ex

(ex − 1)2 dx (A4)

where θD is the Debye temperature of the material under investigation. The Debye temperature was

calculated according to θD = �

kB

(
6π2n

)1/3
vs, where n number of atoms per volume in the unit cell.

The second model is the Holland model, which is also based on the Debye model, but taking into
account the two types of polarization. The calculation of the thermal conductivity is separated into
the contributions of the longitudinal (κL) and the two transverse (κT) phonon branches. The thermal
conductivity (κi) of each phonon mode is based on the Equation (A4). For each polarization the
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dispersion relation is assumed to be linear, so each phonon branch has its phonon velocity of vL, vT1

and vT2.
κHolland = κL + κT1 + κT2 =

∑
i
κi. (A5)

The third model is the BvK model, where the dispersion relation is:

ω = ωmax sin
(
πq

2qmax

)
. (A6)

Here, the cut-off wave vector qmax = ωD/vs and the cut-off frequency ωmax = 2ωD/π are the

same as in the Debye model using ωD = θDkB/� =
(
6π2n

)1/3
vs. Hence, the phonon group velocity

v(ω) is the same as is used for the models as mentioned above based on the Debye model at low ω.
The corresponding temperature can be expressed as θmax = �ωmax/kB. However, the more realistic
dispersion reduces the v(ω) for high-frequency phonons. The phonon DOS is D(ω) = 3

2π2
ω2

vgv2
p
, where

vg (vg = dω/dq) is the phonon group velocity and vP (vP = Δω/Δq) is the phonon phase velocity.

In the BvK dispersion vg = vs

√
1− (ω/ωmax)

2 = vs

√
1− (Tx/θmax)

2 and vP = ω
2
π qmax sin−1(ω/ωmax)

=

x
2
π qmax sin−1(Tx/θmax)

kBT
�

, vs is the average value over all acoustic phonon branches. The spectral heat

capacity can be written as:

C(ω) =
6 �2q2

max

π4kBT2vs

ω2e
�ω
kBT (sin−1 (ω/ωmax))

2(
e

�ω
kBT − 1
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2
(A7)

and

C(x) =
6 q2

maxkB

π4vs

x2ex (sin−1 (Tx/θmax))
2

(ex − 1)2
√

1− (Tx/θmax)
2

(A8)

The thermal conductivity can be calculated as:

κBvK =

∫ θmax
T

0

(
kBT
�

)
C(x) v2

g(x) τC(x) dx. (A9)
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Abstract: Traditionally the thermal behavior of power devices is characterized by temperature
measurements at the junction and at accessible external points. In large modules composed of thin
chips and materials of high thermal conductivity the shape and distribution of the heat trajectories
are influenced by the external boundary represented by the cooling mount. This causes mediocre
repeatability of the characteristic RthJC junction to case thermal resistance even in measurements at the
same laboratory and causes very poor reproducibility among sites using dissimilar instrumentation.
The Transient Dual Interface Methodology (TDIM) is based on the comparison of measured structure
functions. With this method high repeatability can be achieved although introducing severe changes
into the measurement environment is the essence of this test scheme. There is a systematic difference
between thermal data measured with TDIM method and that measured with temperature probes,
but we found that this difference was smaller than the scatter of the latter method. For checking
production stability, we propose the use of a structure function-based Rth@Cth thermal metric, which is
the thermal resistance value reached at the thermal capacitance belonging to the mass of the package
base. This metric condenses the consistency of internal structural elements into a single number.

Keywords: thermal transient testing; non-destructive testing; thermal testability; accuracy repeatability
and reproducibility of thermal measurements; thermal testing standards

1. Introduction

The thermal characterization of power devices and assemblies has become more and more
important with the growing level of power density. The related measurements may serve different
purposes; they can be used in providing data sheet values, for calibrating thermal models of packaged
devices, etc.

In static tests, steady temperature values are measured at certain locations in an assembly. In
transient tests, a much larger amount of information can be gained recording the change of the
temperature at one or more points over a time period. The two techniques are interrelated; steady
state can be reached only through transient events, and transient techniques automatically yield static
values when they end.

Transient testing has a deeper theoretical background, presented in References [1–8]. Both
static and transient techniques are standardized as treated in related References [9–18]. Some of the
tools used for obtaining simulated and measured results presented in this work are referred to in
References [19–21].
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Power devices and the assemblies composed of them are typically sandwich-like structures. The
heat generated in silicon chips flows through a complex structure built of different layers of metals,
ceramics, solder, and thermal paste (Figure 1). All layers have different thermal conductance, shear
modulus, and other parameters.

Figure 1. Power device on a cold plate. (a) Semiconductor die on direct bonded copper (DBC) in a
module with a baseplate. (b) The DBC is directly attached to a heat sink. The heat sink temperature is
measured. (c) The DBC is directly attached to the heat sink. The lower DBC surface temperature is
measured. The optional sensor positions are shown as prescribed in Reference [16] (Courtesy of ECPE).

In a thermal test, the temperatures are converted, in most cases, to an electric signal, either
measuring the temperature-sensitive electric parameters of the semiconductor chips in the assembly or
using dedicated sensors at accessible outer points. A suitable sensitive parameter can be the forward
voltage of a pn-type junction in a semiconductor device or the thermal voltage induced by the Seebeck
effect in metal–metal junctions (i.e., thermocouples).

The recorded thermal quantities are typically distilled into simpler thermal descriptors, sometimes
formulated as charts (e.g., Zth plots, structure functions, pulse thermal resistance diagrams) and
sometimes into single numbers (junction to ambient, junction to case thermal resistance, etc.).

Based on theoretical considerations, a transient test can yield partial thermal resistances between
internal layers of the assembly. As it is shown in detail in References [4,5], this way a measurement at a
single point can provide information on the temperature of structures which are normally not accessible.

In the electric world, measurements are highly repeatable and remain so when they are reproduced
at different laboratories with different instrumentation. For example, voltage measurements yield
results of 5 to 7 digits, and different instruments provide the same numbers within a fraction of
a percent.

For thermal measurements, this is not the case. In electric measurements, the “conductive” and
“insulating” parts of the measurement arrangement differ in their conductivity at a ratio of 1:1012; in
thermal tests, this ratio is 1:100. Accordingly, parallel heat flow paths which exist besides the main one
can influence the calibration and measurement process. Although it is expected that the thermal tests
comply with related standards and actual temperatures can be measured with an accuracy of a few
percent, the calculated thermal metrics can be up to 30% different when carried out at a different site
with other instruments and thermal environment.

In this study, we first define the thermal quantities which can be measured and the relevant
thermal metrics which can be gained from them. Then, we introduce the concept of transient and
static thermal tests. Further on, related thermal measurement standards are discussed. Lastly, the
reproducibility of thermal parameters measured in different test concepts is examined, and conclusions
are drawn.
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2. Simple Thermal Metrics: The Junction to Ambient and the Junction to Case
Thermal Resistance

Several thermal measurement standards have been defined in order to simplify the description
of thermal behavior with single numbers [9–16]. Based on the fact that the thermal conductivity of
the typical materials used in power packages is nearly constant in the temperature range of their use,
these descriptors are often partial thermal resistances. In a strict treatment, such a partial resistance is
interpreted between two isothermal surfaces in an assembly, and they express that the temperature drop
between such surfaces is proportional to the heat flux flowing between them. These isothermal surfaces
are not accessible in most cases for attaching temperature sensors, and the accessible geometries in
the assembly are rarely isothermal. This contradiction can be resolved in many cases using transient
characterization techniques as demonstrated in References [1–6].

The primary descriptor used for characterizing a full assembly is the RthJA junction to ambient
thermal resistance, and the one for a power device with a dedicated cooling surface is the RthJC junction
to case thermal resistance. These already give a general impression on the thermal performance of an
assembly or a device and can be used for approximate back-of-the envelope calculations.

The context and the interpretation of these metrics slightly differ in various standards, now we
use the most consistent approach defined in the JEDEC JESD51 set of standards [12].

The standard describes the thermal system as a single heat source (junction) where P power is
generated, and then a heat flux flows, partly or fully, through reference surfaces which are accessible
for temperature probes.

In Figure 2 we cumulated all threads of the heat flow in a usual power device package structure
into a thermal network equivalent. The heat is supposed to be generated at the point J. The part of
the material through which the heat flux flows from the junction towards an X reference surface is
represented by an RA thermal resistance; the next part where the flux leaves X towards the ambient is
denoted by RB. A portion of the heat does not flow through X, and the corresponding portion of the
assembly is cumulated into RH.

Figure 2. A simple network model for interpreting a partial thermal resistance between a single heat
source and a reference point.

For the usual cases, when most of the heat flows through X, the standard defines an RthJX thermal
resistance as:

RthJX = (TJ − TX)/P (1)

where TJ is the temperature of the junction and TX is that of the reference surface. We can observe that
in this definition it is tacitly supposed that the temperature distribution on such a reference surface is
nearly homogeneous; the geometrical surfaces in the system coincide with isothermal surfaces (which
is rarely true).

Of course, at the end, all heat flows towards the ambient. The RthJA junction to ambient thermal
resistance is defined as:

RthJA = (TJ − TA)/P (2)

So far, one might think that the best approach is to measure the junction temperature and the
temperature of a point on the X surface. Measuring the junction temperature is a challenge in itself as
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we show later. What is even worse, as it is shown in Reference [6] and in Section 6, the errors made
in measuring TJ and TA can be added up. A more relevant measurement approach is composing the
difference in time, rather than in space.

For example, in a junction to ambient measurement one can apply two different power levels, P1

and P2, and measure the junction temperature after temperature stabilization in each case. The two
measurements yield:

TJ1 = P1 RthJA + TA
TJ2 = P2 RthJA + TA

(3)

so
(P1 − P2) RthJA = TJ1 − TJ2 (4)

RthJA = (TJ1 − TJ2)/(P1 − P2) (5)

This differential principle offers a lot of advantages. The temperature is measured at a single point
of the system. As shown later, with this solution all offset problems at measurement and calibration
cancel out.

In many cases, the X surface is an exposed cooling surface of a power device or module, the
“case”. In the simplest approach, the junction to case thermal resistance can be defined in a two-point
measurement, measuring the “temperature of the case”, TC:

RthJC = (TJ − TC)/P (6)

However, the measurement of a “case temperature” is far from being unambiguous, as presented
in References [2–6] and in Sections 3 and 5 below.

Another way for finding RthJC is, again, based solely on the change of the junction temperature.
This method, called the Transient Dual Interface Measurement (TDIM), compares more complex
but more repeatable thermal descriptors, such as the structure functions of a device-on-heat sink
arrangement, and defines the junction to case thermal resistance as the point where the structure
descriptors start do differ. This methodology is defined among others in the JEDEC JESD 51-14
standard [13].

It has to be emphasized that the TDIM method yields much more than just a single RthJC value; it
automatically generates a one-dimensional thermal compact model of the power device or module.

In real measurements, many factors influence the achievable accuracy of thermal data and of
the thermal metrics calculated from them. In order to separate the measurement errors related to the
composition of the assembly and the ones caused by the inaccuracies of the test equipment, we present
below the results of a simulated experiment and of real tests.

3. Simulation Experiment on Static and Transient Metrics

The errors of thermal measurements have various sources. A bunch of the problems are
associated to the transient behavior of the devices under test. Some other problems are related to the
instrumentation and to the thermal tester equipment. These problems are investigated in Section 4.

Another set of inaccuracies is related to the test arrangement. These can be best investigated in a
simulation experiment, where the device and instrument induced errors play no role.

For demonstrating the techniques used and the associated problems, we present the temperature
changes of specific points in a typical assembly, an IGBT module mounted on a cold plate with various
thermal interface material (TIM) layers under the base plate.

In this section, we focus on the measurement problem; for this reason, the actual dimensions,
material parameters, and temperature monitor points are presented separately below in Appendix A
(Tables A1 and A2, Figures A1 and A2). A simplified sketch of the arrangement is shown in Figure 3.
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Figure 3. The IGBT module on a cold plate; the left IGBT is powered.

The IGBT chips were 11.2 mm × 11.2 mm in size, and this dimension is of interest for treating
the displacement-related errors. The layers of the assembly were approximately the ones shown in
Figure 1a. Under the silicon chips, a laminate of solder, copper, and ceramics layers was attached to an
aluminum base plate. The cold plate was modelled with a constant heat transfer coefficient (HTC) of
3000 W/m2K which is a realistic value for an aluminum surface with internal water cooling.

In order to examine the influence of the base plate to cold plate thermal interface, a 50 μm TIM
layer was inserted between the module and the cold plate.

In this assembly, the transients were simulated in the FloTHERM tool [19] at a 100 W power step
(heating), uniformly distributed on the die surface.

The monitoring points for the simulated transients were selected as follows:

• Ch0: center on the top of the powered semiconductor die, in the dissipating layer;
• Ch1: center on the top of the TIM, below the semiconductor die;
• Ch2: center on the bottom of the TIM, adjoining the cold plate;
• Ch3: as Ch1, but displaced from the center towards the right edge of the die, by 3 mm;
• Ch 4: as Ch2, but displaced from the center towards the right edge of the die, by 3 mm.

Obviously, Ch0 corresponds to the junction temperature.
The monitoring point Ch1 mimicked the ideal placement of the thermocouple for measuring the

temperature of the “reference point” shown in Figure 1a. This was also the prescribed position for
determining RthJC in References [10,16].

The monitoring point Ch2 corresponded to the case when the probe does not (completely)
penetrate the TIM layer. Both Ch3 and Ch4 represented small lateral displacement of the probe, now
about half of the chip size, as it mostly happens at such measurements.

For illustrating different measurement methodologies, the TIM layer was represented by different
thermal conductivities, such as dry surface (0.2 W/mK) and different interface materials (1 W/mK, 4 W/mK).
The two latter conductivity values corresponded to different qualities of thermal grease materials.

Figure 4 shows the change of temperature at the monitoring points at the different TIM
conductivities. Besides the obvious fact that the improved thermal interface reduces the temperature
elevation from 50 K to 26 K, the figure also proves that a good TIM also makes it less essential whether
the reference probe really touches the module baseplate or it is just “somewhere near” (Ch0–Ch1 versus
Ch0–Ch2 distance).
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(a) 

(b) 

(c) 

Figure 4. Simulated temperature change at 50 W, thermal conductivity of the TIM: (a) 0.2 W/mK, (b)
1 W/mK, (c) 4 W/mK. Ch0: junction, Ch1: case center, Ch2: cold plate top position. Ch3 and Ch4
represent small lateral displacement of the probe.

The figure also indicates that the external monitor points reacted on the power change with a 0.5 s
delay; accordingly, also in a live system, a slow data acquisition of the reference temperatures with a few
samples measured in a second was appropriate. One can observe that more intensive cooling resulted
in earlier stabilization of the temperature, and steady state was approximately reached at 140 s, 50 s,
and 30 s for the interface layers of 0.2 W/mK, 1 W/mK, and 4 W/mK thermal conductivity, respectively.

It would be hard to provide the full three-dimensional temperature distribution in the assembly
as it develops in time; Figure 4 is restricted to a few characteristic points.

Another informative chart presents the typical bell-shaped temperature distribution of the
case_bottom/TIM_top interface in steady state (Figure 5). The peak temperature under the chip center
corresponds to the final transient value at Ch1, shown as a blue “x” marker for the “dry” assembly in
Figure 4a and as black “x” and red “x” markers in Figure 4b,c, respectively, for different TIM qualities.
Note the large temperature difference even within the chip area.
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Figure 5. Temperature distribution on the case_bottom/TIM_top interface in stationary state. The
peak temperature under the chip center corresponds to the final transient value at Ch1, shown as the
blue, black, and red “x” in Figure 4a–c, respectively. The temperature at the displaced location Ch3 is
also shown.

The temperature record in Figure 4 depicts only the outcome of one certain powering at three
given boundaries. The results can be interpreted in a more general way calculating the Zth thermal
impedance curves which are derived normalizing the time-dependent temperature change by the applied
power:

Zth(t) = ΔTJ(t)/P (7)

The Zth curves are popular thermal descriptors of a system. They can be used already for back
of the envelope calculations; knowing an actual Pact heating power in the system, the temperature
change in time will be approximately TJ(t) = Pact Zth(t) + Tref, where Tref is the temperature of the whole
assembly at low powering. Moreover, further thermal descriptors can be derived from Zth as shown in
References [1,5,13] and in further sections below.

In Figure 6, we can see the Zth curves (normalized temperature change) of the arrangement with
the three different TIM materials.

With a TIM layer of λ = 0.2 W/mK, first we can observe that the RthJA total junction to ambient
thermal resistance of the assembly is 0.52 K/W. This is the only true physical quantity in such a
thermal measurement, based on the objective measured data without further assumptions on locations,
divergence threshold, and other artificial elements introduced later on for other thermal metrics. The
only approximation is assuming a uniform TJ junction temperature. Some considerations on the
validity of this assumption are given in Reference [22].

Measuring separately the junction and an external probe yields RthJC = 0.13 K/W junction to case
thermal resistance if the probe penetrates the TIM, and RthJC = 0.45 K/W if the probe just touches the
lower surface of it (“B = 0–1” and “A = 0–2” in Figure 6a, respectively).

With a TIM layer of λ = 1 W/mK, separate measurements at the junction and at the external probe
yield RthJC = 0.16 K/W if the probe penetrates the TIM, and RthJC = 0.28 K/W if the probe just touches
the lower surface of it (“B = 0–1” and “A = 0–2” curves in Figure 6b, respectively). At this TIM quality
for the whole assembly, RthJA is 0.36 K/W.

With a TIM layer of λ = 4 W/mK, the two-point method yields RthJC = 0.18 K/W junction to case
thermal resistance if the probe penetrates the TIM, and RthJC = 0.19 K/W if the probe just touches the
lower surface of it (“B” and “A” curves in Figure 6c, respectively); RthJA is now 0.28 K/W.

We can observe that, with better TIM and cold plate qualities, the measured junction to case thermal
resistance grows as the heat flow is more attracted to the center of the die–die attach–insulator–base
plate sandwich, and the base plate temperature is more uniform (Figure 5). With real thermocouples
where the probe tip is coated with an insulator layer and the wires draw some of the heat from the
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sensor tip, the measured thermal resistance can be well 100% larger than the ideal value obtained in
a simulation.

(a) 

 
(b) 

 
(c) 

Figure 6. Zth curves, at junction and sensor locations, at TIM thermal conductivity: (a) 0.2 W/mK, (b) 1
W/mK, (c) 4 W/mK. Ch0: junction, Ch1: case center, Ch2: cold plate top position.

The TDIM methodology is a transient method which is based on measurement at a single
point. This technique is based on the comparison of the change of the junction temperature at
different boundaries.

Figure 7 compares the Zth curves belonging to the junction at different TIM qualities. We can
observe that the heat flow arrived at the base plate at 1.7 s, and the curves deviated a bit below 0.2 K/W.

This difference is much more expressed in the structure functions which can be derived from the
Zth plot of to the hottest point (junction).

Figure 8a shows the equivalent RC chain circuit of thermal resistances and capacitances which
corresponds to the exponential decomposition of the Zth curves (Foster network). This RC chain can
always be converted into a ladder-type network shown in Figure 8b (Cauer network).
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Figure 7. Zth curves at thermal conductivities of the TIM at 0.2 W/mK, 1 W/mK, and 4 W/mK.

Figure 8. Foster- (a) and Cauer- (b) type representations of a 3D thermal RC net (based on Reference [4]).

The Foster–Cauer RC transformation is a systematic process of consecutive steps of division and
subtraction, presented in detail in Reference [13]. The theoretical background of the technique is
outlined in Reference [1], and many practical hints on its use are given in References [2–8]. Moreover,
an interesting treatment of a modified method is presented in Reference [18].

The Cauer network can be visualized in a structure function (Figure 9). In this plot, we summed
up the thermal resistances in the ladder, starting from the heat source (junction) along the x-axis and
the thermal capacitances along the y-axis.

Figure 9. Structure functions with thermal conductivities of the TIM at 0.2 W/mK, 1 W/mK, and 4
W/mK. Junction to case thermal resistance is shown.

Thermal capacitance is proportional to the mass and volume of a material layer through its specific
heat and density. Low gradient sections in the chart mean that a small amount of material having low
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capacitance causes large change in the thermal resistance. These regions have low thermal conductivity
or a small cross-sectional area. Steep sections correspond to material regions of high thermal conductivity or
a large cross-sectional area, as even a large bulk of material corresponding to high thermal capacitance is
of low thermal resistance only. Sudden breaks of the slope belong to material or geometry changes.
Thus, thermal resistance and capacitance values, geometrical dimensions, heat transfer coefficients,
and material parameters can be directly read on structure functions.

In Figure 9, the structure functions generated from the Zth curves of Figure 7 are compared. The
curves belonging to different thermal conductivities started to diverge after 0.17 K/W. Until this point,
we see the characteristic steps in the structure function corresponding to the sandwich-like internal
structure of the module composed of materials of highly different thermal conductivities.

One can note that the figure also describes well, besides the device under test, also the test fixture
and the external cooler. The separation between the device and the outer environment occurs around
the RthJC = 0.17 K/W, CthJC = 30 J/K point. Further on, we see the change of the thermal conductivity
and specific heat in the external domains of the test equipment.

The approximate thermal capacitances of the components of the material stack are listed in
Table A2. We cropped Figure 9 above 3000 J/K, as all the lines turn vertical, and no further change
in the thermal resistance can be observed. In the case of a real measurement on real cold plate as
presented in Section 4 below, this capacitance would correspond to 700 liters of water, driven through
the cold plate of the tester for more than 10 min at typical pump rates, we can rightfully assign this
thermal capacitance to the “ambient”.

At this high thermal capacitance, the structure functions end at the RthJA junction to the ambient
values (i.e., 0.52 K/W, 0.36 K/W, and 0.28 K/W) established previously.

In the case of real measurements, some noise-induced perturbation occurs on the curves; for this
reason, the TDIM measurement, as outlined in the standard [13], requests an ε threshold to be defined
in the thermal capacitance, after which the structure functions can be treated as different.

Figure 10 presents the difference of the structure functions in Figure 9. The figure demonstrates
that selecting a threshold between 0.05 J/K and 2 J/K, being of a ratio of 40, we can state that the
RthJC junction to case thermal resistance is between 0.17 K/W and 0.19 K/W. In real cases with actual
measured transients instead of simulated ones, this difference is less steep, as shown in Reference [23],
but still gives a sharp detection of the RthJC quantity.

Figure 10. Difference of structure functions belonging to TIM thermal conductivities of 4 W/mK and
0.2 W/mK.

The JEDEC JESD51-14 standard defines the details of the TDIM methodology and identifies two
alternative metrics by which the divergence point of the measured curves can be quantified. One such
metric is the difference in the derivative of the Zth curves, and the other is the difference of structure
functions. It has to be noted that both metrics are related to “edge-enhancing” techniques of image
processing which are famous also for their noise enhancing nature.
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Sources of Uncertainty, According to the Simulation Experiment

As a result of the above presented simulations, we can conclude that when using two-point
methodologies for determining the RthJC thermal metrics, the obtained value depends on the TIM
quality, lateral displacement of the probe measuring the “case” temperature, penetration of the probe
through the TIM, the heat transfer coefficient of the cold plate, and other factors.

In the case of a single-point test, the assembly is totally destroyed and rebuilt between the two
measurements. The differences in TIM quality belong to the essence of the technique. Still, although
the structure functions are highly reproducible, a decision on the ε threshold used has to be made to
define at which divergence point it is considered to be the RthJC value.

In a rigorous simulation model, the temperature transient at Ch2 would be valid only if the probe
does not protrude into the TIM layer. This assumption is true when elastomer foils, metal laminates or
similar TIMs are used.

If the TIM used is some thermal paste, the probe tip is pressed into it by its elastic support.
However, other effects (listed below in Section 4) would cause a systematically lower recorded
temperature in the same way as shown for Ch2 in the simulation experiment.

4. Thermal Transient Tests

In the case of measurements, the consequences of the simulation experiment remain valid, but
now inaccuracies of the device characteristics and of the test system have to be considered in addition.

Thermal transient measurements need one or more heater elements and one or several temperature
sensors in a system. In most cases, the heat source is a piece of semiconductor, typically called a “chip”
in the literature on system design and “die” in works on semiconductor technology and packaging.

Normally, the hottest point in the circuitry is the powered thin material layer of the semiconductors,
traditionally called “junction”. For many device categories (diodes, MOSFETs, IGBTs), both the heat
source and the sensor are, in fact, pn junctions which are driven into forward operation (Figure 11). A
sudden power change on the junction can be created by switching down from a high IH heating current
to a low IM measurement current level.

Figure 11. Powering scheme for the thermal transient measurement of a diode (a) and an IGBT in
saturation mode (b).

In actual realizations of the thermal test instruments, IM is realized as a steady source of
programmable low I2 current. A programmable high I2 current can be swapped between the device
under test and an external shunt; IH is composed as I1 + I2.

First, we demonstrate the basics of the thermal transient testing in an actual test of a power IGBT
module. The actual device type and measurement equipment are not the focus of the present study, the
description of the test setup, the environment, and photographs are presented again in Appendix A.

With trial measurements, we found that a relevant test can be carried out at a 50 A heating and
100 mA measurement current.

The measurement current was used in two related steps of the transient testing. In a calibration
process, the forward voltage (or other temperature-sensitive parameter) at IM was recorded in a
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thermostat at different TJ junction temperatures; such a voltage to temperature mapping is provided.
Figure 12 presents the VCE(TJ,IM) calibration curve of the actual device.

V C
E

[m
V]

T [ C]

Figure 12. Calibration result: forward voltage of a power IGBT at a IM = 100 mA measurement current.

The test started with a longer equalization period until the VCE voltage at constant IH stabilized.
When steady state was reached, the PH = VCE(IH)·IH power on the device was stored, and after
switching down to IM, the change of VCE(TJ,IM) was recorded. During the transient recording there was
also a low PM = VCE(IM)·IM power on the device; the ΔP power step was calculated as the difference of
PH and PM. We found that the power step on the actual device was around 55 W when switching down
from 50 A to 100 mA. The power step slightly depends on the actual thermal boundary which obviously
influences VCE(TJ,IH) at the same IH. Details of the switching process are presented in Reference [4].

Figure 13 presents the change in the saturation voltage of the power module at ΔP = 55 W,
attached to a dry cold plate and then to a cold plate wetted by grease as prescribed in the standard of
Reference [13]. This voltage change can be mapped to the temperature change of Figure 14 using the
calibration data in Figure 12.

Figure 13. Measured transient of the VCE saturation voltage of an IGBT on dry and wet cold plates.

In an ideal case, one can record PH in a “hot device at high current” state in the last moment before
switching down, and then the voltage/temperature change can be sampled from the first moment in a
“hot device at low current” state. In Figure 13 we can observe that switching among different current
levels causes a long electric transient in the device voltage which lasted for 50 μs in the actual case.

The temperature change in Figure 14 depicts only the outcome of one certain powering at two
given boundaries. The results can be interpreted in a more general way calculating the Zth curves
which are derived dividing the temperature change by the applied power, Zth(t) = ΔTJ(t)/ΔP.

The Zth curves (Figure 15) can be converted to structure functions, as shown in Section 3, and all
considerations treated there apply again.
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Figure 14. The recorded voltage transient converted to temperature change using the mapping of
Figure 12.

Figure 15. Zth curves calculated from Figure 14.

Many details of the powering and temperature sensing principles are treated in Reference [7], and
considerations on the appropriate transient test planning are given in References [5,6].

4.1. Sources of Uncertainty in the Case of Transient Thermal Testing

In the real tests, all sources of error which were discussed in Section 3 still apply. However, we
had further sources of uncertainty.

4.1.1. Electric Transient

Power devices typically have a long electric transient when switching among different current
levels. In Figures 13 and 14, we have no direct information on the temperature until 50 μs; we just see
the collapse of VCE due to the recombination of charge in the IGBT junction. There exist extrapolation
techniques to restore the missing thermal signal based on the analytic solution of the homogeneous
heat spreading in a block which is powered on its surface. The result is given in Reference [13] as a
square root of time function:

ΔTJ(t) = ΔP/A·ktherm·
√

t (8)

where ΔP/A is the power density on the heated surface, and ktherm cumulates several material parameters.
However, the use of Equation (8) for IGBTs which are not surface heated is at least doubtful.
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Generally, this equation can be only used if the heat flow from a 2D junction is one directional.
If there are other highly conductive structures on top of the heated die (top metallization, clip,
chip-on-chip, etc.), it cannot be used either.

4.1.2. Noise on the Recorded Signal

The signals are slightly noisy as proved in Figures 13 and 14, but this can be cured with high
sampling rate and averaging.

4.1.3. Power Measurement Uncertainty on the Device

The measurement of the power on the device is based on voltage and current measurements, this
way it is quite accurate for discrete devices.

At large power modules, the internal wiring is more intricate, and some compromises cannot
be avoided. Applying a higher current on the device, the voltage on the internal pn junction grows
logarithmically; theory says that current growth by a factor of 10 results in 60 mV voltage elevation at
room temperature. Based on the series resistance of the semiconductor device and on the wiring, the
voltage grows proportionally. As a result, we experience quadratic growth of the power dissipation in
the wiring, while similar power growth on the internal chip is rather flat.

For this reason, we typically see a shrinking effect in the Zth curves at higher currents and also in
structure functions. During the cooling, we recorded the correct chip temperature. When composing
the Zth curves or structure functions, we divided the temperature by the power which is measured
across the whole module including the portion dissipated in the internal wiring.

In Figure 16 the Zth curves of a power module at several IH heating currents between 10 A and
40 A can be seen. Supposing that we can neglect the power component on the wires at 10 A current,
Figure 16 indicates that at 40 A already 13% of the heating occurs away from the chip.

Z th
[K

/W
]

t [s]
Figure 16. Zth curves of a power module at IH heating currents, 10 A to 40 A [4].

Another contribution to the decreasing Rth with increasing current is that the increasing surface
temperature in the case of higher power levels enhances the heat loss through convection and radiation
as well.

4.1.4. Offset and Gain Errors in the Data Acquisition

The data acquisition channels of the measurement instrument also have some errors; these can be
classified typically as gain and offset errors. Theoretically, in the calibration process (Figure 12) all these
cancel out; the errors in the mapping will be reversed during the measurement. However, while the
gain of a data acquisition channel is largely constant, a tiny drift in the offset of the acquisition system
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is typical, and it cannot be guaranteed that the same acquisition channel is used in the calibration
process and in the transient measurement.

The raw electric signal which can be acquired is typically tiny, 1–2 mV/K on pn junctions and
40–50 μV/K on thermocouples. We pointed out in Reference [4] that the major factor which undermines
measurement accuracy is the offset of the data acquisition channel of the test equipment which is also
in the few mV range representing a difference of a few degrees. In Section 3, we demonstrated that this
source of inaccuracy can be eliminated by thermal transient tests at a single “hot” point; the differential
measurement of the temperature automatically cancels out acquisition channel offsets. This can also
be formulated in a way that the differential measurement principle introduced in Section 2 relieves
measurements of high repeatability but poor accuracy (Figure 17) from their constant error.

Not repeatable  
Not accurate 

Very repeatable 
Not accurate 

Very repeatable 
Very accurate 

   

Figure 17. Illustration of the concepts of accuracy and repeatability of measurements repeated within
a short period of time. Reproducibility can be illustrated in the same way but over longer time
periods and eventually at different laboratories using different instrumentation. Resolution can be best
formulated in the case of measurements where results are transformed to digital values at some point;
in this case, it may correspond to the thickness of the black and white rings of the target.

4.1.5. Reproducibility Issues of the Selected Sample

The selected samples have slightly different mechanical features such as die attach thickness, base
plate roughness, and planarity. These cause random differences in the measured thermal metrics.

4.1.6. Reproducibility Issues of the Test Environment

Different laboratories have different materials and geometries of the cold plate used, other
formations of the liquid flow, various surface roughness and planarity levels, types, and positions
of external temperature sensors. Using the same equipment, the type and thickness of the applied
thermal paste varies. Some hints on the proper construction of cold plates are given in Reference [13].

Some sources of inaccuracy related to the probe position for two-point measurements were already
highlighted in the previous simulation experiment in Section 3. In a real measurement, further error
sources can be identified such as:

• The thermal contact resistance between the case surface and probe tip can be quite large, especially
since the contact area in the case of a spherical probe is just a point;

• The heat flow from the tip through the thermally conductive material of a thermocouple diminishes
the probe tip temperature;

• There is a temperature drop inside the alloy joint of the thermocouple, since the thermocouple
does not measure the temperature at its tip but at the point where the two wires of different alloys
separate, etc.
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5. Static Thermal Tests

In light of the former sections, the static tests seem to be simple. For example, for establishing
the RthJC junction to case thermal resistance, one has to determine the TJ junction temperature and
the temperature reading of one of the sensors attached to the appropriate cooling surface as TC, as
presented in Figure 1. From Equation (6) it can be deduced that RthJC = (TJ − TC)/P, where P is the
applied power.

Sources of Uncertainty in the Case of Static Thermal Testing

Regarding TC, it is really just a simple reading of a sensor; but how can one determine TJ? In
all cases it is an average value of the actual temperature distribution on the semiconductor surface.
Moreover, there are only indirect ways to gain information on the chip temperature; for this reason,
several standards call this quantity “virtual junction temperature” and denote it as TVJ.

Taking a closer look at the measurement schemes in References [9,10,16,17], we find that TVJ is
determined by:

• Putting a low I2 current on the device under test in a thermostat and composing a chart in the
style of Figure 12;

• Adding a high I1 current to the device bias and heating it up by IH = I1 + I2 as proposed in
Figure 11;

• Periodically switching off I1 and measuring the voltage on the device at low IM = I2 at a
“proper” time.

Proper time is not clearly defined in the standards; there is some hint that the measurement should
take place after an eventual electric transient but before considerable cooling of the chip.

We can recognize that determining TVJ is a transient test, at least a shortened one. In Figure 13,
“proper time” would be somewhere between 100 μs and a few milliseconds. The transient measurement
can be aborted after that time, but there is no statement in the standards for when it should be stopped,
if at all. The voltage meter used typically has some integration time for suppressing noise; this way,
actually, an average of the transient signal is recorded.

All standards prescribe an iterative process for the “virtual” junction temperature measurement
but in a different way. The JEDEC JESD51 standards [12,13] aim at thermal characterization only;
they tacitly assume that the cold plate in the measurement is kept at stable Tcp temperature, and a
few trials are needed to find a proper IH current which induces a “high enough” ΔTJ temperature
elevation to keep low the influence of the limited accuracy of the test equipment (such as the offset
errors mentioned previously).

The guidelines in the CIE Technical Report 225:2017 [17] comprise measurement of thermal and
optical parameters of solid-state light sources. The light output of these devices strongly depends on
the current and temperature, accordingly; the optical parameters have to be measured at a constant
(TJ,IF) pair. For this reason, the Tcp cold plate temperature is regulated at forced IH = I1 + I2 driving
current, until the pulsed voltage measurement at low IM = I2 corresponds to the target temperature
determined in the calibration curve.

A comparative study on the TJ regulation defined in the JEDEC standards and CIE guidelines is
presented in Reference [24].

The IEC 60747 standards [9,10] and the MIL-STD-750 standard [11] aim at measuring many
various semiconductor parameters such as breakdown voltage, recovery time, etc. For all of these
measurements the TVJ value, at which the measurement is carried out, has to be specified. The
measurement of the virtual TVJ is carried out mainly in the same way as in the CIE guidelines [17]. Still,
the depicted measurement sequence in IEC 60747 is a bit obscure; it is not clear whether the iterative
regulation of the cold plate temperature targets a predefined TVJ or if two different predefined Tcp1

and Tcp2 values at freely selected I1 and I2 currents.
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Although the measurement of TJ does not conceptually differ in transient and static (that is
truncated transient) measurements, the static approach needs simpler instrumentation, because the
noise on the signal can be suppressed with integration along a short time period.

6. Brief Overview of Thermal Measurements Standards

We referred to several measurement standards in the previous sections, now we give a short but
more systematic overview of them.

When the purpose of the measurements is building a properly accurate package model there are
no specific prescriptions on the number and style of the measurements needed. However, there exist
guidelines for successful combination of measurement and simulation at various boundary conditions
which yield a two resistor model [14] or a compact thermal model consisting of a net of thermal
resistances connecting simplified geometrical faces of a package [15].

On the other hand, when the purpose of the measurement is to produce comparable thermal data
on packaged devices, a meticulous procedure has to be followed as listed in the appropriate standards.

Many relevant semiconductor test procedures, such as measurement of isolation voltages, parasitic
inductances, capacitances, etc., are defined in the set of IEC 60747 (EN 60747) standards (e.g., [9,10]).

In Reference [10], several aspects of the thermal measurement of power modules are treated.
The measurement of the virtual junction temperature and for static methods also the position of
thermocouples is specified. The transient methods are restricted to a short mentioning of Zth curves as
“transient thermal impedance”.

The set of IEC 60747 standards differentiates between type tests and routine tests. Type tests
are carried out on selected samples of new products in order to determine the electrical and thermal
ratings of a type and for establishing test limits for further tests. The type tests are repeated regularly
on a given number of samples taken from manufacturing batches at the manufacturer or delivery
batches at the end-user in order to confirm the quality of the product. Routine tests are carried out on
each sample of the production or delivery.

Thermal tests as routine tests are carried out only in mission critical industries (e.g., military,
space).

The MIL standards [11] give some hint on the powering of the device for reaching a required
temperature elevation in thermal tests, but the actual selection of voltages and currents for different
semiconductor device categories seem to be ad hoc and sometimes poorly defined. A detailed review
on the powering options is given in Reference [7].

The most developed set for thermal testing is at present the JEDEC JESD51 family [12,13].
Especially, the JEDEC JESD51-14 standard [13] treats many aspects of the transient testing including
the problem of removing eventual short-time electric perturbations from the thermal signal. Moreover,
it introduces the concept of structure functions and the transient dual interface methodology (TDIM)
as used before in Section 3.

The new European Center for Power Electronics (ECPE) AQG324 guidelines for the automotive
industry, “Qualification of Power Modules for Use in Power Electronics Converter Units (PCUs) in
Motor Vehicles”, serve validation purposes for different parameters of automotive power modules.
They restrict the thermal qualification to two-point methods, but, besides the junction to case thermal
resistance of the module, junction to heatsink and junction to fluid thermal resistances are also defined
for devices with an integrated cooling mount.

It has to be noted, however, that although thermal testing becomes more and more important in
order to achieve reliable operation over a long lifetime, still, the construction of complete appliances
often overlooks thermal testability aspects. Consequently, these tests often need a workaround for
accessing devices that are relevant for their power consumption or can be used as sensing points.
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7. Comparison of the Results Gained from Static and Transient Measurements

We previously listed a number of different standards and guidelines which aim at providing
thermal descriptors bearing identical names in different standards but not necessarily covering the
same content. Still, the similarity of the results gained in different ways is expected.

As exposed in Section 1, in the case of electric measurements, it is common to get highly uniform
results for repeated measurements with different instrumentation, but for the thermal measurements
this is not the case. Accordingly, we cannot save defining “similarity” in a more definite way.

The similarity of measurements can be interpreted in the terms of the following concepts:

• Accuracy is the degree of closeness of measurements of a quantity to that quantity’s true value;
• Precision is the degree to which repeated measurements under unchanged conditions show the

same results; precision can relate to:

o Repeatability—the variation of measurements with the same instrument and operator and
repeated in a short time period;

o Reproducibility—the variation among different instruments and operators and over longer
time periods.

• Resolution is the smallest change which can be detected in the quantity that is measured (especially
when the output of the measurement is of a digital nature).

Below we compare the results of static and transient methods in general. If specific details
are needed, we turn to AQG324 as the static guideline [16] and JEDEC JESD51-14 as the transient
standard [13].

We referred formerly to the static method as a two-point method because the temperature of the
junction and of an external point was involved in a measurement. We can define multi-point methods if
more temperature sensors are attached to dedicated accessible points of the structure. This distinction
is only needed because the JEDEC JESD51-1 standard [12] uses the term “static method” in a quite odd
way for describing the transient method.

In order to quantify whether the results of two methods are “similar”, first, we have to define the
acceptable tolerance of the methods.

7.1. Tolerance Expectations in the ECPE Guideline AQG 324

The AQG 324 guideline [16], in its Section 4.7 “Standard tolerances”, specifies the following
acceptable tolerances (Table 1):

Table 1. Definitions of standard tolerances in Table 4.6 of [16].

Measured temperatures ±2 ◦C
Indirectly determined temperatures ±5 ◦C

We can state that the two-point method accepts data of limited accuracy, as we see a rather loose
definition. For example, if the true temperature difference between two points is 50 ◦C and one
measurement produces 57 ◦C and another 43 ◦C, both measurements will be accepted as valid (a 32%
difference).

In practice, the actual difference is much lower if the measurement is carried out with the same
instrumentation and by the same operator. Unfortunately, the difference can already be even higher if
done by two different operators. We experience this range of differences when comparing numbers
coming from different companies where the instrumentation is also dissimilar (round robin tests).

In reality, a well calibrated thermocouple can be accurate to within 0.1 ◦C. We can typically
reproduce the virtual temperature change of a semiconductor junction within 3% over a 50 ◦C
temperature span which makes a ±1.6 ◦C of uncertainty.
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Still, the expectations of Table 1 are very realistic due to the following problems as exposed before:

• RthJC is not a physical quantity like a voltage difference between two points;
• The obtained TVJ virtual junction temperature is an average of the actual non-uniform temperature

distribution on the chip. Simulations assuming homogeneous power distribution on the chip allege
that a bell-shaped temperature distribution similar to Figure 5 develops on the surface. However,
the series resistance of real semiconductor devices has a positive temperature coefficient at the
high IH current. This effect repels the current threads towards cooler portions of the semiconductor
block and equalizes the temperature distribution to an extent. Infrared measurements still attest
some inhomogeneity. On the “case” surface of the device, the typical bell-shaped temperature
distribution of Figure 5 develops. The shape of this temperature curve depends on the roughness
and planarity of the surface, interface material, liquid cooling quality in the cold plate, and other
parameters. The actual location found by the external probe can differ in repeated measurements,
and it is more likely diverse among different laboratories;

• The hole drilled for the probe distorts the shape of heat spreading. Figure 1 suggests that the
thermal interface layer has to be penetrated by the probe tip; this can be more or less successful
at different materials (grease, elastomer foil, etc.). The tip of the probe is typically coated by
an electric insulation layer [25]. The material and thickness of this will be different in different
laboratories, and the force with which the probe is pressed against the device case will also
be different;

• The type of the probe influences the measured value [26].

An even weaker constraint is given in the actual IEC 60747 standards such as in References [9,10].
There, the accuracy to be reached is given with the following prescription: “The accuracy of the method
is not specified. However, adequate precautions should be taken” ([9], Section 7.2.2.1, page 81).

7.2. Actual Performance of the TDIM Method as Specified in JEDEC JESD 51-14

In this methodology, the following quantities are measured directly:

• Two power levels based on voltage and current measurements. This can be done at 1% or
better accuracy;

• The temperature change in time when the switching among power levels occur. In this procedure,
all offset and gain errors cancel out automatically; only the repeatability of the calibration process
influences the result. As stated above, here, 3% repeatability can be reached.

From the raw measurements, the transient thermal impedance, Zth = ΔT(t)/ΔP can be derived (as
described in JEDEC JESD 51-14 and similarly in IEC 60747-15—Section 6.2.4.5 and IEC 60747-2—Section
7.2.2.3). This accuracy is inherited by the structure functions calculated from the Zth curves, regarding
their endpoint (RthJA junction to ambient thermal resistance). Theoretical considerations [1] hint that the
calculation process can add a further 5% uncertainty to the reading of the partial resistance (divergence
point in Figure 9).

Consequently, the repeatability of the structure functions is much better than that of the temperature
differences measured by probes in the previous section. The reproducibility is something that cannot be
interpreted for the whole length of structure functions. The method is based on completely destroying
the measurement arrangement between the dry and the wet step, lifting the sample, changing the
surface quality or using another cold plate. The actual structure functions will be different after the
separation point in each measurement, but the part belonging to the internal structures of the device is
stable and highly reproducible.

As previously discussed, in the two-point method, the three-dimensional heat conducting path is
distilled automatically into a single (rather uncertain) number. In the TDIM methodology, we get a
highly repeatable 1D projection of the 3D structure.
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The software distributed with the present standard prescribes actual thresholds only for small
packages of discrete devices.

As the standard does not explicitly state the size of the package, this way it stays for characterizing
larger modules for which the realistic ε threshold is a few tens of millijoule/kelvin.

The robustness of the TDIM methodology is verified by the large user community of the JEDEC
JESD 51-14 standard. A round robin test with statistical distribution results is presented, among others,
in Reference [27].

8. Case Study: Comparison of RthJC Values Gained from Different Methodologies in Actual Tests

In a first case study, n-channel power MOSFET devices (HUF75639G3 from ON Semiconductor, [28])
were tested in several arrangements.

The device is available in different packages. It is designed for fast switching at high current and
voltage, with the maximum ratings of 56 A and 100 V. For this reason, the chip is thin and the silicon
nearly fills up the approximately 6 mm × 8 mm available space in the small TO263 package in which it
is also offered.

The TO247 package version was selected for the measurements, because this was the largest
available with a cooling area of 13 mm × 13 mm at its bottom. Presumably the lateral displacement of
the probe will cause the smallest error in two-point measurements with this package.

The data sheet specified a 0.74 K/W maximum RthJC value for the packaged device, and typical
values were not provided.

The TDIM measurement result of a typical device is shown in Figure 18. The internal structures
can be well observed in the fully coinciding structure functions until 0.3 K/W. An RthJC junction to case
thermal resistance of 0.31–0.38 K/W can be deduced from curves using different ε divergence criteria.

An alternative technique can be introduced in TDIM analysis for providing a highly reproducible
single number thermal descriptor. As stated, in Figures 9 and 18b, the structure functions coincide
until the divergence point. Choosing a Cth thermal capacitance value just below the divergence point,
for example, Cth = 20 J/K in Figure 9 or 0.3 J/K in Figure 18b, we shall get a repeatable number for
a partial thermal resistance, independently from the quality of the TIM and cold plate used in the
measurement setup.

This quantity is still unnamed and could be denoted as Rth@Cth. Its use can be easily extended to a
population of devices from the same type. In power devices, some structural layers are of high thermal
capacitance and of precise geometrical dimensions such as silicon, ceramics, and copper plates. Some
layers are thin but of varying thickness and have lower thermal conductivity but negligible thermal
capacitance. Such layers are the die attach and other TIM. These features imply that reading out Rth@Cth
at fixed Cth yields a relevant measure on the scatter of the production quality in type tests.

Simple back of envelope calculations also support the validity of the thermal capacitance values
read in Figure 18. The copper tab of the TO247 package is approximately of 15 mm × 12 mm × 2 mm
size, and its volume is approximately 360 mm3. This volume of copper yields 1.2 J/K thermal capacity
for the copper block. However, the silicon chip on the top of the copper is significantly smaller; it is also
encapsulated into small packages like DPAK. The heat propagates in a truncated pyramid from the top
to the bottom of the copper block, and the pyramid has a volume of approximately one-third of the
total block. This volume corresponds to Cth = 1.2/3 J/K = 0.4 J/K, fitting well the reading in Figure 18.

Measuring a number of the devices in commercially available test fixtures [25], one can get rather
different results. One such fixture has a solid copper mounting plate of high heat transfer coefficient
ensured by liquid cooling (type highHTC below). A former version of the fixture (type lowHTC below)
has a lower heat transfer coefficient (air cooling). Both fixtures have a spring-loaded PTFE-covered
thermocouple probe under the package.

Seven samples of the MOSFET were measured in both fixtures as available stock parts from the
distributor with case planarity and roughness as produced. Another seven samples were flattened and
polished on their case surface. The measured RthJC values are listed in Table 2.
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(a) 

(b) 

Figure 18. Dual interface measurement of HUF75639G3 structure functions. (a) RthJC junction to case
thermal resistance determined with ε = 0.05. (b)Enlarged detail of a Rth@Cth-style thermal parameter
read-out at Cth = 0.36 J/K.

Table 2. Measured RthJC values of HUF75639G3 samples, TO247 case, two-point method.

Fixture Type Mean of 7 Measured Samples (K/W) SD

Part from stock
lowHTC 0.42 5.3%
highHTC 0.57 8.7%

Case flattened and polished lowHTC 0.29 3.9%
highHTC 0.38 2.1%

We can observe that the RthJC thermal metrics are not inherent constant values belonging to a
packaged device, but are rather a function of external factors like the heat transfer coefficient of the
measurement environment, probe construction, etc. The external conditions influence the shape of the
heat spreading trajectories in the internal layers, too. A higher heat transfer coefficient at the device
surface results in higher measured RthJC (consequence of a flatter temperature distribution on the case
in Figure 5). The TDIM method is less sensitive on the variation of conditions at the case surface.

It has to be noted that the datasheet of the part [28] also presents a Foster-style, one-dimensional
compact model (Figure 8a) for the MOSFET, consisting of six RC stages; this was one of the reasons for
the sample selection. We simulated the model in a realistic thermal boundary, and we found a poor
match with Figure 18.
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A deep analysis carried out at Infineon and presented in Reference [22] compares:

• Simulated RthJC values with an ideal heat sink, considered as a fixed-temperature case surface
corresponding to an infinite heat transfer coefficient;

• Simulated RthJC values in a wide range of heat transfer coefficients;
• Measured values in two laboratories with two-point measurements;
• TDIM measurements.

A summary of the results is presented in Table 3 below and in Figure 19.

Table 3. Comparison of RthJC of a MOSFET device obtained using different methods.

Method RthJC (K/W) ΔRthJC1 (K/W) ΔRthJC1 (%) ΔRthJC2 (%)

FE simulation, floating case temperature BC 0.262 0 0 31%

FE simulation, constant case temperature BC 0.304 0.042 16% −20%
1st Thermocouple measurement, apparatus I 0.35 0.088 34% −8%

2nd Thermocouple measurement, apparatus I 0.38 0.118 45% 0%

1st Thermocouple measurement, apparatus II 0.42 0.158 60% 11%
2nd Thermocouple measurement, apparatus II 0.48 0.218 83% 26%
1st TDIM measurement 0.28 0.018 7% −26%
2nd TDIM measurement 0.29 0.028 11% −24%
3rd TDIM measurement 0.26 −0.002 −1% −32%
4th TDIM measurement 0.29 0.028 11% −24%
5th TDIM measurement 0.29 0.028 11% −24%

Figure 19. Comparison study at Infineon from Reference [22] and redrawn. The heat transfer coefficient
(HTC) of the cold plate may vary within a certain range, and this is illustrated by fictive HTC values
chosen for the abscissae of the measurement points. The ordinates are actual measured values (Table 3).

A realistic estimation of the heat transfer coefficient of a cold plate is approximately 3000–6000
W/m2K. For this reason, in a first comparison we took the result of the “floating case” FE simulation
around these heat transfer coefficients as the basis for evaluating the values obtained with other
methodologies. In the second column of Table 3, the measured RthJC value is shown, and in the third
and fourth columns, the ΔRthJC1 difference from the simulated reference value in absolute numbers
and percentage, respectively. The reference values are highlighted in Table 3 with the bold border of
the first row.

In an other approach we can compare the values from all methodologies to the two-point
measurements (fifth column in the table, the fourth row highlighted with bold border as reference).
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The RthJC values from finite element simulation with both heat sink models were systematically
lower than the values obtained by thermocouple measurements in two different thermal labs using
different setups (apparatus I and II). Thermocouple measurements were 34%–83% higher than those
predicted by simulation with realistic heat sink (floating case temperature boundary condition). The
TDIM measurements provided only slightly higher values than the reference.

It was identified that the root cause of the large scatter in the measured values was that it was hard
to accurately measure the case temperature with a thermocouple, as the operator cannot guarantee that
the thermocouple actually measures the true TC temperature of the package and not the temperature
of the heat sink or some average value in between. Still, the repeatability of the measurements was
surprisingly good at the same site, same equipment, and with operators having the same training.

On the other hand, the reproducibility of the values from thermocouple measurements at different
laboratories was poor. Taking the higher value as reference from the site producing lower values
systematically, we still experienced up to a 26% deviation as shown in the last column in Table 3.

The repeatability of the TDIM measurements was good, because the measurement of the case
temperature was not involved.

The accuracy of the TDIM technique is limited by other factors, for example, by noise in the Zth
measurement, the influence of the thermal interface on the separation point [3], and the finite resolution
of the structure function [2]. The assessment of the accuracy is always difficult, since there are no
exact reference values for RthJC. Based on the experience of several hundred measurements and on
comparisons with simulations, it is estimated that the accuracy of the TDIM method is approximately
15% (see error bars in Figure 19). While this seems to be not overly accurate, it is still a lot better than
the reproducibility of the two-point measurements shown in the table and chart above.

Laboratories having both kinds of instruments reported junction to case thermal resistances
measured with the two-point method as 20% lower to 50% higher than the TDIM result [22].

An elaborated study on the repeatability of junction to case thermal resistance values for larger
packages with complex internal structures (i.e., FCBGA, CABGA) is presented in Reference [26]. A sort
of round robin testing was carried out with three operators using the two-point measurement concept.
The series of tests was built up in a way that first all operators used the same piece of equipment
and the same calibration data, then each operator recalibrated the devices under test, but they used
the same equipment, then separate instruments of identical composition were used. The variation of
measured data was below 8%. This variation quickly grew when the composition of the cold plate and
the heat transfer coefficient of the measurement environment were changed. A similar study with
associated simulation experiment is presented in Reference [29].

The impact of run-in effects in the fixture used for the transient measurement is highlighted in
Reference [30].

A large round robin test involving several types of power LED devices was carried out in the
European Delphi4LED project [27]. It included the measurement of the optical and thermal parameters
of the same LED samples at five different European research and academic institutions. They used
the same make of test equipment but carried out the calibration and the thermal transient tests
independently. The reproducibility of the measured thermal resistance values was surprisingly good,
within 1%–2% [27].

9. Discussion

Thermal testing has always been an integral part of the testing scheme of active components, but
its importance has significantly grown with the advent of newer discrete devices and modules which
are built of large and thin chips and package materials of high thermal conductivity.

Thermal tests are needed during all phases of development, and similar tests have to be carried
out in the production again. Present trends extend thermal testing to the whole life cycle of an actual
component including its live operation in the field. In the development phase, the performance of
intermediate products can be revealed by thermal testing. At the end of the development data sheet
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values have to be provided for the ready product. However, single descriptive numbers like the RthJC
junction to case thermal resistance cannot be used for adequate selection of a part for an actual design,
as their definition is based on supposing isothermal surfaces which almost never exist in practice.
Moreover, they are often based on measurements of poor reproducibility, and for this reason the values
in data sheets are published with an unknown safety margin.

More complex compact thermal models composed of a net of thermal resistances can be better
used in thermal characterization to enable the reliable design of equipment. These models reflect the
behavior of the components in a more precise way without revealing confidential structural details.
Such models can be derived from a set of thermal measurements and simulations.

In production, a larger number of tests have to be carried out. Related standards distinguish
between type tests and routine tests.

Type tests are carried out on samples of new products in order to determine the electrical and
thermal ratings of a type and for establishing test limits for further tests. Such tests are often of
destructive nature. The type tests are repeated regularly on a given number of samples taken from
manufacturing batches at the manufacturer or delivery batches at the end-user in order to confirm the
quality of the product. Routine tests are carried out on each sample of the production or delivery.

The type tests repeated at regular production intervals and the routine tests have to be relatively
simple and should not be time consuming. For this reason, so far, it seemed to be satisfactory to
provide only simple numbers describing component quality derived from temperature measurements
at dedicated accessible points of the component.

Other related test categories can be reliability tests and failure tests on faulty components.
Measurement of thermal parameters for health monitoring in live operational systems is also gaining
importance; such tests can be quasi-continuous or can be repeated time by time.

In all cases, the minimum time needed for carrying out a thermal test is significantly longer than
the comparable time needed for electrical tests. For a discrete device several seconds are needed, and
for a module, at least tens of seconds are needed to reach thermal stability. The steady state is reached
through a heating transient which is followed by an inherent cooling transient, and the two are needed
for an accurate thermal transient measurement.

All test types aim at determining the most critical thermal parameter, the semiconductor chip
temperature from a transient event.

The best way to gain information on the chip temperature is selecting a temperature-dependent
electric parameter of the active device, such as the forward voltage of an internal pn junction or
the threshold voltage of a MOSFET, and mapping the value of this parameter to the approximate
temperature of the chip. This voltage to temperature calibration process occurs in a thermostat; the
parameter value is recorded at several temperatures. In order to ensure that the chip temperature does
not significantly differ from the external temperature in this process, low power has to be maintained
on the device during the calibration. A typical way is applying a low “measurement current” on a pn
junction and recording the corresponding voltage.

But the actual thermal parameters can be determined only in a high-powered state. The only way
to gain the semiconductor temperature at high power is by switching to the low measurement current
used at calibration and checking the actual value of the calibrated temperature-sensitive parameter.

Present day transient test schemes switch down to measurement current once and record the
cooling at a high sampling rate until the cold steady state is reached. This way accurate temperature
data are collected for the whole cooling process, except for the short-time interval around the switching
when the electric perturbation distorts the temperature signal.

Static test schemes switch down repetitively and use a not too sharply defined “proper time” for
measuring the calibrated parameter at low power. Proper time is where the electric distortion already
decays but the temperature of the chip still does not significantly drop. Static techniques may abort the
cooling transient record after this time, but this is not explicitly stated in the related standards.
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In both schemes, extrapolation techniques can be used for estimating the starting temperature just
after switching.

Static and transient thermal tests can both be carried out by measuring the temperature at a single
point in an assembly or at multiple accessible points.

In the case of a static test, the only way to obtain the thermal characteristics of a specific device
or module within a larger assembly is by making temperature measurements at multiple accessible
points, otherwise the segment in the heat conducting path belonging to the very device cannot be
distinguished from the other parts of the assembly. In transient tests of a layered structure, portions of
different thermal conductivity and specific heat can be mapped, and such partial thermal resistances
can be determined, and even the internal temperature distribution can be concluded.

In the standardized transient dual interface measurement methodology (TDIM), in each thermal
measurement, the whole heat conducting path is characterized, from the heat source to the ambient.
This way distinguishing between component and test environment is achieved by the intentional structural
change at the geometrical interface separating the device from the test bench (such as a cold plate).

We used simulation experiments and actual tests to analyze the accuracy, repeatability, and
reproducibility of thermal tests. For demonstrating the concept, we selected the simplest thermal
descriptors, the junction to case thermal resistance of a device and the junction to ambient thermal
resistance of an assembly.

We verified with simulation experiments that the RthJC thermal metrics depend on the TIM quality
used in the test bench, on the lateral displacement of the probe measuring the “case” temperature, on
the penetration of the probe through the TIM, and on the heat transfer coefficient of the cold plate and
other factors as well, resulting in a large uncertainty of the obtained value. In the case of a single-point
transient test, the assembly is totally destroyed and rebuilt between the two measurements. Differences
in TIM quality belong to the essence of the technique. Still, although the structure functions are
highly reproducible, a decision on the threshold used has to be made in order to define at how large
divergence it is considered to be the RthJC value.

In actual thermal tests we found that the accuracy, repeatability, and reproducibility of static and
transient tests depend on the following:

• Electrical transient at the switching process, as defined above;
• Power measurement uncertainty on the device causes real ambiguities only at large modules with

complex internal wiring;
• Offset and gain errors in the data acquisition; these are the source of most reproducibility issues

for multi-point measurements while indifferent in one-point transient measurements;
• Reproducibility of the selected samples, such as die attach thickness, base plate roughness,

and planarity;
• Reproducibility of the test environment.

Regarding this last issue, different laboratories have different materials and geometries for the
cold plate used in the measurements, other formations of the liquid flow, various surface roughness
and planarity levels, and types and positions of external temperature sensors resulting in a large scatter
of the obtained values.

We studied actual differences in static and transient measurements in several case studies. In the
actual tests, we found that there was a systematic difference between the thermal data measured with
the TDIM method and that measured with temperature probes, but this difference was smaller than
the scatter in results measured at different laboratories with the latter method.
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Appendix A

Table A1. Thermal parameters of the materials used in the example of Section 3: λ—thermal conductivity,
ρ—density, c—specific heat, cV—volumetric specific heat.

λ (W/mK) ρ (kg/m3) c (J/kgK) cv = ρ·c (kJ/m3K)

Silicon 450 2330 750 1750
Die attach * 100 8000 200 1600

Copper 385 8930 385 3440
AlN (Aluminum

nitride) ceramics * 250 3500 740 2590

Solder compound * 100 8000 200 1600
Aluminum alloy 150 2710 910 2470
Thermal grease * 0.2, 1, 4 2000 1500 3000

Symbol * denotes estimated values based on literature.

Figure A1. Sketch of the power module on the cold plate from the simulation study in Section 3. Stack
composition and the size of elements are listed below in Table A2. Temperature monitor points are
marked with “+”.

Table A2. Stack composition and the size of elements in the example in Section 4: x, z—lateral size,
y—thickness in the stack, V—volume of the element, cV—volumetric specific heat, Cth—thermal
capacitance of the element, ΣCth—cumulative thermal capacitance from the chip top.

x Size
(mm)

z Size
(mm)

y Size
(mm)

V (mm3) cV (kJ/m3K) Cth (J/K) ΣCth (J/K)

Silicon 11.2 11.2 0.3 37.6 1750 0.066 0.066
Die attach 11.2 11.2 0.1 12.5 1600 * 0.020 0.086

Copper 15 23.4 0.3 105 3440 0.36 0.45
AlN ceramics 32 30 0.3 288 2590 * 0.75 1.19

Copper 32 30 0.3 288 3440 0.99 2.18
Solder compound 32 30 0.3 288 1600 * 0.46 2.65

Aluminum 105 42 2.9 12,790 2160 27.6 30.3
Thermal grease 105 42 0.05 221 3000 * 0.00066 30.3

Aluminum 500 140 20 1,400,000 2160 3024 3054.3

Symbol * denotes estimated values based on literature.
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Figure A2. Power module on a cold plate from the simulation study in Section 3, excerpt from Figure A1.
Temperature monitor points are marked as “+”.

Figure A3 demonstrates a TDIM measurement of an IGBT module by a thermal transient tester.
The measurement environment is a water-cooled cold plate, wetted by thermal grease in the figure.
More images of the equipment can be found in References [20,21].

 
Figure A3. IGBT module prepared for TDIM measurement on cold plate. IH and IM applied on F+ and
F− leads, measurement between S+ and S–. Eventual gate voltage applied to VGS.
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Abstract: In electric vehicles with lithium-ion battery systems, the temperature of the battery cells
has a great impact on performance, safety, and lifetime. Therefore, developing thermal models
of lithium-ion batteries to predict and investigate the temperature development and its impact
is crucial. Commonly, models are validated with experimental data to ensure correct model
behaviour. However, influences of experimental setups or comprehensive validation concepts
are often not considered, especially for the use case of prismatic cells in a battery electric vehicle.
In this work, a 3D electro–thermal model is developed and experimentally validated to predict
the cell’s temperature behaviour for a single prismatic cell under battery electric vehicle (BEV)
boundary conditions. One focus is on the development of a single cell’s experimental setup and the
investigation of the commonly neglected influences of an experimental setup on the cell’s thermal
behaviour. Furthermore, a detailed validation is performed for the laboratory BEV scenario for
spatially resolved temperatures and heat generation. For validation, static and dynamic loads are
considered as well as the detected experimental influences. The validated model is used to predict the
temperature within the cell in the BEV application for constant current and Worldwide harmonized
Light vehicles Test Procedure (WLTP) load profile.

Keywords: lithium-ion battery; thermal modelling; electro-thermal model; heat generation;
experimental validation

1. Introduction

Realizing the vision of green mobility one major aspect is the reduction of worldwide car emissions
by use of battery electric vehicles (BEVs). Automotive manufactures focus on lithium-ion based battery
systems due to their high specific energy, low self-discharge and long cycle-life to meet the challenges of
the continuously rising environmental regulations [1–3]. In BEVs different lithium-ion cell formats like
pouch, cylindrical, and prismatic cells are used. Thereby, the thermal management is performed
with various cooling concepts based on air, liquid and other approaches [3]. Cooling selection
depends e.g., on the battery concepts using module architecture, or not. However, the temperature
has a significant influence on the lithium-ion battery performance, ageing and safety [2]. Therefore,
investigation of the heat generation and temperature development are important to examine thermal
cell behaviour with regard to boundary conditions, especially the cooling conditions.

In order to answer the scientific issue of thermal battery behaviour, researchers develop different
electro-(chemical)-thermal coupled simulation models [4–12]. Most of them are based on the general
energy balance for lithium-ion based systems [13] in its detailed or simplified form.
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In lithium-ion batteries, non-linear physico–chemical processes occur on different length scales
from nanometre to millimetre. To face this challenge, model-based thermal investigations of battery
cells are performed and reported in the literature in two fundamentally different ways: They use
independent thermal models on the one hand with defined heat generation and on the other hand
models with electrical or electrochemical-thermal coupling [6–8,10–12,14].

The heat generation of the former can be empirically determined [10], or e.g., modelled by a
neural network [14]. The latter approach, electrically and thermally coupled behaviour, is described in
the literature with different model approaches. Researchers use either the pseudo-two-dimensional
modelling approach [7,8,12] based on the work of Newman et al. [15,16], equivalent circuit models
(ECM) [9], and empirical models [11]. The thermal model can i.e., be executed as a point model [6] or
can also be resolved three-dimensionally [7].

As in our previous research [17], in this work, an electrical ECM model with coupled 3D thermal
model is used, because this approach represents a sufficient accuracy for thermal questions with at the
same time acceptable computing time. The model uses the framework of the MSMD battery model
architecture. This adopted general multi-scale multi-dimensional (MSMD) approach is described and
used in [18,19].

In general, for validating and calibrating the model, the simulation results are compared to
experimental data. Thereby, non-precise known model parameter is adjusted, i.e., optimized, to ensure
correct model prediction over a defined range of model conditions. Often, important influence of
the experimental setup is neither mentioned nor included in the boundary conditions within the
model for validation. Especially convection conditions are often assumed to be constant [12] while
validating the model’s behaviour. This generates uncertainties in the predicted thermal behaviour
of the battery cell after validation. Only few studies consider this issue [4,5,20] by special setup or
boundary conditions in simulation. Erhard develops an experimental setup with a pouch cell in a
wind tunnel to obtain knowledge of the convection coefficient for meaningful thermal validation [4].
Furthermore, several experimental influences are monitored during the experiment used as an input
to the model for validation. Rieger et al. [20] use a boundary condition for a heat flux at the terminal
connection of pouch cells in the experiment. Samad et al. [5] investigate forced and natural convection
conditions with prismatic cells and find uneven convection conditions depending on the position of
the cell in the temperature chamber.

In this work, we focus on the automotive use case of prismatic cells in module architecture on a
cooling plate-like in [6,7]. Lundgren et al. [7] suggest a detailed 3D electrochemical-thermal model
with experimental validation of a prismatic cell. However, they do not consider the influences of the
experiment such as wiring to the battery cycling machine or the cell’s environment. Damay et al. [6]
introduce an electrical model coupled with a lumped thermal model for investigation of the thermal
behaviour. Experimental influences such as insulation plates are taken into account but the constant
convection condition based on literature results in uncertainty for model validation.

However, none of these studies for prismatic automotive cells take special care of experimental
influences and high-resolution validation. Experimental investigations show equal temperature
gradients of large-format cells [21,22] and, therefore, the necessity of spatially resolved temperature
measurement and validation. Panchal et al. [21] show a temperature gradient on the casing of up to
4 K at the end of constant current discharge with a 20 Ah cell. Christen et al. [22] reveal a temperature
gradient of 6.5 K at the casing of their 60 Ah prismatic cell after constant current cycling with cooling
at the cell’s bottom at a temperature of 25 ◦C. As a result of temperature gradients on the casing,
neither a single temperature sensor in experiment nor an average temperature value for validation is
conclusive enough. Temperature gradients occur due to cooling conditions and thermal resistances in-
and outside the cell and need to be validated. Therefore, a validation concept is needed containing the
differences of the experimental conditions and the use case of a prismatic cell in a BEV application.

The goal of this work is to investigate the commonly neglected influences of experimental
validation setups in detail. Based on the gained knowledge a detailed validation for a 3D
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electro–thermal model of a prismatic lithium-ion cell is performed and the thermal behaviour in a BEV
application is predicted. Therefore firstly, the focus is on the development of a single cell experimental
setup for investigation of external influences. Secondly, the impact of boundary conditions on the
behaviour of the used electro-thermal model is investigated. Based on this, a validation of spatially
resolved temperatures and heat generation is performed for static as well as dynamic cases. Finally,
the model is used to illustrate the thermal behaviour of the cell under real BEV application.

2. Modelling

2.1. General Approach

The studied cell in this work is a prismatic automotive cell. Geometric dimensions and electrical
and thermal behaviour are determined experimentally and subsequently used for the parametrization
of the model. Furthermore, physical properties are taken from [7,23]. Important for the thermal
behaviour of the cell are the conditions of use, especially the cooling conditions. The general set up
of a prismatic cell positioned in a real BEV battery module is shown in Figure 1a. In automotive
application, prismatic cells are commonly stacked in modules and connected by busbars. This stack of
cells is compressed for better performance. Cooling is realized by a fluid cooling system at the bottom
of the cells [6]. The cooling system is commonly working with constant cooling capacity in various
stages to keep the cells in the best case at constant temperature in the desired range. Simulating one
cell in the middle of a module, the resulting boundary conditions of the outer walls are adiabatic
beside the bottom wall where the cooling system is connected. The cell’s floor is modelled as constant
temperature boundary condition, neglecting the small temperature gradient in the fluid of the cooling
system for one cell to avoid detailed computational fluid dynamics simulation (CFD) of the complex
cooling system in a BEV.

It is obvious that the cell in any experimental setup is experiencing slightly different boundary
conditions in comparison to the model setup for simulation. Validation of a single cell in a full battery
module is often not practical. Therefore, for validation of single-cell models, a more realistic validation
setup is necessary that takes account for the targeted stimulation conditions as well as the application
influences. The schematic of the resulting laboratory setup on single-cell level is depicted in Figure 1b.
The resulting boundary conditions for model validation are comparable with Figure 1a with regard
to adiabatic conditions on the models outer surfaces and constant temperature cooling conditions at
the cell floor. Additionally, the bracing components, as well as the heat removal by the wiring, are
considered. The modelling approach and boundary condition details are discussed in the following
Sections 2.2 and 2.3, while the experimental setup is explained in detail in Section 3.

(a) Real BEV conditions (b) Laboratory BEV conditions

Figure 1. Schematic boundary conditions for a prismatic cell in battery electric vehicle (BEV) application
for simulation and experiment: (a) real BEV scenario in a module of a battery system and (b) laboratory
BEV scenario with single cell experimental setup using a thermoelectric cooler (TEC).
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2.2. Electro-Thermal Co-Simulation

In this work, a multi-scale multi-dimensional (MSMD) approach was adopted and used, which
is described in [18,19]. It is built in ANSYS CFD as MSMD battery model [24]. The model uses the
framework of the MSMD Battery Model architecture and is parametrized for an electrical ECM and 3D
thermal model.

The MSMD-approach makes it possible to resolve different phenomena on different length
scales. It is not feasible to solve the cell on the smallest length scale in the nanometre range in FEM
analysis without generating considerable computing times and networking problems. With MSMD
approach individual phenomena with sub-models are solved without resolving the entire cell in
detail. Nevertheless, it is possible to obtain information on cell level with a model less detailed.
The MSMD approach does neither specify the type of sub-models nor their number but defines the
information exchange between the model levels [18]. The main differential equations at cell level taken
from [19,24] are

∂ρ · Cp · T
∂t

−∇[k · ∇T] = q̇ECh + q̇Ohm (1)

∇[σ+ · ∇φ+] = −jECh (2)

∇[σ− · ∇φ−] = jECh (3)

where (1) represents the spatial energy balance in the active material called jelly roll, the heart of a
lithium-ion cell, where the electrochemic reactions and the heat generation take place. The internal
energy is calculated by jelly roll’s density ρ, specific heat capacity Cp, and Temperature T. The spatial
heat conduction is expressed with heat transfer coefficient k. q̇Ohm is the heat generation from ohmic
losses of the current collector foils of copper/aluminium in the jelly roll [24]. q̇ECh is the reaction heat
from the electrochemical processes taking place such as charge transfer over-potentials at the interface,
and mass transfer limitations [2] (see Equation (5) for details). Equations (2) and (3) are potential
equations that describe the electrical behaviour. In these equations φ is the phase potential, jECh the
volumetric current transfer rate, and σ the electrical conductivity of the materials [19,24].

Using an ECM for the electrical modelling of the cell’s behaviour, the voltage is represented by

U(t) = UOCV(SOC, T)− Userial(SOC, T)− URC(SOC, T) (4)

whereat the voltage U is calculated in the ECM sub-model by the open circuit voltage UOCV and the
voltage drop at the serial resistance Userial and the RC-element URC. All used parameters depend on
local temperature and state of charge (SOC) in the jelly roll.

The model structure of this work, implemented in the MSMD framework, is shown in Figure 2.
In every time step, the model is iteratively solved for all components. The spatial temperature
distribution is determined in the 3D thermal model. In every finite volume of the jelly roll, an electrical
model is calculated containing the time- and local-depending temperature. Every single electrical
model is implemented as an ECM. In the present model, the aim of the electro-thermal coupling is
not to resolve the detailed chemical processes, but to map the resulting heat generation accurately
for the thermal model. If a spatial resolution of the heat generation has aspired, ECM models
represent a sufficient accuracy for thermal questions with at the same time acceptable computing time.
The developed model structure is designed for first or second-order ECM. The necessary parameter
sets for resistors and capacitors are determined from the current-voltage behaviour on discrete points
in hybrid power pulse characterization (HPPC) test. During the simulation, these discrete data
points are interpolated in the model. Additionally, the open-circuit voltage (OCV) of the used cell is
determined experimentally.
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Figure 2. Model structure for electro–thermal co-simulation of 3D thermal model, multiple electrical
equivalent circuit models (ECM) models and spatial heat generation models.

The present model uses the information for resistances and capacities as a function of temperature
and SOC, but is designed for n-dimensional dependencies, i.e., if a relevant dependency of the
parameters on other influencing variables, such as current or ageing, becomes apparent, corresponding
parameter sets can be included in the model.

With available information of local voltage drop and current load, the power dissipation in the
active material of the present model is determined locally by the approach suggested by Bernardi et al.
with the following equation [19,24]:

q̇ECh = j · [U − UOCV(SOC, T)] + j · T · dUOCV
dT

(SOC). (5)

The first term considers the power loss due to the voltage drop at the internal resistance of the
cell. The voltage U below is calculated in the ECM sub-model, the open-circuit voltage UOCV is part of
the parameter set and the local current j results from the solution of the potential equations. This first
part of the overall heat generation is irreversible. The second term considers the reversible heat
generation based on an entropy change of the chemical system. The entropy change is shown e.g., in
the temperature dependence of the OCV. In the literature, entropy change is determined experimentally
for different combinations of anode/cathode pairs and recorded in the entropic heat coefficient dU/dT.
This represents the reversible heat generation when multiplied with the local temperature T and the
current j. The data set for the used NMC/Graphite chemistry is taken from [25].

Finally, the local heat generation is transferred in the 3D thermal model. The heat source changes
temperatures, and therefore electrical resistances and heat generation, for the calculation of the next
time step.

2.3. Thermal Modelling

Significant factors influencing the thermal model are the cell geometry, the associated material
parameters, and the thermal boundary conditions. Geometrically, the thermal model of the prismatic
cell is based on the information from the measured sectional models and a performed computer
tomography and post-mortem analysis. This information is converted into a 3D CAD model, which is
shown in Figure 3a. In the centre of the cell, the active material in the form of a jelly roll is modelled as
one solid part with anisotropic properties of the thermal conductivity [7,23]. The copper and aluminium
sheets characterize the high in-plane conductivity, while the separator in-between anode/cathode
defines the lower through-plane conductivity. Furthermore, the real jelly roll is wounded. This is taken
into account by a coordinate transformation regarding the conductivities in the outer rounding of
the jelly roll geometry. The jelly roll’s dimensions as a result of CT analysis are shown in Figure 3b.
All components are modelled as solids without considering the fluids, e.g., the electrolyte at the
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cell’s bottom or the air at the cell’s top. The electrolyte is simplified and modelled as solid with heat
conduction. Heat transfer by convection and radiation in the top part of the cell is negligible due to
small temperature differences and small areas. Additionally, the following simplifications are made
creating the geometry:

• Radii and chamfers of the cell components are neglected,
• Thin components are considered using thin wall modelling (e.g., insulation) [24],
• Jelly roll is modelled as a volume body with anisotropic thermal properties [7,23]
• Junction of jelly roll sheets and current collector is modelled as a volume body.

The materials and their associated physical parameters are listed in Table 1. The jelly roll with its
individual components has already been combined into one material as mentioned above.

(a) 3D CAD geometry (b) CT results for jelly roll

Figure 3. (a) The 3D CAD geometry and outer dimensions of prismatic 25 Ah cell with jelly roll,
anode/cathode current collectors, +/− terminals, and casing. (b) Computer tomography (CT) results
for jelly roll dimensions.

Table 1. Used materials and thermal properties of 3D thermal model of prismatic 25 Ah cell.

Material Point of Use
ρρρ Cp λλλ

[kgm−3] [Jkg−1K−1] [Wm−2K−1]

Aluminium a casing, collector, terminal 2700 900 238
Copper a collector, terminal 8700 385 400

Insulation b all insulations 1470 1190 0.18
Thermal pad c connection cooling 2740 903 2.22
Electrolyte d rest-electrolyte 1130 2055 0.6

Jelly roll a jelly roll 2043 1371 in-plane 33 e

trough-plane 0.7 e

a [23], b [7], c data-sheet, d [26], e cell manufacturer.

The general targeted thermal boundary conditions were previously shown in Figure 1a. These
assumptions result in a model containing only the cell geometry including full adiabatic model
boundary conditions on the outer surfaces, except for the constant temperature boundary condition at
the bottom. Thereby, the heat exchange by the small side surfaces and the top of the cell is neglected
due to small areas and temperature differences resulting in negligible impact. Nevertheless, for a
correct model validation, the conditions of the experimental setup (see Figure 1b) must be mapped as
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thermal boundary conditions in the simulation model. The following thermal boundary conditions are
implemented in the simulation model and investigated in the results section:

• Aluminium bracing plates and polyoxymethylene (POM) measurement plates are considered as
solid bodies,

• Adiabatic conditions are modelled on all unattached surfaces of cell and bracing plates except
terminals and cell bottom,

• Heat flow from/to the battery testers is considered at the terminal surfaces,
• Thermal pad is included in-between constant temperature cooling plate and cell floor.

The full adiabatic model boundary conditions on the outer surfaces result from the polystyrene
insulation in the experiment. Only the heat sink is the constant temperature boundary condition
at the bottom. The heat flow into the battery tester is determined in the experiment using two
temperature sensors on the busbars. With knowledge of geometrical parameters and physical
properties, the heat flux is calculated and considered as a time-dependent boundary condition in the
simulation. The removed heat is monitored in every experiment as it depends on the temperature of
the connected battery tester and can, therefore, have different impact for similar experiments.

In addition to the external boundary conditions, commonly neglected modelling parameters
are considered within the model of the prismatic cell. Important for proper model behaviour
are e.g., heat generation in the current collectors and electrolyte at the cell bottom. If the cell’s
heating is only located in the jelly roll, the local heat generation in the current collectors is missing.
With increasing current collector length as in the case of the used prismatic cell, the simulation results
show increasing temperature differences between model and experiment, especially at the terminals.
The heat generation in the jelly roll takes place as source term in the elements of the jelly roll geometry
and is calculated based on the electro-thermal coupling.

Computer tomographic analysis of the cell showed rest-electrolyte of 10–15 mL at the cell’s
bottom. In [27] electrolyte influence is neglected due to long distances for conduction and low thermal
conductivity of 0.6 Wm−1K−1 [26]. In the case of this cell, the distance between the jelly roll bottom
and cell casing is small with a minimum spacing of 0.4 mm. Therefore, the rest-electrolyte creates an
additional thermal path at the cell bottom from the jelly roll to the cooled cell bottom, modelled by a
solid body with electrolyte properties (see Table 1).

The geometrical model of the cell with all associated boundary conditions was implemented in
ANSYS Fluent 19.0. The mesh of the 3D cell model contained 138k elements. The maximal adaptive
time step was set to 5 s. With changing current in the used constant current profile the time step was
set back to 0.1 s starting the logarithmic rise up to 5 s. In the dynamic profile, a constant time step of 1 s
was applied. The used computer was a Dell Workstation with 12x Intel(R) Xeon(R) Gold 6136 CPUs
and 64 GB RAM.

3. Experimental

In this work, an automotive battery cell by SANYO PANASONIC is investigated. It is a lithium-ion
cell with a nominal capacity of 25 Ah based on nickel–manganese–cobalt (NMC)/graphite chemistry.
The cell has a nominal voltage of 3.7 V with upper and lower cut-off voltage of 4.1 V and 3.0 V,
respectively. The goal of the experimental setup is to reproduce the mentioned real BEV conditions of a
cell in Figure 1b as close as possible in a laboratory setup. Therefore, a single cell measurement setup is
designed and implemented. In Figure 4, the sensor schematics (a), the setup concept (b), and the final
test bench of the developed setup in the temperature chamber (c) are shown. A custom cooling plate
by QuickCool with thermoelectric cooler regulation is used to guarantee constant temperature cooling
condition. A proper thermal connection to the cell is achieved with a thermal pad (see properties
in Table 1) and a vertical clamping by an external compression unit. Polystyrene foam is used as
insulation material to receive mostly adiabatic conditions (see Figure 4c). The cell’s optimal electrical
performance is ensured by horizontal bracing plates made of aluminium with a thickness of 10 mm.
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In-between the horizontal bracing and the cell, two measurement plates of 10 mm POM are added for
thermal insulation and measurement.

(a) Sensor positions (b) Setup concept (c) Test bench

Figure 4. Experimental setup with nomenclature and positions of temperature sensors (a), concept of
experimental setup (b), and top view photograph of the cell on test bench without insulation at the
top (c).

Overall 22 thermocouples type T class 1 by Omega with an accuracy of ±0.5 K are used with
PicoLog TC-08 data loggers to measure the temperature in an experiment on several locations.
We arranged 15 thermocouples three rows and five columns inside one measurement plate (see
Figure 4a) to achieve spatially-dependent temperature distribution on the casing. Additionally,
thermocouples are attached to each terminal and the cooling plate. For later investigations, average
values per row are used named A-D. Two sensors on each terminal side are used to measure the
temperature difference on the busbar to be able to calculate the related heat flux from the cell to the
battery tester.

The entire setup is placed inside a Binder KB115 temperature chamber and the cell is connected to
an Arbin battery tester (LBT 5 V/60 A). The temperature chamber was used to guarantee uniform start
and operational conditions. Unless otherwise specified, all validation tests at laboratory BEV conditions
are performed at a temperature of 30 ◦C including two hours pre-tempering prior to each experiment.

The used load profiles are either constant current cycling profiles or a commonly used dynamic
profile based on the Worldwide harmonized Light vehicles Test Procedure (WLTP). The WLTP profile
is used to validate the model for dynamic loads and is representative for cases as driving in the
city. In Figure 5, exemplary a 75 A constant current cycling profile and the WLTP current profile are
demonstrated. In case of constant current cycling, a fully charged cell is discharged to the cut-off
voltage of 3 V. After a 10 s break the cell is charged with the same current until the upper cut-off voltage
of 4.1 V is reached. After a second break of 10 s, one full cycle is finished and is subsequently repeated.
For the dynamic load, the WLTP is transferred into a current profile per single cell. The resulting
dynamic load is a transient input for the experiment and the simulation, as well.

(a) Constant current profile (b) Dynamic WLTP profile

Figure 5. Constant current profile (e.g., 75 A) and dynamic current WLTP profile used for experiment
and simulation.

In addition to the developed experimental setup, experiments are performed under commonly
used experimental conditions for thermal investigations of battery cells. The investigated setups,
such as natural/forced convective cooling or adiabatic conditions, take place with the bracing and
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measurement plates. All corresponding experiments start with charging of the cell at 25 ◦C. After the
charging process, the cell is tempered in the temperature chamber at 25 ◦C. In both cases of investigated
convection conditions, the chamber’s fan is either deactivated (Natural convection) or kept active
(forced convection) for the duration of the cycling. A further investigated condition is the battery
cell in a fully isolated setup targeting adiabatic conditions. The related experiment in this work is
performed with the cell as well as measurement and bracing plates totally isolated in a box of 5 cm
styrofoam plates.

4. Results and Discussions

To evaluate the impact of commonly used thermal boundary conditions, the prismatic 25 Ah cell
has been subjected to multiple constant current charge/discharge cycles. In Figure 6a, the general
temperature behaviour of the lithium-ion cell at 25 ◦C is shown using a cycling profile with 75 A.

In all measurements, the temperature increases with time due to heat generation during the
cell’s cycling. The chronological sequence of the used current profile (see Figure 5) results in local
maxima at the end of every discharge. These maxima are obtained due to the high internal heat
generation at low SOC. During the first discharge, the process of heating-up is similar for all setups.
However, it is apparent that the following magnitude of the temperature rise depends strongly on the
boundary conditions.

(a) Temperature (b) Removed heat on terminals

Figure 6. Measured transient behaviour of 25 Ah cell at 75 A cycling under varying thermal boundary
conditions. Staring conditions as well as cooling plate and/or temperature chamber are set to 25 ◦C:
(a) average cell temperature with time, and (b) related removed heat by the wiring on the terminals.

In the case of natural convection the cell reaches a temperature of 45 ◦C (20 K increase) at the end
of the cycling. Whereas, under forced convection, the cell reaches a lower average temperature of
38 ◦C. Samad et al. [5] show comparable results investigating a prismatic cell in an active/inactive
temperature chamber. Moreover, they show a dependency on the positioning of a cell in the chamber
and assume a convection coefficient that is not constant on the cell’s surface.

Thus, it is critical to use a setup like this for validation, because both, natural and forced convection,
take place with unknown heat transfer conditions. Therefore, in the model validation, the associated
parameters have a high uncertainty [5], are assumed as constant [12], or are commonly used as a fitting
parameter. This reduces the significance of the validation and model behaviour. In [4] the issue of
unknown convection coefficient is taken into account by a special experimental setup for pouch cells
in a wind tunnel. In that case, the convection conditions are defined.

A solution for unknown convection is a fully isolated setup with adiabatic conditions. The fully
thermally insulated cell (Adiabatic in Figure 6) shows the highest temperature increase of 22 K at the
end of cycling. The main issue for validation with this setup is that targeted adiabatic conditions are not
fulfilled in the experiment. In any experiment, the large wiring of the battery tester removes heat from
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the cell, which depends on the temperature increase in the experiment. The resulting heat removal
is observable in Figure 6b. This (unwanted) heat sink removes up to 1.6 W of the heat generated in
the cell during the experiment with fully insulated setup. That is up to 14% of the overall generated
irreversible heat assuming an average cell resistance of 2 mΩ and 75 A cycling current. Heat removal
by the wiring is an additional issue in all setups. In either case of convection compared to the full
insulation setup, the overall temperature rise is lower than under adiabatic conditions. Therefore,
less heat is removed by the battery tester connection. Both convection conditions lead to ~1 W heat
removal at the end of the test, which is a significant influence. Investigating the different cell type of
pouch cells in their work, Rieger et al. [20] and Erhard [4] considered heat removal on the terminals
in simulation.

Avoiding uncertainties in convection conditions and monitoring heat removal by the battery tester,
the laboratory single cell BEV setup in this work is developed (Temp = const. in Figure 6). With mostly
adiabatic conditions and defined heat removal by conduction via the cooling plate, the uncertainties
are significantly reduced in comparison to the investigated setups. The amount of (unwanted) heat
removal is lower and the setup has defined cooling conditions with constant temperature cooling plate.
Further benefit using the suggested setup for validation are the real use case of a battery electric vehicle.
Using the laboratory BEV setup, the lowest temperatures increase of 9 K is observed. Simultaneously,
0.8 W are removed at the end of cycling, which still influences the thermal behaviour of the cell under
investigation. Therefore, the heat flux at the terminals has to be monitored in every experiment because
it affects the thermal behaviour significantly. It depends on the temperature of the connected battery
tester and can, therefore, change for comparable experiments e.g., on different days. In the validation
concept of this work, the measured heat removal is measured and used as time-dependent boundary
conditions for the model validation.

In order to examine the impact of the experimental conditions of the laboratory BEV setup on the
model’s behaviour, several simulations are performed respectively not considering influences from the
experimental setup.

In Figure 7 the experimentally measured average terminal temperature under laboratory BEV
conditions is compared to the various simulations: The boundary condition on the terminals with heat
flux from/to the battery tester is neglected (No heat flux), the cell is modelled without the bracing and
the measurement plates (No bracing), and the constant temperature boundary condition is directly
connected to the cell bottom without interstitial material (No thermal pad).

In all simulation curves, the spikes at the end of charge/discharge are due to the 10 s breaks
without heat generation taking place. Due to the graphical representation of the experimental data,
the spikes are not clearly visible in the black curve (Experiment], but they exist in both, experiments
and simulations, for constant current cycling with 10 s break.

In the previous figure, the heat removal by the wiring in the experiment is discussed. Not
considering heat removal as a transient thermal boundary conditions in the model, the temperature
increases in the corresponding simulation results (No heat flux). Starting without visible differences
during the initial cycles a significant temperature increase of 1–2 K mismatch is visible for the
consecutive cycling. It is obvious that other experimental conditions for validation than laboratory
BEV conditions would create a much higher deviation to the experiment (see Figure 6).

Neglecting the bracing components from the experimental setup (No bracing), the cell’s average
temperature shows a deviation of 2 K after the first discharge. The reason is the effect of the thermal
masses in the setup on the transient process of heating up. Without the bracing components, the process
of heating up takes place significantly faster, especially at the beginning. After the first cycle,
the temperature differences are decreasing with consecutive cycling.
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Figure 7. (top) Average terminal temperature for experiment and simulation at 75 A cycling of cell
under laboratory BEV conditions with varying experimental influences. Staring conditions as well
as cooling plate temperature are set to a temperature of 30 ◦C. (bottom) Corresponding temperature
deviation to experimental results.

The thermal resistance between the cell and the cooling condition is realized in the experiment
by a thermal pad. Assuming a direct thermal connection (No thermal pad), ideal thermal transfer
leads to a maximum error of 3 K lower temperature in comparison to the experimental data. Moreover,
the deviation increases with cycling time. The performed tests show, that in addition to modelling,
the heat flux at the terminals and the thermal masses of bracing components, the thermal contact
resistance needs to be taken into account, as well.

A thermal battery model is meaningfully validated if the heat generation and the resulting
transient temperature development in the experiment and simulation show good agreement. In the
used validation approach, the heat sources and the transient temperature distribution influences are
validated together, considering the impact of the experimental setup.

At first, the preliminary investigated experimental and model influences are considered as
boundary conditions. As a next step, the validation is performed for the heat generation and for the
average and spatial dependent temperatures on different locations on the cell. Finally, an estimation of
the temperature inside the jelly roll is possible.

The top of Figure 8a displays the transient temperature results of the experiments and the
simulations for cycling profiles with three different currents of 25 A, 50 A, and 75 A. Both experiments
and simulations, show in all cases an overall increase of the temperature and a typical temperature
peak at the end of charge and discharge step. This curve shape is characteristic of the used cell. At the
bottom of Figure 8, the transient absolute error is shown resulting in an average root-mean-square
error (RMSE) of 0.1 K for 25 A, 0.2 K for 50A and 0.2 K for 75 A. The highest deviation for every profile
exists at the end of the charge step. The error function is repetitive and does not increase with time.
The errors are all below the accuracy of the used thermocouples of ±0.5 K. Furthermore, the magnitude
of the errors are in the same range and the model’s behaviour is load-independent. Thus, it can be
concluded, that the model shows very good agreement with the experimental data.

To validate the heat source behaviour, the heat generation for all current profiles during the first
cycle is calculated and presented in Figure 8b. The irreversible heat generation in the experiment is
calculated as the measured voltage drop regarding the OCV of the cell. This calculation approach is
very sensitive to the determined OCV in dependence of the SOC. Nevertheless, this approximation is
sufficient to estimate the irreversible heat generation in the experiment. For the total heat generation
in the experiment, the values for SOC-dependent reversible heat generation are cumulated. In the
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simulation, the irreversible and reversible heat generation are calculated all together by the previously
mentioned co-simulation approach.

(a) Temperature (b) Heat generation

Figure 8. Validation of experiment and simulation for different constant current cycling of cell under
laboratory BEV conditions with: (a) overall temperature and corresponding temperature difference
and (b) heat generation within the first cycle. Staring conditions as well as cooling plate temperature
are set to a temperature of 30 ◦C.

The results in Figure 8b demonstrate that the calculated heat in the simulation has the same
magnitude and transient curve form as the heat generations in the experiments. The relative shape
depends on the magnitude of the current. With increasing currents, the irreversible heat generation
dominates the reversible term. The maximum mean error is −1 W for 75 A with a maximum deviation
lower than 2 W. Especially at the end of discharge, near 10% SOC, the measured OCV differs from
the real behaviour and create some uncertainty in the calculation of experimental heat generation.
The average error of the heat generation in the SOC-range of 100–10% is reduced by 30% resulting in
an error of −0.7 W.

The main reason for the deviations due to the fitting error, when the RC-parameters of the ECM
are fitted. Furthermore, RC-parameters exist only for discrete points with a resulting interpolation error.
Nevertheless, with an acceptable heat generation error in the SOC-range of 100–10%, the established
model describes the thermal cell behaviour very good under laboratory single cell BEV conditions.

As already mentioned, the goal is to investigate the temperature distribution within the cell
during operation with high significance using the validated model. Therefore, the accuracy of local
temperature prediction is validated in addition to the average temperature by the example of 75 A
current profile. In Figure 9, the temperature distribution on the casing are shown for discrete points
during the constant current profile. The geometries display the simulation results including the
experimental results on discrete sensor positions (x) and the related deviation of experiment and
simulation in percentages.

For discrete sensor values, the model’s temperature prediction is in very good agreement.
The highest measured deviation of 2.1% (±1.4% due to thermocouple accuracy) is localized at the
bottom edges of the cell. As mentioned above, the thermal resistance between the cell bottom and
the cooling has a great impact on simulative results. The underlying material parameters are affected
by the outer clamping mechanism. This influences the results as it changes the thermal resistance of
the used thermal pad. However, the overall deviation is rather small and the model reveals a good
prediction of the local temperatures.
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Figure 9. Temperature distribution on the casing of 25 Ah cell for discrete time steps (1077 s, 2949 s,
and 4826 s) of constant current cycling with 75 A under laboratory BEV conditions. Staring conditions
as well as cooling plate temperature are set to a temperature of 30 ◦C. On discrete sensor positions (x)
experimental measurement results and deviation of simulation are included.

In order to investigate the thermal behaviour under dynamic operational conditions, the model
is finally validated for the widely used vehicle driving profile WLTP. Starting at 95% SOC and 30 ◦C,
the 1800 s WLTP profile is operated. The results for the spatial dependence of the temperature (see
nomenclature in Figure 4) and the overall heat generation are presented in Figure 10.

(a) Temperature (b) Heat generation

Figure 10. Validation of experiment and simulation for dynamic WLTP cycling of cell under laboratory
BEV conditions with: (a) Overall spatially-resolved temperature (nomenclature A–D as in Figure 4)
and corresponding spatially-resolved temperature difference and (b) heat generation during WLTP.
Staring conditions as well as cooling plate temperature are set to a temperature of at 30 ◦C.

The simulative results in Figure 10a reproduce the temperature increase of the cell through
the different sections of the WLTP (low–extra high). Very good agreement between simulation and
experiment exists for the cell casing in B-D with an average RMSE values <0.1 K. The influence of
liquid cooling at the bottom in BEV concepts is visible by the increasing temperature from the cell
bottom (D) to the cell top (B).

The average terminal temperature (A) shows the most dynamic behaviour with a temperature
increase >10% at the end of the final section in the WLTP profile. Furthermore, the largest deviation
of 0.8 K is apparent at the end. Nevertheless, the observed deviation is small with an average RMSE
of <0.3 K for section A. In general, the model describes the transient thermal cell behaviour very well
under defined boundary conditions.
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The comparison of related heat generation in Figure 10b shows increasing heat generation peaks
with the charge throughput in the WLTP profile. At the end of the WLTP profile, the maximum peak
heat generation is >20 W. With an average error of −0.3 W the model shows good prediction of the
heat generation in WLTP use case. As earlier mentioned, the estimated experimental heat generation is
strongly dependent on the measured OCV. A displacement of the OCV curve of 1% SOC results in
increasing error of −0.2 W. However, for a validation of the magnitude and curve form of the heat
generation that is certainly a sufficient accuracy.

In comparison to constant current cycling, the thermal strain is much lower in WLTP because of
large periods with little or no current. Therefore, in the case of WLTP load, no additional knowledge is
achieved compared to constant current cycling in Figure 9.

In order to investigate the thermal behaviour in a real BEV scenario after successful validation,
the used boundary conditions from experiment and validation are transferred to the boundary
conditions of the real BEV application (see schematics in Figure 1). To verify sufficient validation
conditions, the varying boundary conditions are compared in Figure 11. Thereby, the transient
temperature developments for the outer (a) and inner (b) cell temperatures are shown. For the
laboratory single cell setup, the overall temperature on the terminals is lower and the process of
heating up is different compared to the real BEV conditions (a). The reasons are the earlier mentioned
influences by the experimental setup. Nevertheless, the maximum temperature increase on the
casing and on the terminals is only 2 K and 3 K in comparison to real BEV conditions in the first
cycle. Subsequently, the difference between the average temperatures decreases with cycling duration
reaching a minimum of 1 K respectively 2 K at the end of the test.

(a) Surface temperatures (b) Jelly roll temperatures

Figure 11. Simulation results for constant current cycling with 75 A of 25 Ah cell at 30 ◦C under
varying BEV conditions: (a) overall temperature and corresponding temperature difference of outer
temperatures (nomenclature A–D in Figure 4). (b) Overall temperature and corresponding temperature
difference of jelly rolls max. and mean temperatures.

Most crucial temperature concerning safety, ageing, and cooling issues is the jelly roll temperature.
In Figure 11b the estimated maximum and average jelly roll temperatures are given. There is a
temperature increase for real BEV conditions of 1–2 K but the increase is similar for mean and maximum
temperature. Overall, the used laboratory BEV setup reproduces the real BEV application very well
and transfers the boundary conditions of a battery system to a practical single-cell setup.

Evaluating the effects of the boundary conditions in real BEV environment, the local temperature
peaks at the end of discharge are more pronounced inside the jelly roll than on the surface. Moreover,
the terminal temperature in case of real BEV conditions shows a similar transient behaviour compared
to the mean jelly roll temperature. Therefore, the jelly roll temperature can be approximated by
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measuring the terminal temperature in real BEV application. This is important e.g., for proper thermal
management systems.

The results for the temperature distribution on the central symmetry plane inside the cell are
displayed in Figure 12. The stated value in each sub-figure (©) is the maximum jelly roll temperature
calculated in simulation under real BEV conditions. The heat generation of the cell with constant
current cycling (Figure 12a) leads to a maximum temperature inside the jelly roll up to 44.1 ◦C at
the end of the third discharge. The highest temperature is reached in the upper part of the jelly
roll. The reason for the vertical location is the heat generation inside the jelly roll in combination
with the cooling system located at the bottom. Additionally, the increase of the vertical temperature
gradient with time is revealed on the casing. The gradient increases from 5 K after the first discharge
up to 8 K after the third discharge. Whereas the vertical position is affected by the cooling conditions,
the horizontal position is slightly located towards the cathode current collector due to different material
properties on anode and cathode. This results in different temperatures in the current collectors. Similar
temperatures compared to the jelly roll are detected in the positive current collector due to the ohmic
heat generation at the location of high current density.

(a) Constant load with real BEV conditions

(b) WLTP profile with real BEV conditions

Figure 12. Temperature distribution on the central symmetry plane inside the 25 Ah cell under real
BEV conditions at 30 ◦C for constant current cycling with 75 A (a) and dynamic WLTP profile (b).
On discrete positions (o) the maximum jelly roll temperature in simulation is included.

Investigating the cell’s temperature behaviour in the WLTP, the low thermal stress created by
the load is revealed in Figure 12b. Especially in the first sections of the WLTP, the average heat load
and the resulting temperature increase is small. Thus, a good regulation of the cell’s temperature by
the defined coolant temperature is possible. In the final section of the WLTP, the temperature inside
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the jelly roll increases up to 32.5 ◦C. In general, during the WLTP, the same temperature distribution
results inside the jelly roll compared to constant current load but with much lower overall temperature.
During periods of high loads towards the end of the profile at 1800 s, the terminal temperature increases
much faster due to the direct connection to the heat generation within the current collectors.

The temperature behaviour with real BEV conditions is much more important to investigate
under load conditions with high thermal impact than under conditions with low thermal impact.
The temperature development in dynamic WLTP profile reveals that such cases are not challenging
with the studied prismatic cells in BEV cooling conditions. High current loads in reality such as fast
charging or continuous high velocity of vehicles are much more challenging for performance, safety
and lifetime issues. With the developed and validated 3D electro–thermal model, further investigation
in the field of cooling approaches and module influences are possible.

5. Conclusions

In this work, an experimental setup was developed that transfers the boundary conditions of a
real BEV battery system with module architecture to a laboratory single cell setup. The setup is used
for validation of a 3D thermal model of a prismatic 25 Ah lithium-ion battery cell. The influences of
different commonly used experimental setups for thermal battery model validation are investigated
and compared to the designed setup. The results show, that not only the general ambient conditions
but also additional effects, such as the battery tester connection, have a strong impact on the measured
cell temperature. In targeted adiabatic conditions over 14% of the produced heat are removed through
the wiring. Therefore, the removed heat has to be monitored in the experiment and used as a
transient boundary condition for validation. Further influences, such as thermal masses of the bracing
component in the experiment are shown to be important for accurate model behaviour.

To guarantee the model’s significance, a detailed validation approach was performed.
The previously determined experimental and modelling influences on the thermal cell behaviour
were considered as boundary conditions in the validation model. Subsequently, the model’s thermal
behaviour was validated for static loads as well as for dynamic profiles. The obtained simulation
results are in very good agreement with the experimental data collected at various profiles. For proper
validation, not only the average temperature but also local temperatures on discrete sensor positions
are validated. The model reveals maximum local errors of ~2% at high current cycling. The maximum
average RMSE value for dynamic as well as static profiles is <0.4 K and therefore under the accuracy
of the used thermocouples of ±0.5 K. After successful validation, the model is used to predict the
temperature in a real BEV application. First, the differences between laboratory setup and real
application are evaluated by simulation. The evaluation indicates that the developed setup reproduces
the real BEV conditions adequately. Considering real BEV conditions with fully validated model,
the simulations reveal small thermal effects in the cell during the WLTP profile. During constant current
profiles, exemplary for fast charging, the cell experiences stronger thermal effects with increasing
temperature in the jelly roll up to 44.1 ◦C and gradients between anode/cathode, as well as in vertical
direction towards the cooling system.

Further work with the validated model will focus on the effects of cooling conditions in BEVs and
the module’s specific conditions and their influence on the cell’s thermal behaviour such as additional
power loss by electronic components.
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Abbreviations

The following abbreviations are used in this manuscript:

BEV Battery electric vehicle
ECM Equivalent circuit model
MSMD Multi-scale multi-dimensional
NMC Nickel–manganese–cobalt
OCV Open circuit voltage
RSME Root mean square error
SOC State of charge
TEC Thermoelectric cooler
WLTP Worldwide harmonized Light vehicles Test Procedure
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Abstract: Temperature has a significant effect on the photovoltaic module output power and
mechanical properties. Measuring the temperature for such a stacked layers structure is impractical to
be carried out, especially when we talk about a high number of modules in power plants. This paper
introduces a novel thermal model to estimate the temperature of the embedded electronic junction
in modules/cells as well as their front and back surface temperatures. The novelty of this paper
can be realized through different aspects. First, the model includes a novel coefficient, which we
define as the forced convection adjustment coefficient to imitate the module tilt angle effect on the
forced convection heat transfer mechanism. Second, the new combination of effective sub-models
found in literature producing a unique and reliable method for estimating the temperature of the PV
modules/cells by incorporating the new coefficient. In addition, the paper presents a comprehensive
review of the existing PV thermal sub-models and the determination expressions of the related
parameters, which all have been tested to find the best combination. The heat balance equation has
been employed to construct the thermal model. The validation phase shows that the estimation
of the module temperature has significantly improved by introducing the novel forced convection
adjustment coefficient. Measurements of polycrystalline and amorphous modules have been used
to verify the proposed model. Multiple error indication parameters have been used to validate
the model and verify it by comparing the obtained results to those reported in recent and most
accurate literature.

Keywords: module temperature; solar energy; thermal modelling; heat transfer mechanisms

1. Introduction

The increasing need for electricity and the risks of environmental pollution and global warming
are the main problems increasing the interest in renewable and clean energy sources [1]. Solar energy
sources using photovoltaic (PV) modules recently have the main focus among other renewable sources.
This is due to several reasons such as the abundance of the solar irradiance, the photovoltaic (PV)
phenomenon, by which a direct conversion is achieved from solar radiation to electricity, employable
at both small and large scale, non-polluting, clean and reliable energy sources. The increase in the
temperature of the silicon-based technology PV modules has direct effect on the current–voltage (I–V)
characteristics of the device, that is, adversely affecting the power production and causes a significant
drop in efficiency [2,3]. Therefore, it is insufficient to rely only on the rated efficiency to estimate
the output power. One has to consider the operating temperature of the PV module as well as other
environmental conditions and structural parameters [4]. The temperature of the PV module is affected
by the module material compositions, mounting structure and the environmental conditions [5,6].
Multiple heat sources are physically contributing to the increment of the module temperature [5].
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The first is the incoming short-wave solar irradiance, where only up to 20% will be converted to
electrical energy, and the rest will be converted to thermal energy [4,7]. The second heat source is
the long-wave infrared radiation. Accurate temperature prediction is not only needed for a precise
prediction of the output power, but is also essential for estimating lifetime and quantifying the
degradation of PV modules [7–10].

The heat generated in the PV module is conducted through the stacked layers of the PV module
to the external surfaces (front and back surface). Radiation, forced convection and free convection
heat transfer mechanisms are involved in dissipating the generated thermal energy from the surfaces
to the surrounding environment. Therefore, a robust PV thermal modelling is required to estimate
the operating temperature of the PV module under the given environmental, physical and structural
conditions. These conditions are represented by physical parameters, which act as an input for
the model.

The main objective of this work is to propose a novel thermal model to estimate the PV
module temperatures at three different planes: The semiconductor p-n junction (electronic junction
temperature), the front and the back surface of the PV module. The proposed model is constructed by
new combination of effective sub-models found in the literature and including a novel solution for
considering the effect of the module tilt angle on the forced convection heat transfer mechanism.

2. Thermal Modelling General Considerations

This section discusses the main environmental, physical and structural parameters that determine
the thermal behaviour of a PV module.

2.1. Physical Structures of Pv Modules

An accurate description of the PV module is fundamental to achieve precise estimation for the
operating temperature as well as its profile through different layers. Although the photovoltaic
technologies are advancing rapidly with higher efficiency and lower cost, the basic solar module
physical structure has not changed much over the years [11]. Figure 1 shows the basic structure of
a typical PV module.

Tedlar

EVA

Low Iron GlassLo

PV Cell

Figure 1. Schematic structure of a basic photovoltaic (PV) module.

The active semiconductor layer is consisting of several photovoltaic cells interconnected in
series and parallel depending on the required output current and voltage levels.The active layer
is encapsulated between two layers of, as a most often used material, ethylene-vinyl acetate (EVA)
to bind the PV cells to the top and bottom layers and provide moisture resistance and electrical
insulation [6,12]. Fundamentally, the glass layer is tempered (to increase the mechanical strength of
the module), highly transparent, low iron content and has a textured upper-surface (to reduce the solar
irradiance reflection and absorption losses). The back layer is usually made of tedlar polymer that is
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functioning as irradiance blocker and also providing moisture resistance [13]. Anti-reflection coating
(ARC) layer is typically added to the PV layer for efficient light trapping (not shown in Figure 1) [14].
The active semiconductor layer may consist of materials like mono-crystalline, polycrystalline or
amorphous silicon.

2.2. Parameters That Affect the Pv Module Thermal Behaviour

A well-known fact is that the temperature has a direct effect on the output power of the PV module.
The maximum output power is decreased by 0.3 to 0.5% per Kelvin of temperature increase [15,16].
This is because the open-circuit voltage decreases significantly with increasing temperature while the
short-circuit current increases only slightly [17]. However, several parameters affect the PV module
temperature. These parameters have a different impact on the temperature value; therefore, some of
them are essential to be considered when constructing the thermal model. Following is a list of these
parameters [4,5,13,18–23].

• The amount of solar irradiance captured by the module and its spectral distribution.
• Ambient temperature.
• Wind speed, direction and air flow pattern.
• Relative humidity.
• The PV module electrical conversion efficiency.
• The PV module materials optical and thermal parameters such as irradiance absorptivity, thermal

conductivity, etc.
• Mounting structure of the PV module.
• Homogeneity of the irradiance over the module surface.
• The connected electrical load.
• PV technology.

Some of these parameters are strongly influencing the module temperature;
however, other parameters effect the thermal properties of the module only to a smaller extent [24].
For example, the module temperature is highly sensitive to the wind speed and much less to the wind
direction [25,26]. Some of these parameters are not easy to be included in a general approach for
estimating the module temperature since the module thermal behaviour is changing for different
technologies [17].

3. Thermal Modelling Concepts

This section will review different thermal modelling techniques and focuses mainly on the energy
balance and heat transfer mechanisms.

3.1. Classification of Pv Modules Thermal Modelling Concepts

The wide range of parameters that affect the PV module temperature (material and environmental
parameters) as well as different heat transfer mechanisms that take place through the module or
on its surfaces give rise to the need of complex models for estimating the junction temperature.
However, for commercial products, the manufacturers do not provide all of the required information.
Generally speaking, the module temperature is a dynamic, nonlinear and implicit function
incorporating the controlling parameters [9]. Factors like the required level of the accuracy, details of
the temperature changing profile and the model complexity produce different types of modelling
approaches. Many researchers treated temperature variation as a static function; hence, it is abruptly
changing to reach a steady state. That is, neglecting the material thermal capacity effect and
discarding the lag in temperature variation with respect to one or more of the affecting parameters [6].
Based on this concept, the main classification of the PV temperature modelling is whether it is a static
(steady-state) [12,15–17,22,25,27,28] or dynamic model [2,5–7,18,29–33]. Although the static model
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requires lower computational cost, its accuracy level could be affected in case of rapid changing of the
controlling parameters. Temperature requires time between 4 and 10 minutes to reach the steady-state
from its initial value, depending on the difference between the initial and the final temperatures and the
PV module technology [5,34]. When the model input parameters are available with a frequency below
this range, the dynamic model will be applicable for an accurate evaluation of the temperature [12].

The various existing thermal models in the literature, which are different in accuracy and
complexity, can be grouped depending on their nature to be represented by the following.

• Direct physical equations based on theoretical expressions to incorporate different environmental,
physical and structural parameters [12,15–17]. To create such an explicit relation, physical
assumptions and mathematical approximations have to be made.

• Empirical expressions which are mainly based on observations and experimental
measurements [25,27,28,35–37]. However, these models are optimised to represent the behaviour
of the system under observation and difficult to be generalised to describe other systems, which are
based on different technologies. Although these types of models require a low number of input
parameters, their output accuracy is questionable [15,38]. Empirical approaches are also used to
evaluate the heat transfer mechanisms to be substituted in models that have been constructed
using different approaches [5,8,18,31].

• Dimensional analysis of the PV module [4,6,23,34,39]. This type of modelling will provide the
capability to investigate the temperature profile and its changing rate through the PV module
structure, including different thermal loss mechanisms as boundary conditions. However,
it requires relatively high computational cost.

• Evaluating the heat balance equation for each structural layer of the PV module [18,40]. Different
layers temperatures are estimated by substituting the effect of various heat transfer mechanisms,
including thermal conduction between these layers.

• Treating the PV module as a single block of material and employ a single heat balance equation,
including different heat loss mechanisms [2,3,5,7,8,13,19,22,29–33,41,42]. The thermal resistivity
and thermal capacity (in case of a dynamic model) will be summed to find the component of
the heat generated inside the module. Therefore, the model results will provide the module
temperatures, but typically, without details about the temperature profile. The heat balance
equation will be used as the core of the model, incorporating different heat loss mechanisms from
the module surfaces.

The latter approach, recently, attracts the researchers focus and interest because of its applicability
and high level of accuracy for estimating the module temperature. However, different researchers
consider different methodologies when building up their thermal models. Based on this approach,
this paper aims to propose a new thermal model. Sections 3.2 and 4 will discuss its physical translation
and review the existing methods in the literature, respectively.

3.2. Energy Balance and Heat Transfer Mechanisms

It is a well-known fact that electronic junction temperature is not accessible from outside and
cannot be directly measured using normal methods. Instead, models are used to estimate its value.
One of the widely used methods considers the PV module as a single block of material and employ
a single thermal heat balance equation (HBE), in which the absorbed energy (qabsorbed) should equal to
the sum of the converted (qconverted) and the lost (qlost) energies.

qabsorbed = qconverted + qlost. (1)

The absorbed energy results from collecting the irradiance by the front surface of the PV module
represent the overall input energy for the PV system. The converted energy includes the output
produced electrical energy and the heat energy generated within the PV module. The last term in
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Equation (1) is related to the heat losses to the surrounding environment by different heat transfer
mechanisms. The heat losses can be classified in two groups. The first group is mainly driven by
the temperature difference between the module and its surrounding environment. The second group
involves different effects such as joule heat in the wire contacts, diode losses and dirt accumulation.
Considering all types of heat loss mechanisms gives rise to a complex modelling design that requires
various parameters, which are related to the material properties and also the surrounding environment.
Such a detailed model is impractical to be used for commercial products. Therefore, some of these
losses are neglected due to their minor effects [9]. These minor losses include the energy initiated due
to partial shading, low irradiance, dirt accumulation, joule heat through the wire contacts and diodes
losses. Conduction heat transfer between the PV module and the holding structure is also neglected
because of the small contact area and relatively small temperature difference [3,13,41].

Each of the heat balance equation terms (including their different components) need to be
modelled to estimate their values individually because their effects cannot be directly measured [7,29].
Such an analysis should be based on the instantaneous temperature of the PV module. Therefore,
an iterative process is needed. Conduction (between the PV module layers), convection and radiation
(from front and back surfaces) are the three main heat transfer mechanisms that have to be evaluated
to calculate the amount of losses.

Even in case it is not explicitly mentioned, the majority of the existing models share common
assumptions, which are listed as follows [3,4,6–9,18,22,31,34,41].

• The temperature has a homogeneous distribution over the surface of the PV module.
• The ground temperature is equal to the ambient temperature.
• The thermal losses from the side edges of the PV module are negligible due to its small area

compared to the front and back surfaces.
• The effect of the ARC layer is neglected due to its small thickness compared to other physical layers.
• The effect of the metallic frame that surrounds the PV module structural layer is neglected.
• Each of the PV module physical layers is treated as isothermal, that is, neglecting the boundary effects.
• The optical and physical parameters of the PV module different layers materials are homogeneous,

isotropic and not changing with temperature nor the irradiance wavelength.
• The ambient temperature is homogeneous all around the PV module.
• The solar irradiance is reaching the front surface of the PV module equally.
• Neglecting the conduction heat transfer between the PV module and the holding structure.
• Neglecting energy losses due to partial shading, low irradiance, dirt accumulation, joule heat

through the wire contacts and diodes losses.

Some researchers are going further in simplifying their models by eliminating other effects or
parameters as a result of dealing with specific environmental conditions, materials properties or
mounting structures. Table 1 shows some of these simplifications and assumptions.

Table 1. Special case assumptions found in the literature.

# Introduced Simplifications Ref.

1
Neglecting the radiation heat losses from the back surface based on the assumption that the back
surface of the module is at same temperature of the building fabric it faces. [29]

2 Back surface emissivity assumed to be equal to the front surface emissivity. [8]

3
The heat transfer by free convection is assumed to be the same for both top and bottom surfaces.
This assumption is applicable for a near vertical angles but introduces error for PV modules
mounted flat.

[8]

4
The cell temperature is assumed to be the same as the front surface temperature and it is linearly
related to the back surface temperature. [5]

5 Neglecting the radiation heat losses of both surfaces. [5,15,33]
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Table 1. Cont.

# Introduced Simplifications Ref.

6
The total value of convective heat losses is the total of forced convection loss from only the PV
module front surface and free convection loss from only the back surface. [33]

7 The temperature is assumed uniform throughout the PV module five layers. [13,15]

8
To avoid disturbing influences of fast irradiance changes at sunrise and sunset, the authors only
analysed data from 10 am to 3 pm. [17]

9 Neglecting the forced convection from the back surface. [39]

4. Reviewing the Existing Sub-Models

As previously mentioned, each of the HBE terms (including their different components) need to
be modelled and individually estimated. This section is dedicated to briefly discussing each term of
the HBE with scanning the literature to review the typical methods adopted to estimate their values.

4.1. Absorbed Energy

The absorbed energy represents the amount of energy received by the PV module due to the total
captured short wave irradiance. Different parameters are affecting the amount of absorbed energy,
such as [2,4,6,7] the following.

• The intensity of the direct and the diffused irradiances.
• Optical parameters including the absorptivity, the reflectivity, the scattering and the transmittance

of the front layers.
• Material defects and physical limitations.
• Mounting structure of the PV module.

A widely used equation to determine the short wave absorbed energy given as [2,3,29–33]

qabsorbed = α · Φ · A, (2)

where α is the absorptivity of the front surface of the PV module, Φ is the total received irradiance and
A is the surface area.

4.2. Converted Energy

The energy is converted into two forms: electrical energy (qelec) and thermal energy (qtherm).

qconverted = qtherm + qelec. (3)

To determine the amount of produced electrical energy, the values of the current and voltage at
the maximum power point (Im, Vm) are required. Therefore, the fill factor (FF) and the efficiency of the
PV module (η) play a major role as shown below [3,13],

qelec = ImVm = (FF)IscVoc = ητqabsorbed, (4)

where τ is the front layer transmittance, and Isc and Voc are the short-circuit current and open-circuit
voltage, respectively. Many authors, for the sake of a higher level of accuracy, tend to consider
the environmental effects on the electrical performance of the PV module. Therefore, they include
a dedicated electrical model for estimating the instantaneous value of the generated electric
power [19,40]. These details are out of the scope of this paper.

The portion of the absorbed energy not converted to electrical energy is converted to heat,
causing higher PV module temperature. With time, the thermal energy will be lost to the surrounding
environment, mainly due to the temperature difference. However, this process requires some time
before reaching a steady-state depending on the thermal properties of the PV module, represented
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by its thermal capacity and resistivity. In case of temperature evaluation is required within small
periods, as described in Section 3.1, then the dynamic analysis is required to include different layers’
thermal capacity. The module heat capacity (Cmodule) is determined as the sum of each layer’s
capacity [2,13,29–31] from the following formula,

Cmodule =
n

∑
i=1

A · di · ρi · ci, (5)

where n is the number of PV module physical layers and i is the layer index. Moreover, in Equation (5)
we see, for each layer, A is the area, d is the layer thickness, ρ is the material density and c is the
specific heat.

Another modelling approach adopts the concept of assuming that the temperature is abruptly
following the changes in the absorbed energy. These methods are applicable in case the module
temperature and its output power is required to be estimated with time resolution large enough to
reach a steady thermal state, higher than its thermal time constant.

4.3. Heat Transfer Mechanisms

As indicated previously, different heat transfer mechanisms are involved in this context, including
conduction (within the PV module), radiation and convection. The rest of this section presents a brief
description of each one of these mechanisms.

4.3.1. Conduction Heat Transfer Mechanism

Typically, conduction is only considered between the structural layers of the PV module.
Conduction to the holding structure is neglected due to the small contact area between the module
and the holding structure and the low-temperature difference. The conduction heat transfer between
the different layers is analysed based on the thermal resistivity and the thermal capacity of each layer
of the PV module [9]. In such models, the HBE is derived for each layer [18].

4.3.2. Convection Heat Transfer Mechanism

Convection is a heat transfer mechanism between the surfaces of the PV module and the
surrounding air based on Newton’s law of cooling [43]. It is modelled by the corresponding heat
transfer coefficients (hc). The amount of heat convection per unit area (qconv) is evaluated using the
following equation:

qconv = −hc · A · (Tmodule − Tambient), (6)

where Tmodule and Tambient are module and ambient temperatures, respectively. The convection
heat transfer involves two mechanisms—the forced convection mechanism and the free convection
mechanism—which are characterised by forced convection coefficient (hc, f orced) and the free convection
coefficient (hc, f ree), respectively. Different researchers deal with their overall effect to be substituted in
Equation (6) in different ways, as shown in Table 2.

Table 2. Determining the overall convection coefficient.

# Used Expression Eq. # Ref.

1 hc = hc, f orced + hc, f ree T 1.1 [3,29,32]

2 h3
c = h3

c, f orced + h3
c, f ree T 1.2 [5,13,19,22,30]

The significance of both types of convection is differs under different environmental
conditions [5,30]. The authors of [33] considered only forced convection for the front surface of the PV
module and only free convection for the back surface. Other authors consider only free convection
for both surfaces [42]. However, most of the recent literature work that aims for high accuracy is
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incorporating both free and forced mechanisms [2,6,31]. Modelling and estimating the value of each of
the heat transfer coefficients is performed using various techniques [2,6]. Tables 3 and 4 summarise the
well-known equations for estimating the free and forced convection, respectively. The following points
are common between the different expressions listed in both tables. If any sub-model in the mentioned
table use a different expression or parameter definition it will be explicitly mentioned.

• The module characteristics length (Lc) is taken as the longest dimension.
• ΔT is the temperature difference between the PV module surface and the ambient temperatures.
• β is the air thermal expansion coefficient, which is determined as β = 1/Tf . Tf is the average

between the surface and the ambient temperatures, it is also known as the film temperature.
• Considering that the front and back temperatures are different, the film temperature and the

thermal expansion coefficient are different for the two surfaces.

• The Grashof number (Gr) is determined as Gr =
g·ρ2

air ·cos(θ)·β·ΔT·L3
c

μ2
air

, where g is the acceleration

due to Earth’s gravity, ρair is the air density, μair is the dynamic viscosity of air and θ is the angle
of the module to the vertical direction.

• Grc is the critical Grashof number at which the Nusselt number starts deviating from laminar
behaviour [5].

• Pr is the Prandtl number calculated as Pr = cpairμair
kair

, where cpair is the specific heat at constant
pressure of air and kair is the air thermal conductivity.

• Ra is the Rayleigh number calculated as Ra = Gr · Pr.
• Nu f ree and Nu f orced are the Nusselt number of the free and forced convections, respectively.

They are determined explicitly in each model.

• hc, f ree =
Nu f ree .kair

Lc
, hc, f orced =

Nu f orced .kair
Lc

.

• Re is the Reynolds number, defined as Re = ρair Lc
μair

νw, where νw is the wind velocity.

Table 3. Free convection equations.

# Used Expression Eq. # Ref.

1 hc, f ree = 1.31 · (Tmodule − Tambient)
1
3 T 2.1 [29,32]

2
Nu f ree = M · Ran, T2.2 [42]
where M and n are constants depend on the geometry of the surface.

3
Nu f ree = 0.68 + 0.67 · (RaL · R)0.25, T 2.3 [7,8,30,31]
where R is a function tabulated as R = [1 + ( 0.495

Pr )
9
16 ]

−16
9 . The characteristics length

for this model is calculated as Lc =
A

2·(H+W)
, where A, H and W are the module area,

length and width, respectively.

4

Nu f ree- f = 0.13 · (GrPr)1/3 − (GrcPr)1/3 + 0.56 · (GrcPr · cosθ)1/4, for θ < 60◦ T 2.4a

[22]

Nu f ree- f = 0.13 · Ra1/3, for θ ≥ 60◦ T 2.4b
Nu f ree-b = 0.56 · (Ra · cosθ)1/4, for θ < 88◦ T 2.4c
Nu f ree-b = 0.58 · Ra1/5, for 88oθ ≤ 90◦ T 2.4d
where Nu f ree- f and Nu f ree-b are the free convection Nusselt numbers for the front and
the back surfaces, respectively.
In this model the characteristics length is considered as the module dimension in the
direction of the natural air flow. In case wind direction is irrelevant, the authors use the
following form Lc = 4 · A/S, where S is the perimeter.

5
Nu f ree- f = [0.825 + 0.387Ra1/6

[1+(0.492/Pr)9/16]8/27 ]
2 T 2.5a

[2,5]Nu f ree-b = 0.14[(GrPr)1/3 − (GrcPr)1/3] + 0.56(GrcPrcosθ)1/4 T 2.5b
In this model the characteristics length is considered as the module dimension in the
direction of the natural air flow.

6
Nu f ree = 0.825 + 0.387Ra1/6

[1+(0.492/Pr)9/16]8/27 , for Ra > 109 T 2.6a [3]
Nu f ree = 0.68 + 0.67(cosθ)Ra1/4

[1+(0.492/Pr)9/16]4/9 , for Ra ≤ 109 T 2.6b
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Table 4. Forced convection equations.

# Used Expression Eq. # Ref.

1 The authors chose hc, f orced to be 2 Wm−2K−1 as a constant value. T 3.1 [29]

2
cpair · ρair = 1300.37 − 456,864 · |Tf |+ 0.0116391 · T2

f T 3.2a
[8]hc, f orced =

cpair ·ρair ·0.931·( νw ·wν
Lc

)0.5

Pr
2
3

T 3.2b

where cpair · ρair is the specific heat and density product that found by curve fitting.
The heat transfer coefficient is assumed to be the same from both surfaces; therefore,
the overall coefficient will equal to the value determined in the above equation
multiplied by 2.

T 3.2c

3

hc, f orced = 3.83 · ν0.5
w · L−0.5, for Lc/L ≥ 0.95 T 3.3a

[22,44]hc, f orced = 5.74 · ν0.8
w · L−0.2, for Lc � L T 3.3b

hc, f orced = 5.74 · ν0.8
w · L−0.2 − 16.46 · L−0.1, for Lc/L < 0.95 T 3.3c

where L is the normal length of the PV module and the characteristics length in this
model is determined as Lc = Rec · v/νw.

4 hc, f orced =
0.931ρairvCp Re1/2

Lc Pr2/3 . T 3.4 [2,30,31]

5
hc, f orced = 5.6212 + 3.9252νw, for νw < 4.88 m/s. T 3.5a [32]
hc, f orced = (3.290νw)0.78, for 4.88 ≤ νw < 30.48 m/s. T 3.5b

6 hc, f orced = 8.55 + 2.56νw. T 3.6 [33]

7 hc, f orced = 2.8 + 3.0νw. T 3.7 [40]

8 hc, f orced = kair
Lc

(2 + 0.41Re0.55). T 3.8 [13]

9
hc, f orced = 2 kair

Lc
0.3387Pr1/3Re1/2

(1+(0.0468/Pr)2/3)(1/4) , for Re ≤ 5 · 105. T 3.9a [3]
hc, f orced = 2 kair

Lc
Pr1/3(0.037Re4/5 − 871), for Re > 5 · 105. T 3.9b

4.3.3. Radiation Heat Transfer Mechanism

The heat exchange by radiation heat transfer mechanism involves the long-wave irradiance [9].
The amount of radiative energy per unit time per unit area (qrad) is determined based on the
Stefan–Boltzmann law as follows

qrad = ε · F · σ · (T4
ob − T4

sur), (7)

where σ is the Stefan–Boltzmann constant, Tob is the radiating object temperature, Tsur is the
surrounding temperature, ε is the emissivity of a surface and F is the view factor. Table 5
summarises various existing methods from the literature for estimating the amount of thermal radiation.
The following notes are common between the expression listed in Table 5 unless explicitly defined
again: If any sub-model in Table 5 uses a different expression or parameter definition it will be
explicitly mentioned.

1. The subscript ground refers to ground, earth or roof in the reference.
2. The subscript sky refers to sky.
3. The subscripts f s and bs refer to the PV module front surface and back surface, respectively.
4. The subscript rad- f ront refers to the radiation from the front surface of the PV module.
5. The subscript rad-back refers to the radiation from the back surface of the PV module.
6. The subscript m f sky refers to module front to sky.
7. The subscript m f gr refers to module front to ground.
8. The subscript mbsky refers to module back to sky.
9. The subscript mbgr refers to module back to ground.

10. Fm f sky =
(1+cos(βsur f ace))

2 , Fm f gr =
(1−cos(βsur f ace))

2 , Fmbsky =
(1+cos(π−βsur f ace))

2 , Fmbgr =
(1−cos(π−βsur f ace))

2 , where Bsur f ace is the tilt angle between the module and the ground.
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11. The ground temperature (Tground) is assumed to be equal to the ambient temperature (Tambient).
12. Some authors define the radiative heat transfer coefficient (hrad) as: hrad = σ · Fxy · εx · (T2

x +

T2
y )(Tx + Ty); therefore, the heat energy per unit time per unit area is qrad = hrad(Tx − Ty)

Table 5. Radiation thermal energy losses equations.

# Used Expression Eq. # Ref.

1

qrad = σ
(

Fm f sky · εsky · T4
sky + Fm f gr · εground · T4

ground − εmodule · T4
module) T 4.1

[29]

In this model, the temperature of the module back surface is assumed to be very close
to the building roof where the module is installed. Thus, the heat radiation exchange
between the module back surface and both sky and ground are neglected.
Tsky = (Tambien − δT) for clear sky condition where δT = 20K, Tsky = Tambient for
overcast condition.
εsky = 0.95 for clear conditions; 1.0 for overcast condition, εground = 0.95, εmodule = 0.9.

2

qrad- f ront = σ · Fm f sky · ε f ront · (T4
f s − T4

sky) + σ · Fm f gr · ε f ront · (T4
f s − T4

ground) T 4.2a

[8]

qrad-back = σ · Fmbsky · εback · (T4
bs − T4

sky) + σ · Fmbgr · εback · (T4
bs − T4

ground) T 4.2b
Tsky = (εsky · T4

ambien)
0.25

εsky = 0.727 + 0.0060 · Tdew-c during daytime; 0.741 + 0.0062 · Tdew-c during nighttime,
where Tdew-c is the dew point temperature measured in degree Celsius.
The emissivity of front side (ε f ront) is between 0.9 and 1.
The emissivity of the back surface (εback) is assumed to be equal to the front
glass emissivity.

3

hrad- f ront = σε f ront[Fm f sky · (T2
f s + T2

sky) · (Tf s + Tsky) + Fm f gr · (T2
f s + T2

ground) · (Tf s +

Tground)]
T 4.3a

[22]
hrad-back = σεback[Fmbsky · (T2

bs + T2
sky) · (Tbs + Tsky) + Fmbgr · (T2

bs + T2
ground) · (Tbs +

Tground)]
T 4.3b

Tsky = 0.0552 · T1.5
ambien

ε f ront = 0.85, εback = 0.91.

4

qrad- f ront = σ · Fm f sky · ε f ront · (T4
f s − T4

sky) + σ · Fm f gr · ε f ront · (T4
f s − T4

roo f ) T 4.4a

[30]

qrad-back = σ · Fmbgr · εback · (T4
bs − T4

rack) T 4.4b
Tsky = (Tambien − δT) for clear sky condition in which δT = 20K, Tsky = Tambient for
overcast condition.
ε f ront and εback is between 0.9 and 1.
Fmbgr = 1, Fmbsky = 0.
The rack temperature Track is approximated to be equal to the ambient temperature.
The roof temperature Troo f is calculated as Troo f = Tambient + αrΦh, where αr is the
roof absorptivity coefficient and Φh is the incoming total solar irradiance on the
horizontal plane.

5
Same Equations T 4.2a and T 4.2b

[3]ε f ront = 0.91, εback = 0.85.
Tsky = 0.037536 · T1.5

ambien + 0.32 · Tambien

5. Detailed Construction of Thermal Model

Constructing the thermal model in this research work is based on the approach of treating the
PV module as a single block of material and employing the HBE, including different heat transfer
mechanisms. Figure 2 shows the thermal behaviour of a PV module that described by the HBE.

The model will provide the PV module junction temperature as well as the temperature difference
to both surfaces. Therefore, both front and back surface temperatures will be estimated. This result will
be useful in the validation phase because then we can compare the back surface estimated temperature
to the measured one by a thermometer attached to the backside of the PV module. The model was
constructed based on different, already existing models from the literature (see Section 4). However,
the new model was constructed by incorporating sub-models of different existing models in a new and
unique way to yield a new model with improved accuracy. For this, different sub-models of the above
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described models were combined and tested, and the combination with the best accuracy was chosen
as the mode for this paper. The total absorbed energy is consisting of two components and given as

qabsorbed = q1 + q2, (8)

q1 = α f g · A · Φ, (9)

q2 = τf g · αPV · A · Φ · (1 − η), (10)

where q1 is the rate of thermal energy absorbed by the tempered glass layer, q2 is the energy absorbed
by the semiconductor layer, τf g is the transmittance of the glass layer, α f g and αPV is the absorptivity
of the front glass and semiconductor layers, respectively.

Glass Cover
Front EVA
PV Layer
Back EVA

Tedlar Polymer Layer

Glass Cover
Front EVAVAA
PV LayerPV Layer
Back EVAVAA

TeTTeTTeTTedlar Polyyyyymer Layyyyyer

Incoming Irradiance

Radiation Losses

Radiation LossesConvection Losses

Convection Losses

Power Out
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PV active layer temperature

Plane to evaluate the
front surface temperature

Plane to evaluate the
back surface temperature

Figure 2. Thermal condition of the PV module.

In this paper, we consider a static model, that is, we assume that the module output power
predicted by the proposed model is required only with a time resolution that enables the the
temperature to reach a steady state. Therefore, the HBE component which is related to the material
thermal capacity is neglected and the converted energy is limited only to the electrical produced
component, which is given as

qconverted = τf g · αPV · A · Φ · η, (11)

The radiation heat losses trough both front and back surfaces are calculated using the following
expressions, respectively [8].

qrad− f ront = σ · Fm f sky · ε f ront · A · (T4
f s − T4

sky) + σ · Fm f gr · ε f ront · A · (T4
f s − T4

ground). (12)

qrad−back = σ · Fmbsky · εback · A · (T4
bs − T4

sky) + σ · Fm f gr · εback · A · (T4
bs − T4

ground). (13)

The view factors are calculated using the expressions given in Section 4.3.3 (point number 10).
The sky temperature is, Tsky = (Tambien − δT) for clear sky condition where δT = 20K, Tsky = Tambient
for overcast condition [29]. The ground temperature is assumed to be equal to the ambient temperature.

Both free and forced convection mechanisms are considered in creating this thermal model.
Their overall effect is calculated by combining their effect using Equation T 1.2 from Table 1. For both
mechanisms, we treat the front and back surface individually because the properties of the film
layer at the boundary of each one are different. The free convection heat loss is determined
using Equations (14) to (18), in which the subscript x refers to the front ( f ) or back (b) surface;
therefore, during implementation, the equation has to be rewritten for each surface.

Grx =
g · ρ2

air,x · cos(θ) · βx · ΔT · L3
c

μ2
air,x

, (14)

Rax = Grx · Prx, (15)
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Nu f ree, f = 0.27 · Ra0.25
f , (16)

Nu f ree,b = 0.54 · Ra0.25
b , (17)

h f ree,x = Nu f ree,x
kairx

Lc
, (18)

For estimating the forced convection coefficients (for both surfaces), we modify the expressions
used by Kayhan [13], given as

Rex =
Vw · Lc · ρairx

μx
, (19)

h f orced,x =
kairx

Lc
· (2 + 0.41 · Rex) · Hx. (20)

The introduced modification can be seen in Equation (20) where we added a novel coefficient
(H), which is defined as the forced convection adjustment coefficient for both front and back surfaces.
This coefficient modulates the relationship between the tilt angle and the wind effect on the amount of
heat loss by forced convection. This coefficient is calculated as

Hf = (1 + cos(βsur f ace))/m, (21)

Hb = (1 − cos(βsur f ace))/m, (22)

where m is an empirical factor estimated with the help of measurement data. The following points
explain the fundamental concept behind the coefficient H by considering PV module mounted with
different tilt angles and assuming that the value of m is equal to 2.

• 0◦ tilt angle:

– The front surface will undergo a maximum effect of the wind that will sweep the hot air away.
This fact is ensured by Equation (21), which will be evaluated to 1. That is, the expression
used for calculating the heat loss by forced convection will not be disturbed by the tilt angle.

– For a typical PV system, there are two facts: First, the system is consisting of many PV
modules with a defined density. Second, PV modules are mounted close to the ground in
case of flat and small tilt angles. Therefore, the wind will have no considerable effect on the
back surface of the PV module. Equation (22) will be evaluated to zero for a flat surface; that
is, the forced convection heat loss from the back surface will be neglected in this case.

• 60◦ tilt angle:

– This implies that the wind will face resistance from the front surface of the PV module
compared to the case of flat mounting. Therefore, reducing the ability to sweep out the hot
air away from the surface. Equation (21) will be evaluated to 0.75. That is, the tilt angle will
be a reason for reducing the amount of heat loss by forced convection.

– The lower surface will be facing the wind, which was not the case for a flat-mounted module.
Equation (22) will be evaluated to 0.25. Thus, heat loss by forced convection is much higher
compared to flat or small tilt angles. However, it is still lower compared to the front surface.

• 90◦ tilt angle: Both front and back surfaces will be directly facing the air flow. Therefore, neglecting
the wind direction for its minor effect compared to its speed [25,26], the wind will equally act on
both surfaces. Both Equations (21) and (22) will be evaluated to 0.5.

Therefore, we consider that the PV module tilt angle will control the amount of heat losses from
both surfaced. For tilt angles between 0◦ and 90◦, the front surface heat loss by forced convection
is higher compared to the back surface. Increasing the tilt angle (within this range) produces lower
forced convection heat loss from the front surface and higher from the back surface.
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We claim that m is a factor that affects the relationship between the tilt angle and the heat loss
by forced convection by involving other installation parameters. These parameters include the PV
modules installation density, the elevation from the ground and the thickness at the module edges at
which the wind speed drops to zero. From experience, we found that this empirical factor has a value
in the range between 1.5 and 2. Therefore, in this paper, we consider scanning this range with a specific
resolution and running the model for each value. By increasing the resolution more, the value of m can
be determined more accurately. Based on experience, We consider 0.1 as a resolution value considering
a trade-off between the computational cost and accuracy. Therefore, we consider running the thermal
model six times after which we decide what is the best value for m (by monitoring the error indication
parameters) to be fixed for the module under investigation.

Once we have the value of the empirical factor m, we substitute it in Equations (21) and (22) to
determine the forced convection adjustment coefficient for the front and back surface, respectively.
For each surface, the overall convection coefficient and the corresponding rate of convection thermal
energy losses can be calculated using the Equations T 1.2 from Tables 1 and 6.

Table 6. PV modules technical specifications, physical and installation parameters.

Parameter Polycrystalline Amorphous

Module dimensions 1645 × 990 × 50 mm 350 × 300 × 25 mm
Front side Tempered glass Tempered glass
PV layer Polycrystalline Silicon Amorphous Silicon
Encapsulating material EVA EVA
Back side tedlar tedlar
efficiency 12.64% 11.5%
Tilt angle 20 47
α f g 0.04 0.04
αPV 0.93 0.93
τPV 0.94 0.94
ε f ront 0.91 0.91
εback 0.85 0.85

The proposed model also considers the following points.

• The characteristics length Lc is considered as the longest dimension of the PV module.
• The model operates to determine the PV electronic junction temperature. This temperature is

correlated to the front and back surfaces employing temperature differences. Each temperature
difference is defined as the total heat losses from the corresponding surface multiplied by the
thermal resistivity of half of the PV structure (the volume between the half of the semiconductor
layer plane and the corresponding surface plane), as shown in Figure 2.

• The Newton–Raphson iterative method is employed to solve the model and calculate the output
PV layer, front surface and back surface temperatures.

• Therefore, with each iteration, the following two equations are evaluated to calculate the front
and back surface temperatures, respectively,

ΔTf = q f ront-total · R f . (23)

ΔTb = qback-total · Rb. (24)

where q f ront-total and qback-total are the total thermal losses from the front and back side of the PV
module, respectively. R f , and Rb are the thermal resistivity of the PV module, between the front
and back surfaces and the active layer, respectively.
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6. Results and Discussion

This model has been validated using a polycrystalline and an amorphous PV module.
The validation data of the polycrystalline module has been taken from a reference [9]. Our measurement
system has been used to collect the amorphous module validation data. This measurement system
provides data such as PV module back surface temperature, full I–V curve, global solar irradiance,
ambient temperature and wind speed. The global irradiance was measured by Delta Ohm LP RAD
03 piranometer that detect solar irradiance ranging from 0 to 2000 W/m2. The temperature of the
PV module is recorded using a circuit board attached to the back side of the module with a thermal
conductive adhesive. The circuit includes a temperature sensor IC (MAX6603ATB+T). The accuracy
of the circuit is ±0.8 ◦C at +25 ◦C . The ambient temperature is measured using PT100 resistance
thermometers. Wind speed data is taken from a wind turbine FD2.5-300 which is capable of measuring
range of 0 to 60 m/s with an accuracy of ±0.3 m/s.

Table 6 shows the technical specifications and physical parameters of both modules, which are
required for running the model.

To verify the model, we use measurement data including irradiances, ambient temperatures and
wind speed that have been recorded for two different full days for each module. For the amorphous
module, the two days were the 5th and the 11th of October. For the polycrystalline module, the two
days were the 3rd and the 26th of July. The main difference between the two days of each module is
the wind speed. The average wind speed is 6.14 m/s on the 26th and 2.16 m/s on the 3rd of July, while
it is 2.05 m/s on the 5th and 0.77 m/s on the 11th of October. As mentioned in Table 6, each module
has a different tilt angle. Based on our experience, we claim that the module tilt angle has a significant
effect on the value of the thermal energy losses by forced convection. As described in the model
introduced in Section 5, we introduced a forced convection adjustment coefficient (H) and its empirical
factor (m). In this regard, we report that the value of m typically takes a value between 1.5 and 2. We
calculate this factor by scanning its range and running the model with a step of 0.1.

For evaluating the proposed model and validating the results we use two error indication
parameters: one is the root mean square error (RMSE) and the other is the correlation coefficient (r).
These parameters are used, as shown in Table 7, to compare the module’s back surface temperature for
each day (entire day measurement) of the two modules with the estimated values using the proposed
model for different values of m.

Table 7. Error quantifying parameters corresponding different m values.

Polycrystalline Amorphous

3rd July 26th July 5th July 11th July

m RMSE [◦C] r RMSE [◦C] r RMSE [◦C] r RMSE [◦C] r

1.3 1.724 0.997 3.099 0.964 1.455 0.965 2.089 0.966
1.4 1.329 0.996 1.740 0.989 1.312 0.971 1.906 0.969
1.5 1.051 0.997 1.090 0.994 1.208 0.976 1.832 0.970
1.6 0.927 0.997 0.937 0.997 1.140 0.978 1.707 0.972
1.7 0.964 0.996 1.228 0.997 1.106 0.980 1.646 0.973
1.8 1.126 0.996 1.558 0.997 1.101 0.980 1.577 0.975
1.9 1.315 0.996 1.891 0.996 1.119 0.979 1.585 0.975
2.0 1.534 0.996 2.216 0.996 1.310 0.971 1.606 0.974

Based on the results shown in Table 7, we chose a value of m = 1.6 for the polycrystalline module
and m = 1.8 for the amorphous module to be used in this study, as these values give the best results.
Figure 3 shows both the measured and the estimated PV module back surface temperature for the
polycrystalline module, for the two investigated days: 3rd and 26th of July. Each curve includes
120 points as a result of recording the temperatures every 5 min between 9 am and 7 pm.
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(a) (b)

Figure 3. Measured and estimated polycrystalline module backside temperature. (a) 3rd July.
(b) 26th July.

Figure 4 shows both the measured and the estimated PV module back surface temperature for the
amorphous module, for the two investigated days, 5th of October (49 points between 9 am and 1 pm)
and 11th of October (71 points between 9 am and 3 pm).

(a) (b)

Figure 4. Measured and estimated amorphous module backside temperature. (a) 5th October.
(b) 11th October.

Figure 5 shows the absolute value of the temperature difference between the measured and
estimated values of the back surface temperature using the proposed model for both modules.

(a) (b)

Figure 5. Absolute values of the temperature difference between the measured and the estimated
values. (a) Polycrystalline 3rd October. (b) Amorphous 5th October.
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Figure 6 shows the relationship between the junction temperature and both surfaces temperatures.
It illustrates how these temperature differences are changing with the time of day. Therefore, it will
provide a clear picture of the temperature profile across the PV module. The temperature difference to
the front surface (ΔTf ) is ranging from 0.7 to 2.5, with an average value of 1.86 ◦C. The temperature
difference to the back surface is between 1.67 and 0.22 with 0.96 ◦C as an average value.

(a) (b)

Figure 6. Temperature difference between the electronic junction and the polycrystalline module
(measurements used for 3rd July) front and back surfaces. (a) Difference to the front surface.
(b) Difference to the back surface.

Figure 7 highlight the importance of the novel coefficient and the consideration of the tilt angle in
the forced convection, introduced in this paper. The same figure also shows the effect of neglecting the
wind in the thermal model. Figure 7a compares the measured back surface temperature (blue colour)
to the estimated temperature with the coefficient H (red colour), without the coefficient H (black
colour), and without wind effect (green colour), for the polycrystalline module (measurements used
for 3rd July). Figure 7b shows the absolute error to compare different situations.

(a) (b)

Figure 7. Evaluating the effect of including H in the PV thermal model (the model applied for the
polycrystalline module, measurements used for 3rd July). (a) Compares back surface temperatures.
(b) Compares the absolute error.

According to the results shown above, we summarise the discussion with the following points.

• One of the focus points of the proposed model is the special dependence of forced convection
mechanism on the module tilt angle.

• Two modules made with different technologies and mounted with different tilt angles were
used to validate the proposed model. A forced convection adjustment coefficient (H) has been
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considered for this purpose, which includes an empirical factor (m). We calculate this factor by
scanning its range as discussed above.

• For each module, the model has been validated using measurements of two days with different
average wind speeds.

• Table 7 shows the proposed model’s ability to estimate the temperature with high accuracy
characterised by the two error quantifying parameters, namely, RMSE and r. It is worth
mentioning that the model provides low error rate for all values of m. However, the highest
accuracy is realised at an optimum value of the factor m.

• From Figures 3 and 4, we see that the model results represented by the backside estimated
temperature followed the experimentally measured values for PV modules of different
technologies, different tilt angles and different wind speeds by measurements collected on two
different days for each module.

• Figure 5 shows the absolute difference between the measured and the estimated values using
the proposed model for both modules. Figure 5a shows that this value is always below 2 ◦C,
with an average value of 0.78 ◦C for the polycrystalline module (measurements used for 3rd July).
Figure 5b shows similar results for the amorphous module.

• Figure 7b shows the substitutional effect of the coefficient H on the thermal model, enabling
accurate temperature estimation for the PV modules. The same figure also shows that large
error is produced in case of neglecting the wind effect (neglecting the forced convection heat
transfer mechanism).

• Figure 6 shows that the temperature difference between the PV electronic junction plane and
both surfaces reach their maximum values around the midday time at which both ambient and
electronic junction temperature are at their maximum values. This happens because the ambient
temperature is higher at midday; thus, the temperature difference between the module surface and
the ambient is smaller that will reduce the rate of the heat loss from the module to the surrounding.

• Table 8 shows the achieved accuracy of the proposed model using the two modules under different
environmental conditions, represented by two introduced error quantifying parameters RMSE
and r.

Table 8. Thermal model accuracy achieved for the two modules.

PV Module Date RMSE [◦C] r

Polycrystalline-module 3rd July 0.927 0.997
26th July 0.937 0.997

Amorphous-module 5th October 1.101 0.980
11th October 1.577 0.975

• For the same module, typically, ΔTf > ΔTb. Therefore, the top surface temperature is slightly
lower than the backside temperature due to, relatively, more effective heat transfer mechanisms.

The rest of this section is dedicated to highlighting the scientific improvement that has been
introduced in this work. We made a comparison between the proposed model and the results
reported by different thermal models from the recent and most accurate literature using various
error quantifying parameters. In this comparison, we will refer to the best results reported by the
references and compare it to our model using the measurement recorded on the 3rd of July for the
polycrystalline module.

• Several thermal models found in the literature use the root mean square error (RMSE)
as an error quantifying parameter to validate the results. The models presented
in [16,18,23,28,31,32,38,42,45,46] have reported RMSE values ranging between 4.9 and 1.1 ◦C.
However, in our presented model we report a value of 0.927 ◦C.
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• The correlation coefficient (r) is another parameter used in the literature. Thermal model presented
in [16,23] reported r = 0.98, and 0.95 , respectively. In our thermal model, we calculate a correlation
coefficient of 0.997.

• The authors of [40] used the relative error to validate their proposed thermal model by
compression with other models. They reported an average deviation of 2.7%. Calculating
the same error indication parameter using our proposed model gives 1.26%.

7. Conclusions

In this paper, we introduced a novel thermal model to predict the PV electronic junction,
front surface and back surface temperatures. The model has been verified using on-site measurement
for two modules made with two different technology and mounted with different tilt angles.
The measurements have been recorded for each module for two different days in which the average
wind speed is the main difference. A novel concept has been introduced to consider the module
tilt angle effect on the amount of heat loss by forced convection. The result presented in Table 8
shows that the model is able to estimate the PV module temperature with high accuracy represented
by RMSE = 0.927 ◦C and r = 0.997 as the best results for both modules under the considered
environmental conditions. From the same table, calculating the average of these parameters give
RMSE = 1.1 ◦C and r = 0.987, which are comparable, but slightly better compared to the best results
review from the literature. During the model validation phase, we found that obtaining a high
level of accuracy is only possible by including a novel forced convection adjustment coefficient (H).
Using the same proposed model without this coefficient gives RMSE = 3.02 ◦C when applying the
model to estimate the junction temperature of the polycrystalline module (3rd July). The back surface
temperature absolute differences between the measured and the estimated values have been calculated
for both modules, which give an average value below 1 ◦C for both studied modules, considering the
two days measurements for both. The following points summarise this work’s conclusion.

• Based on the introduced and discussed results, the proposed model shows the ability to
estimate the PV module temperature of different technologies, mounting tilt angles and
environmental conditions.

• Based on the proceeding discussion and the information delivered in Figure 7, it is evident that the
coefficient H introduces a significant improvement to the result accuracy of PV thermal modelling.

• We have also concluded that wind is an essential parameter to be considered in PV thermal
modelling. Running our model with neglecting the wind effect raises the RMSE from 0.927 ◦C to
5.62 ◦C.

• The presented work proves that considering the static approach in this model provides excellent
accuracy level of PV module temperature estimation even with a resolution of 5 min for the
polycrystalline module.

• The electronic junction temperature as well as both front and back surface temperatures delivered
by the model could be used in studying the PV module temperature profile, mechanical properties
and lifetime.

It worth highlighting at this point that the novelty of the proposed paper is realized by introducing
the new forced convection adjustment coefficient, and by reviewing the most often used existing
expressions for calculating the different forms of the PV module heat losses and the related parameters
and finding the proper combination of these expressions to be employed in the presented model.

Author Contributions: Individual author contributions are as follows: Conceptualization, A.K.A and G.B.;
software, A.K.A. and G.B.; validation, A.K.A., G.B. and B.P.; writing—original draft preparation, A.K.A.;
writing—review and editing, A.K.A., G.B. and B.P. All authors have read and agreed to the published version of
the manuscript.

Funding: The research reported in this paper was supported by the BME Nanotechnology and Materials Science
TKP2020 IE grant of NKFIH Hungary (BME IE-NAT TKP2020), by the Stipendium Hungaricum Scholarship

118



Energies 2020, 13, 3318

Programme, the grant EFOP-3.6.1-16-2016-00014 and by the Science Excellence Program at BME under the grant
agreement NKFIH-849-8/2019 of the Hungarian National Research, Development and Innovation Office.

Conflicts of Interest: The authors declare no conflicts of interest.

List of Symbols and Abbreviations

HBE Heat balance equation
FF Fill factor (-)
Isc Short circuit current (A)
Voc Open circuit voltage (V)
Im Current at the maximum power point (A)
Vm Voltage at the maximum power point (V)
T Temperature (K)
C Thermal capacitance ( J K−1)
Cmodule Total module thermal capacitance ( J K−1)
d Layer thickness (m)
c Specific heat (J kg−1 K−1)
cpair Specific heat at constant pressure of air (J kg−1 K−1)
hc Convection heat transfer coefficients (W m−2 K−1)
q Heat flux (W m−2)
q1 Heat flux absorbed by the tempered glass layer (W m−2)
q2 Heat flux absorbed by the semiconductor layer (W m−2)
qconv Convection heat flux (W m−2)
qrad Radiation heat flux (W m−2)
hc, f orced Forced convection coefficient (W m−2 K−1)
hc, f ree Free convection coefficient (W m−2 K−1)
Lc PV module characteristics length (m)
ΔT Temperature difference between the PV module surface and the ambient temperatures (K)
ΔTf Temperature difference between the PV module junction and its front side surface (K)
ΔTb Temperature difference between the PV module junction and its back side surface (K)
δT Constant value (K)
Tf The average between the surface and ambient temperatures (K)
Gr Grashof number (-)
Nu Nusselt number (-)
Nu f orced Nusselt number of the forced convection (-)
Nu f ree Nusselt number of the free convection (-)
Ra Rayleigh number (-)
Pr Prandtl number (-)
Re Reynolds number (-)
kair Thermal conductivity of air (W m−1 K−1)
W Module width (m)
S Module perimeter (m)
A Module area (m2)
F View factor (-)
H Forced convection adjustment coefficient (-) or module length (m)
m Empirical factor of the forced convection to the tilt angle and wind relationship (-)
RMSE Root mean square error (◦C)
r Correlation coefficient (-)
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Greek letters

α Absorptivity (-)
α f g Absorptivity of the glass layer (-)
αPV Absorptivity of the semiconductor layer (-)
Φ Total received irradiance (W/m2)
η Efficiency (-)
τ Transmittance (-)
τf g Transmittance of the glass layer (-)
ρ Density (kg m−3)
β Module tilt angle (◦) or air thermal expansion coefficient (K−1)
θ Angle of the module to the vertical axis (◦)
μair Dynamic viscosity of air (kg m−1 s−1)
νw Wind speed (m s−1)
σ Stefan–Boltzmann constant (W m−2 K−4)
ε Emissivity (-)
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Abstract: The concept of a single-input/multi-output thermal network was proposed by the
Development of Libraries of Physical models for an Integrated design environment (DELPHI)
consortium more than twenty years ago. The present work highlights the recent improvements
made to efficiently derive a low-computing-effort model from a fully detailed numerical model and
to characterize its performances. The temperature predictions of a deduced ball-grid-array (BGA)
dynamic compact thermal model are compared to those of a realistic three-dimensional representation,
including the large set of internal copper traces, as well as its board structure, which has been validated
by experiment. The current study discloses a method for creating an amalgam reduced-order modal
model (AROMM) for that electronic component family that allows the preservation of the geometry
integrity and shortening scenarios computation. Typically, the AROMM method reduces by a factor
of 600 the computation time needed to obtain the solution while keeping the error on the maximum
temperature below 2%. Then, a meta-heuristic optimization is run to derive a more practical low-order
resistor capacitor model that enables a thermo-fluidic analysis at the board level. Based on the
calibrated numerical model, a novel AROMM method was investigated in order to address the chip
behavior submitted to multiple heat sources. The first results highlight the capability to enforce a
non-uniform power distribution on the upper surface of the silicon chip. Thus, the chip design layout
can be analyzed and optimized to prevent thermal and reliability issues.

Keywords: BCI-DCTM; ROM; modal approach; BGA; experimental validation

1. Introduction

The thermal behavior of electronic components can be finely predicted by thermal and fluidic
numerical simulations [1]. However, as the geometrical and functional description of the component
grows in complexity, the time needed for simulations becomes unbearable for parametric studies if
fully detailed numerical representations are used.

To overcome the inherent time-consuming computation of such a detailed model, new methods for
creating surrogate models able to properly reproduce its steady-state response, as well as transient ones,
in a shorter time, were developed. This statement leads research, at first, toward dynamic compact
thermal models (DCTMs) [2], which aim to predict the key thermal characteristics of a component.
The Development of Libraries of Physical models for an Integrated design environment (DELPHI)
approach promotes the use of a matrix of thermal resistances that link the sub-divided exterior surfaces
of a component to its junction, which is the highest temperature of the component. The construction of
a DCTM required training data, obtained by numerical simulations or experiment results.

Energies 2020, 13, 2968; doi:10.3390/en13112968 www.mdpi.com/journal/energies123



Energies 2020, 13, 2968

Modal models are an alternative to DTCMs. They can be seen as an extension of the classical
Fourier decomposition. The temperature is searched as a sum of known elementary spatial functions,
called the modes, weighted by unknown coefficients. Different methods are based on this principle:
The most popular is the proper orthogonal decomposition method (POD), which requires knowledge
of thermal fields from experimental or numerical data [3,4]. However, the challenge is to find a modal
base independent of boundary conditions. In that perspective, Codecasa et al. used a multi-point
moment-matching method algorithm [5]. Joly et al. [6] used ‘branch modes’ to solve problems
associated with time-dependent boundary conditions. The originality of the branch modes is that
‘the branch eigenvalue problem’ uses Steklov boundary conditions. This method has been extended
to the amalgam reduced-order modal model (AROMM) method: A modal base is calculated by
solving an eigenvalue problem. The reduced model is obtained by reducing the initial base by
the amalgam method [7]. These developments gave birth to a new hybrid methodology to build
DELPHI-inspired DCTMs by replacing the full detailed models by a reduced-order model based on
the modal approach [8,9].

However, more complex configurations demand more sophisticated methods, in which simple
reduced models are built and then connected to each other. Following that idea, Grosjean et al.
developed a substructuring modal method that allows the reduction of an electronic board with several
active components [10,11]. Codecasa et al. also coupled boundary-independent reduced models of
components [12]. However, in those studies, the elementary components were simple (Quad Flat
No-leads (QFN) package 16 or 32 with a single heat source, or Insulated Gate Bipolar Transistor (IGBT)
with heat sources activated together), as the challenge was to couple those independent reduced
models efficiently.

A single component with independent multiple heat sources has also been recently considered
using the MPMM method [9] or AROMM [13]. Those studies have been limited to a component with a
couple of independent sources. The objective of this paper is to present a reduced modal model of a
ball grid array package with nine independent heat sources located on the top of the chip.

The paper is organized as follows. The position of the problem, as well as the studied material,
is presented first. Then, the experimental setup and measurements are introduced. In the second step,
the numerical model is built and experimentally validated for different environments when a uniform
power distribution is localized on top of the chip. The creation of the reduced-order model by the
modal method is then presented, and two different use cases are outlined. The first use case highlights
how reduced-order modal models can be used to replace the detailed model for the creation of the
boundary condition-independent dynamic compact thermal model. The second one presents a purely
numerical study in which the power distribution is not uniformly applied on the top surface of the
chip and demonstrates the relevance of this approach applied to this complex configuration.

2. Position of the Problem

The ball grid array package with 208 solder balls is a very popular package for integrated circuits
(IC) with a large interconnection number. That kind of IC package usually consists of an active centered
semiconductor chip that is glued on a two-copper-layer laminate, as described in Figure 1.

The semiconductor chip, as well as its gold wire bonds, is over-molded with a plastic resin.
The diameter of the gold wires is 25.4 μm, which highlights the aspect ratio constraints.

The laminate structure routes functional signals from the input/output of the chip to the solder balls
and also acts as a radiator for heat spreading. It is made up by two thin signal layers interconnected
by vias. Figure 2 shows the copper patterns of the three layers of the studied ball-grid-array
(BGA) substrate.
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Figure 1. Semi-cross-section of the studied BGA208.

Figure 2. BGA208’s laminate description.

Table 1 supplies the thermal properties used to establish the numerical model of this BGA package.

Table 1. Reference material properties.

Constituent Material k (W/(m.K))

Molding Compound Resin 0.66
Wire bond Gold 320

Chip Silicon 148
Chip attach adhesive Silver Glue 2.1
Signal layer and via Copper 400

Dielectric layer FR4 0.38
Solder ball 63Sn37pb 51

3. Experimental Measurements

3.1. Experimental Setup

The complex component package cannot be tested independently of a printed circuit board (PCB).
Thus, a set of standardized tests [14] was performed for two standardized PCBs, named 2s0p [15] and
2s2p [16], as well as for various stabilized airflow boundary conditions (still air [17] and forced moving
air [18]) in order to check the component thermal performances according to JEDEC recommendations.

Figure 3 shows the stack-up of seven layers that alternate between high- (1, 3, 5, 7) and very-low
(2, 4, 6)-conductivity layers that are defined for a JEDEC 2s2p thermal test board.

The “s” refers to the signal layers and “p” to the buried power (or ground plane) layers. The two
internal quasi full-covered copper layers act as efficient in-plane heat spreaders. The overall length,
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width, and thickness of the test board are respectively 102, 112, and 1.6 mm. The typical width of a
copper trace is 300 μm.

 

 

(a) (b) 

Figure 3. JEDEC 2s2p thermal test boards: Copper traces definition (a) and stack-up (b).

3.2. Measurements

Experimental measurements have been performed by the thermal test services of Analysis Tech
following all JEDEC n◦ 51 requirements. Figure 4 displays the standardized experimental setup used
to characterize this BGA208.

 
(a) 

 
(b) 

Figure 4. Standardized experimental setups for natural convection (a) and forced convection (b).

Following JEDEC standards, the chip behavior is characterized by a metric, which is called
junction-to-ambient thermal resistance, defined by Equation (1):

RJA(Q) =
[
TJ − T∞

]
/Q (1)

That metric indicates the flowing capacity of a uniform power (Q) dissipated in the device through
all the thermal paths between the chip junction (TJ) and the ambient air. This parameter can be easily
calculated with measured temperatures and power.

Table 2 gives the reference values of RJA used to validate the numerical models.

Table 2. Experimental RJA measurement of BGA208 mounted on the 2s2p board.

Convection Mode T∞ (◦C) Q (W) U (m/s) RM
JA (K/W)

Natural 22.5 2.001 0 29.21

Forced
21.1 3.037 1 25.37
20.7 3.02 2 23.91
20.7 3.06 3 22.87
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4. Detailed Numerical Model

4.1. Definition of the Mathematical Model

Let Ω be a domain made of two disjoint sub-domains Ω1 and Ω2, as illustrated in Figure 5.

 
Figure 5. Sub-decomposition of the domain.

The boundary between each sub-domain is referred to as Γ. An interface thermal resistance
accounts for imperfect contact (Rc).

Let T be the temperature field of the domain Ω. This latter is subjected to an internal power
generation, named �. The generated heat is exchanged from the outside surfaces (∂Ω) considering
a Fourier boundary condition. The heat transfer coefficient h gathers convection and radiation
phenomena. The thermal conductivity and the thermal capacity are respectively defined as k and C.
Heat exchanges are modeled by the heat equation:

C
.
T = ∇ · (k ∇T) +� on Ω (2)

k ∇Ti · n = h (T∞ − T) on ∂Ω (3)

The heat flux density ϕ is conserved through Γ, but the imperfect contact creates a
temperature discontinuity.

k ∇T1 · n1 = −k ∇T2 · n2 = ϕ on Γ (4)

T2 − T1 = ϕ/Rc on Γ (5)

where Ti is the temperature of a given sub-domain Ωi.
The matrix formulation is established using classic spatial discretization by finite elements:

∀ i, k ∈ {1, 2}, i � k, Ci
.
Ti = −[Ki + Hi] Ti + Ji,k Tk + Ui (6)

Matrix Ji,k is a rectangular matrix that ensures the coupling between substructures i and k. U is
the vector representing solicitations.

4.2. Experimental Validation of The Numerical Model

To be relevant and adequate, the thermo-fluid simulations were made using a full description of
every detail of the laminate structure. As seen in Figure 6, with this fine three-dimensional description
of the substrate, meshing the BGA requires around 600,000 degrees of freedom (DoF) and, consequently,
high computing resources.

Moreover, the JEDEC test board, described in Figure 3, is completely modeled in 3D to minimize
the modeling assumptions, and the experimental setups, displayed in Figure 4, are converted to
numeric boundary conditions.
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Figure 6. BGA208’s numerical model.

Table 3 gives the adjusted thermal properties of the calibrated numerical model of the
board substrate.

Table 3. Reference properties for both JEDEC boards.

Constituent Material k (W/(m.K))

Signal layer and via Copper 400
Dielectric layer FR4 0.38

Numerical simulations were performed using four distinct pieces of computational fluid dynamic
software [1,19] and demonstrates, whatever the thermal test board, a very good agreement between
the experimental measurements and numerical results on the RJA computation, as reported in Table 4,
for the 2s2p PCB.

Table 4. Fitting of the 2s2p thermal metrics (Icepak®).

T∞ (◦C) Q (W) U (m/s) RM
JA (K/W) RN

JA (K/W) %E

22.5 2.001 0 29.21 29.33 <1%
21.1 3.037 1 25.37 25.45 <1%
20.7 3.02 2 23.91 24.11 <1%
20.7 3.06 3 22.87 23.07 <1%

It occurs that the discrepancy of the numerical model (RN
JA) in comparison to measurements

(RM
JA) is lower than 2%. The 3-D numeric model of the BGA has been validated by experimental

measurements, so the first step of model reduction has been achieved.
The mesh size of that realistic numerical model is 28.9 million cells. In the steady state,

the convergence for each set of boundary conditions applied to that model is reached in 8h00
using 16 cores and 48 GB of RAM. Cleary, a model order reduction is mandatory to act on the design
for overpopulated industrial electronic boards.

5. Reduced-Order Modal Model

Inspired by the classical decomposition in Fourier series, the temperature is searched as a sum of
known elementary spatial functions, called the modes, weighted by unknown coefficients. However,
the creation of the modal model is more complex and the current study focuses on the substructuring
modal method [20]. This latter allows the chip to be handled separately and to reduce it more efficiently.
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5.1. Modal Formulation

To ensure the coupling between both sub-domains (Ωi), the temperature is decomposed on a
Dirichlet–Steklov base [11]:

T
(
M, t

)
=

∑
i

xD
i (t) VD

i

(
M

)
+

∑
i

xS
i (t) VS

i

(
M

)
(7)

Dirichlet’s modes are defined as follows:

∇ ·
(
k ∇VD

i

)
= λi C VD

i on Ω (8)

VD
i = 0 on ∂Ω (9)

where λi are the eigenvalues.
Temperature fields that can be rebuilt using Dirichlet modes are null on the boundary. Therefore,

these fields belong to a subspace of the admissible thermal fields, but smaller. Thus, it is necessary
to add a second subspace so that the union of the eigenbasis of the two subspaces gives the space of
the admissible thermal fields. This is the role of the Steklov base, whose modes verify the following
eigenvalue problem.

∇ ·
(
k ∇VS

i

)
= 0 on Ω (10)

k ∇VS
i · n = −λi VS

i on ∂Ω (11)

By construction, the union of the eigenbasis of these two subspaces gives the space of the admissible
thermal fields. Thus, temperature fields can be rebuilt on the entire domain.

5.2. Modal Reduction: The Amalgam Method

The modal formulation only shifts the problem: Instead of computing temperature values at the
nodes of a mesh, temporal states (or amplitudes) are searched. The next step consists of reducing the
size of the model, i.e., reducing the number of degrees of freedom from N to Ñ, where Ñ 
 N. This is
done by the amalgam method, where the most prominent modes are selected and the remaining ones
are added to them, weighted by a coefficient [7]. These new amalgamated modes are referred to as Ṽi
and are expressed as a linear combination of the original modes Vi according to

Ṽi =
∑

p
αℵi,pVℵi,p where ℵ ∈ {D, S} (12)

The coefficients αℵi,p are determined by minimizing, in the modal space, the distance between the
modal model and a reference model. The quality of the approximation is, thus, dependent of this
reference model.

5.3. The State Equation

The state equation is obtained by replacing the temperature field in Equation (6) by its modal
decomposition (Equation (7)), while the test functions are the eigenmodes. A simplified version is
given here, where it is supposed that the conductivity and capacity used in Equations (2) and (8)–(11)
are identical, and where orthogonality properties are used to simplify the problem.

.
X

D
i + VD

i CiVS
i

.
X

S
i = −ΛD

i XD
i + VD

i Ui (13)

∀ i, k ∈ {1, 2}, i � k,VS
i CiVD

i

.
X

D
i + VS

i CiVS
i

.
X

S
i = −

(
ΛD

i + VS
i HiVS

i

)
XS

i + VS
i JVS

k + VS
i Ui (14)

where ΛD
i and ΛS

i are diagonal matrices of eigenvalues such that ΛD
i (k, k) = λD

i,k.

129



Energies 2020, 13, 2968

6. Utilization of Modal Model to Create a Dynamic Compact Thermal Model

The proposed global hybrid procedure for the creation of the dynamic compact thermal model
(DCTM) is outlined in Figure 7. By coupling the model-order-reduction (MOR) technique based on the
modal approach [8] and a meta-heuristic optimization [21], that procedure allows us to reduce both
creation and simulation times of a suitable model of a sophisticated BGA package. The most relevant
benefit is achieved for transient calculations.

 

  

  

  

Creation of a 3D 
model 

Steady-state simulations 
JEDEC 38-scenarios 

Resistances network 
identification using 

GA optimization 

Transient simulations 
Custom 10-scenarios 

Nodes’ Capacitances 
identification using 

GA optimization 

2 

3 

4 

5 

6 

1 

AROMM Creation 

Figure 7. Hybrid dynamic compact thermal model (DCTM) creation flow.

In fine, the developed reduction process enables an amalgam reduced-order modal model
to be generated and then a practical dynamic compact thermal model to be derived, both being
highly reliable whatever the environmental conditions. In these two cases, models are boundary
conditions-independent (BCI) by construction.

The overall DCTM creation time is reduced by 86% using Reduced Order Model mathematical
calculations instead of time-consuming Detailed Thermal Model numerical simulations to generate
training data required for Genetic Algorithm optimization, as reported in [8].

Example of DCTM Network Definition

The derived BGA208 surrogate model is made to handle multiple thermal paths, so the DCTM
network is circumscribed, in this case, to nine nodes corresponding to:

1. One “Junction”: Maximum temperature of the chip,
2. One “top inner”: Projected chip area on top surface,
3. Two “top outer”: The four regrouped corners and four remaining top surfaces,
4. One “Bottom inner”: Keep-out ball area
5. Three “Bottom outer” according to ball footprint patterns [8]
6. One “Sides”: Regrouped lateral surfaces excluding the balls layer.
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The thermal predictions of the deduced DCTM were evaluated for each boundary conditions set,
as well as for each thermal board test, and then compared to experimental results, as shown in Table 5.

Table 5. Approximation of 2s2p thermal metrics (Icepak®).

T∞ (◦C) Q (W) V (m/s) RM
JA (K/W) RDCTM

JA (K/W) %E

22.5 2.001 0 29.21 29.73 1.8%
21.1 3.037 1 25.37 25.09 1.1%
20.7 3.02 2 23.91 23.51 1.7%
20.7 3.06 3 22.87 22.16 3.1%

The model agreement is good with a discrepancy lower than 4% while the simulation speed is
greatly improved. Thus, the good accuracy of the DCTM permits us to integrate this model inside the
system/subsystem simulation to quickly identify thermal issues and optimize cooling solutions.

7. Impact of Chip Power Dissipation Layout

In realistic applications, the functions burnt on the chip are numerous, varied, and dissymmetric,
and their activations depend on used or implemented logical functions. Thus, the power distribution
of the silicon chip is not uniform and additional thermal analyses need to be carried out to predict the
influence of various power dissipation patterns.

As seen in Figure 8, the chip is now partitioned in nine zones (29 possible combinations) to model
more accurately the heating due to the individual activation of various logical functions. The largest
source and the smallest one represent respectively 22.4% and 1.8% of the chip volume.

 

Figure 8. Chip partitioning in nine zones.

In this fictive case, the conventional method used to create dynamic compact thermal models
can hardly be applied [22]. First, based on the superposition principle, the number of mandatory
simulations (JEDEC 38-set scenarios) to correctly identify the resistances network must be multiplied
by ten. Each zone is separately activated, and then all of them.

Second, the meaning of the junction temperature for a nine-heat-sources network is not trivial.
For instance, Figure 9 highlights two temperature mappings (only the chip and the copper traces
are displayed) when a power dissipation of 2.6 W is uniformly applied on the upper surface of the
chip (Figure 9a), or, at the opposite, concentrated on a peculiar zone (Figure 9b), named zone 7 (refer
to Figure 8). Both numerical simulations assume similar boundary conditions on package external
surfaces, such as hTOP = hSIDES = 20 W/(m2.K) and hBOTTOM = 800 W/(m2.K).

Obviously, for a smaller surface dissipation, the maximum temperature reached by the chip rises
significantly (24 ◦C) and its location is not centered anymore. This phenomenon will be especially
exacerbated for dynamic simulations. Indeed, the location of the maximum temperature moves at each
time step following the transient power profile applied on each zone. Thus, applying our previous
DCTM creation flow seems difficult, and a modal approach is chosen.
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(a) (b) 

Figure 9. Sensitive temperatures encountered by the chip with uniform power dissipation (a) and
localized on a peculiar area (b).

8. Reduced-Order Modal Model for Multiple Heat Sources

8.1. Multi-Source Numerical Model

As stated in the introduction, this part is not validated experimentally, as the experimental setup is
still under development. The reduced-order model is compared to the finite elements model. However,
this latter has been validated experimentally in Section 4.2 for a uniform power distribution.

8.2. Computation of the Dirichlet–Steklov Base

The BGA 208 package is split in two substructures: The chip is modeled separately by 8000 DoF.
The substructuring technique allows its complete modal base to be deduced in 2.5 min. For the rest
of the components (resin, balls, copper tracks), the complete base computation is not feasible, so
only reduced percentages of Dirichlet modes and Steklov modes are selected, as commented in [13].
The computation of 17,800 modes (11,200 Dirichlet + 6600 Steklov) is made in 6.5 h.

8.3. Reduction of the Dirichlet–Steklov Base

In the perspective of an industrial application, reference simulations needed by the amalgam
procedure should be carried out at a low computational cost and should be easy to conceive. Their
objective is not to provide precise temperature fields but to trigger the relevant modes for the amalgam
procedure. According to the heat sources number, ten cases are simulated and then concatenated: Each
single zone is successively active and, finally, all of them. These reference simulations are obtained via
a first-order Euler scheme with constant time steps. The whole process, corresponding to reference
simulations and the amalgam procedure, can be performed in 1.5 h. In fine, 50 modes are retained
for the chip, and 250 for the rest of the package, leading to a reduced modal model of order 300.
Consequently, the number of DoF has been reduced by a factor of 2000.

8.4. Steady-State Results

Two cases are presented. They highlight the component thermal behavior when:

1. Test 1: A power dissipation of 2.6 watts is applied on zone 2
2. Test 2: Zones 3, 5, and 8 are respectively submitted to a power dissipation of 0.41, 0.675, and

0.0975 watts.

The mathematical calculations assume the boundary conditions on package external surfaces
presented in Table 6.

Table 6. Heat transfer coefficients definition (W/(m2.K)).

Case ¯
hTOP

¯
hBOTTOM

¯
hSIDES

Test 1 50 250 15
Test 2 1000 40 100
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Figure 10 presents the temperature field calculated by the reduced model for the whole package,
as well as for the chip on the BGA substrate. The computation time of the derived ROM is lower than
0.5 s for a temporal simulation of 60 s (the time required to reach steady state). The main interest of the
modal method lies in its ability to compute, at low cost, the whole temperature field, even for complex
geometries such as the BGA packages family. Then, 4.5 s are needed to rebuild the whole temperature
field for 101 snapshots. The hot-spot location on the chip, our concern, is properly identified, but fine
details are also recovered as the temperature elevation on the copper tracks. The error between the
reduced and the finite elements model is also displayed in Figure 10c. In most of the chip, and copper
track, the error is below 1 ◦C (0.8%), which is a very interesting result for this preliminary investigation.

 
(a) 

 
(b) 

 
(c) 

Figure 10. Temperature field with molded resin (a), without (b), and error field (c) at steady state for
Test 1.

The temperature distribution at steady state for test 2 is presented in Figure 11 As the boundary
conditions differ significantly from test 1 and the dissipated power is reduced, the maximum temperature
reached by the chip is much lower and is predicted by the modal model with a maximum error of
0.36 ◦C (1.6%). Obviously, the hot-spot location moves as the different zones are activated, which is
well predicted.

 

Figure 11. Temperature field for three active heat sources.

Finally, as the temperature field on the chip is different, it substantially affects the heat
spreading on the tracks and, thus, the heat distribution on the ball array. The knowledge of the
whole temperature field enables the computation of temperature gradients, and opens the way to
thermomechanical consideration.
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8.5. Transient Results

Dynamic simulations are conducted to compare the thermal prediction of the computed ROM
with the FEM simulation (assumed to be the reference) on two test cases. FEM simulations need
roughly 47 min to perform a 50 s transient simulation with multi-activations.

Two sets of boundary conditions (different from those presented in Table 6) were chosen and are
summarized in Table 7.

Table 7. Heat transfer coefficients definition (W/(m2.K)).

Case ¯
hTOP

¯
hBOTTOM

¯
hSIDES

Test 1 20 800 10
Test 2 200 500 20

Boundary conditions of Case 1 correspond to a component mounted on a PCB in vertical natural
convection plus radiation. Case 2 corresponds to a component sandwiched between the PCB and
thermal drain reported on top of the component (hTOP integrates all thermal paths: Contact resistances,
thermal interface material, and aluminum drain).

Two power transient scenarios are defined: One in which different zones are successively activated,
as presented in Table 8, and a second one in which different zones are simultaneously activated,
as presented in Table 9. This latter describes a realistic operating case of a BGA. Indeed, power
Input-Outputs and firmware are always on and the other functional areas have dynamic activation
imposed by software operations.

Table 8. Activation of the different zones of the chip for transient simulation number 1.

Active Zone ϕ (W/m3) Q (W) Time (s)

Zone 4 8.2·109 0.813 0–10
Zone 7 8.0·109 0.162 10–20
Zone 5 2.2·109 0.164 20–30
Zone 3 9.6·109 0.497 30–40
Zone 2 2.0·109 0.103 40–50

Table 9. Activation of the different zones of the chip for transient simulation number 2.

Active Zone ϕ (W/m3) Q (W) Time (s)

Zone 1 4.45·109 0.23 15–23
Zone 2 9.09·109 0.47 23–37 and 46–50
Zone 3 9.09·109 0.47 23–37
Zone 4 1.11·109 0.11 0–50
Zone 5 3.47·109 0.26 40–46
Zone 6 - - -
Zone 7 4.44·109 0.36 40–50
Zone 8 - - -
Zone 9 3.46·109 0.14 0–50

The computation time required by the reduced model is 4.5 s, which is 600 times faster than that
of the finite elements model.

The maximum temperature reached by the chip computed by the amalgamated reduced-order
modal model (AROMM) and by the finite elements model has been compared for both cases. Figure 12a,b
present the comparison for boundary conditions case 1 with activation profile 1 (Table 8) and boundary
conditions case 2 with activation profile 2 (Table 9), respectively.
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Figure 12. Temporal evolution of the maximum temperature reached by the ball-grid-array
(BGA)–difference on this parameter between the reduced and the finite element model for test
case 1 (a) and 2 (b).

The agreement on this critical parameter is very good, as it never outreaches 0.25 ◦C, i.e., a relative
difference less than 1.6% for the first case and 1% for the second. A sudden rise in the difference
between models is noticed when the power changes. This effect is induced by modal reduction as
modes with a high time constant have been discarded.

This very good accuracy on the maximal temperature is accompanied by a satisfying precision on
the entire chip. Figure 13 presents the temperature field computed by the reduced model at t = 37 s,
i.e., at the time where the error is the most important. The maximal temperature difference on the chip
between the reduced model and the FE one is less than 0.5 ◦C. On most of the chip (and the copper
etches), the error is below 0.2 ◦C, yielding an average error (in time and space) of 0.08 ◦C.

  

(a) (b) 

Figure 13. Temperature field (a) computed by the reduced model of order 300 at t = 37 s. Error (b) with
the finite elements simulation at the same time.

The error field is erratic, which is characteristic of modal reduction. Thus, the location of the
maximum error cannot be known a priori with this method.

Thus, both test cases using different boundary conditions and power profiles confirm the very
good accuracy of the ROM, as the error is below 2% for each time step on the chip. Those results validate
the new substructuring model order reduction approach to create an AROMM of complex components.

Moreover, as modal methods compute the temperature field in its integrality, there is no need for
an a priori definition of the outputs. Indeed, the localizations of the hottest spot of the chip during the
transient simulation (depicted by circles) are highlighted in Figure 14.
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Figure 14. Localization of the maximal temperature reached by the chip during the transient simulation.

Obviously, the hot spot moves as the different zones are activated. This simple fact questions
the notion of junction temperature. This is confirmed by Figure 15, which compares the maximum
temperature reached by the chip to the temperature at the center of the chip: An output at the center of
the chip would underestimate the temperature by up to 4 ◦C, i.e., a relative error of 25%, which is by
far greater than the temperature prediction error of the reduced model.
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Figure 15. Temporal evolution of the maximum temperature reached by the BGA and the temperature
at the center of the chip—Difference between those two quantities.

Another main interest of this substructuring modal approach is to have two distinct models, one
for the chip and one for all the other parts of the BGA. If one of them is modified, only the latter must
be regenerated. In the case of the component, all constituting parts except the die are imposed by the
manufacturer, so this model is realized only once. Then, the model of the chip can be easily regenerated
to take into account the new spatial power profile or correction of semiconductor thermal properties.

The substructuring modal approach offers a solution to integrate the real spatial power distribution
of the component without additional creation and simulation time. Indeed, this power distribution
evolves during the development cycle from the uniform power distribution to the real profile based on
electric simulation.

9. Conclusions

This study presents a procedure to validate a numerical thermo-fluid model of a complex electronic
component, in this case, a ball grid array package of 208 balls. Then, this detailed thermal model is
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used to derive a dynamic compact thermal model, inspired by the DELPHI methodology, which can
be substituted by the DTM to perform a set of thermo-fluidic simulations while preserving the high
level of accuracy. To quicken the reduction process, an amalgamated reduced-order modal model
is coupled to meta-heuristic optimizations using genetic algorithms. As a main benefit, the overall
DCTM creation time is reduced by 86%.

Further, the AROMM method coupled to a substructuring modal method is applied to a BGA208
with, this time, multiple internal heat sources. This novel method allows the building of reduced
models independent of boundary conditions (BCI-AROMM). A reduced-order model of only 300 modes
was built and will be improved in future works. However, the time needed to create the model
remains important, as 8 h of computation were used. Nevertheless, the first deduced model offers
very satisfying results as the error on the maximum temperature never outreaches 2%, as well as for
steady-state and transient simulations, for a reduction factor of 600 in computation time. Moreover, this
model permits us to study, quickly and accurately, all 3-D thermal phenomena involved by the complex
structure of the real component. These numerical results should now be confirmed by experimental
data, and an experimental setup is being conceived.

Further, a transient characterization is under investigation. The definition of the adjusted heat
capacity parameters is based on one-dimensional network identification using stochastic Bayesian
deconvolution [23].
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Nomenclature

Latin symbols

C volumetric heat capacity
[
K/

(
m3.K

)]
h heat exchange coefficient

[
W/

(
m2.K

)]
k thermal conductivity [W/(m.K)]

Rc contact thermal resistance
[
m2.K/W

)
]

RJA Junction to ambient thermal resistance [K/W]
Q Thermal power [W]

T Temperature [◦C]
T∞ Air temperature [◦C]
x state
V mode [K]
Greek symbols

λ eigenvalue
ϕ heat flux density

[
W/m2

]
� volume power

[
W/m3

]
Superscript

M measurement
N numeric
D Dirichlet
S Steklov
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Abstract: This paper presents a compact nonlinear thermal model of pulse transformers. The proposed
model takes into account differentiation in values of the temperatures of a ferromagnetic core and
each winding. The model is formulated in the form of an electric network realising electrothermal
analogy. It consists of current sources representing power dissipated in the core and in each of the
windings, capacitors representing thermal capacitances and controlled current sources modelling the
influence of dissipated power on the thermal resistances in the proposed model. Both self-heating
phenomena in each component of the transformer and mutual thermal couplings between each pair
of these components are taken into account. A description of the elaborated model is presented,
and the process to estimate the model parameters is proposed. The proposed model was verified
experimentally for different transformers. Good agreement between the calculated and measured
waveforms of each component temperature of the tested pulse transformers was obtained. Differences
between the results of measurements and calculations did not exceed 9% for transformers with a
toroidal core and 13% for planar transformers.

Keywords: nonlinear thermal model; SPICE; pulse transformer; thermal phenomena; self-heating;
modelling; measurements

1. Introduction

Pulse transformers are an important component of switched-mode power converters [1–3].
These transformers have simple structure, and they consist of two kinds of components,
i.e., a ferromagnetic core and at least two windings. During the operation of the considered device,
an increase in temperature of each transformer component is observed [4–6]. This increase is a result
of thermal phenomena occurring in the pulse transformer, such as self-heating in each component of
the transformer and mutual thermal interaction between each pair of these components [7–9].

Knowing the core temperature and the windings temperatures is important from the point of view
of electrical and magnetic properties of a pulse transformer. As is shown in [10,11], the temperature
significantly changes the characteristics of ferromagnetic materials used to make a transformer core and
causes a change in the resistances of the windings. In particular, an excessive increase in temperature
can lead to damage in the insulation of the windings or can reduce the magnetic permeability of the
core [8,11,12]. Additionally, an increase in the temperatures of electronic components causes a decrease
in their lifetime [13,14].
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In order to calculate the temperature waveforms of electronic components with thermal phenomena
taken into account, a thermal model of these components is indispensable [15,16]. In many
papers [10,11,17–25], thermal models of transformers are described, but they have disadvantages.
One group of thermal models is microscopic models, which make it possible to calculate temperature
distribution in the considered component. For example, in [11,18], the finite element method is used to
determine the temperature distribution in a transformer, but at the same time the distribution of the
wasted power per unit of volume in the transformer is assumed. Another group of thermal models
is compact thermal models, which take into account only one temperature characterising the whole
device [17].

Reference [26] presents three-dimensional (3-D) numerical compact thermal models of planar
transformers. The DC thermal network of the cited model is inspired by the Delphi method,
which allows obtaining shorter time of calculations than the finite volume method. The presented
results do not illustrate the influence of dissipated power on the temperatures of the core and the
windings. Additionally, this model is dedicated to the ANSYS software, and it is difficult to implement
it in other software, e.g., in SPICE.

The similar approach to modelling thermal properties of electronic components is presented
in [27,28]. The model presented in [27] uses homogenisation techniques to reduce calculation requirements.
The advantage of this model is the reduction of the number of thermal factors to 6–8, and good agreement
between the results of calculations and measurements can still be obtained. Unfortunately, the mentioned
model could be used in the software dedicated only to a 3-D thermal analysis. In turn, the approach to
the thermal modelling of components of electric machines presented in [28] requires time-consuming
measurements of the tested prototype. In the paper [28], some temperature waveforms of the tested
machine are presented.

Reference [29] describes a simplified form of an electrothermal model dedicated to planar magnetic
components (inductors and transformers), which operate in the space industry. An important part of
this model is the thermal model dedicated to the ANSYS program. Due to the fact that a lot of factors
are taken into account, the network representation of the proposed model is complex and contains
three subcircuits representing the thermal network of the transformer windings, the thermal network
of the transformer core and the thermal network of the connection between the windings and the
Printed Circuit Board (PCB).

References [30,31] are dedicated to parameters estimation of thermal models of electronics devices
in the Delphi-inspired form. To this end, genetic algorithms are used. Unfortunately, for multiple heat
sources in such models, calculations are time-consuming, and the total simulation time can reach 800 h.

Reference [32] presents a thermal model of a planar transformer. The form of this model is
obtained on the basis of computation fluid dynamics. The structure of this model is adequate for
planar transformers only. Unfortunately, in the paper [32], no results of experimental verification of
this model are presented.

Compact thermal models of transformers are described in [10,11,17,18,26]; however, differences
between the core and windings temperatures are typically not taken into account in the mentioned
models. In addition, in the models described in [24,25], the dependence of the dissipation efficiency of
heat generated in the device on the power dissipated in the transformer is omitted [33].

It is widely known [7,15,16,34–36] that some factors, such as ambient temperature, cooling systems
or power dissipated in electronic devices, influence the efficiency of heat removal from the devices.
Reference [37] presents a nonlinear thermal model of a planar transformer. In this model, the influence
of power dissipated in particular components of the transformer on the efficiency of heat removal is
taken into account.

This paper, which is an extended version of Reference [38], proposes a compact nonlinear thermal
model (CNTM) of a pulse transformer based on a thermal model of a planar transformer described
in [19]. In comparison to [19], which presents a linear thermal model, the nonlinearity of the heat
transfer process is taken into account. In comparison to [38], a detailed description of the nonlinear
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thermal model of the transformer and the new results of measurements and calculations illustrating
the effectiveness of this model for transformers including different ferromagnetic cores are presented
in this paper. The model proposed by the authors’ takes into account self-heating phenomena in all
components of the transformer and mutual thermal couplings between each pair of these components.

The selected thermal models of transformers given in the literature are discussed in Section 2.
The form of a nonlinear thermal model is presented in Section 3. The obtained results of measurements
and calculations proving the effectiveness of the elaborated model are shown in Section 4. The advantage
of this nonlinear thermal model over a linear thermal model is experimentally confirmed for the selected
transformers containing cores with different shapes and made of different ferromagnetic materials.
For all models described in the following sections, thermal resistance and thermal capacitance are
given in K/W and J/K, respectively, whereas all temperatures are expressed in Celsius degrees.

2. Selected Thermal Models of Transformers in the Literature

A network representation of classical linear thermal models of transformers [10,39] is shown in
Figure 1. It can be seen that only one internal temperature of the whole transformer is used. In this
model, differences in the temperatures of the core and the windings are not taken into account.

Figure 1. Network representation of the thermal model described in [10,39].

In the presented model, the controlled current source G1 represents the sum of the power dissipated
in the core and in the windings of the transformer. Thermal capacitance is represented by capacitor
Cth, while Rth1 is the thermal resistance characterising heat convection and Rth2 is thermal resistance
characterising the heat radiation from the surface of the examined device. Voltage source Ta is the
ambient temperature, and the voltage in node Tj is the temperature of the transformer.

In [17,33], a thermal model of magnetic components (transformers and inductors) is proposed.
This model enables calculating the temperature difference between the core and ambient temperature
(ΔTC) and the temperature difference between the windings and ambient temperature (ΔTW) by
taking into account self-heating and mutual thermal couplings between the core and the windings.
The network representation of this model is shown in Figure 2.

However, in this model, only single thermal time constants for the windings (RthW and CthW) and
for the core (RthC and CthC) are taken into account. Current sources GPC and GPW describe power
losses in the core and in the windings, respectively; whereas current sources GPC1 and GPW1 model
the influence of mutual thermal couplings between the core and the winding on the temperature
differences ΔTW and ΔTC.
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Figure 2. Network representation of the thermal model of magnetic components from [18].

The thermal model of a transformer proposed in [17], of which the diagram is presented in
Figure 3, makes it possible to calculate the temperature of the core TC and the temperatures of both
windings TW by taking into account self-heating and mutual thermal couplings between the core and
the windings. This model has the form of RC Foster networks excited by current sources representing
the powers dissipated in the core (PthC and PthWC1) and in the windings (PthW and PthWC1).

Figure 3. Network representation of the thermal model of a transformer proposed in [17].

In order to take into account thermal couplings between the core and the windings, controlled
current sources PthWC1 and PthCW1 are applied. The voltage source Ta represents ambient temperature.
In the described model, common RC networks are used to model self-heating and mutual thermal
couplings between the components of the transformer.

A disadvantage of thermal models of transformers described in this section is they do not take into
account differentiations of windings temperatures, nonlinearities of thermal properties and thermal
couplings occurring between the components of the transformer. Therefore, in the following Section,
the authors’ nonlinear thermal model of the transformer is proposed. In this model, nonlinearities
of thermal phenomena and thermal couplings between the components of the transformer are taken
into account.

3. Proposed Nonlinear Thermal Model of Pulse Transformers

As is shown in [17,19], temperature distributions on each of the windings and on the core in pulse
transformers are practically uniform. Therefore, their thermal properties can be described with the use
of a compact thermal model [7,19]. On the other hand, the temperatures of the core and the windings can
be significantly different from each other [7]. Therefore, in such models, the differences of the core and
windings temperatures should be taken into account. In each transformer component, a self-healing
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phenomenon occurs, and additionally, thermal interaction between each pair of transformer components
is observed.

The nonlinear thermal model of the transformer worked out by the authors has the form of
a subcircuit dedicated for SPICE. This form is inspired by the linear thermal model of a planar
transformer proposed in [19] and by the nonlinear thermal model of semiconductor devices described
in [37,40]. In the new model, the differences in the temperatures of components in the transformer
(the core and all the windings) are taken into account. These temperatures result from self-heating
phenomena in every component and mutual thermal couplings between each pair of the components
of the transformer. The presented model makes it possible to calculate the temperature waveforms of
the core and each winding by taking into account both the mentioned phenomena. When formulating
the considered model, based on the results of measurements shown in [7], changes in the powers
dissipated in each component influence only the values of transformer thermal resistances in the
thermal model, whereas thermal capacitances do not depend on power. The network representation of
the proposed model is presented in Figure 4.

Figure 4. Network representation of a compact nonlinear thermal model (CNTM) of a pulse transformer.

In this network, nine circuits can be distinguished. Three of them located on the left-hand
side of Figure 4 are used to calculate the temperature waveforms of particular components
of the transformer—the primary winding TW1, the secondary winding TW2 and the core TC.
These temperatures (given in ◦C) correspond to the voltages (given in V) in the nodes and are
denoted as TW1, TW2 and TC, respectively. Current sources IC, IW1 and IW2 model power losses in the
core and the two windings, respectively.

Circuits including capacitors and controlled current sources model self-transient thermal
impedances of the primary winding (CW11, . . . , CW1n and GW11, . . . , GW1n), of the secondary
winding (CW21, . . . , CW2n and GW21, . . . , GW2n) and of the core (CC1, . . . , CCn and GC1, . . . , GCn),
respectively. The voltages on these circuits (given in V) correspond to differences (given in ◦C)
between the temperatures of the transformer components and ambient temperature, resulting from
self-heating phenomena.

The controlled voltage sources E1, E2 and E3 represent the influence of mutual thermal
couplings between the components of the transformer on the temperatures of these components.
Capacitors represent the thermal capacitances of all the elements in the heat flow path, whereas the
controlled current sources represent nonlinear thermal resistances between the elements in the heat
flow path.

The output voltage of the controlled voltage source E1 is equal to the sum of voltages in nodes
TW11 and TWC1, the output voltage of the controlled voltage source E2 is equal to the sum of voltages
in nodes TW21 and TWC2, and the output voltage of the controlled voltage source E3 is equal to the sum
of voltages in nodes TCW1 and TCW2. Voltage sources V1, V2 and V3 represent ambient temperature.
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Six other subcircuits are used to model mutual thermal couplings between each pair of the
transformer components. Current sources in these subcircuits represent power (given in W) dissipated
in particular components of the transformer (IW12 and IW1C in the primary winding, IW21 and IW2C in
the secondary winding and IC1 and IC2 in the core). Networks containing capacitors and controlled
current sources connected to the above-mentioned current sources model mutual transient thermal
impedances between each pair of components of the transformer.

All self-transient and mutual transient thermal impedances can be described by Equation (1) [7,15]:

Zth(t) = Rth ·
⎡⎢⎢⎢⎢⎢⎣1−

N∑
i=1

ai · exp
(
− t
τthi

)⎤⎥⎥⎥⎥⎥⎦, (1)

where Rth is the thermal resistance, ai is the coefficient (without unit) corresponding to thermal time
constant τthi (given in s), and N is the number of thermal time constants.

The dependence of Rth on the dissipated power is described as:

Rth = Rth0 ·
[
1 + α · exp

(
−p− p0

b

)]
, (2)

where Rth0 denotes the minimum value of the thermal resistance, p denotes the power dissipated in
a heating component of the transformer, α is the parameter without unit, and p0 and b are model
parameters given in W.

Changes in values of thermal resistance are modelled by the controlled current source Gi. The
output current of the controlled source is described as:

Gi = VGi/(ai ·Rth), (3)

where VGi denotes the voltage on the current source Gi.
Thermal capacitances are given as:

Ci = τthi/(ai ·Rth). (4)

The values of the model parameters are estimated using the results of measurements of self- and
mutual transient thermal impedances existing in the transformer thermal model. Measurements of
such parameters at different powers dissipated in the core and in the windings of the tested transformer
are realised by the method described in [7]. The values of parameters in Equation (1) are estimated for
each transient thermal impedance using the method described in [15,41]. Next, parameters α, p0 and b
in Equation (2) are estimated for self-thermal and mutual thermal resistance in the transformer model
by using local estimation [15].

4. Results

In order to verify the presented model and its practical use, measurements and calculations of the
temperature waveform of each component of the tested transformers, which contained ferromagnetic
cores with different shapes and sizes and were made of different materials, were performed. A planar
transformer with a ferrite core and transformers with ring cores made of different materials were
measured and modelled as examples.

The planar transformer, of which the cuboidal core dimension was 22 mm × 16 mm × 9 mm,
was made of ferrite material 3F3 and contained windings in the form of printed paths on laminate
FR-4, which was 1 mm thick. The primary winding contained three turns with a width of 2.5 mm,
and the secondary winding contained four turns with a width of 1 mm. Transformers with a toroidal
core contained identical primary and secondary windings. On each of them, 20 turns of copper wire in
the enamel with a diameter of 0.8 mm were wound. The toroidal core had an external diameter equal
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to 26 mm, the internal diameter equal to 16 mm and a width equal to 11 mm. Cores made of toroidal
powdered iron (RTP), ferrites (RTF) and nanocrystals (RTN) were used for toroidal transformers.

The values of the parameters in the thermal model were estimated for transformers containing
ferromagnetic cores with different shapes and dimensions and made of different ferromagnetic materials.

The values of the parameters in Equation (2), which represents the proposed compact nonlinear
thermal model of the transformer (CNMT), are summarized in Table 1 (for a toroidal transformer) and
Table 2 (for a planar transformer). The values of the parameters presented in Tables 1 and 2 describe
the model of the network representation shown in Figure 4.

Table 1. Values of the parameters in Equation (2) for a toroidal transformer with a toroidal powdered
iron core (RTP).

Thermal Resistance Rth0 [K/W] α p0 [W] b [W]

RthW1 12.75 10 0 1.13
RthW1W2 8.6 10 0 1.3
RthW1C 9.9 10.5 0 1.2

Table 2. Values of the parameters in Equation (2) for a planar transformer.

Thermal Resistance Rth0 [K/W] α p0 [W] b [W]

RthW1 26 0.27 1 2
RthW1W2 15 0.733 1 5.5
RthW1C 11 0.636 0.5 3

RthC 11.5 0.435 10 10
RthCW1 5.1 0.96 10 9.9
RthCW2 2.4 2.125 10 10

Comparing the values of the parameters describing thermal resistances in the thermal model of
the toroidal transformer, it is obvious that the values of parameters α, p0 and b were nearly the same
for all considered thermal resistances. Differences were observed in the values of the parameter Rth0.
This meant that courses RthW1(pW1), RthW1W2(pW1) and RthW1C(pW1) were nearly parallel. In contrast,
big differences were observed between the values of the parameters describing the dependences of
thermal resistances in the thermal model of the planar transformer on powers PW1 and PC.

The values of thermal capacitances were estimated with the use of the method described
in [15]. As an example, in Table 3, the values of these parameters obtained for a planar transformer
are summarised.

Table 3. Values of the parameters ai and τthi of the selected self-transient and mutual transient thermal
impedances in a thermal model of a planar transformer.

Parameter ZthW1 (t) ZthW1C (t) ZthW1W2 (t) ZthC (t) ZthCW1 (t) ZthCW2 (t)

a1 0.274 0.271 0.626 0.297 0.224 0.18
a2 0.448 0.456 0.374 0.676 0.776 0.82
a3 0.225 0.273 0.027
a4 0.053

τth1 [s] 350.33 498.84 350.72 432.04 678.02 1067.99
τth2 [s] 60.22 103.66 192.79 139.67 194.39 221.5
τth3 [s] 14.31 16.26 17.11
τth4 [μs] 40

It can be clearly seen that, in the considered self-transient and mutual transient thermal impedances,
different numbers of thermal time constants occurred. In self-transient thermal impedances, three or
four thermal time constants were used, whereas mutual transient thermal impedances were described
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with two or three thermal time constants. The values of the considered thermal time constants were in
a range from 40 μs to over 1000 s.

For example, by means of Equation (2), the measured (indicated by points) and modelled (indicated
by lines) dependences of thermal resistances in the thermal model of the transformer on the power
dissipated in one of the components of the transformer are shown in Figures 5 and 6.

Figure 5 illustrates the influence of power PW1 dissipated in the primary winding of the transformer
containing a toroidal core made of powdered iron on the thermal resistance of the winding RthW1

(blue colour) and on mutual thermal resistances between this winding and the secondary winding
RthW1W2 (black colour), as well as those between the core and the primary winding RthW1C (red colour).

Figure 6a illustrates the influence of power dissipated in the primary winding of the planar
transformer on the thermal resistances RthW1 (blue colour), RthW1W2 (black colour) and RthW1C

(red colour). Figure 6b illustrates the influence of power dissipated in the core of the transformer on
the thermal resistance of the core RthC (blue colour) and the mutual thermal resistances between the
core and both windings RthCW1 (red colour) and RthCW2 (green colour).

As it is obvious in Figures 5 and 6, it is possible to accurately model the measured dependences
of the considered thermal resistance on the dissipated power using Equation (2). Visible differences
between self-thermal and mutual thermal resistances were observed for both considered transformers.
These thermal resistances differed from one another. It is worth noticing that the considered differences
were bigger for the planar transformer than for the toroidal transformer. Changes in dissipated power
can cause changes in thermal resistance even by 25%.

Figure 5. Measured (indicated by points) and modelled (indicated by lines) dependences of the selected
thermal resistances in the thermal model of the transformer with a toroidal core made of powdered
iron on the power dissipated in the primary winding.

 
Figure 6. Measured (indicated by points) and modelled (indicated by lines) dependences of the selected
thermal resistances in the thermal model of the planar transformer on the power dissipated in the
primary winding (a) and in the core (b).
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Calculations and measurements were performed at power dissipation in only one of the
components of the tested transformers and at simultaneous dissipation of power in different components
of the tested devices. Power dissipated in each component of the transformer always had a shape of a
single rectangular impulse with a long duration time. The results of calculations obtained by means of
the nonlinear thermal model were compared to the results of calculations performed by means of the
linear thermal model described in [19] and the results of measurements performed with the use of
a pyrometer. The windings and the core were excited with different powers. The successive figures
(Figures 7–12) present the calculated and measured waveforms of the temperatures of the primary
winding TW1, the secondary winding TW2 and the core TC of the tested transformers. In these figures,
the results of measurements is represented by points, the results of calculations performed using the
CNTM is represented by solid lines, and the results of calculations using the compact linear thermal
model (CLTM) is represented by dashed lines [19].

Calculations were performed for the values of parameters describing the nonlinear thermal model
of transformers according to the principles shown in Section 3. On the other hand, for the model
from [19], the values of parameters estimated at the lowest measured values of power dissipated in
each component of the transformers were used.

Figure 7 presents the measured and calculated waveforms of temperatures TW1 and TC in the
toroidal transformer with the RTP core at a dissipated power PW1 of 2.83 W in the primary winding.

It can be observed that the nonlinear thermal model makes it possible to obtain very good
agreement between the results of calculations and measurements. In contrast, the values of the
considered temperatures obtained with the use of calculations performed with the linear thermal
model were higher than the results of measurements by even 40 ◦C.

 
Figure 7. Measured and calculated temperature waveforms of the primary winding TW1 and the core
TC of a toroidal transformer with an RTP at a dissipated power PW1 of 2.83 W in the primary winding.

Figure 8 shows the measured and calculated temperature waveforms of the primary winding TW1,
the secondary winding TW2 and the core TC for a transformer containing an RTN. These waveforms
were obtained, while the primary winding of the tested transformer was excited by a single rectangular
pulse with duration times equal to 4000 s (Figure 8a) and 5000 s (Figure 8b). PW1 was 1.05 W in the
case presented in Figure 8a, and PW1 was equal to 2.82 W in the case presented in Figure 8b.

As it is seen, very good agreement between the results of calculations performed with the use of
the CNTM and measurements was achieved for both the values of power dissipated in this transformer.
In contrast, for the linear thermal model, an excess of temperature of each component of the transformer
over ambient temperature was overestimated by 10% at lower values of the considered powers and
even 50% overestimated for higher values of the considered dissipated power.
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Figure 8. Measured and calculated temperature waveforms of the components of a transformer with
a toroidal nanocrystalline core (RTN) at dissipated powers PW1 of 1.05 W (a) and 2.82 W (b) in the
primary winding.

Figure 9 illustrates the measured and calculated temperature waveforms of the primary winding
TW1, the secondary winding TW2 and the core TC for the transformer with an RTF. The primary winding
was stimulated by a single rectangular impulse with a duration time equal to 7000 s at PW1 of 0.77 W.

By analysing the temperature waveforms of the core TC, the primary winding TW1 and the
secondary winding TW2 presented in Figure 9, it can be observed that the results of calculations
performed by means of the nonlinear thermal model assured better agreement with the results of
measurements than the results of calculations obtained by means of the model described in [19].
The obtained difference between the results of calculations performed with the use of the linear thermal
model and the measurements results was 10%.

Figure 10 presents the measured and calculated waveforms of the temperature of the primary
winding TW1, the temperature of the secondary winding TW2 and the core temperature TC of the planar
transformer by stimulating the primary winding with a single rectangular impulse having a duration
time equal to 5500 s and PW1 of 1 W (Figure 10a) and with a single rectangular impulse having a
duration time of 5000 s and PC of 2 W (Figure 10b).

As one can notice, the results of calculations by means of the nonlinear thermal model assured
better agreement with the results of measurements than the results of calculations performed by
means of the linear thermal model. In Figure 10a, it is visible that the difference between the
waveforms of temperatures TW1 and TC obtained with the use of the considered models was more
than 2 ◦C. The biggest difference between the results of calculations was observed for temperature
TW2. In Figure 10b, the considered differences were bigger than in the case presented in Figure 10a.
These differences reached even 20 ◦C. When power was dissipated in the core only, the temperatures of
both windings were nearly the same.
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Figure 9. Measured and calculated waveforms of the temperature of the primary winding TW1,
the temperature of the secondary winding TW2 and the temperature of the core TC at a dissipated
power PW1 of 0.77 W in the primary winding.

 

 
Figure 10. Measured and calculated waveforms of the temperature of the primary winding TW1,
the temperature of the secondary winding TW2 and the temperature of the core TC of the planar
transformer at PW1 of 1 W in the primary winding (a) and PC of 2 W in the core (b).
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The results of measurements and calculations presented above corresponded to untypical
situations, when power was dissipated in one of the transformer components only. Figures 11 and 12
present the results of measurements and calculations of temperature waveforms of components of the
selected transformers obtained in the case when power was dissipated in both the components of the
selected transformers.

Figure 11 shows the measured and calculated temperature waveforms of the primary winding
TW1, the secondary winding TW2 and the core TC for the transformer containing the toroidal ferrite
core (RTF) when it was excited by power dissipated simultaneously in the primary and secondary
windings with a single rectangular pulse having duration times equal to 4500 s (Figure 11a) and 5500 s
(Figure 11b). PW1 was equal to 0.88 W and PW2 was equal to 1 W in the case presented in Figure 11a,
whereas PW1 was equal to 2.4 W and PW2 was equal to 2.7 W in the case presented in Figure 11b.

By analysing temperature waveforms of the core and the windings of the transformer containing
an RTF (Figure 11), it is easy to observe that the difference between the results of calculations performed
using the linear thermal model and the results of measurements was up to 20 ◦C. In contrast, the results
of calculations made using the nonlinear thermal model showed very good agreement with the results
of measurements. Differences between the results of measurements and calculations performed with
the linear thermal model were bigger at higher powers dissipated in the components of the transformer.

Figure 12 presents the calculated and measured waveforms of the temperatures of each component
of the planar transformer by simultaneously stimulating the core and the primary winding with a
single rectangular impulse having a duration time equal to 4500 s, PW1 of 2.3 W and PC of 2 W.

 

mały rdzeń 

Figure 11. Measured and calculated temperature waveforms of the primary winding TW1, the secondary
winding TW2 and the core TC with simultaneous power dissipation in the windings: (a) PW1 = 0.88 W
and PW2 = 1.05 W; (b) PW1 = 2.4W and PW2 = 2.7 W.
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Figure 12. Measured and calculated waveforms of the temperature of the primary winding TW1,
the temperature of the secondary winding TW2 and the temperature of the core TC of the planar
transformer with an impulse power PC of 2 W in the core and an impulse power PW1 of 2.3 W in the
primary winding.

As one can notice, the results of calculations by means of the nonlinear thermal model assured
better agreement with the results of measurements than the results of calculations performed by
means of the linear thermal model. The observed differences between the results of measurements
and the results of calculations performed by means of the linear thermal model exceeded even 40 ◦C,
whereas the difference between the results of calculations performed by means of the nonlinear thermal
model and the results of measurements was no more than about 5 ◦C. It is also worth noticing that in
the considered operation conditions the temperatures of the transformer components were low and
did not exceed 10 ◦C.

Table 4 contains the values of the maximum errors of the temperatures of transformers components
δTW1, δTW2 and δTC obtained using the CLTM and the CNTM of the transformer analysed in this section.

Table 4. Values of the maximum relative error of the temperatures of transformers components
calculated with the CNTM and the compact linear thermal model (CLTM).

Core Type Power Dissipated Model Type δTW1 [%] δTW2 [%] δTC [%]

RTP
PW1 = 2.83 W CLTM 48.8% - 40.83%

CNTM 8.16% - 3.22%

RTN

PW1 = 1.05 W CLTM 5.49% 13.37% 2.86%
CNTM 1.33% 5.22% 2.86%

PW1 = 2.82 W CLTM 19.2% 31.34% 8.4%
CNTM 2.78% 9.05% 5.9%

Toroidal ferrite
core (RTF)

PW1 = 0.88W CLTM 15% 13% 4%
PW2 = 1.05 W CNTM 4% 3.5% 2%
PW1 = 2.4 W CLTM 33% 16.5% 16%
PW2 = 2.7 W CNTM 2% 2% 1%

PW1 = 0.77 W CLTM 10.5% 13.02% 10.74%
CNTM 1.53% 6.25% 7%

3F3

PW1 = 1 W CLTM 4.18% 10.78% 4.20%
CNTM 3.18% 3.13% 4.16%

PC = 2 W CLTM 30.6% 25% 20.7%
CNTM 7.4% 6% 17.5%

PW1 = 2.3 W CLTM 24% 29.09% 47.32%
Pc = 2 W CNTM 13.14% 4.47% 35.67%
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It is clearly seen in Table 4 that the considered relative error of calculations of temperatures
obtained using the CLTM achieved 48.8% for the primary winding temperature of the transformer
with an RTP core whereas such an error of calculations of the primary winding temperature obtained
using the CNTM was equal to 8.16% for the same transformer. It is also worth noticing that the value
of the relative error of the temperatures of transformers components obtained using the CNTM did not
exceed 9% for all the considered transformers containing a toroidal core made of different materials.
It was also observed that an increase in power dissipated in the transformer components caused an
increase of the value of the relative error of calculations for both the considered models.

5. Conclusions

This paper describes a new CNTM of a pulse transformer elaborated by the authors. It allows
determining the waveforms of the temperatures of the core and each winding. Calculations were
performed by taking into account a self-heating phenomenon and mutual thermal interaction between
the transformer components. In our model, the dependences of self-thermal and mutual thermal
resistances depend on power dissipated in the transformer components. The proposed model was
verified experimentally for transformers including ferromagnetic cores with different shapes and
made of different materials. High accuracy of this model and its advantage over the CLTM were also
demonstrated. The results of calculations and measurements presented in this paper also confirmed
that power dissipated in the transformer components influenced mostly thermal resistance and its
influence on thermal capacity was neglected.

It is also worth noticing that the obtained differences between the values of the temperatures
of the transformer components can be equal to 50 ◦C. Such big differences justify the use different
temperatures of the windings and the core in the thermal model. The linear thermal model makes it
possible to obtain good agreement between the results of calculations and measurements only for very
low powers dissipated in each component of the examined transformers. The nonlinear thermal model
makes it possible to obtain good agreement between the results of calculations and measurements
over a wide range of power dissipated in the windings or in the core of the examined transformers by
considering the dependence of Rth on power.

The presented results of calculations and measurements proved that the nonlinear thermal
model of a pulse transformer proposed in this paper is able to accurately describe dynamic thermal
properties of the transformer including cores with different dimensions and shapes and made of
different ferromagnetic materials. It was also shown that using this model one can obtain accurate
results of calculations at different conditions of power dissipation in the tested transformers.

It is also worth noticing that the proposed model is universal and it can be useful for different type
of transformers such as planar transformers or transformers containing a toroidal core. Additionally,
this model takes into account properties of materials used to make the core. The biggest advantage of
the proposed model is its simple structure and that easy implementation, e.g., in the SPICE program,
which is widely used by designers of electronic circuits. In addition, analyses made with the proposed
model are not time-consuming, which is very important from the economic point of view. The proposed
model can be used to formulate electrothermal models of transformers, which take into account the
nonlinearity of a heat removal process.

The CNTM of the pulse transformer proposed in this paper can be useful in designing switch-mode
power supplies, and it can be used as a component of an electrothermal model of transformers.
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Abbreviations and Notations

Rth thermal resistance
Cth thermal capacitance
TW1 the temperature of the transformer primary winding
TW2 the temperature of the transformer secondary winding
TC the temperature of the transformer core
Ta ambient temperature
Zth(t) transient thermal impedance
τthi thermal time constant
ai the dimensionless coefficient corresponding to a thermal time constant
N the number of thermal time constants
RTP toroidal powdered iron core
RTN toroidal nanocrystalline core
RTF toroidal ferrite core
SPICE Simulation Program with Integrated Circuits Emphasis
CNTM compact nonlinear thermal model
CLTM compact linear thermal model
ANSYS engineering simulation and 3D design software
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Abstract: Advancement of classical silicon-based circuit technology is approaching maturity and
saturation. The worldwide research is now focusing wide range of potential technologies for the
“More than Moore” era. One of these technologies is thermal-electronic logic circuits based on the
semiconductor-to-metal phase transition of vanadium dioxide, a possible future logic circuits to
replace the conventional circuits. In thermal-electronic circuits, information flows in a combination
of thermal and electronic signals. Design of these circuits will be possible once appropriate device
models become available. Characteristics of vanadium dioxide are under research by preparing
structures in laboratory and their validation by simulation models. Modeling and simulation of these
devices is challenging due to several nonlinearities, discussed in this article. Introduction of custom
finite volumes method simulator has however improved handling of special properties of vanadium
dioxide. This paper presents modeling and electro-thermal simulation of vertically structured devices
of different dimensions, 10 nm to 300 nm layer thicknesses and 200 nm to 30 μm radii. Results of this
research will facilitate determination of sample sizes in the next phase of device modeling.

Keywords: beyond CMOS; VO2; thermal-electronic circuits; electro-thermal simulation; vertical structure

1. Introduction

Miniaturization of electronic devices’ feature size is the primary driver of computing development.
Scaling down has been described by Moore’s law for many years. Recently, complimentary
metal–oxide–semiconductor (CMOS) scaling down has been slower than ever before owing to scaling
limits that appear on very small dimensions. The technological advancement described by Moore’s
Law for CMOS technology since the past 50 years is expected to flatten out completely by 2025 [1,2].
Finding “Beyond CMOS” solutions has become more essential to keep the computing advancement
flourishing. It takes about 10 years for a new technology to move from the laboratory to mass production,
for example, FinFET [1]. There are several potential “More than Moore” devices in laboratories [3],
but currently, none is in a phase to state that this will be the successor.

A report commissioned by the Defense Technical Information Center (DTIC) [4] proposes four
basic computational models: classical digital computing, analog computing, neuro-inspired computing
and quantum computing. The latter three areas are suitable for solving special problems much more
effectively than before; however, they are generally not able to replace traditional tasks where classical
digital computing performs well, such as 3D graphics, mobile devices and similar others.

Architecture specialization can help to increase computing power for a while [5], for example,
the use of tensor processing units (TPUs) developed for artificial intelligence (AI) [6] or the wider use
of field-programmable gate arrays (FPGAs) in data centers [7]. The degree of specialization is well
illustrated by the fact that there were 4 separate accelerators in the Apple A4 system on a chip (SoC),
28 in the A8, and more than 40 in the A12 [8]. Another way to increase the performance of CMOS
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technology-based systems is to use design and technological developments such as chip stacking in
3D using through-silicon vias (TSVs) [9], advanced energy management, near-threshold voltage (NTV)
operation and application of an increased number of metal layers [3].

Following are some more promising future devices compatible with CMOS technology [10]:

• In a tunneling FET, conduction occurs through band-to-band tunneling. Gate voltage shifts the
energy bands and changes the probabilities of tunneling [11].

• In a graphene pn-junction, transmission or a total internal reflection of electrons occurs
by switching the electrostatic p and n doping of graphene by applying voltage to
electrodes. The current routes to one or other output of the device [12].

• The bilayer pseudospin FET is an orbitronic device. Holes are injected into one monolayer of
graphene and electrons into another monolayer and they may bind into excitons. The excitons
may relax into a Bose–Einstein condensate (BEC) state. The current between source and drain
first grows with the increase of voltage and then decreases as the carrier imbalance destroys BEC
causing negative differential resistance [13].

• Spintronic devices are based on magnetic dipoles represented by electrons with polarized spins
or ferromagnetic elements. Spintronic devices are nonvolatile (preserve the state when the power
is turned off). Some possible types are as follows: The SpinFET combines a MOSFET and a
switchable magnetic element [14]. The spin transfer domain wall device operates by the motion
of a domain wall in a ferromagnetic wire [15]. The spintronic majority gate uses ferromagnetic
wires and majority of the input currents’ directions sets the direction of magnetization [16]. In the
all spin logic device, nanomagnets are placed over a copper wire and a diffusion spin current
exerts a torque on a nanomagnet to switch its polarization [17].

In this article, we discuss a potential device that is compatible with CMOS integration and in which
information transmits by two physical processes: electrical and thermal. This device is the phonsistor
(a portmanteau of “phonon transistor”) [18]. A digital circuit can be built from this device, which is
called thermal-electronic logic circuits (TELC) [19,20]. TELC can be implemented using materials that
have semiconductor-to-metal transition (SMT). Vanadium dioxide (VO2) has shown properties as a
good candidate for implementation of TELC structures with its SMT at around 67 ◦C [21].

Vanadium dioxide has some special properties whose investigation is not yet complete. Its optical
properties [22], the relationship between SMT and structural phase transition [23,24], the nature of
SMT [20,25] or the monoclinic metallic phase [26] are studied. Its applications cover many areas such
as thermal rectification [27,28], high performance electromechanical switches [29], smart window
coatings [30], neuromorphic devices [31,32] and non-volatile memory arrays [32]. Phonsistor and
TELC are not the only transistor-type applications, we also find examples of purely thermal transistors
in the literature [33,34].

VO2 encounters electrical resistivity change when it exposes to heat. The material shows much
lesser ability to conduct electrical current at room temperature than at higher temperatures. Moreover,
the resistivity drops steeply around 67 ◦C (340 K), changing the material electrical properties to
a conductor. The transition from a low-conducting phase to a high-conducting phase is called
“semiconductor-to-metal transition” (SMT). Phase transition occurs due to the sudden change in
the structure of VO2 from the tetragonal structure (at low temperatures) to the monoclinic structure
(at high temperatures) [19]. Figure 1 illustrates the electric resistivity change by 3 to 4 orders of
magnitude versus temperature. The electro-thermal behavior of VO2 is highly technology-dependent.
It also depends on the manufacturing process and the substrate [35–37].
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Figure 1. Temperature dependence of the resistivity of vanadium dioxide for (100) VO2; based on [20].

A simple phonsistor consists of two components: a heating resistor and an SMT resistor. The heat
generated by Joule heating in the resistor transports by phonons to the SMT resistor by diffusion.
This process is similar to the diffusion of minority charge carriers at the base of a bipolar transistor.
The switching voltage and holding current of the SMT resistor decrease due to external heating; this is
the role of the heating resistor [38]. The abrupt variation in the VO2 electric resistivity makes it capable
of switching on and off electrically depending on its thermal state. Hence the term “thermal-electronic
logic circuits” (TELC) is used.

Figure 2 shows a sample TELC structure where R1, R2, R3, R4, and R5 are conventional resistors
and V1, V2, and V3 are VO2 SMT resistors. For instance, V1 switches ON if R1 AND R2 are both ON.
V2 switches ON if R3 OR R4 is ON. Combinations that are more sophisticated can be implemented
by altering the ambient temperature, driving current, elements sizes, distances between the resistors
and their locations. When the driving current flows in the conventional resistors, the Joule-heating
will heat them and the generated heat will diffuse to the surrounding by convection. With enough
heating delivered, VO2 SMT resistors will reach the desired temperature to drop the resistivity value
and transition to the conducting phase. This action allows current to pass through VO2 SMT resistors.
Furthermore, heat dissipation layers inserted between each section of the structure is important to
prevent heat overlapping.
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GND

R1

R2

R3

V2

R4

V3

R5

A

B

C X

Y

Z
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Figure 2. Implementation of VO2 thermal switching in a TELC circuit.
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Many problems still need solutions to implement the circuit shown. For example, how the
dimensions of an SMT resistor affect the electro-thermal characteristics of the device needs clarification.
This paper investigates that how the characteristics of vertical VO2 resistors depend on their sizes by
simulation. Previously, we studied lateral structures by performing high-resolution electro-thermal
simulations using a range of different dimensions [39]. Measurement results for lateral TELC structures
are also available in [40].

The goal of our long-term study is designing and creating real TELC structures that require a
comprehensive study of VO2 thin films’ behavior along with how these structures act at different
dimensions, arrangements and ambient temperatures. In this article, we examine VO2 based vertical
structures at different dimensions.

2. Experimentation

Standard CMOS technology steps were used to prepare the samples for vertical thermo-electrical
device test in Figure 3. The substrate was an n-type Si with 3.5 × 1017 cm−3 dopant concentration for
better spreading resistance of the vertical structure. The 100 nm SiO2 insulator layer was grown by
thermal oxidation. A window was etched into the insulator layer that will be the active conductive
channel shape of the vertical structure. The VO2 layer (approximately 50 nm thin) was deposited by RF
sputtering at 650 ◦C high temperature. The radii of the window changed between 10 μm up to 100 μm.

Figure 3. Cross-sectional view of the vertical VO2 structure prepared in the lab.

For the tailoring of SMT layer, wet chemistry was applied to remove the surround cover area of
the window. The top and collector Pt contacts (approx. 10 nm thin) of devices were also prepared by
RF sputtering. Standard optical lithography was applied to transfer the patterns during technology
steps. During the vertical structure preparation, lateral structures were prepared to check the SMT
layer quality and functional operation. The dimensions of VO2 channels in lateral structures were
100 μm × 700 μm.

Probe station was used for electrical measurement of samples. The electrical measurement
was carried out by Keithley SourceMeter and samples were elevated at different environmental
temperatures by a Cole-Parmer Thermostat System.

3. Electro-Thermal Simulation

To study thermal-electrical circuits by simulation, a distributed parametric simulator is required,
typically with some finite algorithm (FDM, FEM, FVM). The difficulty of simulation is illustrated by
the fact that the resistivity of VO2 changes rapidly as a function of temperature (see Figure 1) and the
characteristic has a hysteresis.

Steep characteristic is the bigger problem. One consequence of this is developing of more
stable working points. Figure 4 shows a VO2 resistor. If a small current is applied to the resistor,
whose temperature has increased (because of Joule heating), it does not reach the level required for the
phase change, the current density will be of same magnitude throughout the resistor volume. At higher
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driving currents, the temperature begins to rise. In the part of resistor that first reaches the required
temperature for phase change, the resistivity suddenly decreases and the current density increases.
In the remaining resistor, however, the current density decreases and thus the temperature also
decreases. The positive feedback results in vast majority of current flowing in a hot channel between
the anode and cathode. If the material of resistor, structure and environment are homogeneous,
the channel forms in the centerline of resistor. However, if this is not the case, the channel may create
elsewhere, or even more channels may create. In consequence, a steady-state simulation that takes
into account the process of current and temperature distribution must be performed. This example is
achieved by time-domain simulation.

Cathode

Anode

VO2

(a)

°C

(b)

°C

(c)
Figure 4. A 200 μm × 20 μm × 0.5 μm VO2 resistor: (a) Structure; (b) Temperature distribution at low
current (2 mA); (c) Temperature distribution at high current (8 mA).

The structure of the device shown in Figure 4 and the boundary conditions of the simulation are
the same as those of the device shown in [41]. The 200 μm × 20 μm × 0.5 μm VO2 resistor is directly
connected to the platinum anode and cathode. There was 25 ◦C air above the device, and the bottom
was connected to a cold plate at 50 ◦C. In the simulation, the driving current was increased in 2 mA
increments up to 20 mA and then decreased in the same increments to 0. The temperature distribution
is shown in Figure 4b is for the increasing 2 mA, while the distribution is shown in Figure 4c is for the
decreasing 8 mA. In [41], the process of channel formation and termination can be viewed in a series
of images.

Another problem arising from the steep characteristic is that the simulation is difficult to
converge. In the literature, we find that either electro-thermal simulation results for very specific
VO2 structures [29,42], or they achieve the convergence by applying special boundary conditions [43].
In the case of thermal-electrical circuits, these solutions cannot be applied. Our attempts with ANSYS
ended in failure, so we made the custom, finite volumes method based simulator developed at the
department suitable for handling the special properties of vanadium dioxide [41].

3.1. Computational Method (SUNRED)

In the custom simulator, the examined structure divides by a grid into elementary rectangular cells
and each cell is filled with a homogeneous material see Figure 5a. The real structure is three-dimensional
as the figure shows a layer of it for clarity. The elementary cells are modeled by a circuit. Adjacent
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elementary cells are connected by an electrical and a thermal line (the ground is not marked), as shown
in Figure 5b. The model obtained from the finite volume method gives the internal structure of
elementary cells [44].

A typical structure is shown in Figure 5c. Dissipation caused by current flowing in the electrical
part is realized by the dependent power source of the thermal model. Electrical and thermal circuit
elements are temperature dependent. The computational task is to determine the voltages and
temperatures with knowledge of the excitations and boundary conditions. The simulator performs
the solution by successive network reduction method (SUNRED). Figure 5d, which merges cell pairs
in each step, knocks out the internal nodes from the equations until finally, a single cell remains.
The boundary conditions are applied to this cell, and then the voltages and temperatures of the internal
nodes are calculated in a series of successive backward substitution steps.

(a) (b)

(c)

(b)

(d)
Figure 5. Operation of the custom solver (for clarity in 2D): (a) Dividing the model into elementary
cells; (b) Model network built from elementary cells; (c) Electro-thermal elementary cell, red: thermal,
blue: electrical; (d) Successive network reduction.

In the time domain, the solution is done by the backward Euler method, and the nonlinear
calculation is by successive approximation. A heuristic method is used to deal with the extreme
nonlinearity of VO2, details of which are described in [41]. Having more than one value of resistivity at
one temperature value, in addition to the memory effect in VO2, make the hysteresis loop essential in
the materials resistivity function. The hysteresis of the resistivity of VO2 is modeled by a parallelogram,
see Figure 6.

3.2. Hysteresis Model

The resistivity function consists of two domains in SUNRED, normal domain and hysteresis
domain. In the hysteresis domain, resistivity is multi-valued and any resistance-temperature
combination can occur, not just the edges. For instance, when the structure temperature is raised
starting from the room temperature 25 ◦C, resistivity drops linearly in the temperature range
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(T0 = 25 ◦C, T1 = 58 ◦C). In the following temperature range (T1 = 58 ◦C, T2 = 64 ◦C), resistivity remains
constant in the hysteresis domain. The material phase change begins above T2 and hence triggers
the semiconductor-to-metal transition. SMT leads to a sharp drop in resistivity in the temperature
range (T2 = 64 ◦C, T4 = 73 ◦C). At 73 ◦C, the material encounters a full phase transition and resistivity
above this temperature is always constant. If the temperature between T2 and T4 starts to decrease,
the resistivity remains constant until it reaches the T3-T1 section. It then goes to section T3-T1 to T1 and
then T0. During the cooling phase, resistivity function does not follow the same pattern as the heating
phase because of the hysteresis. It remains constant until reaching T3 = 67 ◦C. A reverse phase change
occurs in the temperature range (T3 = 67 ◦C, T1 = 58 ◦C), bringing VO2 back to the nonconductive state.
Resistivity moves up linearly on further reduction of temperature [41].
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Figure 6. Hysteresis model in the custom simulator.

3.3. Geometry of the Simulated Structure

An equivalent geometry of our vertical structure in Figure 7 is built in the SUNRED simulator
(r = 10 μm, h = 50 nm). The VO2 layer is sandwiched between platinum and silicon layers. The silicon
substrate layer is 6.2 mm× 6.2 mm and 0.3 mm thickness. For faster simulations and simplicity, the quarter
of the entire geometry is simulated. In this case, electric current must be multiplied by four while describing
the full structure and the cavity length (r) represents the radius of the whole cavity. The bottom of the
substrate (the bottom boundary condition) is a heat transfer coefficient (HTC) specified in Section 4.
All other sides have a boundary condition of 10 W/m2 K HTC (the value for air).

Platinum 

Si bulk 
SiO2 

VO2 

Cathode-Pt 

Anode-Pt 

h  

Figure 7. SUNRED model for VO2 vertical resistor.

3.4. Excitation Required for the Simulation

SUNRED capabilities allow different methods for creating excitation in the simulated structure.
Electrical current, power (heat flow), voltage and temperature are the available options. For our study,
we use electric current on the anode as excitation for the structure. The principal is to assign a different
current value in each simulation step. Setting the cathode as the electric ground of the geometry (electric
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potential = zero) initiates the direction of the electric current from anode to cathode. Optimal path for
the current is to pass through VO2 and Si, reaching the cathode and creating the current flow because
air and SiO2 have high resistivity (refer to Figure 3).

The simulation starts with a low excitation current and gradual increase in each step. Driving current
warms up VO2 layer above the ambient temperature (50 ◦C) due to the generation of Joule-heat. Higher
excitation current leads to a higher temperature of VO2 resistor and further elevation of temperature is
required to simulate the phase-change of VO2. A similar excitation current profile is used for the second
half of the simulation but with a falling direction instead of rising, Figure 8. The peak value and difference
of excitation current in each step can be modified to improve the resolution. Smaller current steps give
higher resolution.
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Figure 8. Excitation current per simulation step.

4. Results and Discussion

Each flow of current accompanies an electric voltage developed between anode and cathode.
(Voltage, Current) pair in each step is gathered to draw the V-I characteristic curve of our structure.
For instance, the V-I curve for one of the performed simulations on vertical VO2 resistors is shown
in Figure 9a. The simulated geometry is (r = 10 μm, h = 60 nm) and the ambient temperature is 50 ◦C.
After analyzing several V-I characteristics, a general visualization of the V-I curve of vertical VO2

geometries can be formalized as illustrated in Figure 9b.
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Figure 9. V-I curve of VO2 vertical structures: (a) simulation example, r = 10 μm, h = 60 nm, and ambient
temperature is 50 ◦C and (b) the general shape for all other simulations.
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The starting point of the study is to simulate the geometry in Figure 7 using the real size of
produced sample in laboratory (r = 10 μm, h = 50 nm). The low-current section of the measured curve
is strongly nonlinear, which did not occur in case of lateral SMT resistors [40,41]. The main difference
between the current vertical structure and the previously studied lateral structures is that in lateral
structures the platinum anode and cathode were directly attached to VO2, while in the vertical structure
the silicon substrate was inserted between the cathode and VO2.

More than 90% of the voltage applied to the entire structure drops in the region between the
cathode and the VO2 resistor even when the VO2 resistor is OFF. The three main parts of the region are
the platinum-silicon transition at the cathode, the substrate, and the silicon-VO2 transition. Since the
doping of the substrate is high, its resistivity is around 0.05 Ω cm, the voltage on it is only a fraction of
the voltage applied to the region. In addition, the temperature-dependent nonlinearity of the substrate
is very low [45], it cannot be responsible for the measured nonlinearity. The Pt-Si interface can show a
Shottky like barrier which will depend on the Si dopant concentration [46]. Annealing could create a
platinum-silicide transition that would give an ohmic contact, however, annealing cannot be applied
due to VO2. Based on the band structure of VO2 [47], it is likely that a barrier will also be created at
the junction of the two semiconductor materials. Most of the voltage in the region, therefore, drops at
the two transitions.

Based on the measured results, the current dependence on resistivity of the transitions is mainly
responsible for the nonlinearity, the temperature dependence is not significant, because at higher
currents the curve is almost linear. Since the purpose is the investigation of size dependence of VO2

resistor at higher currents, the simulation is greatly simplified if nonlinearity is not taken into account
and the transitions are modeled with constant resistivity. Accordingly, in the simulated model, a 100 nm
thick resistor layer has been placed between both the Pt-Si and Si-VO2 interfacing surfaces.

Three cases were examined: (a) if a barrier is assumed only at the Pt-Si transition, (b) if a barrier is
assumed only at the Si-VO2 transition and (c) if barriers are assumed at both transitions with same
voltage drops. In case (a) the resistivity of the layer between Pt-Si is 1.33 × 105 Ω cm and the HTC at
the bottom of the substrate is 46 W/m2 K; in case (b), the resistivity of the layer between Si-VO2 is
377 Ω cm and the HTC at the bottom of the substrate is 100 W/m2 K; and in case (c), the resistivity of
the layer between Pt-Si is 6.7 × 104 Ω cm, between Si-VO2 it is 189 Ω cm and the HTC is 60 W/m2 K.
Results of the three simulations are shown in Figure 10b.

Both curves show an acceptable degree of validity. However, it is difficult to reach a near-absolute
accuracy while neglecting the nonlinearity of the transitions. The location of the resistor defines the
dissipation point. From circuitry point of view, the three cases are equivalent. We assume that there is
a barrier at both transitions, so in the rest of the article, we perform the simulations with the model
corresponding to case (c).

The experimental data in Figure 10a show a “noisy” behavior in the ascending current phase.
When the current increases through the SMT layer, some conductive channels are switched ON, which
as a consequense gives the noisy path. When the current decreases, the SMT conductive channel
collapse faster. This phenomenon can also be observed with decreasing current, but it is much more
moderated than with the increasing current case. The origin of the noisy signal is that a lot of parallel
conductive channels are in the SMT layer (depends on the crystal structure). The real VO2 layer is
not a homogenous crystal, it has a spiky structure [48]. While input power increases, some of the
conductive channels are “switched ON”, which are connected in parallel with the original SMT phase.
If the dissipated power decreases (the resistance decreases) then it can switch back, which shows a
jump back to the original path. This phenomenon also appears in other structures, for example in [40],
the lateral structure with two Pt contacts are directly attached to VO2, no Si substrate is interposed.
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(a) (b)
Figure 10. V-I curve of (r = 10 μm, h = 50 nm) vertical VO2 resistor based on: (a) Laboratory measurement.
(b) Simulation results.

4.1. Dependence on Thickness

In the first set of simulations, we investigated how the VO2 structure behaves on different
thicknesses and what is the effect of changing h on the characteristics of our structure. The range of h
used in the simulations is (10 nm to 300 nm) which is investigated at different radii. Figure 11 shows
how the resistance (R) of VO2 layer changes with thickness. Resistance during the nonconductive
and conductive phases is the point of interest here (refer to Figure 9b). Resistance is calculated as the
1/slope = (ΔV/ΔI) of the V-I curve. It can be concluded from Figure 11a that the nonconductive
phase resistance increases as thickness increases. Furthermore, R dependence on h becomes lower at
larger radii. On the other hand, conductive phase resistance shows no direct relation with thickness at
these h and r ranges, Figure 11b.

(a) (b)
Figure 11. VO2 resistance during (a) the nonconductive phase and (b) during the conductive phase at
different thicknesses.

The current at which VO2 resistor is turned on (when resistivity drops significantly) is called the
opening current. Similarly, the current at which the VO2 resistor is turned off (during the cooling phase)
is called the closing current. Voltages associated with these currents are opening voltage and closing
voltage, respectively. Figure 12 illustrates the dependence of opening and closing currents on the
variation of thickness. Since the opening current is associated with the nonconductive phase resistance
and the closing current is associated with the conductive phase resistance, the opening current falls as
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thickness increases due to the elevation of R versus thickness (in the nonconductive phase), Figure 12a.
On the other hand, the current remains unchanged as thickness increases because resistance is not
affected by thickness (in the conductive phase), Figure 12b. A high degree of compatibility can be
noticed between Figures 11 and 12.

(a) (b)
Figure 12. The dependence of the (a) opening and (b) closing currents on the thickness of the
VO2 resistor.

4.2. Dependence on Radius

The second set of simulations is to study how the structure responds to change in radius.
Simulations performed with different radii r in the range of (200 nm to 30 μm) and are investigated at
different thicknesses. Figure 13 concludes that radius has a strong effect on the VO2 resistance, and the
resistance drops nonlinearly for both the nonconductive phase (Figure 13a) and the conductive phase
(Figure 13b) as radius increases. It is explained with the relation R = ρ l

A , ρ is the resistivity, l is length
(which is h here) and A is the cross-sectional area (which is here πr2).

(a) (b)
Figure 13. VO2 resistance during (a) the nonconductive phase and (b) during the conductive phase at
different radii.

As a consequence of the resistance dependence on radius, opening and closing currents increase
as radius increases. Figure 14 illustrates the effect of changing the radius on the opening current
(Figure 14a) and the closing current (Figure 14b). For low current applications, it is worth to consider
decreasing the radius since it allows the phase change to occur at much lower currents.
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(a) (b)
Figure 14. The dependence of the (a) opening and (b) closing currents on the radius of the VO2 resistor.

During the hysteresis domain, the resulting V-I curve also has hysteric nature (refer to Figure 9b).
Maximum difference between the resistance of VO2 resistor during heating and cooling phases is called
the maximum switching resistance. It can be observed that the maximum switching resistance varies
linearly versus thickness Figure 15a, in contrast, it has a nonlinear dependence on the radius Figure 15b.

(a) (b)
Figure 15. The dependence of the maximum switching resistance on (a) the thickness and (b) the radius
of the VO2 resistor.

5. Conclusions

The results of this article offer a good base of sample sizes estimates for further studies in
submicron modeling of VO2 resistors. A valid operating model will pave the way for designing
thermal-electronic logic circuits. The results provided in our previous work [39] about the lateral
structures and results of this article about the vertical structures will straiten the range of samples sizes
for producing and studying. This will save both time and effort.
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Abbreviations

The following abbreviations are used in this manuscript:

VO2 Vanadium dioxide
CMOS Complementary metal–oxide–semiconductor
TELC Thermal-electronic logic circuits
SMT Semiconductor-to-metal transition
Si Silicon
SiO2 Silicon dioxide
RF Radio frequency
Pt Platinum
FDM Finite difference method
FEM Finite element method
FVM Finite volume method
HTC Heat transfer coefficient
SUNRED Successive network reduction method (also the simulator name)
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Abstract: In this paper the magnetic nanoparticle aggregation procedure in a microchannel in the
presence of external magnetic field is investigated. The main goal of the work was to establish
a numerical model, capable of predicting the shape of the nanoparticle aggregate in a magnetic field
without extreme computational demands. To that end, a specialized two-phase CFD model and
solver has been created with the open source CFD software OpenFOAM. The model relies on the
supposed microstucture of the aggregate consisting of particle chains parallel to the magnetic field.
First, the microstructure was investigated with a micro-domain model. Based on the theoretical
model of the particle chain and the results of the micro-domain model, a two-phase CFD model
and solver were created. After this, the nanoparticle aggregation in a microchannel in the field of
a magnet was modeled with the solver at different flow rates. Measurements with a microfluidic
device were performed to verify the simulation results. The impact of the aggregate on the channel
heat transfer was also investigated.

Keywords: magnetic nanoparticle; microfluidics; CFD; OpenFOAM; two-phase solver; rheology

1. Introduction

Magnetic nanoparticles (MNPs) are magnetizable nanosized (1–500 nm) objects with various
shapes. These particles are utilized broadly in biomedical applications, including drug delivery;
hyperthermia treatment; MRI as contrast agents; chemical reaction enhancement with microreactors;
contaminant removal for sewage treatment; and microfluidic cooling. These applications utilize
various advantageous features of the MNPs, e.g., the high surface-to-volume ratio, the controllability
with external magnetic field, the non-toxicity of the coating and the selective heat absorption against
the alternating magnetic field. In this section, we briefly review the most relevant applications and
summarize the problems we are facing during the modeling of systems using MNPs.

One of the most promising applications of MNPs is to enhance organic chemical reactions.
In this case, catalyst is attached to the coated MNP. Due to the huge surface-to-volume ratio,
high reaction rates can be achieved, while thanks to the MNP’s magnetic core, the catalyst remains
on the surface of the MNP and can be recovered [1]. In other applications the catalyst coated MNP
is magnetically anchored in a flow-through reactor [2–4]. In this setting the chemical reaction is
continuous; therefore, it can be parallelized and scaled according to demands. While in the former
application, the reaction happens similarly to a traditional chemical reaction, in the flow-through
reactor unexpected effects are observed. The most interesting among them is the catalytic reaction rate
dependency on the flow rate [4]. In [5] it is presented that when the microreactor is not fully packed
with MNPs, the flow goes around the chemically active aggregate, which creates a bypass for the
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reagents outside the MNP aggregated phase. This is an undesired effect, as only a part of the reagents
participate in the reaction.

To design and apply such MNP-based flow-through reactors, a modeling method is required,
as the shape and the quantity of the anchored MNP aggregate matters while the reaction
rates are calculated. The simulation cannot be done by modeling the motion of each particle,
because of their prohibitively high number for computing (the estimated number of particles can
be in the range of 109–1010 even in a microreactor). Consequently, we need to find a way to simulate
the MNP aggregate in macro scale, as a continuous phase. If we can determine the shape and the size of
the MNP aggregate, we are able to also create temperature control on the reaction (with distant heating
through a magnetic field), which is a key to realizing complex reactions such as PCR (polymerase
chain reaction) in flow-through MNP reactors [6].

Although the MNPs are very useful for creating drugs or diagnosing diseases trough chemical
reactions, they can be also used inside the body for diagnostic purposes or for therapy. The MNPs are
most commonly used in the MRI (magnetic resonance imaging) diagnostic tool as contrast agents [7].
The functionalized MNPs can accumulate in specific tissues, creating a great contrast on the MRI
results. From the clinical research and practice the MNP seems to be a good candidate for drug delivery
too, as in a small dose it is non-toxic, and the degradation time is long enough [8].

Another biomedical application evolves when the MNPs are aggregated in blood vessels with
the help of an external magnetic field. The aggregate blocks the blood flow; therefore, no oxygen
and nutrients can go through. This is important in cancer treatment, where the malignant cells
should be killed. The method can be combined with heating with alternating magnetic field; that is
called hyperthermia therapy. Using magnetic nanoparticles for hyperthermia cancer treatment is in
pre-clinical state [9].

In these applications the accumulation in flow and the thermal effects have key importance.
The thermal behaviour of the MNP suspension is also influenced by the magnetic field. The MNPs
are arranged into chains in a magnetic field and the heat conductivity of the suspension depends
on the lengths of these evolved particle chains. On the other hand, the aggregate changes the flow
path; therefore, a higher wall-to-middle heat transfer occurs, which may elevate the Nusselt number.
Moreover, according to the attracting force on the MNP, the heat transported by the nanoparticles
from the suspension to the aggregate is also important [10]. This leads to a heat transfer system,
where the heat transfer coefficient can be influenced by an external magnetic field. Reports on
elevated Nusselt numbers with the magnetic field intensity were published in [11,12], where slight
elevation was observed in the alternating and constant magnetic field, but others reported lower local
Nusselt numbers [13]; they presumed it was because of the increased viscosity. As these examples
show, calculating the energy transport in a MNP suspension is very challenging. To design a cooler,
hyperthermia treatment or temperature controlled MNP microreactor a model is needed, wherein the
MNPs are handled as being continuous, and not individually.

Numerical investigations of the magnetized particles in a fluid are presented in several works
in the literature. In [14,15] the individual particles are modeled separately, which offers a detailed
view of the particle aggregation in a micro-scale. The disadvantage of this particle-based method
is its high computational demand, which was discussed above. In other papers the nanoparticle
aggregation is investigated with continuum-based approaches, enabling one to simulate the particle
suspensions [16,17]. It should be noted that in these continuum-based works, although the force of the
external magnetic field on the particles is taken into account, the particle–particle magnetic interactions
are not investigated, which can be a relevant phenomenon during the MNP aggregation.

In this article we present a new two-phase CFD (computational fluid dynamics) model capable
of predicting the shape of the magnetic nanoparticle aggregate in case of a given fluid flow and
a magnetic field. The details of this model and the micro-structure of the aggregate are the main topics
of this paper. Our model’s novelty with respect to the similar works in the literature is that it relies on
the suspected micro-structure of the aggregate in which the particle–particle interactions are included.
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This is relevant, as it will be shown that these interactions play a major role in the aggregation of the
nanoparticles in fluid flow. The balance between the particle–particle forces, the drag force and the
external magnetic force determines the shape of the formed aggregate in the magnetic field.

The structure of the paper is as follows. First the theoretical model of the nanoparticle aggregate
in the case of the magnetic field is presented. Then the specialized two-phase CFD model and solver
are discussed, which relies on the micro-domain model. After the theoretical section, the experimental
results are presented. A microfluidic chip containing a straight channel was prepared in order to
investigate the nanoparticle aggregation in the field of a neodymium magnet. Besides the observation
of the aggregation, thermal measurements were also performed. Finally the numerical results are
presented. First the particle aggregates were investigated in a micro-domain at different particle
concentrations, which were needed to establish the two-phase model. Then the nanoparticle
aggregation in the channel was simulated with the two-phase solver at the different flow rates.
The simulated and measured results are compared.

2. Micro-Domain Model

In this section the theoretical model for the magnetic nanoparticle dynamics is presented briefly.
This model is not the main scope of the paper, but its description is necessary to understand the
build-up of the two-phase model. A detailed discussion of the micro-domain model is going to be
published in another paper.

In this model each magnetic nanoparticle is considered separately (discrete particle method).
Detailed description and material parameters of the MNP can be found in the experimental section.
Here we only summarize the details necessary for the modeling. The nanoparticles have a magnetite
core with dcore = 210 nm, and the core is coated with a 20 nm thick silica shell. The particle size therefore
is dp = 250 nm. The core is treated as a linear magnetic material with the magnetic susceptibility of
χp = 2.8.

2.1. Magnetization

Suppose that we place one particle in a uniform magnetic field H0. Therefore, the particle’s
magnetite core will be magnetized. The magnetization of the spherical core is

M =
3χp

3 + χp
H0, (1)

where χp is the magnetic susceptibility of the magnetite core [18]. This means that the magnetic
moment of the core will be

m = VcoreM; (2)

i.e., m = 4π
3 r3

core
3χp

3+χp
H0. The spherical magnetic core has its own magnetic field, which is the field

of a dipole

H(r) =
1

4π

1
r3 [3(mr̂)r̂ − m] , (3)

where r is the position vector from the particle center (and r = |r|), and r̂ is the unit vector in that
direction, r̂ = r/r [18].

When two particles are close, they modify each other’s magnetic moment. This means
that Equation (2) should be modified to take into account the effect of the surrounding particles.
The corrected magnetic moment for the particle i is

mi = Vcore
3χp

χp + 3

(
H0 + ∑

j �=i
Hj

)
, (4)

where ∑j Hj notes the field of the surrounding particles j.
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2.2. Forces Effecting the Particle

Suppose now that the particle is placed in the fluid flow in a microchannel. The fluid is water
and its relative permeability is assumed to be 1. Next we put a neodymium magnet over the channel.
The non-homogeneous field of the magnet acts with a force on the particle:

FM_ f ield = μ0(m∇)H0 = μ0mi · ∇H0 (5)

where μ0 is the vacuum permeability. The equality of the last two phrases in Equation (5) can be done,
as ∇× H0 = 0.

The drag force on the particle is the Stokes force:

FS = −6πμ f rp(Up − U f ), (6)

where μ f is the dynamic viscosity of the fluid, rp is the particle radius and the last term is the velocity
difference between the fluid and the particle. Besides this, if the particle rotates in the fluid, a stopping
torque from the viscous fluid appears

τττ = −8πr3
pμ f ·ωωωp, (7)

where ωωωp is the particle’s angular velocity [19].
If two particles are close, a magnetic force appears, as one particle is at the other particle’s

non-uniform magnetic dipole field. The magnetic force between the close particles i and j is

FM_ij =
3μ0mimj

4πr4
ij

[r̂ij(m̂im̂j)+

m̂i(r̂ijm̂j) + m̂j(r̂ijm̂i)− 5r̂ij(r̂ijm̂i)(r̂ijm̂j)],

(8)

where mi and mj are the magnetic moment’s of the particles, rij is the distance between their centers
and r̂ij is the unit vector of the distance [14]. This force is assumed to be the main reason for the
aggregation. It causes the particles to arrange into chains; the direction of these is parallel to the main
magnetic field. The particles in the chain are attracted each other. It can be shown that in the field
of the neodymium magnet, which is presented in the numerical results section, the attractive force
between two magnetized particles in the chain is approximately three orders of magnitude higher
than the force of the neodymium magnet on the particle. If the chain is bent as a result of other forces,
it tries to rotate back to be parallel with the magnetic field.

The gravitational and buoyancy forces at this size range are negligible compared to the magnitude
of the previously discussed forces.

2.3. Chain Formulation

As was mentioned in the previous section, in a magnetic field the magnetic nanoparticles are
magnetized and due to the magnetic force between the particles they aggregate into a chain, which is
parallel to the magnetic field. The chain formulation of the magnetized particles was also observed
experimentally; see, e.g., [20]. The chain formulation is also widely investigated in magnetorheological
(MR) fluids [21].

In the following we focus on the particle chain which is placed in a fluid flow with homogeneous
strain rate. The idea originated from the electrorheological (ER) particle chain investigations in [22].
Our goal was to find the net impact of the magnetic interactions of the particles on the fluid dynamics.

The arrangement is shown in Figure 1a. The fluid flows to the direction x, and has a homogeneous
strain rate of γ̇ f ; i.e., dvx

dz = γ̇ f . The magnetic field is vertical and uniform, noted as H0, which causes
the particles to arrange into a vertically oriented chain.
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Figure 1. (a) Linear particle chain model in a fluid flow with homogeneous strain rate γ̇ f . (b) Simulation
result of the same problem with our OpenFOAM based solver. (c) Magnetic force between two
neighboring particles on the bent chain.

Suppose that initially the chain is vertical and the particles have zero velocity. The fluid then
starts to move the chain to the direction x due to the drag force. However, as the fluid has a strain rate,
the drag force at the top of the chain is higher than at the bottom section, which causes the chain to
start to rotate. As the chain rotates, a counter magnetic torque between the neighboring particle pairs
appears due to the magnetic particle–particle interaction. This can be seen more clearly if Equation (8)
is rewritten with its tangential and normal components:

FM_ij = −3μ0mimj

4πr4
ij

[
(3 cos2 Θ − 1) · en + sin 2Θ · et

]
(9)

where Θ is the angle between the magnetic field and the particle-pair direction; see Figure 1c.
The magnetic moments can be expressed with the magnetic field. Based on Equation (4) the moments
are proportional to the magnetic field; therefore, the pair force is FMij ∝ H2

0.
An excellent description of this force and the angle-dependency is presented in [14]. Here only

the main consequences are collected based on [14]:

• The normal force FM_ij_n between the particles is attractive until Θ ≤ 54.74◦. This attractive force
is the main reason for the chain formulation.

• The tangential force FM_ij_t is 0 at Θ = 0, and it approximately linearly increases with the increasing
Θ at small angles.

The chain rotates in the non-homogeneous flow until the torque from the magnetic forces
counter-balances the torque of the fluid. Finding the exact rotated shape which is shown in Figure 1b
is complicated; therefore, in the follow the chain is considered linear, similarly to a model in [22].
Now the torque of the flow is calculated on the linear chain. First consider the case when the number
of particles in the chain is odd. In this case the axis is fixed to the center particle; see Figure 1. We will
concentrate to the effect of the upper section of the particles on the center particle. The torque of the
ith particle’s drag from the center particle is:

Mdi
= Fdrag × r = (6πμ f rpv f _rel) · (i · 2rp) · cos Θ (10)

where v f _rel = (2 · rpi) · γ̇ f · cos Θ as all particles have the same velocity, which is equal to the fluid
velocity at the center due to the symmetry. In other words, the relative velocity between the particle
and the fluid phase is zero at the center. The total torque of the fluid on the chain based on the last two
equations is:

Md = 2 ·
N−1

2

∑
i=1

6πμ f γ̇ f r3
p · (2i)2 cos2 Θ. (11)
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The multiplication by 2 has to be done as the bottom section of the chain is also rotated.
The counter torque from the magnetic pair interactions between the neighboring particles can be

calculated with Equation (9). For one particle pair the torque is caused by the tangential magnetic force
pair, which is shown in Figure 1c. As there are N − 1 pairs in the chain, the total magnetic torque is:

Mm = (N − 1) · 3μ0mimj

4π(2rp)4 sin 2Θ · 2rp (12)

In the steady rotated chain the net torque is zero; therefore, Mm = Md. By comparing Equation (11)
with Equation (12) the tangent of the angle of the steady chain can be calculated as:

tan Θ =
64π2μ f γ̇ f r6

p

μ0mimj
· 1

N − 1

N−1
2

∑
i=1

(2i)2 (13)

The presented equation shows that an increasing strain rate increases the angle. Increasing the
magnetic field in turn decreases the angle, as mimj ∝ H2

0, and in this case the magnetic counter torque
becomes higher. Longer chains have a higher rotation angle.

If N is even, i.e., there is no center particle, the torque of the drag in Equation (11) slightly changes,

and the summation for i changes to ∑
N
2

i=1(2i − 1)2. This has to be applied also for Equation (13).
It should be noted that the long chains can be broken over a critical angle; that problem is presented in
detail in [22]. In the current work this phenomenon is not investigated.

Using the approximation of sin 2Θ ≈ 2Θ ≈ 2 tan Θ, in Equation (13) the magnetic torque for the
chain can be rewritten as:

Mchain ≈ 12πμ f γ̇ f r3
p

N−1
2

∑
i=1

(2i)2 (14)

when N is odd, and for the even case, the summation should be changed as described above.
This equation shows that we can determine the magnetic torque of the chain from the chain length.
The equation can be used to calculate the increased viscosity of the magnetic nanoparticle phase
(see later). It can be noted that because of ∑N

i=1 i2 = 1
6 (2N3 + 3N2 + N) with the increasing chain

length, the steady-state magnetic torque is increasing rapidly.
Finally, we also investigated the case when the chain is close to a horizontal wall and one of the

chain ends is fixed to it. The fluid velocity is parallel to the wall and its profile is vx(z) = γ̇ f · z, where z
is the distance from the wall. The chain becomes bent due to the drag and the total magnetic torque can
be identified with a similar derivation, which is shown above. In this case the total magnetic torque is
approximately four times higher for a chain with N particles compared to Equation (14).

3. The Two-Phase CFD Model

A two-phase CFD model was elaborated to handle the nanoparticle aggregation procedure in the
magnetic field. The main scope of the work was to create an Euler–Euler-based model, which is able to
predict the shape of a macroscopic-sized nanoparticle aggregate in the magnetic field in a fluid flow.

The Euler–Euler-based model considers two-phases: the fluid (phase b) and the nanoparticle
phase (phase a). The main issue is the presented micro-chain structure of the nanoparticles, i.e., how the
particle–particle magnetic interactions can be treated in a continuous model. Our solution relies on the
idea that the effect of the rotated chains in a non-homogeneous flow can be managed as an increased
viscosity of the nanoparticle phase. The idea originated from [22]. It should be emphasized that the
macroscopic treatment of the micro-chain structure is relevant, as the chain formulation plays the
major role in the aggregation. Neglecting the particle–particle interaction in the two-phase model
would mean that we do not see any aggregation in the simulation at all, or only at really slow flow
rates. In the following section this novel model is presented in detail.
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3.1. Governing Equations

The created numerical model is based on the twoPhaseEulerFoam solver in the open source CFD
software OpenFOAM v5x [23]. The background of an earlier version of the solver is presented in [24].

In the model, each phase in a computational cell has its own volumetric fraction: αa and αb,
i.e., αa + αb = 1 in every cell. The volumetric conservation equation for the mixture is

∇ · (αaUa + αbUb) = 0. (15)

The conservation of the momentum for the fluid is:

ρbαb
∂Ub
∂t

+ ρbαb(Ub · ∇)Ub =

−αb∇p −∇ · αbτb + Mb + Sb.
(16)

where p is the pressure, τb is the stress tensor, Mb represents the momentum transfer from the other
phase and Sb denotes any other source terms. For the particle phase a similar equation can be applied.
The stress tensor τ for the fluid is

τb = μb

[
(∇Ub) + (∇Ub)

T
]
− 2

3
μb(∇ · Ub)I, (17)

where I is the identity matrix. For the particle phase a similar form of the stress tensor is applied;
however, the value of μa will be set by a specialized viscosity model considering the effect of the
particle chains (see later).

The momentum transfer between the phases is based on the Wen–Yu drag model [25]. This model
can be found originally in OpenFOAM for the Eulerian–Lagrangian libraries as a drag model for the
particles. The drag force on one particle is calculated as

Fdrag =
3
4

Vp · CdRe{αb · Re}μbα−3.65
b

d2
p

(Ub − Uparticle), (18)

where Vp is the particle volume; Re is the Reynolds-number which is calculated as Re = ρ f ·
mag{Uparticle − Ub} · dp/μb and the function CdRe{x} = 24(1 + 0.15x0.687). As in our case Re << 1,
the CdRe term in Equation (18) will be approximately 24. It should be noted that the force is equal to
the Stokes force when αa → 0. Converting the particle force to a volumetric force density is done using
the simplifications above:

Ma = 18
αa

α3.65
b

μb
d2

p
(Ub − Ua), (19)

which represents the momentum transfer between the two phases. The magnetic force density of
the neodymium magnet on the aggregate phase can be determined from the particle magnetic force,
which was shown in Equation (5). Based on this equation and the magnetic moment formula in
Equation (2) the magnetic force density is

fm = μ0

(
dcore

dp

)3 3χp

χp + 3
· αa · H0 · ∇H0, (20)

where the (dcore/dp)3 term is caused by the fact that only the core of the particle can be magnetized.
Finally, the phase fraction αa field is updated by solving the following equation:

∂αa

∂t
+∇ · (Uaαa) = 0, (21)

and αb = 1 − αa [24].
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3.2. Viscosity Model

In the micro-domain model, the rotated chains represent a magnetic torque-density in the
aggregate. This phenomenon can be handled as an increased viscosity of the nanoparticle phase.
To calculate the viscosity increase, first the magnetic torque density should be determined in the
domain. For one chain, the sum of the magnetic torque was presented in Equation (12). The formula
can be approximated by Equation (14). The latter provides the magnetic torque if the chain length is
known. The problem is that in the two-phase model only the volumetric fraction αa of the nanoparticle
phase is known; i.e., there is no information about the chain lengths in the aggregate. It can be assumed
that the chain length distribution depends on the volume fraction of the particles, and also on the
magnetic field H. To overcome this problem, several micro-domain simulations were prepared with
different nanoparticle concentrations in a given homogeneous magnetic field. In these simulations the
particles initially were placed randomly, and then the self-aggregation appeared in the simulations due
to the magnetic particle–particle forces. As a result of each simulation, the chain length distribution
could be identified at the different concentrations; see more details in the Results section.

Knowing the chain length distribution in a domain, the magnetic torque density can be
calculated as

τm =
1

Vdomain

nchains

∑
i=1

Mchain (22)

where the summation goes over all chains, and Mchain is calculated based on Equation (14).
By performing micro-domain simulations at different nanoparticle concentrations, the τm{αa} torque
density dependence can be identified. In the next step the magnetic torque density is embedded into
the viscosity of the nanoparticle phase. Our numerical implementation is based on OpenFOAM’s
Herschel–Bulkey model. First, the strain rate of the nanoparticle phase is calculated explicitly from the
previous time step as:

γ̇a =
√

2D:D, (23)

where D = 1
2 (∇Ua +∇UT

a ) is the strain rate tensor, and D:D = DijDij; i.e., it notes the sum of the
product of the tensor components. Then the viscosity of the nanoparticle phase is calculated as

μa =
τm

γ̇a
. (24)

This model follows a relatively simple approach, as the effects of the chains are considered to be
isotropic. This method was found to be numerically stable. However, the discussed torque density
derivation is only valid when the direction of the chains corresponds to the dominant elements of the
strain rate tensor. In our case this condition is roughly true, as at the aggregate-fluid boundary the
flow is generally parallel to the boundary. Nevertheless, we intend to improve the model in this aspect
in the future.

3.3. Numerical Model

In the original twoPhaseEulerFoam solver the PIMPLE (merged SIMPLE + PISO) segregated
algorithm is used to solve the conservation equations. The description of the SIMPLE and PISO
algorithms can be found, e.g., in [26]. The phase fraction Equation (21) is solved with OpenFOAM’s
MULES (multi-dimensional limiter for explicit solution) algorithm, which is tailored to guarantee the
boundedness of the phase fractions.

In viscoelastic problems the SIMPLEC algorithm is preferred [27]. A detailed explanation of the
algorithm is presented for one phase in [26,27], and our following description relies on these works.
Although the algorithm exists in OpenFOAM, in the two-phase solver twoPhaseEulerFoam it has not
been implemented yet.
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In our work the SIMPLEC algorithm is embedded into the two-phase solver as follows.
Based on the conservation of the momentum, in a new time step the predicted velocity U∗ for an
arbitrary cell in the mesh can be calculated as:

ApU∗
p + ∑

l
AlU

∗
l = Q − α∇pold, (25)

where Up is the cell-center velocity value, and Ul denotes the neighboring cell velocities. Q means any
other explicit source terms, while pold is the pressure from the previous time step. The equation can be
written for both phases. As in OpenFOAM the following notations are used:

H = Q − ∑
l

AlU
∗
l , H1 = −∑

l
Al , A = Ap; (26)

with those notations the equation can be expressed as

AU∗
p = H − α∇pold

U∗
p =

H

A
− ∇pold

A
.

(27)

The problem with the guessed velocity fields U∗
a , U∗

b is that they do not fulfill the volumetric
continuity Equation (15). Therefore, a correction for the velocities Unew

a = U∗
a +U′

a and Unew
b = U∗

b +U′
b

is needed with a new pressure field pnew = pold + p′, whose fields satisfy both Equations (15) and (25):

Ap(U
∗
p + U′

p) + ∑
l

Al(U
∗
l + U′

l) = Q − α∇(pold + p′) (28)

and
∇ · [αa(U

∗
a + U′

a) + αb(U
∗
b + U′

b)
]
= 0. (29)

subtracting from Equation (25) to (28) the velocity correction can be expressed with the pressure
correction as

ApU′
p + ∑

l
AlU

′
l = −α∇p′. (30)

In the SIMPLEC algorithm the following approximation is used

U′
p =

1
∑l Al

∑
l

AlU
′
l ; (31)

i.e., the cell velocity correction is approximated to be the weighted mean of the neighbor corrections.
Substituting it into Equation (30):

U′ = − α

Ap + ∑l Al
∇p′ = − α

A − H1
∇p′. (32)

The volumetric continuity Equation (29) can be rewritten by expressing the velocity corrections
with the pressure correction, resulting in the pressure equation. By solving this equation, the pressure
correction, i.e., the new pressure field, can be determined. Having these values the velocity corrections
for each phase can be calculated using Equation (32). With these the continuity equation, Equation (29),
can be rewritten using OpenFOAM’s notation as

∇ ·
[

αa

(
Ha

Aa
− αa∇pold

Aa

)
+ αaU′

a

]

+∇ ·
[

αb

(
Hb
Ab

− αb∇pold

Ab

)
+ αbU′

b

]
= 0.

(33)
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by expanding the velocity corrections based on Equation (32):

∇ ·
[

αa

(
Ha

Aa
− αa∇pold

Aa

)
− αa

Aa − H1a

∇p′
]

+∇ ·
[

αb

(
Hb
Ab

− αb∇pold

Ab

)
− αb

Ab − H1b

∇p′
]
= 0.

(34)

Finally by expressing the pressure correction as p′ = pnew − pold the final form of the pressure
equation is

∇ ·
[

αa

(
Ha

Aa

)
+ αb

(
Hb
Ab

)]
−∇ ·

[(
α2

a
Aa

+
α2

b
Ab

)
∇pold

]
+∇ ·

[(
α2

a
Aa − H1a

+
α2

b
Ab − H1b

)
∇pold

]
=

∇ ·
[(

α2
a

Aa − H1a

+
α2

b
Ab − H1b

)
∇pnew

] (35)

As it was discussed previously, after the new pressure field is calculated, the corrections for the
velocities U′

a, U′
b are obtained by using Equation (32).

In the numerical code the momentum equations (Equation (25)) for both phases were constructed,
from which the Hphase and Aphase terms were obtained. In case of the MNP phase, the changeable
viscosity μa is pre-calculated based on Equation (24), where the local strain rate of the MNP phase γ̇a

is determined from the velocity field of the previous time-step Uold
a . In the momentum equation

of the MNP phase the magnetic force of the magnet in Equation (20) is also included. In the
original twoPhaseEulerFoam solver a face-based momentum equation formulation can be chosen,
which was also used in our case. From the momentum predictor Equation (27) the H and A terms
were interpolated to the cell faces as H f and A f , and then the guessed phase fluxes through the face
are constructed as φ∗

phase =
1

Aphase f
Hphase f

· S f for both phases, where the f symbol represents the face

interpolated values. S f is the cell face vector, whose magnitude is equal to the face area. According
to the original solver the momentum transfer between the phases and the temporal derivative in the
momentum equation are included at the calculation of the predicted fluxes. All of the equations after
the momentum predictor are expressed with the fluxes.

Another important setting is the boundary condition for the pressure at the fixed velocity
boundaries, like at the wall. At the wall both phase velocities are zero; i.e., the total flux φ = αφa + βφb
going through the wall should be also 0 at the new time step. In the original solver this is achieved
by adjusting the pressure gradient boundary condition. This method’s modified version was used in
our case. The formula of the total flux with ∇pnew is represented in the pressure equation, where its
divergence is set to zero. Based on it, and the known value of the total flux at the boundary the pressure
gradient ∇pnew is updated before solving the pressure equation.

4. Experimental Setup

The aggregation procedure was also investigated experimentally. First an appropriate microfluidic
device and the MNP suspension were prepared. Then the aggregation procedure was investigated
at different flow rates. Finally, thermal measurements were performed both with MNP-filled and
MNP-free devices.

4.1. The Microfluidic Chip

In order to verify our model with measurements, first we created a microfluidic structure.
The requirement for the device was to be opaque, enabling us to observe the nanoparticle aggregate
with a microscope during the aggregation. To reach this goal a unique microfluidic chip was
manufactured, which basically consisted of a thin silicon layer between two opaque acrylic plates.
The acrylic layers gave the mechanical stability while the silicon layer ensured the sealing. The sketch

184



Energies 2020, 13, 4871

of the device is shown in Figure 2, while a photo of the device during a measurement is shown in
Figure 3. The microfluidic channel was a long rectangular domain, which was cut in the silicon layer.
The channel had a uniform width of 4 mm and its total length was 85 mm. The thickness of the silica
layer, i.e., the height of the channel, was h ≈ 0.3 mm. The three layers were held together by densely
placed screws around the channel. The inlet and outlet ports of the channel were drilled through one
of the acrylic plates. All the three layers, including the shape of the microchannel, were prepared with
laser cutting. The final structure was found robust and stable even after a several days of usage.

Inlet

Outlet

Channel

Top acrylic 
plate

Bottom acrylic 
plate

silicone layer
10 mm

screw locations

Figure 2. The schematic of the microfluidic chip. The rectangular channel was cut in a thin,
approximately 0.3 mm thick silicone layer. The top and bottom surfaces were encapsulated by 4
and 2 mm thick acrylic plates, respectively. The layers were held together by screws. The channel had
a width of 4 mm. The inlet and outlet ports were drilled through the top acrylic plate.

OutletInlet

MNP aggregate

channel

Figure 3. The photo shows the microfluidic device during a measurement. The MNP suspension
continuously flowed thorough the channel from the inlet. A neodymium magnet was positioned under
the center of the channel and the nanoparticles aggregated in its magnetic field. The aggregation
procedure was monitored with a microscope.

4.2. Magnetic Nanoparticles

The nanoparticles were made of a magnetite core (Fe3O4) which had a diameter of 210 nm.
The core was covered with a 20 nm thick silicon-dioxide shell, which resulted in a final particle
diameter of dp = 250 nm.

The magnetization curve of the MNPs was investigated in several papers [28–30]. Based on these
works we concluded that the saturation magnetization of the nanoparticles can decrease as
the size decreases with respect to the bulk magnetite saturation magnetization, which is
Ms_bulk = 92 emu · g−1 = 483 kA · m−1 [31]. In our case, however, we were far from the saturation,
and therefore in the modeling parts the core was approximated to be linear with the bulk susceptibility
of χ = 2.8 [31].

The nanoparticle suspension was created by mixing the nanoparticles in distilled water.
We experienced that the MNP self-aggregation can be significant in the suspension. Polyethylene
glycol (PEG) and a small amount of detergent were added to avoid this phenomenon. Using a more
diluted suspension, ultrasonic bath and pre-heating of the suspension up to T = 60 ◦C also helped to
fragment most of these aggregates.
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4.3. Measurement Setup

In the measurements the nanoparticle suspension was forced to flow through the microfluidic
channel with different flow rates. The flow control was achieved by using a syringe pump
(Fresenius Vial SA Pilote C). A cylindrical neodymium magnet was positioned under the center of
the channel with the diameter of dm = 5 mm and height of hm = 5 mm. The magnet’s remanent
magnetization was Br ≈ 1.4 T according to its datasheet.

To observe the aggregation in the magnetic field the device with the magnet was put under
a microscope (Olympus BX51M); see Figure 3.

5. Experimental Results

5.1. Measurement of the MNP Aggregate in the Magnetic Field

The MNP aggregation in the microfluidic channel was studied at different flow rates; the
measurement setup is shown in Figure 3. As it was observed, the aggregation started at the bottom
wall close to the magnet. According to the expectations, the MNPs were accumulated in chain-like
formulations, which were nearly parallel to the magnetic field. The aggregated chains became longer
and denser over the time until a steady-state shape was achieved. Photos of the aggregation are
shown in Figure 4. It was also noticed that shorter free chains were also developing in the fluid flow,
which became longer, as the suspension passed thorough the magnet.

a) b)
Figure 4. (a) Microscopic image at the beginning of the aggregation procedure at the end of the
aggregate, next to the bottom wall. The contour of the cylindrical magnet is also visible. Most of
the MNPs aggregated into a chain-shaped forms, which were nearly parallel to the magnetic field.
The fluid flowed from the left to the right. (b) A magnified dark-field image from the top of the
steady-state aggregate close to its horizontal center. The ends of the individual aggregate groups are in
focus. The fluid flowed from the left to right, which caused the bent shape of the aggregate ends.

The thickness of the nanoparticle aggregate over the magnet was seemingly non-homogeneous.
It rather looked to have a spherical surface, deformed by the fluid flow. The maximum thickness of the
aggregate was at the center, while at the side walls fewer nanoparticles were aggregated.

To have a comparison of the numerical model and the experiments, the gap between the thickest
part of the steady aggregate and the top wall was measured at different flow rates. This was done
by manually adjusting the focal point of the microscope. We measured the vertical movement of the
microscope between the focus of the top of the aggregate and the top wall of the channel. The channel
height was also determined with a similar method, and resulted in hchannel ≈ 320 μm. The depth of
focus of the objective was 15 μm.

The aggregation procedure was measured at the different flow rates. Obviously at lower flow
rates the quantity of the aggregate was larger because of the reduced drag. In these cases the horizontal
shape was more evolved while the aggregate thickness was also higher. The gap sizes between the
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MNP aggregate and the top wall are presented in Table 1. Note that at the smallest flow rate the top
of the aggregate reached the top wall. It should be noted, however, that this was achieved only for
a small part at the center of the aggregate, while a small gap still remained for the fluid next to the
side walls.

Table 1. Measurement results of the gap sizes between the top of the MNP aggregate at the center and
the top wall at different flow rates. At the lowest flow rate only a small part of the MNP aggregate
reached the top wall at the center. In all cases the aggregate was thinner at the side walls than at the
center. In the Q = 300 mL · h−1 case the aggregate thinning was more representative. The accuracy of
the measurement was estimated to ±15 μm.

Q (mL · h−1) Gap Size (μm)

50 0–45 μm
100 60 μm
150 75 μm
200 90 μm
300 90–115 μm

Finally the volume fraction of the dense nanoparticle phase was measured. A flask was filled with
nanoparticle suspension containing 20 mg of MNP. Then a big neodymium magnet was positioned
under the flask, which resulted the MNPs to aggregate to the bottom. After this the MNP-free
solvent was removed and the mass of the remaining aggregate with the encapsulated water was
measured. Based on this measurement the estimated maximum volume fraction of the nanoparticles
was αmax = 11%.

5.2. Thermal Measurements

Thermal measurements with MNP aggregate were also performed at different flow rates, as we
were interested in the effect of the MNP aggregate on the thermal characteristics of the microfluidic
channel. Pre-heated water was flown through the device first in a MNP-free channel (i.e., when there
was no aggregate), and then in an MNP-filled channel. To measure the temperature loss in the chip,
temperature sensors were fixed at the ends of the inlet and outlet tubes next to the device; see Figure 5.
In the MNP-free channel case the temperature drop was measured at various flow rates. Then the
channel was filled with the aggregate, and the temperature loss was measured again. In this case the
fluid was the MNP suspension with a concentration of c = 2 mg · mL−1. The thermal measurement
at all flow rates started after the steady state shape of the aggregate was achieved. The temperature
measurement procedure was started when the inlet-outlet temperature became steady and the given
temperature data are the averages of 90 s of measurement.

Ambient temp.
sensor

Outlet temp. 
sensor

Inlet temp. 
sensor

Ambient temp.
sensor

Figure 5. The figure shows the microfluidic chip prepared for the thermal measurement. Temperature
sensors were installed into the inlet and outlet tubes next to the chip. An additional sensor was
positioned under the channel to monitor the ambient temperature. The chip with the three sensors
sank into icy water during the thermal measurement.

As the expected temperature differences between the two cases are not too high, it was important
to perform the experiment in an environment with a fixed temperature. This was achieved by sinking
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the chip with the tubes in icy water, which provided a constant ambient temperature of Ta = 0 ◦C.
The measured temperatures and their ratios are shown in Table 2. The different inlet temperatures
at the different flow rates were caused by the fact that the suspension was also cooled down in the
inlet tube, whose end close to the chip was also in the icy water. As was expected, the temperature
drop in the chip was higher in case of low flow rates. Moreover, the temperature ratio was consistently
smaller in the case of the MNP aggregate’s presence than in case of the MNP-free channel. This shows
that the MNP aggregate can be used in the microchannel to enhance the heat transfer. At this stage of
the research we cannot determine why the difference was evolved in the temperature. It could be the
result of the elevated heat conductivity, the percolation of MNP in magnetic field or the changed flow
field. Investigation of this issue can be one focus of future research.

Table 2. Thermal measurement results with the channel. The table shows the measured inlet and
outlet temperatures and their ratio at the different flow rates in the MNP-free and the MNP-filled cases.
The accuracy of the K-type thermocouple was ±0.5 ◦C.

Flow Rate MNP Free Channel MNP Filled Channel

Q (mL · h−1) Tin (◦C) Tout (◦C) Tout /Tin (%) Tin (◦C) Tout (◦C) Tout /Tin (%)

100 46.6 18.1 38.8 50.7 18.8 37.1
50 42.3 8 18.9 41.4 6.2 15.0
25 25.1 1.7 6.8 26.9 1.5 5.6
10 11.4 1.6 14.0 16.1 0 0

6. Numerical Results

6.1. Modeling the Chain Length Distribution at Different Concentrations

To calculate the magnetic phase’s increased viscosity, the magnetic torque density needs to
be identified at different nanoparticle concentrations. It is only an approximation, but by using
Equation (22) with Equation (14) it is sufficient to know the chain length distribution to determine the
torque density. To calculate it, several micro-domain simulations were accomplished. The numerical
solver of the micro-domain model was implemented based on OpenFOAM’s discrete particle method
solver DPMFoam. The original solver was extended to calculate the magnetization of the particles and
the magnetic interactions between them. In the simulation the particle mass and moment of inertia was
calculated by setting the magnetite core density to ρcore = 5250 kg · m−3 and the silicon-dioxide shell
density to ρshell = 2196 kg · m−3. The simulation domain was a 20 × 20 × 20 μm cube, where initially
randomly placed particles were positioned. A homogeneous vertical magnetic field was set in the
domain. Due to the magnetic field, the particles aggregated into chains, whose direction was parallel
to the external magnetic field. The simulations were done at different nanoparticle concentrations:
1 × 10−4, 2 × 10−4, 5 × 10−4, 1 × 10−3, 2 × 10−3, 5 × 10−3 and 1 × 10−2. The formed chains for αp =

1 × 10−3 are shown in Figure 6.
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Figure 6. Aggregation procedure at αa = 1 × 10−3 concentration. The left picture shows the
initial random particle positions, the right one shows the self-aggregated structure at t = 0.14 s.
The magnetic field was H = 180 kA · m−1 · ez ≈ 0.23 T · ez. The particles are colourised by
their magnetic moment values.

To identify the chain length distribution a custom program was written in C++ to post-process
the simulation data. In the program the close particles were collected into one group. The chain
length was determined based on the difference between the highest and lowest particle positions.
This way the chain length distribution and then the torque-density based on Equations (14) and (22)
can be calculated algorithmically. By setting the fluid strain rate to γ̇b = 500 s−1 and its viscosity to
μb = 8.9 × 10−4 Pa · s (water’s viscosity) in Equation (14) the average torque densities at the different
concentrations were calculated and are shown in Table 3.

Table 3. Calculated torque densities at different particle concentrations at the fluid strain rate
γ̇b = 500 s−1. The torque densities were computed from Equation (22), where each particle chain’s
torque was calculated by Equation (14). The particle chain length distributions at the different
concentrations were determined based on the micro-domain simulations.

αa τm (N · m−2)

1 × 10−4 2.13 × 10−4

2 × 10−4 2.02 × 10−3

5 × 10−4 2.69 × 10−2

1 × 10−3 2.19 × 10−1

2 × 10−3 2.00
5 × 10−3 7.23
1 × 10−2 16.79

It can be seen that the torque density is rapidly increasing at low concentrations with the increasing
concentration. Increasing αa from 1 × 10−4 to 1 × 10−3 results in approximately three orders of
magnitude of change in the torque-density. The reason for this is that at αp = 1 × 10−4 the particle
cloud is sparse, and most of the particles are either single or only short chains are formed, containing 2
or 3 particles. The formed chains and particles are far from each other due to the low concentration.
In turn at αp = 1 × 10−3 most of the particles are arranged into chains, whose average length is higher
than at low concentrations; see Figure 6. Moreover, as it was shown previously the torque of the chains
increases approximately with N3, which results in a rapid change with the increasing chain lengths.
The high values of the torque density appear as an increased viscosity of the nanoparticle aggregate,
which will help the aggregation.

In the highest investigated concentration αp = 0.01 the length of the longest chains reached the
size of the domain, which was 20 μm. Over that concentration we assume a linear change of the torque
density with the concentration. It should be noted that the evolving chain formulation needs some
time to arrange. At lower particle concentrations the time for the arrangement is higher, as initially
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the particles are further away from each other and the particle–particle force rapidly decreases with
distance; see Equation (8). Moreover, the arrangement speed is obviously dependent on the magnetic
field strength, as the particle–particle force is approximately proportional with H2. To find the time
when most of the chains are in a stable state, one way is to monitor the total kinetic energy of the
particles [14]. After an initial peak this value decreases with time as the particles are arranging into
chains. In our case we ran the lowest particle concentration case until t = 0.65 s. Similarly to [14],
by investigating the total kinetic energy of the system we found that at higher particle concentrations
the aggregation procedure needed less time.

6.2. Simulation Setup for the Aggregation in the Microchannel

The aggregation in the microchannel was investigated experimentally with a neodymium magnet.
In this section the measurement is modeled with the two-phase solver. The local magnetic torque
density is determined from Equations (22) and (14), where the chain length distribution term ∑(2i)2 is
calculated with a piecewise-linear interpolation, fitted to the 7 results of the micro-domain simulations.

In Equation (14) the fluid’s local strain rate γ̇b is also needed, which can be identified from the
velocity field of the fluid. Due to the magnetic field dependency of the chain length distribution,
the torque density was set to τm ∝ H2, as the magnetic force between the particles is proportional with
the square of the magnetic field. It should be noted, however, that this dependency for the chain-length
distribution is heuristic and needs further investigation. After the local torque density was calculated,
the viscosity of the nanoparticle phase is set as the ratio of the torque density and local strain rate γ̇a;
see Equation (24).

A two-dimensional simulation was prepared, assuming planar flow in the channel. Although
treating the problem in 2D leads to some inaccuracies about the aggregate shape, the computational
cost is significantly reduced compared to a 3D case. The simulation domain was a 16 mm × 0.32 mm
rectangular domain. The sketch of the simulation domain is shown in Figure 7. At the bottom
wall, which was close to the magnet the local magnetic torque density, the MNP phase viscosity was
increased to a four-times-higher value compared to Equation (14) according to the discussion of the
linear chain model. The fluid phase was water with the density of ρb = 997 kg · m−3 and the viscosity
of μb = 8.9 × 10−4 Pa · s.

magnet

outletMNP aggregatevf

Figure 7. Sketch of the simulation of the microchannel. The fluid with the nanoparticles flows from the
left to the right. The fluid has a parabolic velocity profile. The neodymium magnet is positioned under
the center part of the magnet. As the particles arrive in the field of the magnet from the left, they start
to aggregate at the bottom wall.

The magnetic field of the neodymium magnet was modeled with a modified version of
OpenFOAM’s magneticFoam solver. We extended the code to work on a 2D axisymmetric mesh,
as the field of the cylindrical magnet is axisymmetric. This way a higher mesh resolution was achieved
with the same computational cost compared to a 3D simulation. The axisymmetric field was mapped
to the microchannel using custom code, which was implemented using OpenFOAM’s interpolation
classes. The interpolated field in the channel is shown in Figure 8. The magnet was positioned under
the center of the simulation domain. The H · ∇H term was also calculated, which was needed to
identify the magnetic force on the nanoparticle phase in Equation (20).
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Figure 8. The calculated magnetic field in the center part of the microchannel. The peak values of the
field reach the value of H = 180 kA · m−1. The lines of induction are also shown.

In the first simulation the fluid and nanoparticle phase velocities at the inlet were set to be
parabolic, with a flow rate of Q = 150 mL · h−1, which was one of the used flow rates in the
measurements. This flow rate represents an average velocity of v f = 3.26 cm · s−1 in the channel.
Zero velocity boundary condition was set for the bottom and top walls for both phases, while at
the outlet we used OpenFOAM’s inletOutlet type boundary condition. The pressure was set to
p = 0 at the outlet. At the other boundaries, the gradient of the pressure was set dynamically to
fulfill an overall volumetric zero flux before solving the pressure equation, which was discussed
in the theoretical section. The volume fraction of the MNP aggregate was set to αinlet = 2 × 10−4

in the simulation, which means a higher concentration compared to the measurements. This was
done in order to speed up the aggregation and reduce the computation times. Based on Table 3, our
assumption was that the magnetic torque density is so small at this volume fraction compared to the
values at the higher concentrations that this artificial increase will not alter the results of the simulation.
Based on [27,32] the convective terms in the momentum equations were discretized with the CUBISTA
high-resolution scheme.

The numerical mesh was created with OpenFOAM’s mesh generator blockMesh and it consisted
of 86,400 hexahedral elements. It is important to note that the appropriate vertical mesh resolution
was crucial to detecting the aggregation. In our case it was set to Δz = 2.67 μm. Using a rough vertical
mesh resolution, e.g., Δz = 20 μm caused the aggregation procedure to be limited to the fluid layers
close to the bottom wall. The horizontal mesh resolution was Δx ≈ 14 μm at the center part, while it
was less dense at the inlet/outlet, as at these parts no aggregation was expected.

6.3. Results of Modeled Aggregation in the Microchannel

The simulation results showed the aggregation of the nanoparticle phase over the magnet in
agreement with the measurements. The main cause of the aggregation was the increased viscosity of the
nanoparticle phase. The phase fractions during the aggregation are shown in Figure 9. The aggregation
started from the bottom wall over the magnet, similarly to the experiments. Then the aggregate
started to grow in both vertical and horizontal directions. As the passage over the aggregate was
narrowing over the time, the velocity was increasing here for both phases (see Figure 10), which made
the aggregation for the incoming nanoparticles more difficult. Finally, a maximum quantity state was
reached, where the gap size did not decrease any more. This means that at the aggregate border there
was a balanced state between the drag force and the effect of the increased viscosity. The minimum gap
between the top of the aggregate and the top wall was found to be s ≈ 69 μm, which is in agreement
with the measurement result of smeas = 75 μm; see Table 1.

Figure 9. Nanoparticle phase evolution over the magnet during the aggregation procedure at the flow
rate of Q = 150 mL · h−1.
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Figure 10. The velocity field of the nanoparticle phase at the third shown state of the aggregate in
Figure 9. The aggregated part has nearly zero velocity, while the fluid with the non-aggregated particle
phase bypasses it over the narrow passage.

Simulations were made done at the other flow rates which were used in the measurements.
The shapes at the different flow rates are shown in Figure 11. The values of the gap thicknesses are
shown in Table 4. At the higher flow rates the gap is larger, as the increased drag force results in less
nanoparticles to aggregate.

In the simulations we found a dynamic balance rather than a steady shape of the final aggregate.
This means that when the aggregate has reached its maximum quantity a small amount from its end
was released, and then the filling procedure was repeated until the maximum quantity state was
reached again. In Figure 11 the maximum quantity states are shown.

Figure 11. The simulated aggregate shapes at the different flow rates. As the flow rate is increasing,
less MNPs are able to aggregate over the magnet.

Table 4. The simulated gap heights over the aggregate at different flow rates.

Flow rate (mL · h−1) Simulated Gap (μm)

50 53
100 67
150 69
200 85
300 101

7. Comparison of the Experimental and Numerical Results

The measured and simulated gap heights and their differences at different flow rates are shown
in Table 5. It can be seen that the simulated gap heights, and their change with the increasing flow rate
corresponds to the measurement results, which shows that the proposed viscosity model relying on
the micro-domain simulations can be used to solve such problems. It should be noted, however, that in
the measurements at the side walls the aggregate thickness was smaller than at the center. This could
be one reason for the difference between the experimental and simulated values.
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Table 5. Gap heights over the aggregate at different flow rates in the simulation. The differences
between the measured and simulated gap values based on Table 1 are also presented.

Flow Rate (mL · h−1) Measured Gap (μm) Simulated Gap (μm) Difference (μm)

50 0–45 μm 53 8–53
100 60 μm 67 7
150 75 μm 69 6
200 90 μm 85 5
300 90–115 μm 101 0-14

Further Work

The presented two-phase solver is based on the results of the micro-domain simulations. We plan
to improve the model by further investigating the magnetic field dependency of the chain distributions
in the micro-domain. It should be noted, however, that to identify the exact chain distribution in the
microchannel for a given part seems to be a complex problem, as it depends not only on the current
MNP concentration and magnetic field, but also on other parameters that would be identified in
a more detailed model. The difference between the theoretical micro-domain particles and the real
MNPs may also lead to some deviations; i.e., in the model all particles have similar size, while in the
reality the particles have a size distribution. The linear chain model itself is also not fully accurate,
as is shown in Figure 1. A possible method to bypass the linear chain model is to insert the zero-flow
chain distributions in a fluid flow with a constant strain rate, and then monitor the total magnetic
torque represented by the magnetic forces between the particles. This way the magnetic torque
density can be directly identified from the micro-domain simulation. Moreover, in this case the
chain–chain interactions are also included. The viscosity model can be also improved, as was discussed
previously. The model can be extended to include the heat transfer, which would be beneficial for the
thermal-based applications.

8. Conclusions

In this work a specialized two-phase CFD model and a corresponding solver are presented that are
capable of modeling the nanoparticle aggregation in a magnetic field. The model relies on the results
of micro-domain simulations, where each particle is modeled separately. These simulations showed
that the main reason for the aggregation in micro-scale is the magnetic particle–particle interaction
which causes the particles to arrange into chains. The chains in a non-homogeneous fluid flow are bent,
resulting in an additional torque-density in the fluid. To investigate the phenomenon a linear chain
model is created. Using the model and the particle chain distributions at different MNP concentrations
the local torque density of the chains in the fluid flow can be identified. The torque-density
calculation was built later in the two-phase model as an increased viscosity. The results show that the
torque-density increases rapidly with the increasing concentration of the nanoparticles.

After the micro-domain simulations the two-phase CFD model is presented, wherein the
nanoparticles are treated as a second phase in the fluid. Using the two-phase method the simulation
of the nanoparticle aggregate became possible in the macro scale. The effect of particle chains in
the magnetic field is treated as an increased viscosity. A dedicated solver was created based on the
OpenFOAM solver twoPhaseEulerFOAM. In our code the SIMPLEC algorithm was embedded into the
two-phase solver, whose solution steps are discussed in detail.

Besides the numerical model, measurements were also performed to verify the simulation
results. A microfluidic chip was prepared, containing a wide microchannel. A neodymium magnet
was positioned under the channel and a nanoparticle suspension was flown through the channel.
The aggregate was formed in the field of the magnet, which was observed with a microscope during
the measurement. The aggregation procedure was observed at various flow rates. In all cases the
aggregation started at the channel wall close to the magnet and later expanded in both the horizontal
and vertical directions until a steady state shape was achieved. The maximum aggregate thicknesses
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at the different flow rates were measured. Lower flow rates resulted in higher aggregate quantity with
a more extended horizontal shape and larger vertical thickness. Thermal measurements were also
performed in order to investigate the effect of the aggregate on the heat transfer of the device. Hot water
was flown through the channel, and the temperature drop was measured at several flow rates. Then the
measurement was repeated using MNP suspension. In all flow rates, the aggregate filled case provided
a higher temperature drop. This suggests that the MNP aggregate can be used to increase the heat
transfer in the channel.

The two-phase solver was tested by simulating the observed aggregations in the experiment.
Although the simulations were run only in 2D, the simulation results generally were in accordance
with the measurements. The aggregation procedure in the simulations occurred similarly to the
experiments, as the aggregate started to grow from the bottom wall close to the magnet in both vertical
and radial directions until a maximum quantity shape. The gap size over the simulated aggregate
corresponds to the measured values at the different flow rates.

The presented solver was able to give a prediction of the shape of the nanoparticle aggregate.
This shows that the model can be used in the applications using magnetic nanoparticles and may be
a useful novel tool in the design procedures of such devices.
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Nomenclature

General notation a, b a : scalar, b : vector
[
bx, by, bz

]
B, H magnetic field [T], [A · m−1]
M magnetization [A · m−1]
mi magnetic moment of particle i [Am2]
p pressure [Pa]
Q flow rate [m3 · s−1]
U velocity [m · s−1]
α volume fraction
γ̇ strain rate [s−1]
μ dynamic viscosity [Pa · s]
ρ density [kg · m−3]
τm magnetic torque density [N · m−2]
χ magnetic susceptibility
φ volumetric flux on a face [m3 · s−1]
CFD computational fluid dynamics
MNP magnetic nanoparticle
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Abstract: Light-emitting diode (LED) digital twins enable the implementation of fast digital design
flows for LED-based products as the lighting industry moves towards Industry 4.0. The LED
digital twin developed in the European project Delphi4LED mimics the thermal-electrical-optical
behavior of a physical LED. It consists of two parts: a package-level LED compact thermal model
(CTM), coupled to a chip-level multi-domain model. In this paper, the accuracy and computation
time reductions achieved by using LED CTMs, compared to LED detailed thermal models, in 3D
system-level models with a large number of LEDs are investigated. This is done up to luminaire-level,
where all heat transfer mechanisms are accounted for, and up to 60 LEDs. First, we characterize a
physical phosphor-converted white high-power LED and apply LED-level modelling to produce an
LED detailed model and an LED CTM following the Delphi4LED methodology. It is shown that the
steady-state junction temperature errors of the LED CTM, compared to the detailed model, are smaller
than 2% on LED-level. To assess the accuracy and the reduction of computation time that can be
realized in a 3D system-level model with a large number of LEDs, two use cases are considered: (1) an
LED module-level model, and (2) an LED luminaire-level model. In the LED module-level model, the
LED CTMs predict junction temperatures within about 6% of the LED detailed models, and reduce
the calculation time by up to nearly a factor 13. In the LED luminaire-level model, the LED CTMs
predict junctions temperatures within about 1% of LED detailed models and reduce the calculation
time by about a factor of 4. This shows that the achievable computation time reduction depends on
the complexity of the 3D model environment. Nevertheless, the results demonstrate that using LED
CTMs has the potential to significantly decrease computation times in 3D system-level models with
large numbers of LEDs, while maintaining junction temperature accuracy.

Keywords: compact thermal model; LED; Delphi4LED; digital twin; digital luminaire design;
computation time; Industry 4.0

1. Introduction

Rapid innovation and customization of light-emitting diode (LED)-based lighting products
demand shorter design cycles, higher cost efficiency, and more reliable solutions from manufacturers.
To meet these demands, digitalization of the design flow, also called an “Industry 4.0” approach,
is required. Methods, processes, and tools that facilitate the usage of LED components in a
digital design flow were developed and demonstrated in the European project Delphi4LED [1,2].
The proposed approach consists of the generation and implementation of multi-domain LED digital
twins to enable fast and reliable computer simulations of LED-based lighting products. Multi-domain
LED digital twins are models that accurately mimic the thermal-electrical-optical behavior of a
physical LED, and can be integrated in larger system-level models, for example a luminaire-level
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model. Additionally, an LED digital twin should not carry proprietary information of the LED
manufacturer, such as details related to the LED’s construction, materials or production processes. This
way, LED manufacturers or vendors can share them with end-users without disclosing their sensitive
intellectual property.

An overview of the major steps involved in creating and implementing multi-domain LED
digital twins is described in detail by Martin et al. [3]. The steps are summarized in Figure 1 and
briefly outlined here. First, a thermal-electrical-optical characterization of the physical LED device is
performed (step 1). The testing protocols and methods are discussed in [4–7] and take the established
testing standards JEDEC JESD51-14, JESD51-51, JESD51-52, and CIE 225:2017 [8–11] into account.
The results of the characterization are so-called iso-thermal current-voltage-flux (IVL) characteristics
and thermal transient characteristics of the LED device. This data will be reported in future standard
LED electronic datasheets [12] (step 2).
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Figure 1. The Delphi4LED approach to creating and implementing LED digital twins (multi-domain
compact models). The involved steps are indicated from top to bottom. Adapted from [3].

Next, the multi-domain LED digital twin, also referred to as the LED multi-domain compact model
(MDCM), is extracted from the characterization data (step 3). The LED MDCM consists of two parts.
The first part is a chip-level multi-domain model. It calculates the forward voltage, power dissipation,
radiant flux, and luminous flux from the forward current and junction temperature. Poppe et al. [13,14]
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discuss several sets of equations that can be used for this purpose. The extraction of the chip-level
model is achieved by fitting the parameters of the equations to the IVL characteristics. The second
part of the LED MDCM is a package-level compact thermal model (CTM). The LED CTM is a thermal
RC-network attached to a simplified geometric representation of the LED. It calculates the relevant
operating temperatures of the LED package, such as junction, phosphor and solder temperatures,
from the power dissipation. The CTM extraction procedure is described by Bornoff et al. [15,16].
It involves the calibration of a detailed thermal model using the thermal transient characteristics, and
the optimization of the RC-network to produce matching thermal dynamic behavior. In a fully realized
LED digital twin, the two parts of the LED MDCM are coupled and solved self-consistently.

Finally, the LED digital twin is implemented in the larger system-level model of an LED-based
lighting product, for example an LED module or an LED luminaire (step 4). There are different
approaches to the system-level model. One option is to generate a compact thermal model of the LED
module or LED luminaire. Poppe et al. [17] describe a method to create thermal network compact
models for luminaires, which have subsequently been used in Spice-like luminaire simulations [3,18]
and in an Excel spreadsheet application [3,19]. Alternatively, model order reduction could be used
instead of thermal network compact models [20–23]. Another approach is to perform the LED module
or LED luminaire simulations using the LED MDCM directly in a 3D computational fluid dynamics
(CFD) model [3,24]. Ultimately, the LED module or LED luminaire model is used for virtual prototyping
(step 5).

In this publication, we assess and compare the accuracy and computation time of 3D CFD
system-level models equipped with LED CTMs and with LED detailed models. While this study
does not include a multi-domain chip-level model, the LED thermal model is most demanding in
terms of computation time in this case. First, an LED detailed model and an LED CTM are created
according to the Delphi4LED methodology by performing a thermal characterization and LED-level
modelling. The obtained LED thermal models are then implemented into 3D CFD software in the
system-level model of two use cases: (1) an LED module-level model, and (2) an LED luminaire-level
model. In previous research [24], we compared the computation time required to simulate an LED
module-level model with up to 22 LEDs using LED detailed models and using LED CTMs. It showed
that using the LED CTMs reduces the computation time by approximately a factor 10 for a steady-state,
conduction only model. The novelty of this work is that the analysis is extended to the luminaire-level
model. Typically, a LED luminaire contains several LED modules, and thus contains larger numbers of
LEDs. Moreover, all methods of heat transport must be taken into account and their impact on the
computation time is investigated.

2. Materials and Methods

The Delphi4LED approach as outlined Figure 1 is followed to create an LED detailed model
and an LED CTM and to subsequently implement them in an LED module-level model and an LED
luminaire-level model. The methods and processes of three of the involved steps are each described
in a subsection. The first subsection briefly explains the test procedures used to obtain the required
characterization data from physical LED samples (LED device testing). In the second subsection,
the creation of the LED detailed model and the LED CTM are described (LED-level modelling). Finally,
in the third subsection, the implementation of the LED detailed model and the LED CTM in the LED
module-level model and the LED luminaire-level model is specified.

2.1. LED Device Testing

For the investigations, a phosphor-converted white high-power LED with a color rendering index
(CRI) of 70 and correlated color temperature (CCT) of 4000 K is used. Four physical samples of the
same type LED are each assembled on an insulated metal substrate (IMS) board for testing. Figure 2a
shows the detailed 3D geometry of the LED sample placed on the test board. A cross-sectional view of
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the LED package geometry is provided in Figure 2b. The LED package and the test board together
constitute the device under test (DUT).

Dome
Phosphor

Junction

Substrate

Body

Thermal padAnode pad Cathode pad

(a)

Test board

LED
package

(b)

Figure 2. Detailed geometry of the LED under investigation: (a) The LED package assembled on the
test board (DUT). (b) Cross-sectional view of the LED package geometry.

The device under test is placed on a cold plate. Thermal paste is applied between the test board
and the cold plate to provide good thermal contact, and the board is fixed in place with two screws.
To ensure reproducibility a torque screwdriver used. Simultaneous radiometric measurements and
thermal transient measurements, i.e., the temperature response T(t) to a power step, are performed
using commercially available testing equipment (Simcenter T3ster and TeraLED) [13,25,26]. For these
measurements a fixed cold plate temperature of Tref = 50 ◦C is used. In these tests, the DUT is first
operated at a (total) forward current of If = 1400 mA until steady-state is reached. Then a power step is
applied by decreasing the current to a measurement current of Imeas = 10 mA. The measured emitted
radiant flux Φe is subtracted from the electrical power Pel to obtain the total thermal dissipation
Pth = Pel − Φe. The thermal dissipation is then used to normalize the transient temperature
ΔT(t) = T(t)− Tref to obtain the transient thermal impedance Zth(t) = ΔT(t)/Pth, as well as the
corresponding structure function (SF) and differential structure function (DSF). This is the thermal
characterization data needed for the LED CTM in the LED-level modelling step.

2.2. LED-Level Modelling

Generating an LED CTM, in the form of a thermal RC-network, from the thermal transient
characterization data involves two parts. In the first part, a detailed thermal model of the LED package
is created and calibrated using the characterization data as described in [15]. Then, in the second
part, the calibrated LED detailed model is subsequently used to generate training data for the LED
CTM. This training data consist of thermal responses under several different boundary conditions.
The training data is used to optimize the RC-values of the LED CTM, such that the errors in thermal
behavior compared to LED detailed model are minimized [16]. Finally, after the LED CTM is optimized,
the achieved accuracy is validated by subjecting both the detailed model and CTM to several additional
boundary conditions, which were not used in the training, and determining the errors.

2.2.1. LED Detailed Model

For the LED detailed model, geometrical information is required. The outer dimensions of the
LED are provided by the manufacturer. However, in order to have a sufficiently accurate model,
additional information is extracted from microscope images, e.g., the chip size and phosphor layer
size. For other internal geometrical characteristics, generally not provided by suppliers, an educated
guess is made. This is for instance done for the die attach thickness. Minor mismatches in those
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thicknesses are later compensated during the calibration process by adjusting the thermal conductivity
values. The geometric model of the LED package and test board shown in Figure 2 is used in the
calibration process.

In the detailed model, thermal loads are applied to the junction as well as to the phosphor
layer. They are considered the main contributors to the total heat dissipation. Indeed, there may
be other package losses resulting from trapped light due to total internal reflections. Recently,
Alexeev et al. discussed the effects of secondary heat sources on thermal transient analysis in detail [27].
However, since losses related to trapped light are difficult to quantify and localize without elaborate
optical modelling, only the junction and phosphor losses are considered in this study. Since only
the total dissipation Pth is known, the power split between the junction and phosphor is included in
the calibration as an optimization parameter, together with the thermal conductivity values of the
materials in the model.

The LED detailed model is calibrated by minimizing the errors between the modelled and
measured Zth(t) responses and SFs. The model parameters are optimized to best match all four
measured samples simultaneously. The calibration is performed using commercially available 3D CFD
software (Simcenter Flotherm XT 2019.2).

To produce training data for the LED CTM, the calibrated LED detailed model is virtually taken
off the test board and subjected to sets of different boundary conditions. This is done by applying
uniform heat transfer coefficients (HTCs) to four selected peripheral faces: the bottom face of the
anode solder pad, the bottom face of the cathode solder pad, the bottom face of the thermal solder pad,
and the top face of the package/dome. The purpose of using multiple boundary conditions is to ensure
that the extracted CTM will be boundary condition independent (BCI). The four sets of heat transfer
coefficients that are used to generate the training data for the CTM are listed in Table 1. These HTCs
training sets are chosen to represent practical operating environments of LEDs and are in the same
range as the HTC sets used for the same purpose in [28]. The generated training data consists of the
transient temperature profiles ΔTdetailed

ih (t) obtained for a power step Pth. Here, the index i indicates
the junction layer, the phosphor layer, and each of the four faces to which HTCs are applied. The index
h indicates the each of the four HTC training sets. This data is exported from the CFD software.

Table 1. HTC training sets used to generate training data for the LED CTM optimization.

Set
HTC (W/m2K)

Anode/Cathode Pad Thermal Pad Dome

1 10,000 25,000 10
2 3000 75,000 20
3 1500 20,000 100
4 50,000 10,000 5

2.2.2. LED CTM

A CTM, in the form of a thermal RC-network, is optimized to produce matching thermal behavior
under the same boundary conditions, i.e., the four imposed HTC training sets. The chosen network
topology is illustrated in Figure 3. Each node i of the thermal network has a thermal capacitance Cth,i to
ground. A line between two nodes m and n indicates that the nodes are connected by a thermal resistor
Rth,mn. Compared to the network topology used in earlier studies [16,28], our network topology has
an additional node between the junction and phosphor nodes (node 4), and between the phosphor and
dome nodes (node 2). It was found by trial and error that those nodes are necessary to better fit the
dynamic behavior, particularly of the phosphor and dome nodes.
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Figure 3. RC-network topology of the LED CTM (left), and two isometric views of the simplified 3D
geometry of the LED CTM (right). The red arrows indicate to which surfaces (in blue) the temperatures
of the peripheral nodes of the RC-network model are connected.

The RC-network optimization is performed by code developed in Python and works in a manner
similar to that described by Schweitzer [29]. It uses the derivative-free BOBYQA algorithm [30]
implementation from the NLopt library [31]. An advantage of performing the optimization separately
outside the CFD software is that stand-alone RC-network evaluations are faster, which means that
several 10,000 to 100,000 optimization iterations can be made in a few minutes.

First, the training data is imported and the corresponding thermal (transfer) impedances
Zdetailed

th,ih (t) = ΔTdetailed
ih (t)/Pth are calculated. Subsequently, the RC-network is numerically solved for

the same power step Pth to obtain the CTM temperatures ΔTCTM
ih (t) of nodes i under HTC training sets

h. The corresponding thermal (transfer) impedances are again calculated as ZCTM
th,ih (t) = ΔTCTM

ih (t)/Pth.
By varying the Cth,i and Rth,mn values, the difference in dynamic thermal behavior between the detailed
model and the RC-network CTM is minimized using the following cost function:

fcost = ∑
h

∑
i

∑
j

(
Zdetailed

th,ih (tj)− ZCTM
th,ih (tj)

)2

Zdetailed
th,ih (tj)

(1)

where index h runs over all four HTC training sets, index i runs over the nodes included in the
optimization, and index j runs over the time steps for which the simulation is performed. The included
nodes are the junction, phosphor, and peripheral nodes, i.e., i = {1, 3, 5, 9, 10}. In this particular case
node 11 is not explicitly included due to symmetry.

To assess the accuracy and boundary condition independence of the optimized LED CTM, both the
LED CTM and the LED detailed model are tested under twenty additional HTC sets. The twenty HTC
testing sets are listed in Table 2. These sets are combinations generated using the design of experiments
functionality of the CFD software. For each of the peripheral faces, the lower and upper HTC bounds
were set to the minimum and maximum values that occur in the training sets. Since the HTC testing
sets were not used to train the model, they provide a better evaluation of the predictive temperature
accuracy of the LED CTM compared to the detailed model. In the report on end-user specifications of
the Delphi4LED project [32] the required junction temperature accuracy is stated as 2%.
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Table 2. HTC testing sets used to generate test data for the LED CTM validation.

Set
HTC (W/m2K)

Anode/Cathode Pad Thermal Pad Dome

1 42,725 13,250 66.75
2 1500 58,750 71.5
3 18,475 49,000 100
4 37,875 36,000 95.25
5 50,000 45,750 62
6 20,900 71,750 76.25
7 40,300 65,250 90.5
8 30,600 32,750 5
9 28,175 10,000 33.5
10 47,575 23,000 28.75
11 23,325 19,750 81
12 16,050 42,500 57.25
13 8775 16,500 47.75
14 35,450 68,500 52.5
15 6350 52,250 24
16 33,025 39,250 43
17 13,625 75,000 38.25
18 45,150 55,500 19.25
19 25,750 62,000 14.5
20 3925 29,500 85.75

Finally, to be able to interface with a larger 3D system-level model, the LED CTM is attached to
simplified 3D geometric representation of the LED package, as indicated in Figure 3. While the outer
contours of the simplified geometry are identical to those of the detailed model, it has no internal
structure. The faces of the simplified geometry that are connected to the peripheral nodes of the
RC-network have the same surface area as the corresponding faces of the detailed model.

2.3. System-Level Modelling

Two use cases are investigated to assess the predicted junction temperature accuracy and
computation time performance of the LED CTM, compared to the LED detailed model, integrated
in a 3D system-level model: (1) an LED module-level model, and (2) an LED luminaire-level model.
The thermal environment of the LED CTMs and the LED detailed models is now explicitly simulated
in these cases, instead of imposed by uniform HTCs. Please note that both the LED module-level
model and the luminaire-level model presented here are solely intended for the purpose of numerically
assessing the LED CTM accuracy and performance, compared to the LED detailed model. They are by
no means optimized for thermal management or any other actual product requirements.

While the described methods and models can in principle be used in any 3D CFD software,
we used Simcenter Flotherm XT 2019.2. All reported computation times are obtained on a workstation
laptop with an Intel Core i7-6820HQ (2.7 GHz, 4 cores) processor. Unless stated otherwise, the default
computational mesh settings (‘Standard Resolution’) of the software tool are used.

2.3.1. LED Module-Level Model

The LED module-level model consists of a simplified printed circuit board (PCB) populated with
an array of LEDs, as illustrated in Figure 4. The board is 25 mm wide, 90 mm long and has a 1 mm
thick dielectric layer (1 W/mK) and a 70 μm thick copper layer (386 W/mK). Several LEDs, NLED,
are uniformly distributed on top of the copper layer. The number of LEDs along the x-axis is Nx,
and the number of LEDs along the y-axis is Ny. For NLED up to 15, a single row of LEDs is used
(Nx = 1), for NLED between 16 and 30, two rows of LEDs are used (Nx = 2), for NLED between 31 and
45, three rows of LEDs are used (Nx = 3), and for NLED greater than 45, four rows of LEDs are used
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(Nx = 4). The bottom face of the dielectric layer is kept at a fixed uniform temperature Tref and only
solid conduction is considered in this model.

90 mm
25 mm

2 × 8 LEDs
(detailed)

4 × 15 LEDs
(CTM)

xy

z

Figure 4. The LED module-level model. On the left an example is shown with NLED = 16 LED detailed
models (Nx = 2 and Ny = 8), and on the right an example is shown with NLED = 60 LED CTMs
(Nx = 4 and Ny = 15).

2.3.2. LED Luminaire-Level Model

The LED luminaire model consists of a simplified luminaire housing and five instances of the
LED module, as illustrated in Figure 5. Each of the LED modules has NLED = 12 LEDs (Nx = 2 and
Ny = 6), resulting in total number of 60 LEDs. The luminaire housing is made of an aluminum alloy
(140 W/mK) and has fins located above the LED modules for cooling to the surrounding air. In this
luminaire-level model, conduction, convection and radiation are all taken into account, increasing the
model complexity with flow simulation. All solid-fluid interfaces are assigned a surface emissivity of
0.8, including the anodized surface of the luminaire housing, and the ambient temperature is set at
Tref = 25 °C.

LED module 1

LED module 2

LED module 3

LED module 4LED module 5

xy

z

x

yz

Figure 5. The LED luminaire-level model. On the left, the top part of the luminaire housing with cooling
fins is visible, and on the right, the bottom part of the luminaire housing is visible, which supports
five LED modules each with 12 LEDs (Nx = 2 and Ny = 6). The rectangular outlines indicate the
computational domain.

3. Results

In this section, the created LED-level models (detailed model and CTM) and the results of using
the LED-level models in a system-level model (module and luminaire) are presented. The first part
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presents the results of the physical LED device testing. Then, the second part presents the modelling
results at LED-level. It includes the calibration of the LED detailed model, and the extraction and
validation of the LED CTM. Next, the third part presents the accuracy and performance results of the
LED module-level model. Finally, the fourth part presents the accuracy and performance results of the
LED-luminaire model.

3.1. LED Device Testing Results

Subtracting the measured radiant flux from the supplied electrical power Pel results in the total
dissipated thermal power Pth = Pel −Φe of the DUT. It is found that Pth = (2.53 ± 0.01)W. The reported
uncertainty of 0.01 W indicates the standard deviation between the four measured samples.

Figure 6 shows the transient behavior of the DUT obtained from the measurements. The
thermal impedance Zth(t) is presented in Figure 6a. The corresponding structure functions (SF)
and differential structure functions (DSF) are shown in Figure 6b. The four measured samples show
good reproducibility. The largest relative deviation in measured Zth between the four samples is
about 4%, and occurs in the early transient (t < 150 μs), where initial correction has to be applied
due to electrical transients present in the measurement signal. The measured steady-state Zth has a
relative deviation of around 0.1%. Using an additional ‘dry’ thermal transient additional measurement,
i.e., without thermal paste applied between board and cold plate, the junction-to-board resistance was
determined according to the standard JEDEC JESD51-14 [8]. The junction-to-board thermal resistance
of the DUT is found as Rth,j-b = (6.2 ± 0.1)K/W.

(a)

(b)

Rth,j-b

Figure 6. Thermal transient characteristics of the measured LED device and the calibrated LED detailed
model: (a) Thermal transient impedance of the DUT and calibrated detailed model. (b) Structure
function and differential structure function of the DUT and the calibrated detailed model.
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3.2. LED-Level Modelling Results

First, the model parameters of the detailed model, i.e., the thermal conductivity values of the
materials and junction-phosphor power split, were calibrated to match the Zth(t) and SF of the
measured LED devices. The power split in the detailed model that best fits the measurements was
found in the calibration as approximately 77% in the junction and 23% in the phosphor. The Zth(t),
SF and DSF of the calibrated LED detailed model are shown together with those obtained from
the measurements in Figure 6. Overall, the curves match well. Some deviations between the SFs
and between the locations of the peaks and valleys of the DSFs are observed for approximately
Rth > 6 K/W. However, since we are ultimately only interested in the LED package, without the
board, no further improvements to matching this part of the SF are required.

Next, training data was generated using the calibrated LED detailed model for four HTC
training sets. This training data was subsequently used to optimize the RC-values of the LED CTM.
The optimized RC-values are given in Table 3. The Cth column lists the thermal capacitance to ground
for each of the nodes, and the Rth array lists the thermal resistances between connected nodes of the
RC-network. Since Rth,mn = Rth,nm only the lower triangular entries are displayed.

Table 3. Optimized thermal capacitance values and thermal resistance values of the LED CTM.

Cth (J/K) Rth (K/W)

Node 1 2 3 4 5 6 7 8 9 10 11

1 8.533 × 10−4

2 9.906 × 10−3 222.6
3 1.157 × 10−4 291.4
4 2.793 × 10−4 7.707
5 5.306 × 10−5 8.563
6 2.365 × 10−4 0.299
7 2.567 × 10−3 1.350
8 9.209 × 10−3 0.096
9 1.113 × 10−4 1268 1.822
10 4.374 × 10−4 1645 4.911
11 4.374 × 10−4 1645 4.911

The thermal transient behavior of the calibrated LED detailed model and the optimized
RC-network LED CTM are compared for the four HTC training sets in Figure 7. The largest absolute
error |Zdetailed

th (t)− ZCTM
th (t)| after optimization is about 0.7 K/W and occurs between approximately

10−1 s and 101 s for the phosphor node in HTC training set 3. For steady-state conditions, the relative
errors |Zdetailed

th − ZCTM
th |/Zdetailed

th are all smaller than 2%, and smaller than 1% for the Zth values
corresponding to the junction. This results in junction temperatures that match within 0.2 K for the
training data.

The relative errors in steady-state temperature rise, |ΔTdetailed −ΔTCTM|/ΔTdetailed, for the twenty
HTC testing sets are plotted in Figure 8. The junction temperature errors range from about 0.6% to
about 1.7%, remaining within the 2% requirement. All other temperature errors also remain within this
limit, with the exception of the dome temperature for five of the twenty HTC testing sets. However,
it should be noted that the temperature requirement is only specified for the junction temperature [32].
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Figure 7. Transient behavior of the LED detailed model (blue) and optimized LED CTM (red) for
(a) HTC training set 1, (b) HTC training set 2, (c) HTC training set 3, and (d) HTC training set 4.
The numbers correspond to the nodes of the RC-network: 1-dome, 3-phosphor, 5-junction, 9-thermal
pad, and 10-dome.

Figure 8. Relative errors in the steady-state ΔT of the LED CTM, compared to the LED detailed model,
for each of the twenty HTC testing sets. The dashed line indicates the 2% junction temperature error
requirement of the Delphi4LED end-user specifications [32].

3.3. LED Module-Level Model

To assess the accuracy and performance of the LED CTM, compared to the LED detailed model,
implemented in the LED module-level model, it was simulated with multiple numbers of LEDs.
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Since in each case the LEDs are uniformly distributed over the board, and the bottom face of the board
is kept at a uniform temperature Tref, the ΔTj = Tj − Tref varies less than 0.2 K between individual
LEDs. For this reason only a single value, the average ΔTj for all LEDs on the board, is reported for
each case. The results are presented in Figure 9.

When there is only a small number of LEDs on the board, the distance between the individual
LEDs is large enough that no mutual influence, or ‘cross-talk’, is experienced by the LEDs. This can
be observed in the constant ΔTj for NLED up to 4 in Figure 9a. When the number of LEDs is further
increased, ΔTj gradually rises. As mentioned, between NLED = 15 and NLED = 16, we change from a
single row (Nx = 1) to two rows (Nx = 2) of LEDs. This results in an effective increase in the distance
between individual LEDs and causes the drop in ΔTj. This occurs again, albeit less pronounced,
when the number of rows is increased to three (Nx = 3) and to four (Nx = 4).

Comparing the average ΔTj obtained using the LED CTM and the LED detailed model, the same
behavior is observed. Nevertheless, the predictions of the LED CTM are systematically lower.
The absolute difference in ΔTj between the LED CTM and the LED detailed model decreases from
about 1.6 K for NLED = 1 to about 1.0 K for NLED = 60. This corresponds to relative errors in ΔTj

between 6.0% for NLED = 1 and 2.2% for NLED = 60, as shown in Figure 9b.
Inspecting the peripheral faces of the thermal pad, anode pad and cathode pad, reveals

discrepancies in the average surface temperatures and in the heat transfer distribution. For example,
for NLED = 1 the average surface temperature rise, T − Tref, of the thermal pad and the total heat
transfer through the thermal pad in the LED detailed model are 19.6 K and 1.02 W respectively, whereas
in the LED CTM they are 17.4 K and 1.18 W respectively. For NLED = 60 these differences are smaller,
which results in a smaller junction temperature error. In this case the average surface temperature
rise of the thermal pad and the total heat transfer through the thermal pad in the LED detailed
models are 39.9 K and 1.07 W respectively, whereas in the LED CTMs they are 38.3 K and 1.18 W
respectively. To ensure that the observed differences cannot be attributed to mesh convergence issues,
the simulations for NLED = 1, NLED = 16, and NLED = 60 were repeated with higher mesh density.
The results were reproduced within 0.2 K.

(a) (b)

Figure 9. Average junction temperature rise of the LEDs in the LED module-level model: (a) comparison
between the LED detailed model and the LED CTM, and (b) the relative error in the LED CTM values
for different number of LEDs.

The time required by the central processor unit (CPU) to solve the model is shown as a function
of the number of LEDs in Figure 10a. Up to 60 LEDs, the computation time increases approximately
linearly for the LED CTMs, while the computation time using the LED detailed models increases
super-linearly. The ratio between the CPU times using the LED detailed models and the LED CTMs
is plotted in Figure 10b. It can be seen that for a single LED, using the CTM results in about a factor
2 reduction of computation time. For 60 LEDs the required computation time is reduced by nearly
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a factor 13 when the LED CTM is used instead of the LED detailed model. This is in line with our
previous findings [24].

(a) (b)

Figure 10. Time required to solve the LED module-level model: (a) comparison of CPU time between
the LED detailed model and the LED CTM, and (b) the ratio in CPU time between the LED detailed
model and the LED CTM.

3.4. LED Luminaire-Level Model

In the LED luminaire-level model, the bottom faces of the LED modules are in direct thermal
contact with the luminaire housing, instead of being kept at a constant fixed temperature. This results
larger gradients in the board temperature, in particular for LED modules 3, 4 and 5. This is illustrated
in the temperature plot presented in Figure 11. As a consequence, there are also larger variations
in ΔTj among LEDs on the same board than in the previous case of the LED module-level model.
For this reason not only the average ΔTj for each of the modules is reported, but also the minimum
and maximum ΔTj are listed in Table 4. Since the geometry of the model has a plane of symmetry,
the ΔTj values should be the same for LED module 1 and 2, and for LED module 3 and 5. The values
obtained from the model are indeed very similar for these boards, apart from some small variations of
0.1 K between LED module 1 and 2, which can be caused by asymmetries in the computational mesh.

T (°C)

85

145

95

105

115

125

135

LED detailed models

LED CTMs

Figure 11. Surface temperature of the LED luminaire-level model with LED detailed models (top) and
LED CTMs (bottom). For the LED CTMs, the temperature of the internal junction node is plotted on
the LED geometry.
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Table 4. Minimum, average, and maximum junction temperature rises and relative errors for each of
LED modules in the LED luminaire-level model.

LED Module ΔTj (K) Rel. Error (%)

Detailed Model CTM

Min. Avg. Max. Min. Avg. Max. Min. Avg. Max.

1 118.8 121.1 122.2 118.2 120.3 121.7 0.4 0.7 0.9
2 118.9 121.1 122.2 118.3 120.3 121.6 0.5 0.7 0.9
3 100.7 113.2 120.7 99.8 112.2 119.4 0.5 0.9 1.1
4 101.5 114.3 121.8 100.8 113.6 120.7 0.3 0.7 0.9
5 100.7 113.2 120.7 99.8 112.2 119.4 0.5 0.9 1.1

As a general note, such high ΔTj values indicate an improved thermal design would be necessary
in practice. Comparing the ΔTj values between the LED detailed models and the LED CTMs shows
that the junction temperatures predicted by the LED CTMs are again systematically lower. The largest
absolute error found in this case is 1.3 K, which is in the same range as the errors found previously
in the LED module-level model, and occurs for the LEDs with the largest ΔTj on LED modules 3
and 5. The relative errors in ΔTj range from about 0.3% to 1.1% in this case. Inspecting the average
surface temperature rise of the thermal pad and the total heat transfer through the thermal pad of
those LEDs again reveals similar discrepancies as before. For the detailed model they are 114.6 K and
1.03 W respectively, and for the CTM they are 113.2 K and 1.12 W respectively.

The LED luminaire-level model containing the LED detailed models took 9016 s to solve, whereas
the model containing the LED CTMs only needed 2153 s, resulting in a reduction of a factor 4.2. This is
smaller than the computation time reduction that was found for 60 LEDs in the LED module-level
model. Besides that the luminaire-level model comprises a larger geometry than the module-level
model, convection and radiation are also simulated in this case. To assess the impact of convection
and radiation on the computation time, the simulation of the luminaire-level model with LED CTMs
is repeated with convection and radiation each turned off separately. Without radiation the model is
solved in 1907 s, and without convection the model is solved in 706 s.

4. Discussion

An RC-network LED CTM was successfully generated. The steady-state junction temperature
error of the LED CTM, compared to the LED detailed model, was evaluated between 0.6% and 1.7% on
LED-level under imposed uniform HTCs. This meets the requirement of 2% stated in the Delphi4LED
end-users’ specifications [32].

A similar RC-network LED CTM, for a different LED package, is reported in [28]. The main
differences are that a network topology with only nine instead of eleven nodes was used, the CTM
was trained under three instead of four HTC training sets, using and a cost function based on the SF
instead of Zth. A slightly better relative error range of about 0.6% to 1.2% in the predicted steady-state
junction temperature rise is reported there. Nevertheless, in both cases an acceptable accuracy for
steady-state thermal behavior is achieved with an RC-network LED CTM. However, both in the present
case and in [28] it appears more difficult to also achieve accurate dynamic behavior, in particular for
the phosphor node. This indicates that further refinement of the extraction process or used network
topology may still be necessary for cases in which the LED CTM is not operated in steady-state
conditions. Another development in achieving accurate dynamic LED-level models that should be
mentioned here is the BCI reduced order model (BCI-ROM) approach [20,21]. Recently, Bornoff and
Gaal [28] compared this approach to the RC-network CTM and discussed its advantages related to
extraction (no choices on a network topology have to be made) and accuracy (the required accuracy is
prescribed by the user a priori for a wide range of HTCs). However, at the moment BCI-ROMs cannot
be implemented yet in commercially available 3D CFD software.
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When implemented in a 3D system-level, the LED CTM predicted slightly but systematically
lower junction temperatures than the LED detailed model. The largest difference was 1.6 K among
the two studied use cases. Inspecting the peripheral faces of the thermal pad, anode pad and cathode
pad, revealed discrepancies between the LED CTMs and LED detailed models in the average surface
temperatures and in the heat transfer distribution. This is likely caused by the fact that the LED CTM
is extracted under uniform peripheral conditions, whereas gradients exist in the more realistic 3D
thermal environment. This situation could be improved by splitting the anode, cathode and thermal
pad surfaces in multiple surfaces and assigning each their own node in the RC-network. However,
this is at the cost of making the LED CTM more complex. The error could also be partly related to the
choice and number of HTC training sets. In the original DELPHI project for semiconductor CTMs,
38 HTC sets were proposed, and later even larger sets were tested [33]. However, it was shown that
smaller subsets of five HTCs can still lead to accurate CTMs [33,34]. The range of thermal operating
environments that is relevant for LEDs is much smaller, but to date no studies have been performed
involving the number and type of HTC sets to apply for accurate LED CTM extraction.

In the LED module-level model, absolute errors in ΔTj of up to 1.6 K and relative errors of up to
6.0% were found when comparing the model with LED CTMs and LED detailed models. In the LED
luminaire-level model, absolute errors in ΔTj of up to 1.3 K and relative errors of up to 1.1% were found
when comparing the model with LED CTMs and LED detailed models. While the absolute errors are
on the same scale in both cases, the relative errors are substantially smaller in the luminaire-level case.
This is explained by the larger total thermal resistance to ambient of the luminaire system, resulting
in a larger temperature rise. Although the CTM meets the 2% error requirement compared to the
detailed model on luminaire-level, in the LED module-level model the relative errors are larger. Hence
the aforementioned potential improvements may be necessary, depending on the end-user’s needs.
It should also be stressed however that we only considered the error of the extracted and implemented
LED CTM compared to the LED detailed model. Compared to reality, for example if we were to
measure a physical prototype, there may be various additional sources of errors. Some examples
include: measurement uncertainties, uncertainties in the thermal dissipation of the components,
and uncertainties related to the CFD simulation itself [35]. Additionally, the thermal resistance of the
LED package may only represent a small fraction of the entire thermal resistance to ambient, especially
at LED luminaire-level. When that is the case, the accuracy of the predicted Tj compared to a physical
prototype will also largely depend on the accuracy of the part of the model besides the LEDs.

Regarding the computation time, using the LED CTM in the LED module-level model resulted
in a reduction from about a factor 2 with one LED up to almost a factor 13 with 60 LEDs. In the LED
luminaire-level model with 60 LEDs, a reduction of about a factor 4 was achieved using the LED CTMs.
Of course, the exact computation time will be different in every case and depends on the complexity
of the luminaire design. The difference in the achieved reduction between the studied cases can be
explained by the fact that the luminaire-level model has a larger 3D environment, more complex
shapes, and that convection and radiation are considered. As a result, the LEDs themselves constitute
a relatively smaller part of the entire model than in the case of the LED module-level model, and hence
their relative impact on the total calculation time decreases. In particular, the flow simulations
were found responsible for a large part of the computation time in the studied case. When turned
off, the computation time decreased by about a factor 3, from 2153 s to 706 s. Without radiation,
the computation time decreased by about 10%. Nevertheless, the factor 4 reduction for the simplified
LED luminaire-level model is still significant when a large number of scenarios needs to be simulated
in a design parameter optimization. Furthermore, the gains will increase significantly for higher
LED counts, as demonstrated by the LED module-level model. As an example, this approach could
therefore be highly advantageous when modelling systems containing LED filaments, as each filament
may contain several hundreds of LEDs.
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5. Conclusions and Outlook

To summarize, we created an LED detailed model and an LED CTM following the Delphi4LED
methodology and assessed the accuracy and computation time of 3D CFD system-level models
equipped with these LED models. Compared to previous work [24], the analysis was extended to
luminaire-level. This involved including higher number of LEDs, up to 60, and taking all heat transfer
mechanisms into account. The cases discussed in this work demonstrate that using Delphi4LED LED
CTMs in digital luminaire designs can provide a significant reduction in computation time while
maintaining the required accuracy compared to a LED detailed model.

With this approach, any node could be added to the LED model in order to monitor a thermally
critical part of the LED. In this case, the temperature of the node of interest does need to be monitored
during the LED testing. This way it can be included in the detailed model calibration in order to obtain
an accurate model and predictions for this temperature. It would, for example, be interesting to do this
for the phosphor temperature. While our LED CTM has a phosphor node, no phosphor temperatures
were measured and accounted for in the calibration of the LED detailed model. Therefore, the modeled
phosphor temperatures cannot currently be validated. In many cases, it is also not straightforward
to monitor the temperature phosphor temperature. In the present case, the silicone dome covering
the phosphor precludes measurements using thermocouples or infrared (IR) thermography. However,
methods based on the spectral distribution of the converted light [36,37], or specifically prepared
phosphors with magnetic nano-particles [38] could in principle be used.

Finally, the present study focused on 3D thermal modeling of the LED-based lighting designs
using an RC-network LED CTM. It is expected that a future implementation of LED BCI-ROMs in
3D system-level models will provide an alternative option for the RC-network CTM. Additionally,
only the LED CTM was considered. The implemented model will be extended in future work with a
chip-level multi-domain model to obtain a fully realized LED digital twin. Another useful addition to
the luminaire-level model is to include lifetime prediction [39], which will be the subject of a follow
up paper.
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Abbreviations

The following abbreviations are used:

BCI boundary condition independent
CCT correlated color temperature
CFD computational fluid dynamics
CPU central processing unit
CRI color rendering index
CTM compact thermal model
DSF differential structure function
DUT device under test
HTC heat transfer coefficient
IMS insulated metal substrate
IR infrared
LED light-emitting diode
PCB printed circuit board
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MDCM multi-domain compact model
ROM reduced order model
SF structure function
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Abstract: Large area multi-chip LED devices, such as chip-on-board (CoB) LEDs, require the combined
use of chip-level multi-domain compact LED models (Spice-like compact models) and the proper
description of distributed nature of the thermal environment (the CoB substrate and phosphor) of the
LED chips. In this paper, we describe such a new numerical solver that was specifically developed
for this purpose. For chip-level, the multi-domain compact modeling approach of the Delphi4LED
project is used. This chip-level model is coupled to a finite difference scheme based numerical
solver that is used to simulate the thermal phenomena in the substrate and in the phosphor (heat
transfer and heat generation). Besides solving the 3D heat-conduction problem, this new numerical
simulator also tracks the propagation and absorption of the blue light emitted by the LED chips,
as well as the propagation and absorption of the longer wavelength light that is converted by the
phosphor from blue. Heat generation in the phosphor, due to conversion loss (Stokes shift), is also
modeled. To validate our proposed multi-domain model of the phosphor, dedicated phosphor
and LED package samples with known resin—phosphor powder ratios and known geometry were
created. These samples were partly used to identify the nature of the temperature dependence of
phosphor-conversion efficiency and were also used as simple test cases to “calibrate” and test the
new numerical solver. With the models developed, combined simulation of the LED chip and the
CoB substrate + phosphor for a known CoB LED device is shown, and the simulation results are
compared to measurement results.

Keywords: Light-emitting diodes; power LEDs; CoB LEDs; multi-domain modeling; finite volume
method; phosphor modeling

1. Introduction, Related Work

Commercial LED-based white lighting devices work in the following ways [1]:

a. Three individual monochromatic LED elements emitting red, green and blue colors are mixed,
to produce light with the required chromaticity, including white;

b. Blue or near-ultraviolet LED chips are used to excite yellow phosphorous to provide white light
(phosphor with emission peak in red is sometimes also added for the sake of improved color
rendering).

The first way ensures the most versatile options for the user to tune the light, but arises a few
serious problems: Very complex driving circuitry, bad long term stability, due to the different ageing
of the three kinds of LEDs, high production cost and last, but not least, usually provide lower color
rendering indexes than phosphor-converted white LEDs. Therefore, nowadays the mainstream lighting
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applications are based on the two latter ways, mostly on the last one. The second option enables
easy tuning of the resulting light during the production technology. The last option provides the
lowest production cost, but also limits the variability of the light the most; such LED devices are called
phosphor-converted white LEDs (pc-WLEDs). In the subsequent parts of this paper, we shall also refer
to such LEDs simply as white LEDs. This paper deals with multi-chip, large-area packages where the
blue LED chips are directly attached to a common ceramics substrate, where this common chip carrier
substrate also constitutes the LED package itself, and we focus on pc-WLED devices realized with
single yellow phosphor-conversion, and chip-on-board (CoB) assemblies built of them.

Phosphor materials consist of a host compound and optical activator dopant ions.
Appropriate phosphor materials used in pc-WLEDs should meet the following six basic criteria [2]:

1. An excitation spectrum showing good overlap with the pumping LED chips: High absorption of
n-UV (360–420 nm) or blue light (420–480 nm).

2. An emission spectrum combination with the emission of LED, phosphors provide a pure white
emission with a high color rendering index and allow to achieve low correlated color temperatures.

3. Efficient luminescence with a high quantum efficiency (QE).
4. Low thermal quenching of photoluminescence.
5. High stability against oxygen, carbon dioxide, chemicals, and moisture under

application conditions.
6. Mild synthesis conditions, reasonable production costs.

Although many phosphor materials have been proposed in the literature in recent years, the number
of phosphors effectively fulfilling all six requirements is relatively small [3]. Host materials include
garnets, sulphides, (oxo-) nitrides, silicates, aluminates, borates, phosphates, and so on. The most
frequently used activators are either broad-band emitting transitional metals Eu2+, Ce3+, Yb2+ ions,
or line-emitting rare-earth ions Ln3+ and Mn4+, etc. [3,4]. The first commercially available pc-WLEDs
invented by Nichia Corporation was fabricated using blue InGaN LED chip and the yellow yttrium
aluminium garnet Y3Al5O12:Ce3+ (YAG:Ce) phosphor.

For efficiency and long-term stability reasons, today, most commercial single-phosphor-converted
white LED devices are still based on YAG:Ce [5]. A detailed discussion of the underlying physical
effects (4f–5d transition, d-d transition) and of the structural design of phosphor materials can also be
found there.

A much higher luminous emittance and conversion efficiency can be achieved by using
nano-structured YAG:Ce ceramic phosphor plate and a high power blue laser diode for excitation [6].
The optimal Ce3+ dopant concentration, resulting in the highest luminous emittance and conversion
efficiency was found at 0.5 mol%. Investigation of such solid-state light-sources, however, is beyond
the scope of this paper.

The modeling of the phosphor layer of a white LED primarily means optical modeling; following the
light-scattering, light absorption and light frequency (wavelength) conversion, which happen inside
the phosphor layer. Simulating these processes calculated their thermal effects too, which results in
a multi-domain model of the phosphor layer. There are many solutions for modeling these effects,
from simple one-dimensional models through using the bidirectional scattering distribution functions to
the detailed 3D models. Here we only summarize some examples that use these methods. 1D modeling
of light is used in papers [7,8] where the model verification for thin phosphor layers is given. We also
used a similar, modified model. This model [7,8] is improved to study the effect of non-homogenous
phosphor concentration in Reference [9], although the simulation results, in that case, do not match the
measurement results. The expected heat generation in the phosphor layer is calculated in article [10]
without comparison to measurement.

The most commonly used method for establishing the optical model of a phosphor layer is to
measure the bidirectional scattering distribution function, which gives the relationship between the
radiance and emission of the phosphor layer by infinitesimal solid angle for both incoming and outgoing
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light. Once the bidirectional scattering function is recorded, the optical behavior can be modeled by
simple integration. The method is used for phosphor layer modeling with experimental validation [11].
These measurements are made on phosphor plates only. In Reference [12], phosphor-coated LED
optical modeling and measurements are reported. This modeling technique is quite accurate for optical
modeling, but as the microscopic details are not known, only the macroscopic thermal model can
be established.

Detailed models are also used for optical modeling of phosphor layers. There are several
commercial software tools available for this purpose. [13] For example in paper [13] Tan et al report
about the use of TracePro and ANSYS. For phosphor-converted CoB device modeling, FloTHERM from
Mentor Graphics was also used [14]. In this work, an emphasis is put on the thermal aspects. LightTools
from Synopsys allows detailed modeling of phosphor layers with user-defined properties [15], with a
focus on simulating light properties, but without considering thermal effects. In their paper [16]
Alexev et al. describe the combined use of ANSYS and LighTools for the study of single-chip,
custom-made white LEDs; optical results of their simulations are checked by luminance measurements
in a special test setup while the correctness of the thermal simulations is checked with the help of
structure functions extracted from the simulation results and from thermal transient measurements
performed by Mentor Graphics’ T3Ster equipment [17]. In the special, custom-made mid-power
LEDs investigated, they used their own custom-made phosphor composites. To help set up their
combined thermal and optical simulation model, they measured the thermal conductivity, as well
as the reflection, excitation and emission spectra of these phosphor composites. In their paper [18]
Jeon et al. also report their measurements of phosphor properties aimed as input for optical modeling
of white LEDs, though, this publication does not provide any information about the temperature
dependence of these properties. The paper of Qian et al. [19] provides a detailed review of combined
optical-thermal modeling of phosphor-converted white LEDs and presents an example for LED filament
bulb. Unfortunately, in none of these publications is the interaction with the electric domain through
the blue pump LED chip(s) included.

A few multi-domain models have already been created. For example, an optical-electrical- thermal
compact model was published by Ye at al., where the phosphor layer is taken into account with
temperature dependence [20]. In this paper, single and multi-chip white LEDs (with contact phosphor
layers) and remote phosphor solutions are investigated. The multi-chip structure they studied is very
close to the structures of the CoB LED devices. In their model, the electrical behavior of the LED chips
is lumped into the energy conversion efficiency.

Compact model for multi-domain purposes with a remote phosphor layer presented in [21],
where applying bidirectional resistances showed good agreement with the measurements. A similar
solution can be found in Reference [22]. In Reference [21], a large are multi-chip white LED device
is studied with a structure close to that of white CoB LEDs, through measured, so-called ‘ensemble’
characteristics (see later). For modeling heat transfer from the LED chips’ junctions to the environment
both in Reference [21,22] the so-called bidirectional thermal resistance model is used. The thermal
resistance values needed for such a model are identified from thermal transient measurements with
the help of the structure functions. In Reference [21], the authors provide a final single equation
for the total luminous flux in which both the bidirectional resistance model and the Shockley type
model for the IV characteristics are included. The heat dissipation coefficient introduced by the
authors, in which the light propagation properties in the phosphor are embedded, is also part of
this equation. In summary, the model presented in this paper can be well applied to represent the
‘ensemble’ characteristics of CoB LEDs, but is not able to provide detailed information on the lateral
and vertical temperature distributions in the phosphor layer and cannot provide information on the
individual junction temperatures of the blue pump chips of the LED array.

In our current paper, we summarize our multi-domain modeling solution for phosphor- converted
LED devices, which is a mixed, compact-detailed model by using one of the “standard” chip-level
multi-domain LED models for the description of the operation of the blue pump chips within CoB
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devices. Only the multi-domain nature of the operation of the blue LED chips can be represented by a
compact model; the blue LED chips’ thermal environment (substrate, phosphor) of a CoB device has to
be considered by a distributed, detailed 3D model. This way detailed studying of thermal phenomena
in the phosphor layer (both in the vertical and lateral direction), including the effect of local interaction
of the phosphor and the blue pump LED chips within the CoB array is made possible. In Figure 1,
we provide a summary of physical processes taking place in the different major structural elements of
a phosphor-converted white CoB LED device that we aimed to cover with our simulation approach.

 
Figure 1. Overview of the physical processes in different, major structural elements of
a phosphor-converted white chip-on-board (CoB) LED device to be captured by dedicated
simulation models.

The organization of our paper is as follows: In Section 2, we describe the context and the goals
of this work. Section 3 deals with the major bottleneck: How to identify the material properties of
phosphor layers needed for multi-domain simulation. We were inspired by References [16,18] to
also prepare stand-alone custom phosphor samples that measure the temperature dependency of the
phosphor properties. Moreover, with the same phosphor mixtures, we prepared single-chip white LED
samples with well-controlled properties in order to allow us to fine-tune and to validate our simulation
methods and models. Details on this part of our work are also provided in Section 3. In Section 4,
we introduce our coupled chip + phosphor multi-domain simulation model along with the description
of the light and heat propagation models of different complexity. In Section 5, we apply the introduced
models to a commercially available CoB LED device that has also been characterized by common
thermal and optical measurements as well. The comparison of the simulation and measurement results
obtained for this device is provided in Section 6. In Section 7, we provide a summary and conclusions.
In the Abbreviations we provide a summary of abbreviations and symbols used in this paper.

This paper, as a significantly extended version of our THERMINIC 2019 conference paper [23]
provides a comprehensive summary of our CoB LED multi-domain modeling related work (parts
of which have already been published at other conferences as well [24,25]) completed with a few,
recent measurement results.

2. Background, Related Own Work

The work described here has been carried out in the framework of the recently completed
European H2020 ECSEL research project Delphi4LED [26]. The major focus of the project was placed
on single-chip LED packages and luminaires made thereof, applying a modular approach in the overall
luminaire design process [27]. In the Delphi4LED approach, multi-domain behavior is treated on
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LED chip-level, by means of Spice-like compact (lumped) models [28]. The thermal effect of the LED
package physical structure is also described by compact models [29]. To consider farther elements of
the thermal environment, there are two options. On the one hand, the luminaire’s thermal behavior and
the effect of its thermal environment can be represented by yet another compact thermal model [30],
and the entire model (including the LED chips models completed with the compact thermal models of
their packages) forms a Spice netlist that can be simulated with any Spice compatible circuit simulator.
On the other hand, another approach has also been developed within the Delphi4LED project: The 3D
thermal environment of the LED chip is considered by a detailed 3D thermal model. In this approach,
a 3D thermal simulator is modified in a way that it can iterate between the chip-level multi-domain
LED model and the thermal solver, as illustrated in Figure 2. An implementation of such a scheme was
used in the Delphi4LED project to demonstrate the use and benefits of the “industry 4.0” like design
workflow suggested by the project [31].

 
Figure 2. A chip-level multi-domain LED model embedded in a thermal simulator using a relaxation
type iteration in order to realize an electro-thermal-optical solver used for the virtual prototyping of
luminaires based on single-chip LED packages [27,29,31]. For the explanation of symbols used in this
figure see the Abbreviations.

In the case of phosphor-converted white CoB LEDs, however, the first approach of using compact
models only cannot be applied because of the distributed, multi-domain nature of the phosphor layer,
involving:

• Considering the light propagation properties in 3D (absorption/transmission);
• Temperature dependence of phosphor properties (among those, that of the conversion efficiency);
• The resulting heat generation and temperature rise in the phosphor layer.

This is illustrated in Figure 1. The thermal effect of the phosphor layer (distributed heat source
over the entire area of the CoB device) cannot be separated from the thermal behavior of the rest of the
structural elements of a CoB LED, therefore:

• An appropriate optical-thermal model of the phosphor should be set up (with light
absorption/emission, heat generation and temperature dependence described consistently);

• Integrated with the thermal model of the CoB device as it is illustrated in Figure 3.

 
Figure 3. Application of a chip-level multi-domain LED model in a relaxation type implementation of
an electro-thermal-optical solver, with a detailed 3D thermal model of the CoB LED chips’ thermal
environment completed with a thermo-optical model describing the light conversion and heat generation
in the phosphor. For the explanation of symbols used in this figure see the Abbreviations.
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Regarding the description of the multi-domain behavior of the blue LED chips, we relied on one of
the Spice-like multi-domain LED models we developed earlier [28]. The heat transfer within the bulk
of the LED chips, the ceramics substrate and within the phosphor layer is treated by BME’s proprietary
conduction-mode only thermal field solver [32,33] that has already been successfully adapted to the
multi-domain modeling of large-area OLED devices [34,35].

The most important differences and similarities between the former multi-domain OLED simulator
and the present approach for CoB LEDs are the following:

• The multi-domain behavior of OLED junctions is of distributed nature while in CoB LED
devices, the junctions of the individual blue LED chips are represented by a compact (Spice-like)
multi-domain model.

• Thermal modeling of the light-emitting polymer layer (LEP) of OLED and the phosphor layer of
CoB LEDs is similar: In both cases heat, transfer in these layers need to be modeled along with the
heat generated by conversion losses. The way how the dissipated heat in these layers is calculated,
however, is different. In the OLED model, the LEP layer was considered two-dimensional; the heat
was generated at the point of the light emission. However, the phosphor layer of CoB LEDs
requires complex handling of a true three-dimensional model of light and conversion losses.
For modeling the heat transfer, the layer thickness and thermal conductivity have to be known.

• Both in OLED LEP layers and in CoB phosphor layers conversion efficiency (electricity to light
in the case of OLED LEPs, blue light to yellow light in CoB LED phosphors) depends on the
local temperature.

The electrical interconnect network of blue LED chips of a CoB device is considered as
zero-dimensional electrical nodes (with no voltage drop in the interconnects). The typical electrical
configurations of LED chips inside a CoB device are shown in Figure 4.

 
Figure 4. Typical electrical configurations of the arrays of blue LED chips within a CoB LED device
package: (a) A single string of serially connected LED chips, (b) parallel connection of multiple serially
connected strings of LED chips. (After [36]).

As seen in Figure 4, none of the electrical configurations of the arrays of blue LED chip inside a CoB
device provides individual access to any of the chips within the array. This means that with the common
IF forward current we power the entire LED array and we can measure the total radiant/luminous
flux of the entire array that is the sum of the fluxes emitted by the individual chips and converted by
the phosphor. For a single LED string, the situation is the same for the overall forward voltage of the
string. These measured characteristics are called ‘ensemble’ characteristics in the JEDEC JESD 51-51
standard [36].

The relationship between the overall, ensemble characteristics of an LED array and the individual
chip characteristics (as illustrated in Figure 5 for the forward voltage) are

VF_ensemble =
N∑

i=1

VF_i (1)
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VFchip

(
IF, TJ_ensemble

)
= VF_ensemble

(
IF, TJ_ensemble

)
/N (2)

ΦX_ensemble =
N∑

i=1

ΦX_i (3)

Φxchip

(
IF, TJ_ensemble

)
= Φx_ensemble

(
IF, TJ_ensemble

)
/ N (4)

where ΦX represents either the radiant flux, Φe or the luminous flux, ΦV, N is the number of the LED
chips in the LED string forming the LED array. VFchip and Φxchip represent the average forward voltage
and flux data that can be related to an individual LED chip within the array.

 
Figure 5. Illustration of the ‘ensemble’ thermal resistance and forward voltage of a serially connected
LED array (as per Figure 4a) in the powering/measurement scheme recommended by the JEDEC JESD
51-51 standard [36] for thermal testing. For the explanation of symbols used in this figure see the main
text and the Abbreviations.

This means, that the measured isothermal IVL characteristics of a CoB device need to be
post-processed before applying the parameter extraction procedure to obtain the multi-domain
chip-level model parameters to be used by the chosen Spice-like multi-domain LED model. Note,
that in the case of using a combined thermal and radiometric/photometric test setup as suggested
by the JEDEC JESD 51-51 and JESD 51-52 standards [36,37] for CoB LED measurements, there is no
way to identify the TJ_i individual junction temperatures of the blue LED chips within the entire
array. As the best approximation, one has to calculate with the TJ_ensemble temperature as if it was
a uniform temperature for each LED chip within the CoB device. Thus, the set of isothermal IVL
characteristics is given by the VFchip

(
IF, TJ_ensemble

)
and Φxchip

(
IF, TJ_ensemble

)
data as given by Equation (2)

and Equation (4), respectively.
To test the validity of the Equations (1)–(4) we created an array from individual LED packages on

a cold plate with a diameter of 12 cm that was attached to a 50 cm integrating sphere. In this setup,
the LEDs could be powered and characterized both individually and together as an array of LEDs.
It was found that the chip-level characteristics derived from the measurement results of the entire
array were very close to the averages of the individually measured voltages and fluxes, suggesting that
the above-mentioned approximation for the individual characteristics of the individual LED chips
is acceptable.

3. Characterization of the Phosphor

3.1. Methodology to Set up and to Validate the Multi-Domain Model of the Phosphor

The major bottleneck in the modeling of phosphor-converted white LEDs like the CoB devices is
to get access to the properties of the phosphor layers as manufacturers do not share such information.
Regarding the thermal properties, one can find multiple approaches in the literature. Papers [38,39]
describe numerical simulation methods for the calculation of the effective thermal conductivity of
different phosphor-resin mixtures with different phosphor particle concentrations. In both papers the
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simulation results are compared to measurements: In Reference [38], the laser flash method, while in
Reference [39] the transient hot-wire method is used to measure the effective thermal conductivity of
phosphor layers. A. Alexeev et al. also investigated the effect of phosphor particle concentration on the
overall thermal resistance of white LED packages [40]. Wenzl et al. in their paper [41] describe how
heat generation in the phosphor layers depends on the extinction coefficient (i.e., light absorption).
In this work, besides the thermal conductivity, further material properties of the phosphor layers, such
as quantum efficiency are also considered in the simulations. The authors used a simple LED reference
structure that inspired our present work (see later). Data available in these papers, unfortunately, did not
help us set up our own models, especially regarding temperature dependence of the light conversion.

Though Bachmann in his PhD dissertation [42] provides detailed measurement data of different
kinds of phosphors, including a few graphs showing the temperature dependence of luminescence
intensity, there is no data on efficiency and thermal properties of phosphor powder-resin composites;
the limited data on the temperature dependence of luminescence intensity could not be used
for our modeling purposes. As a workaround to the problem of lack of sufficient data on
temperature-dependent behavior of phosphors, we had the following approach [25]:

• We used commercially available phosphor powders for the preparation of a large-area (cca. 5 cm
in diameter) phosphor sample using spin-coated PDMS (polydimethylsiloxane) as a host matrix.
PDMS-phosphor composites with different mass fractions of the two constituents were created.
The photon conversion properties and their temperature dependency, as well as the thermal
conductivity of the samples, were measured.

• Using the same phosphor-PDMS composites the original phosphor-lens structure of flip-chip
assembled LED packages were replaced by our own, custom-made phosphor-lens structures.
Before attaching our own phosphor-lens structures, the bare blue LEDs were fully characterized
by isothermal IVL measurements.

• All custom-made white LEDs have also been fully characterized by the measurement of their
isothermal IVL characteristics. After these measurements, the custom-made lenses were removed
from the blue LED chips, and the phosphor layer thicknesses were measured by cross-sectioning.
With each composite and phosphor layer thickness, multiple white LED samples were prepared.

• These custom-made white LEDs were used as simple reference structures (see later in Section 3.3)
to set up, test and validate our multi-domain phosphor model [24].

• The phosphor multi-domain model validated this way was built into our proprietary finite volume
based thermal simulation code (SUNRED). The multi-domain compact model of LED chips was
also included in this solver, following the scheme sketched in Figure 3.

• The CoB LED device (Lumileds 1202s CoB) fully characterized during the round-robin test of
the Delphi4LED project [43] was modeled and simulated with multi-domain simulation engine.
The properties of the phosphor layer of these CoB LEDs were measured (see later), and some layer
thicknesses of these CoB LEDs were also identified by cross-sectioning.

The subsequent (sub)sections of this paper describe the details of the steps listed above.

3.2. Study of the Relevant Properties of Phosphor Layers

In order to establish a thermo-optical model for the phosphor layer, first, we investigated the
features of some phosphor materials. Our initial idea was to derive phosphor properties from measured
spectra of blue and phosphor-converted white LEDs of the same LED family (XP-E LEDs of Cree) in
the hope that in the white LEDs the same blue chips were used. In the measured spectra the blue peak
wavelengths differed; therefore, the assumption, that the only difference between the two kinds of
LEDs was the phosphor, was questioned.

As a next step in setting up a proper multi-domain simulation model for CoB LED devices,
standard, commercial CoB LED devices in their unpowered state were considered as stand-alone
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phosphor samples (Figure 6). We prepared different PDMS/phosphor powder composites to be
characterized as stand-alone samples (see Figure 7b) to obtain certain parameters of the phosphors.

 

 
(a) (b) 

Figure 6. Commercially available CoB LED devices in their unpowered state were also measured as
stand-alone phosphor samples: (a) A Lumileds 1202 s CoB LED device; (b) multiple such CoB LED
devices attached to a temperature-controlled stage to be measured as stand-alone phosphor samples.

 
 

(a) (b) 

Figure 7. Test setup for phosphor sample measurements: (a) Schematic of the integrating
sphere arrangement with excitation blue light source and passive phosphor layers attached to a
temperature-controlled stage; (b) photograph of a custom-made phosphor sample attached to a
temperature-controlled stage.

A 50 cm integrating sphere with dual DUT (device under test) ports was used in an arrangement,
as seen in Figure 7, to capture the spectral power distribution (SPD) of the secondary emission of the
phosphor samples with a CAS-140CT spectroradiometer. All phosphor samples were attached to a
temperature-controlled stage. By sweeping the temperature of that stage spectra, were captured at
phosphor temperatures between 15 ◦C and 150 ◦C.

The integrating sphere that we used had two DUT ports facing each other along the equator of
the sphere (Figure 7a). This arrangement allowed us to install a blue excitation light source at one port,
to focus the excitation blue light on the phosphor sample mounted on a temperature-controlled stage
on the other port of the sphere. A cone with a black outer surface with a small aperture was used to
decrease the amount of blue light inclining not the sample, but the sphere. This ensured to capture
reasonable levels of converted light without saturating the spectroradiometer with the blue excitation.

The samples were exposed to variable intensities of blue light. The base material of the phosphor
samples was PDMS. 1 mm thick PDMS medals with different mass fractions of phosphor powders
were prepared on a black-painted aluminum plate that was attached to the above-mentioned
temperature-controlled stage (as shown in Figure 7b). Also, the whole thermostat was painted
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black to minimize the backscattering of blue light into the sphere. Figure 8 presents a set of spectra
of the blue excitation and the secondary emission of a phosphor sample measured at different
phosphor temperatures.

 
Figure 8. Temperature-dependent spectral power distribution (SPD) of a custom-made remote
phosphor sample.

As our integrating sphere is not calibrated in the given geometrical arrangement, only an estimated
blue reference SPD could be used for temperature-dependent efficiency calculations. For the definition
of the different efficiency parameters of the phosphor refer to F. Schubert’s widely known book on
LEDs [44]. Figure 9 shows the calculated temperature dependence of different properties, such as
conversion efficiencies for one of the characterized custom-made PDMS samples.

 
(a) (b) (c) 

Figure 9. Measured temperature dependence of (a) the blue absorption rate, (b) the external quantum
efficiency, and (c) the power conversion efficiency for a phosphor sample prepared from one of the
commercially available phosphor powders.

As seen in the diagrams presented in Figure 9, linear or second order relationships can well be used
as good approximations for the temperature dependence of the measured properties. The measurement
results show that not only the efficiency of the phosphor layer depends on the temperature, but slightly
the wavelength of the converted photons (thus, the emission spectra) as well. Because of the experienced
linearity in conversion efficiency, this effect can be built in the multi-domain model. Based on these
experimental data, we could set up the thermo-optical phosphor model that we built into our thermal
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solver; the parameters regarding the temperature dependence can be well fitted to data of other
phosphor materials.

Besides the temperature dependence of the light conversion properties, the thermal conductivity of
the manufactured PDMS and phosphor-powder mixtures was measured with the DynTIM equipment
of Mentor Graphics [45], see Figure 10. The thermal conductivity measurement results for one of the
phosphor powder types are shown in Table 1.

 
Figure 10. One of our custom-made phosphor samples on the measurement stage of a Mentor DynTIM
(dynamic thermal interface material thermal conductivity measurement) equipment [45].

Table 1. Measured thermal conductivity of phosphor layer with different phosphor
powder concentration.

Mass Fraction [m/m %] Thermal Conductivity [W/mK] Variance in Thermal Conductivity Measurement

0 0.22 0.004
25 0.29 0.009
50 0.4 0.002
66 0.61 0.006
75 0.66 0.001

3.3. Characterization of Custom-Made Phosphor-Converted White LEDs

To test the validity of the phosphor model we created custom-made phosphor-converted white
LEDs with precisely known structure, both in terms of the bare, packaged blue LED chips and the
added phosphor layers. These devices were used as reference structures for fine-tuning the phosphor
model attached to our thermal solver. Also, with these single-chip LEDs we avoided all uncertainties
associated with the ‘ensemble’ characteristics of the actual CoB structures, as well as obtained blue
LED spectra and white LED spectra where the blue peaks precisely matched.

Figure 11 provides some details of the ‘fabrication process’ of our own custom-made white
LEDs. XPG3 flip-chip power LEDs from Cree were used such, that their original lenses were removed
(Figure 11a). At this stage, each blue LED was characterized by isothermal IVL measurements.
Phosphor-converted white LEDs were then fabricated by proximate conformal phosphor deposition
before forming the clear lens (Figure 11b,c). We used PDMS + phosphor powder mixtures as for the
characterization of stand-alone phosphor samples discussed in the previous section. The phosphor
powder was mixed with PDMS in 50–50 m/m %, and light conversion layers of four different
thicknesses were deposited on the already characterized bare blue LEDs. This way, white LEDs with
four different spectral power distributions (thus, four different correlated color temperatures) were
achieved. With varying the phosphor thickness, our aim was to convert a different number of photons
using the same blue excitation every time. With this technique, we assured that the only differences
between the measurement results for the blue and the white LEDs were caused by the phosphor
layers themselves.
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(a) (b) 

 

(c) (d) 

Figure 11. Creating our own white LEDs from Cree XPG3 LEDs: (a) Bare blue LED packages with
original phosphor and lens removed, (b) custom-made phosphor layer with known composition and
new lens, (c) blue LED packages with the new phosphor + lens structure attached, (d) simplified
cross-sectional view of the custom-made LED structures used for simulations [24] to validate the
simulator. For the explanation of abbreviations used in this figure see the Abbreviations.

The flip-chip assembly of the base LED device was chosen to make sure that while the original
dome with phosphor is removed and our own custom-made phosphor layers are added, all electrical
connections of the LED chips remain safely untouched.

For each phosphor layer setup, complete isothermal IVL characterization was performed for six
forward current values at five junction temperatures.

After measurement of the isothermal IVL characteristics, the custom lenses were dismounted,
and cross-sectioned to measure the thickness of the phosphor layers. As we experienced, the temperature
of the phosphor layer has a significant impact on the external quantum efficiency, and on blue absorption,
which not only affects the efficiency of the LED, but the color of the resulting light too. That is one
reason why it is necessary to establish joint compact and detailed multi-domain (thermal, electrical and
optical) models in the case of white LEDs, especially for CoB devices.

The thickness dependence of the total dissipated power and the temperature rise of the phosphor
layers is shown in Figure 12. This set of data was used to validate the multi-domain phosphor model
when applied to the custom-made single-chip reference LED devices.
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Figure 12. The layer thickness dependence of the major thermal properties of the custom-made
phosphor layers identified from the measurements: (a) Thickness dependence of the total dissipation
in the phosphor layer; (b) temperature rise of the phosphor layer.

4. Multi-Domain Modeling: Chip-Phosphor Interaction, Light and Heat Propagation

From now on, we call the color of the absorbed light of the primary emitter LED chips as blue and
the converted and re-emitted light color as yellow. For modeling phosphor layers different effects need
to be considered, such as blue absorption, blue scattering, blue-to-yellow conversion (Stokes shift),
yellow absorption, yellow scattering and the temperature dependence thereof, if applicable.

We distinguish our phosphor models according to the way the light path is followed in 1D (distance
from the source), or in 3D. In certain cases, the absorption and reflection on the LED chip/substrate
surface are taken into account. In the following section, we discuss these approaches with their
possible limitations.

4.1. A 1D Phosphor Model

In our 1D model, we consider the blue and yellow absorption and the wavelength conversion.
We use simple formulae to approximate the optical (radiant) power of the blue and yellow light, and for
the heat generated due to conversion and absorption losses.

When the blue light propagates through the phosphor layer, it may be absorbed or converted by
the phosphor particles. Assuming that the particle concentration in the phosphor layer is homogeneous,
the blue photon number follows the Lambert-Beer law:

NB(x) = Ne · e−μbx (5)

where NB is the blue photon number at distance x (measured from the source), Ne is the originally
emitted photon number (calculated from the optical power), μb is the sum of the attenuation and
conversion coefficients μb = μba + μbac, and is proportional to the probability of hitting a phosphor
particle. As there is no yellow light emitted from the LED chips, the source of yellow photons is the
conversion by a phosphor particle, so the number of yellow photons can be written as:

NY(x) = Ne · (1− e−μcx), (6)

where μc is the conversion coefficient.
Considering the yellow attenuation from the distribution of yellow source:

NY(x) = Ne
μc(1− e−μbx)

μy + μb
(7)
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Note that the converted yellow photons do not follow the direction of blue photons. The direction
of propagation of the converted yellow photons can be assumed to be isotropic. Therefore, only half of
the converted yellow photons will propagate away from the LED.

The other half starts to move in the direction of the surface of the LED chip. Let the thickness of
the phosphor layer be d and let the yellow source (x′) be above point x of the blue source, where the
photon number sought can be described as:

Nys(x′) = Ne · μce−μbx′ (8)

The attenuation of that source from x′ also given by the Lambert-Beer law:

Ny(x) = Ne · μce−μbx′ · eμy(x−x′). (9)

With the help of integration, we can get the formula for the photons arriving above point x:

NyB(x) =
∫ d

x
Ne · μce−μbx′ · eμy(x−x′)dx′ = Ne

μc(e−μbx − e−μbd)

μy + μb
. (10)

The number of yellow photons reflected from the LED chip surface is calculated from the power
of yellow light incident at the surface. The latter is

Ny(0) = Ne·μc(1− eμbd)

μy + μb
. (11)

Considering also the r reflection coefficient (the ratio of reflected and absorbed photons), and the
attenuation from the LEDs surface we get:

NyR(x) = r ·Ne
μc(1− eμbd)

μy + μb
· e−μyx. (12)

Considering that in each direction half of the number of photons is emitted, the final formula for
the yellow photon number is:

Ny(x) =
1
2

(
Ne
μc(1− e−μbx)

μy + μb
+ Ne

μc(e−μbx − e−μbd)

μy + μb
+ r ·Ne

μc(1− eμbd)

μy + μb
· e−μyx

)
. (13)

From the known wavelengths of the photons, the energies of the blue and yellow photons and the
energy difference, due to wavelength conversion can be calculated as follows:

Eba = h c
λb

, Eya = h c
λy

, Ec = h c
λb
− h c
λy . (14)

With the above energy values, the dissipation density at point x can be expressed with the original
blue photon number, Neas follows:

Ne

(
Ebaμba · e−μbx + Ebaμc · e−μbx + Eyaμy ·12

(
μc(1 − e−μbx)

μy + μb
+
μc(e−μbx − e−μbd)

μy + μb
+ r
μc(1 − eμbd)

μy + μb
· e−μyx

))
(15)

With this analytical formula, we can determine the parameters of the phosphor layer by
measurement, although,

• We neglected that the light emitted from the chip has an angle distribution;
• There is no scattering considered in the model;
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• Furthermore, in Equation (14), we assumed a single blue and yellow wavelength and did not
deal with the actual spectral power distributions of the original blue and the converted longer
wavelength light.

The neglected effects do not result in a significant error in the thermal model, if the phosphor
layer is much thinner than the dimension of the light emitting surface of the blue LED chips.

4.2. Simplified 3D Phosphor Model

The simplified 3D model is an extension of the 1D model to 3D. The scattering is still neglected,
but the spatial light distribution is taken into consideration now. To keep this model simple, we do not
calculate with the attenuation of the yellow light. The main question to answer with the use of this
model is how the overall heat generation distribution will be affected by the losses in the phosphor.

In this approximation the Lambert-Beer law is used again, which gives us the relation between a
point on the surface of the LED chip (r

′
) and one in the phosphor layer (r):

NB
(
r− r

′)
= Nen · e−μb(r−r

′
), (16)

where Nen is the number of nodal (r′) emitted photons. Since every location of the lighting surface is
considered as a point-like source we have to correct the formula as follows:

NB
(
r− r

′)
=

Nen · e−μb(r−r
′
)

2π
∣∣∣r− r

′ ∣∣∣2 (17)

To get the number of blue photons at location r, an integration over the lighting surface is needed:

NB(r) =
� Nen · e−μb(r−r

′
)

2π
∣∣∣r− r

′ ∣∣∣2 dA′ (18)

Considering now the Θ(θ) spatial distribution of the blue light we get

NB(r) =
�

Θ(θ)
Nen · e−μb(r−r

′
)

2π
∣∣∣r− r

′ ∣∣∣2 dA′ (19)

The computation for this surface integral for a 100 by 100 mesh lasts a few minutes for each plane
that is modeled in the phosphor layer. In order to calculate with the yellow light propagation, we can
use the calculated blue photon number, as it is proportional to the source of yellow light:

NY(r) =

∫ ∫ ∫ μcNB
(
r
′)

4π
∣∣∣r− r

′ ∣∣∣2 · e−μy(r−r
′
)dV′ (20)

which increases the computation time to hours for every point. The reflection can be handled by
a mirrored blue light source (situated on the backside). This computational cost implies that the
analytical formulas should not be used even with a simplified 3D model. The practical workaround to
this computational cost issue is to use numerical methods, such as the Finite Volumes Method (FVM).

4.3. Detailed 3D Phosphor Model with a Numerical Approach

The approach of overall modeling of a CoB device described in the present study was inspired
by our previous work that targeted multi-domain simulation of large-area OLEDs [34,35]. For OLED
simulations the FVM was applied to get a 3D network of multi-domain elementary cells. This network
was solved by the Successive Network Reduction (SUNRED) method [32,33] and the solution provided
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voltage, temperature, radiance and luminance maps as a response to a given, assumed driving current
of the investigated device.

For the simulation of phosphor covered (inorganic) LEDs, we created two special elementary cell
models: One for the pn-junction of the LED (describing the multi-domain behavior of the blue LED
chips by a Spice-like model) and another multi-domain simulation grid cell type for the phosphor,
as illustrated in Figure 13 (for the sake of simplicity for a 2D case). These models will be detailed in the
next subsections.

Figure 13. Part of the realization of the overall scheme of Figure 3 within our Finite Volumes Method
(FVM) numerical solver: The multi-domain FVM cell models depicted in 2D—black circuit elements
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represent electrical connections, red circuit elements represent mesh grid cells of the thermal subsystem.
The mesh grid level multi-domain phosphor model takes local temperature and material parameters,
plus the incident blue and yellow light fluxes as input and provides the transmitted blue/yellow light
and converted yellow light fluxes as output. (For a detailed explanation of the symbols used in the
drawing refer to the main text). For the explanation of symbols used in this figure see the main text and
the Abbreviations.

4.3.1. Junction and Phosphor Cells

A ‘junction cell’ is basically a special cell that represents the bulk material of the LED chip from
thermal perspective, but it also incorporates the new, constant forward current-driven formulation
of the Shockley-model based multi-domain LED model that we developed previously within the
Delphi4LED project [28]. For every single blue LED chip in the CoB device a local instance of this
model is applied, considering the local junction temperature (TJ) in the FVM simulation grid cell where
this model is attached to, see Figure 13. Such a grid cell is called a ‘junction cell’.

This LED chip model is connected to the electrical model of the cell at its interface to other regions
of the device, see the black network elements in Figure 13. The two input quantities of the junction
model are the constant forward current flowing through it (IF) and the temperature of the junction (TJ.).

Its four output quantities are the forward voltage (VF), the generated heat flux (PH), the emitted
radiant flux (Φe) and the emitted luminous flux (ΦV).

The PH power provided by the LED chip multi-domain model instances is the local heat-source of
the FVM grid cell, represented by the Pd generators in the generic thermal grid cell. The calculated
Φe radiant flux of a junction cell is split among the blue light rays that are propagated towards the
‘phosphor type’ simulation grid cells of the FVM solver (see the light blue arrows in Figure 13).

The ‘phosphor cells’ include the same thermal part as an ordinary structural material or the
‘junction cells’ (red thermal network elements), and they also include a phosphor multi-domain
model, describing the light conversion and propagation and the corresponding thermal losses in the
phosphor material.

The calculated thermal loss is the local Pd heat-source of the given FVM grid cell. Note, that in
Figure 13, symbol PH is used both for the multi-domain model of the LED chips and for phosphor
regions to denote the local heating power.

4.3.2. Modeling the Light Conversion in the Phosphor

The chip-level multi-domain LED model that we use calculates the total emitted radiant/luminous
flux only; it does not provide actual spectral power distribution of the emitted light Therefore,
we considered only the blue and converted yellow fluxes, without any details about their actual spectral
power distributions. Note, however, that the following discussion is also valid for all colors in the
entire spectral range of the emitted converted light, ranging up to red as well and with an additional
model for the absorption and emission spectra of phosphors, temperature-induced slight spectral
changes like the ones seen in Figure 8 could also be included.

The wavelength conversion results in a loss of energy, which heats up the phosphor. Because the
phosphor particles are mixed with transparent but poorly heat-conductive material (e.g., silicone) as a
host matrix, their temperature can be significantly, even tens of degrees higher than in other parts of
the LED package. The conversion is temperature-dependent, therefore, a multi- domain simulation of
the phosphor is required.

Figure 14 shows some light paths in an LED package. Blue light is emitted in different directions
from the LED chip, which may reflect from the surfaces, even crossing the phosphor layer several times.
Meanwhile, the blue light is partially converted to yellow. The emitted yellow follows different paths
than the blue light absorbed by a phosphor particle; it may propagate in any direction. The yellow light
can be reflected several times, and it can be absorbed and re-emitted in different directions. The energy
loss due to the absorption of yellow light also contributes to the temperature rise of the phosphor layer.
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Figure 14. Some light paths in an LED: Blue light comes from the chip, yellow light is generated in
the phosphor.

We assume again, that the attenuation of the blue and yellow fluxes follows the Lambert-Beer law:

Φe_blue_out = Φe_blue_ine−αblue(T)·d (21)

Φe_yellow_trans = Φe_yellow_ine−αyellow(T)·d (22)

where αblue and αyellow are the blue and yellow attenuation coefficients, d is the effective thickness of the
phosphor layer. Equation (22) refers to the case where the yellow light is not produced in the layer but
enters from the outside (transmitted yellow). The absorbed blue and yellow fluxes can be calculated as

Φe_blue_absorb = Φe_blue_in −Φe_blue_out and (23)

Φe_yellow_absorb = Φe_yellow_in −Φe_yellow_trans. (24)

The yellow flux converted from the absorbed blue flux can be calculated as

Φe_yellow_conv = Φe_blue_absorb·ηconv(T) (25)

where ηconv is the conversion efficiency. A part of the absorbed yellow may be re-emitted:

Φe_yellow_re = Φe_yellow_absorb·ηyellow_re(T) (26)

where ηyellow_re is the “yellow-to-yellow conversion efficiency”, characterizing the re-emission.
The yellow output of a phosphor layer is the sum of the transmitted, converted and re-emitted
yellow:

Φe_yellow_out = Φe_yellow_trans + Φe_yellow_conv + Φe_yellow_re (27)

The heating power due to the conversion loss is the difference between the absorbed blue and the
converted yellow radiant fluxes:

Ploss_conv = Φe_blue_absorb −Φe_yellow_conv. (28)

The heating power due to the yellow transmission loss is the difference between the input and the
transmitted and re-emitted yellow fluxes:

Ploss_yellow_trans = Φe_yellow_in −Φeyellowtrans
– Φe_yellow_re. (29)

The full heating power of the phosphor layer is the sum of the absorption and transmission losses:

PH_phosphor = Ploss_conv + Ploss_yellow_trans (30)
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4.3.3. Rays split over the FVM Simulation Grid Cells

The FVM simulation calculates the quantities per elementary cell—therefore, the absorption and
transmission losses, as well as the blue and yellow output fluxes, are determined for the elementary
cells of the phosphor layer. The idea behind the method comes from the ray tracing [46] and path
tracing [47] algorithms used in global illumination.

The goal is to create a generic cell model that can handle all-optical and thermal phenomena
presented in Section 4.3.2 (as illustrated in Figure 13), and leaves the definition of the light paths to the
user. The quantities are determined for each elementary cell individually.

In a cell-split model, light propagates in a beam from the internal volume or from a surface of a
cell to the outer surface of another cell. For example, blue light typically propagates from the surface
of junction cells to the outer surfaces of a phosphor layer, as illustrated in Figure 15a Handling 3D
beams would require integral calculation. To avoid this complicated and time-consuming method,
we use 1D rays as in ray tracing methods, see Figure 15b. A ray is defined by the coordinates of its
start and end points. In this model, based on Equation (21), the blue output flux for Ray 1 is:

Φe_blue_out = Φe_blue_ine−αblue_1(T1)·d1 e−αblue_4(T4)·d4 (31)

where αblue_n, Tn and dn are the attenuation coefficient, temperature and distance traveled by the light
in cell n, respectively. Φe_blue_in is the flux of the junction cell in the direction of the output surface.
As d is the distance between the entry and exit points of the ray in the cell, and the temperature and
the material are considered homogeneous in a cell, this is a simple calculation. The other equations
presented in Section 4.3.2 are similarly simple to re-write for this discretized view.

(a) (b) (c) 
Figure 15. Illustrations for modeling the propagation of the blue light; (a) 3D paths of the blue light;
(b) Single 1D rays of the blue light; (c) Multiple 1D rays of the blue light.

If the 3D beam is replaced with a 1D ray, an error is introduced in the calculation that can be
reduced by considering multiple rays from the starting surface to the target surface, as illustrated in
Figure 15c. (This method is well known in computer graphics for antialiasing purposes).

Different strategies are possible to handle yellow rays. If the 1D light propagation, shown in
Section 4.1 is used, the blue ray and the converted yellow will further propagate together. The method
is also applicable for 3D blue propagation (Figure 16a), although the result will obviously be inaccurate.
A more accurate result can be obtained by determining the flux of the yellow light emitted from a
blue ray in a cell and how much of it is radiated towards an outer surface. This will be a yellow ray
(Figure 16b). The re-emitted yellow rays can come from the yellow rays in a similar way.

How many rays will be in total if the phosphor region is a rectangular cuboid of X ×Y ×Z cells
with one XY surface in contact with the blue chip’s junction cell? The number of junction surfaces,
in this case, is NJ = X ×Y. If 1D light propagation is used, a single ray will leave every elementary
junction surface, resulting in a total of NJ rays. Using our 3D light propagation model, blue rays start
from every junction, one for each outer surface. The number of outer surfaces of the phosphor is
NP = X×Y + 2×X×Z+ 2×X×Z, so the number of blue rays NB = NJ ×NP. Each blue ray triggers a
yellow ray from each intersected cell to each outer surface. If the number of intersected cells is estimated
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to be NC ≈ 0.7X + 0.7Y + 0.6Z, then for the number of yellow rays we obtain NY = NC ×NB ×NP. If,
for example, X = Y = 10, Z = 5, then NJ = 100, NP = 100, NB = 30, 000, NC = 17, NJ = 153, 000, 000.

The number of yellow rays is by several orders of magnitude greater than the number of blue
rays, and the re-emitted yellow rays have not yet been addressed. A realistic model of a real LED
device requires a higher spatial resolution of the FVM grid—thus, the number of yellow rays would
increase to such a high value that one cannot manage. Therefore, we need a modeling approach where
the number of yellow rays to follow is significantly reduced: This is the “indirect yellow ray model”
illustrated in Figure 16c. In this model, for each cell, the amount of yellow flux generated by the blue
rays passing through and the re-emitted flux generated by the passing yellow rays are cumulated. In a
subsequent iteration step, this cumulated flux is considered as the total yellow flux emitted by the cell,
and one yellow ray per cell will be started for every outer surface. (Since this uses the flux calculated
in the previous iteration, it is not derived from the flux generated by the junction cell in the current
iteration, so the calculation is indirect). The number of yellow rays, thus, depends on the number of
phosphor cells and the number of the outer surfaces. Using numbers of the previous example the
number of the yellow rays is NYi = X × Y × Z ×NP = 150, 000—by three orders of magnitude less,
therefore, manageable.

 
(a) (b) (c) 

Figure 16. Strategies to count the number of yellow light rays: (a) Common yellow and blue rays;
(b) yellow rays triggered by blue rays arriving directly from an elementary junction surface; (c) indirect
yellow rays.

4.3.4. Phosphor Cell Model

The phosphor multi-domain model is built in the thermal FVM model of the phosphor cells,
as shown in Figure 13. The model delivers four output quantities:

1. Local heating power, PH: The power to heat the simulation grid cell resulting from conversion
losses. This is the value of the heat-flux forced by generator Pd into the thermal network model
associated with every finite material volume represented by a simulation grid cell;

2. The new yellow radiant flux, Φe_ny, the sum of the yellow radiation produced by conversion from
blue light passing through the cell and the re-emitted radiation from the yellow light passing
through the cell;

3. The blue radiant flux leaving the cell, Φe_b, the remainder of the input blue flux after conversion;
4. The yellow radiant flux leaving the cell, Φe_y, the sum of the input yellow radiant flux remaining

after the attenuation in the cell and the calculated new yellow flux, Φe_ny.

Two of these quantities, PH and Φe_ny directly influence the operation of the actual simulation
grid cell where they were calculated, the other two values (Φe_b, Φe_y) are stored as simulation results.

The model calculates the total output quantities for rays starting from the junction cells, taking into
account the temperature and material parameters of each cell crossed by them.

The structure of the phosphor cell model is shown in Figure 17. The output quantities are
calculated individually per ray, and then they are summed. There are two types of ray models.
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Figure 17. Structure of the phosphor cell model. The number of general and yellow ray models can
be different.

The general model describes one ray that travels from a junction cell to a particular phosphor cell.
It can be a blue, a yellow or a mixed ray (such as in Figure 16a). Blue rays were shown in Figure 15b,
yellow rays are shown in Figure 18: the ray starts as blue at the junction, then it is converted in a cell
and continues its path to a given destination as a yellow ray.

Figure 18. Yellow rays in the general ray model: The eight yellow rays start with the same blue part.

The yellow ray model describes a ray starting from a phosphor cell containing only yellow
component, see Figure 16c. The yellow ray model uses less memory than the general ray model.
The general model must be used at junction cells, and the yellow model can be used at phosphor cells.

The ray models represent a ray by sections corresponding to individual cells it crosses, see Figure 19.
Generally, multiple rays leave the starting cell, the amount of flux in a given ray is controlled by the
proper adjustment of the K0 multiplier factor. The internal ray sections calculate the input blue and/or
yellow flux of the current cell, the ray model of the cell cascade in the path calculates the output
quantities of the current cell.

Each internal ray section corresponds to a cell in the space between the starting cell and the
current cell, using the temperature and material parameters of that cell. The structure of the general
and yellow ray sections is shown in Figure 20.

If a ray suffers an imperfect reflection at the i-th section of its path, we can model it by adjusting
the K-values of section i. In the case of reflection, sections i and i + 1 usually belong to the same
phosphor cell.

The fluxes of the input rays are transferred to the αblue and αyellow blocks of the model. These blocks
represent attenuation according to Equations (21) and (22), as well as absorbed fluxes according
to Equations (23) and (24). The αblue and αyellow attenuation factors are temperature-dependent
material parameters of the cell. The ηconv and ηyellow_re blocks represent the blue-to-yellow and
yellow-to-yellow conversion efficiencies, which are temperature-dependent material parameters,
as seen in Equations (25) and (26).

The K blocks control the amount of the resulting flux propagated to the next ray section.
These blocks correspond to a constant multiplication, most often zero or one.
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Figure 19. Structure of the ray models. Φe_yellow0 is the sum new yellow of the starting phosphor cell.
K0 is the ratio of the flux treated by the ray to that of the starting cell.

 
Figure 20. Structure of the internal ray sections.

The structures of the general and yellow ray sections are shown in Figure 21. The terminal sections
differ from internal ones in that they calculate both new yellow flux and Ploss_conv power loss of the
conversion as described by Equations (28) and (29).

4.4. The Use of the Simple 1D and of the Complex 3D Models, Extraction of Phosphor Model Parameters

The 1D model provides fairly good accuracy for thin phosphor layers (much thinner than the
lateral dimensions of the layer). Therefore, with an appropriate set of phosphor samples, it can be
used for the extraction of phosphor material properties (model parameters), such as absorption rate or
conversion efficiency. With the set of model parameters identified, the 3D phosphor model is used for
accurate simulations.

As described in Section 3.3, phosphor-converted white LEDs have been created using fully
pre-characterized bare blue ones, with five different phosphor layer thicknesses, realizing five different
spectral power distributions, thus, realizing light output with different CCTs. (The mass fraction of the
phosphor powder has also been varied; see the applied mass fractions in Table 1).
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Figure 21. Structure of the terminal ray sections.

On the one hand, these LEDs with known properties have been used for extracting material
properties for the multi-domain model as mentioned above [25], and on the other hand, for validating
the overall simulation approach (with the blue chip multi-domain compact model embedded),
simulating them characterized single-chip white LEDs well. The major steps of extracting the phosphor
layer parameters were the following:

(a) Spectral power distributions for all manufactured custom-made white LEDs have been measured
(along with the spectra of the used bare blue LEDs before attaching the phosphor + lens structure).

(b) We separated the spectra into ‘blue’ and ‘yellow’ parts (as illustrated in Figure 8 for large,
stand-alone phosphor samples), in order to allow us to determine the number of ‘blue’ and
‘yellow’ photons. (For the calculation of the number of yellow photons a rough spectral power
distribution was assumed).

(c) From the blue photon number distribution, the sum of the attenuation coefficient for blue light
and the conversion coefficient can be determined.

(d) From the yellow photon number distribution (four points), the remaining coefficients (blue
attenuation, yellow attenuation and reflection) can be determined.

Note, that the spectral power distribution of the ‘yellow’ light can be better approximated by
assuming multiple wavelength bands of the ‘yellow’ light (in an extreme case bands correspond to the
wavelength resolution to the measured spectra). This would assume, however, as many yellow ray
models as many yellow wavelength bands are assumed. (The execution time of the ray model would
linearly scale with the number of the assumed yellow wavelength bands).

We measured the SPDs of all custom-made white LEDs. The spectrum measurement was done
on five samples with different phosphor layer thicknesses (0 μm (blue LED), 32 μm (cool white LED),
47 μm (neutral white LED), 68 μm (warm white LED), and 99 μm (amber LED)), at five different
blue LED junction temperatures (30 ◦C, 50 ◦C, 70 ◦C, 90 ◦C and 110 ◦C) and each with six different
forward currents (100 mA, 350 mA, 700 mA, 1000 mA 1500 mA, 2000 mA). From the total of 150
spectrum measurements, we present data for five measurements only, for demonstration purposes
(the applied measurement conditions were: Fifty degree Celsius ambient temperature and 1000 mA
forward current). The calculated photon numbers are summarized in Table 2.
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Table 2. Calculated photon numbers for different LED phosphor layer thicknesses.

Phosphor Layer Thickness (μm) Blue Photon Number (×1016) Yellow Photon Number (×1016)

0 373 0
32 109 241
47 62 272
68 44 284
99 8 281

For the blue photon numbers, we can fit an exponential, with a coefficient of μb = 0.039/μm,
from the yellow data, we can determine the missing coefficients. As Equation (12) is
transcendent there are more solutions, but physically only one is found to be correct:
(r = 1 ± 0.08; μc = 0.038 ± 0.04; μy = 0.037 ± 0.006; μb = 0.039 ± 0.001), where the length is given
in μm, so the dimension of the coefficients is 1/μm.

The measured blue and yellow photon number versus the 1D prediction is shown in Figure 22.
As the diameter of the LED chip is 1.6 mm, theoretically, the accuracy range of the 1D model is
0–160 μm in phosphor layer thickness. Comparing the measurement data to simulation results
suggests that the method provides sufficient accuracy. The measurements at other LED operating
points (junction temperature, forward current) show less difference in the extracted parameters than
the inaccuracy of the calculated parameters. For different concentrations of phosphor powder the
coefficients can be scaled, as the original relationship between the coefficients and the physical effect was
the Lambert-Beet law, where the attenuation coefficient is proportional to the attenuation cross-section,
which is proportional to the phosphor powder concentration: μ ∼ σ ∼ Cphos. The phosphor temperature
rise inside the phosphor layer with respect to the junction temperature can be determined through the
integration of the heat distribution.

 
Figure 22. The photon numbers of blue and yellow light emitted at the top surface the phosphor layer,
for different phosphor layer thicknesses.

5. Simulation of a Commercially Available CoB Device

We measured and modeled a Lumileds 1202s CoB LED device which consists of 24 LED chips (two
strings of 12 LEDs, connected in parallel) with a lateral dimension of 600 μm × 700 μm each, placed on
an aluminium pad with solder layer between them, covered by a phosphor layer, see Figure 23a.
The parameters of its phosphor coating were measured as outlined in Section 3.2, see further details
in Reference [25]. A 3D model was created for simulation (Figure 23b). In the numerical simulation
model the 650 μm thick phosphor was divided into nine layers of equal thickness. The parameters
of the multi-domain LED chip model were extracted from the measured ‘ensemble’ characteristics.
The coefficients of the phosphor model were extracted from the measured spectral power distributions.
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(a) (b) 

Figure 23. A Lumileds 1202s CoB LED: (a) Photograph of a physical device; (b) axonometric view of its
3D simulation model (internal structure, without the visualization of the phosphor layer).

5.1. Different Simulation Setups

We studied seven strategies that describe the propagation of light in the phosphor with different
level of approximations, as shown in Figure 24: 1D propagation only (Figure 24a) or propagation in
multiple directions with a uniform spatial distribution (Figure 24b–f), as follows:

• (a) One general ray goes from the blue chips’ junction in a direction perpendicular to the outer
edge of the phosphor. This ray includes decreasing blue flux and the increasing yellow flux.

• (b,c) A single general ray or multiple ones may propagate from the junction to each outer surface
of the phosphor. The rays include the blue and yellow fluxes. Case (c) covers the full hemisphere,
while case (b) covers only the spatial area of the top of the phosphor. This assumption means that
the converted light follows the path of the blue light, but in reality, the converted light propagates
in all directions.

• (d–f) The blue flux corresponds to general rays as assumed in cases (b) and (c), but the yellow light
starts from the center of each phosphor cell, taking into account the blue and yellow light absorbed
in that cell. The propagation of the yellow light is modeled with uniform spatial distribution.
In case (d), the light can propagate only in the direction of the top surface. In case (e), the light
goes in the direction of the top surface and the sides, and in case (f), it goes in all directions.
When the light reaches the edge of the phosphor, it “disappears”.

• (g) Same as (f), but light may be reflected in the selected structures (LED chip, solder, etc.).
We always used full reflection in the simulations.

As it can be seen in Figure 24, even with a small number of cells, the number of possible rays and
ray sections is already very high. The full model, shown in Figure 23, contains 720 blue chip junction
cells and 20,628 phosphor cells. Due to the symmetry, we can use half of the model with 360 and
10,314 junction and phosphor cells, respectively. If all rays were taken into account in the calculation,
we would have an unmanageable number of rays, especially for yellow rays; therefore, we weight
the rays by the estimated flux they carry (i.e., we assign ‘importance’ to them) and sort them by this.
The rays with the lowest flux are discarded until the total flux of the remaining rays reaches the desired
level. In the simulations presented, we use two levels of importance: Ninety percent and ninety-nine
percent, that is, rays representing 10% and 1% of the flux are discarded. Of course, the discarded flux is
distributed proportionally among the remaining rays so the total flux will be finally propagated by the
rays considered. The estimated flux transported by a ray is the product of the input flux of the ray and
the solid angle, Ωoutput_sur f ace of the target surface seen from the starting point:

Φe_estimated_transported = Φe_estimated_in·Ωoutput_sur f ace (32)
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(a) (b) (c) 

    

(d) (e) (f) (g) 

Figure 24. Different strategies of modeling light propagation, tested in our CoB simulations: (a) 1D;
(b) general rays to top; (c) general rays to top and sides; (d) general + yellow rays to top; (e) general +
yellow rays to top and sides; (f) general + yellow rays to all phosphor sides; (g) general + yellow rays
to all sides with bottom side reflection. (One of the reflected yellow rays was highlighted in red).

In the case of the half model and five rays per junction, for cases (c), (e), (f), and (g) shown in
Figure 24, the total number of blue rays was 3,663,900. The number of yellow rays was 3,075,078 at
a 99% importance level, while at a 90% level it was 1,648,216 only. Table 3 shows the number of the
general (or blue) rays and yellow rays for the different importance levels, the total number of sections
of the rays, and the average length of the rays weighted by the estimated flux that they carry.

Table 3. General and yellow ray numbers of the half CoB LED model in the case of five blue rays/junction.

Ray
Strategy

General Ray, 90%
№/Section№/Weighted

Average Length [μm]

General Ray, 99%
№/Section№/Weighted

Average Length [μm]

Yellow ray, 90%
№/Section№/Weighted

Average Length [μm]

Yellow Ray, 99%
№/Section№/Weighted

Average Length [μm]

(a) 1 360/3.6k/650 360/3.6 k/650 - -
(b) 824 k/17 M/988 1.7 M/46 M/1106 - -
(c) 1.6 M/37 M/1099 3.1 M/93 M/1263 - -
(d) 824 k/17 M/988 1.7 M/46 M/1106 1.9 M/26 M/388 6.7 M/144 M/470
(e) 1.6 M/37 M/1099 3.1 M/93 M/1263 5.3 M/89 M/540 14 M/384 M/724
(f) 1.6 M/37 M/1099 3.1 M/93 M/1263 7.4 M/117 M/543 21 M/539 M/703
(g) 1.6 M/37 M/1099 3.1 M/93 M/1263 7.4 M/159 M/955 21 M/642 M/1106

1 In the case of the ray strategy (a), always one blue ray/junction is used, and the importance level is 100%.

For the simulations, we used a workstation with an AMD Threadripper 2920x processor having
12 cores and 32 GB of RAM. With this machine, we achieved the following execution times and
memory need.

For the half model the simulation of strategy (a), which contains 360 rays, takes 6.9 s and requires
1.0 GB of memory, while strategy (g), with a 90% importance level and nine million rays, takes 435 s
and consumes 5.1 GB of RAM. For the full model, strategy (g) with 90% level and 32 million rays,
the execution time is 2215 s and memory need is 20.0 GB. Simulating the full model would have
required about 80 GB of RAM at a 99% importance level.
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In the simulations, the bottom surface of the models was set to a fixed 25 ◦C, the other sides were
modeled with constant convection boundary condition with a heat transfer coefficient of 10 W/m2K,
at an ambient temperature of 25 ◦C.

Based on the findings of A. Alexeev and his co-workers [48–50], from the point of view steady-state
behavior, the effect of the heat transfer from the top of the phosphor (silicone dome in the case of
LED packages with lenses) can be neglected. Therefore, in all simulation scenarios, we neglected
radiation—but due to the large, open phosphor surfaces, we assumed cooling by natural convection
through the large top surface area of a CoB device. (Alexeev pointed out that in the phosphor, as a
secondary heat-path towards the ambient, the heat storage has a significant effect though. Through the
thermal capacitance associated with every FVM simulating grid cell, this is inherently accounted for in
our thermal simulation model, as it was shown in Figure 13).

The model parameters used in Equations (21)–(30) contain four phosphor material parameters
that were extracted from the measurement results, as outlined earlier. We examined two models:

• In one case, we considered that the phosphor absorbs blue light only, allowing yellow to pass
completely, i.e., the loss arises exclusively from blue light.

• The other model follows the real behavior of the phosphor. It can be seen in Section 4.4 that the
blue and yellow attenuation are approximately equal (μy = 0.037 ± 0.006; μb = 0.039 ± 0.001),
so the conversion efficiency is also considered to be the same.

Temperature dependency of the parameters is under 0.02%/◦C, therefore, it is considered constant
in the simulation.

5.2. Influence of the Chosen Light Propagation Model on the Phosphor Temperature

With our modeling approach, the main target was to accurately describe the thermal behavior of
white CoB LEDs; the accurate calculation of the distribution of emitted light (i.e., radiance/luminance
maps of the CoB surface) was a secondary target for us. Since we cannot measure the temperature
distribution inside the phosphor, the question is how accurately the simulated temperature distributions
obtained with the simpler models match the results obtained with the most accurate model. To reduce
the need for computational resources, we took advantage of the symmetry of the CoB LED device,
and only half of the detailed model, shown in Figure 23, was used. In these simulations, the driving
current of the CoB LED was 200 mA, half of the 400 mA of the full model, which resulted in 7.3 W of
electrical input power, and the blue flux radiated by the LEDs was 2.5 W.

Tables 4 and 5 show the simulation results. We obtained roughly 28% higher phosphor temperature
rise with the simplest 1D model (ray strategy (a)) than with the most detailed, most accurate model
(ray strategy (g)) while the obtained junction temperatures were practically not affected by the chosen
light propagation model.

Table 4. Simulation results of the half CoB LED model in the case of 400 mA driving current, no yellow
absorption, 90% and 99% importance levels, five blue rays/junction.

Ray
Strategy

90% Importance Level
Proportion of Output Blue/Yellow/Loss/

Tmax Junction/Tmax Phosphor

99% Importance Level
Proportion of Output Blue/Yellow/Loss/

Tmax Junction/Tmax Phosphor

(a) 1 9.3%/66.4%/24.3%/65.2 ◦C/108.8 ◦C 9.3%/66.4%/24.3%/65.2 ◦C/108.8 ◦C
(b) 9.3%/66.4%/24.3%/65.2 ◦C/104.1 ◦C 9.3%/66.4%/24.3%/65.2 ◦C/103.5 ◦C
(c) 9.3%/66.4%/24.3%/65.0 ◦C/100.2 ◦C 9.3%/66.4%/24.3%/65.0 ◦C/98.4 ◦C
(d) 9.3%/66.4%/24.3%/65.2 ◦C/104.1 ◦C 9.3%/66.4%/24.3%/65.2 ◦C/103.5 ◦C
(e) 9.3%/66.4%/24.3%/65.0 ◦C/100.2 ◦C 9.3%/66.4%/24.3%/65.0 ◦C/98.4 ◦C
(f) 9.3%/66.4%/24.3%/65.0 ◦C/100.2 ◦C 9.3%/66.4%/24.3%/65.0 ◦C/98.4 ◦C
(g) 9.3%/66.4%/24.3%/65.0 ◦C/100.2 ◦C 9.3%/66.4%/24.3%/65.0 ◦C/98.4 ◦C

1 In the case of the (a) ray strategy, always one blue ray/junction is used and the importance level is 100%.
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Table 5. Simulation results of the half CoB LED model in the case of 400 mA driving, equal blue and
yellow absorption, 90% and 99% importance levels, five blue rays/junction.

Ray
Strategy

90% Importance Level
Proportion of Output Blue/Yellow/Loss/

Tmax Junction/Tmax Phosphor

99% Importance Level
Proportion of Output Blue/Yellow/Loss/

Tmax Junction/Tmax Phosphor

(a) 1 9.3%/66.4%/24.3%/65.2 ◦C/131.9 ◦C 9.3%/66.4%/24.3%/65.2 ◦C/131.9 ◦C
(b) 9.3%/64.2%/26.5%/65.5 ◦C/131.4 ◦C 9.3%/62.9%/27.8%/65.7 ◦C/137.9 ◦C
(c) 9.3%/63.1%/27.6%/65.2 ◦C/122.9 ◦C 9.3%/61.4%/29.3%/65.5 ◦C/125.5 ◦C
(d) 9.3%/66.4%/24.3%/65.1 ◦C/124.2 ◦C 9.3%/66.2%/24.5%/65.1 ◦C/126.8 ◦C
(e) 9.3%/66.4%/24.3%/64.7 ◦C/113.0 ◦C 9.3%/66.4%/24.3%/64.7 ◦C/114.5 ◦C
(f) 9.3%/66.5%/24.2%/64.8 ◦C/107.5 ◦C 9.3%/66.5%/24.2%/64.8 ◦C/108.7 ◦C
(g) 9.3%/66.3%/24.4%/64.9 ◦C/107.8 ◦C 9.3%/66.4%/24.3%/64.9 ◦C/108.5 ◦C

1 In the case of the (a) ray strategy, always one blue ray/junction is used and the importance level is 100%.

5.3. Simulated Temperature, Radiance and Luminance Distributions at 400 mA Driving Current,
Using Different Phosphor Models

With the models described in the previous sections, steady-state simulations have been carried
out for the real CoB device. In all simulations, 400 mA forward current was applied, and we used the
phosphor models (a–g) and compared them. Figure 25 shows the temperature distribution at the top
of the CoB LED. Several degrees of differences develop in the temperature distribution obtained by
simulating the full and the half structure, see Figure 25b. At the center of the CoB device, the difference
between the results obtained by the full and half models reaches 7.1 ◦C. The difference obtained for the
two structures is due to the different light propagation caused by the symmetry plane as an artificial
boundary. The difference in the light propagation can be best visualized by the different distributions
of the radiance at the phosphor surface (and also at the internal surfaces of the layered phosphor
model) as illustrated in Figure 26. Thus, this problem can be mitigated to some extent by a modified
optical model at the symmetry plane: The cell surfaces in contact with the symmetry plane are also the
target surfaces of the rays, and the rays hitting them are reflected on the surface as if coming from the
symmetrical other side of the CoB structure such that the total flux of the reflected rays is the same as if
the rays would have originated from the missing other half of the structure. This still would result in a
somewhat different ray distribution and flux compared to the full model because the rays ‘reflected’
from symmetry plane carry more flux than the rays passing the same plane in the full structure.

  
 

 
(a) (b) (c) 

Figure 25. Simulated distributions of the temperature rise (model setup: 400 mA driving current, 25 ◦C
ambient temperature, light propagation described by model g) presented in Section 5.1, with equal blue
and yellow absorption, 90% importance level) (a) surface temperatures: full model; (b) cross-sectional
plots of temperature distributions at the blue chip junctions and at the top surface along the green lines;
(c) surface temperatures: half model.

244



Energies 2020, 13, 4051

   
(a) (b) 

Figure 26. Cross-sectional plots of the radiance distributions along the green lines of (a) Figure 25a
for the full model and (b) Figure 25c for the half model. (Simulation model setup—400 mA driving
current, 25 ◦C ambient temperature, light propagation described by model g) presented in Section 5.1,
with equal blue and yellow absorption and 90% importance level).

Further analysis showed, that even though with the optical model modified at the symmetry
plane the radiance distribution of the half model became more similar to the radiance distribution of
the full model, but in terms of temperature distribution the deviation of phosphor temperature at the
top in the half model was found to be 5.5 ◦C higher than in the case of simulating the full structure.
Overall, taking advantage of the symmetry of the structure to reduce model complexity (which is
a common practice in numerical thermal simulations) is not recommended in this multi-domain
simulation problem that involves modeling of light propagation as well.

Figure 26 shows that as we move away from the chip, the radiance decreases. The junction
layer breaks this pattern, where the radiance is less than in the phosphor layer immediately above it.
The reason for this phenomenon is that in the model, the yellow light is reflected from the surface of the
chip and does not reach the junction. In Figure 27, we present simulated radiance and luminance maps
at the top of the entire phosphor layer of the CoB device by using the model based on the full geometry
of the device structure. (Note, that since in the presented light propagation model the spectral power
distribution of the converted light was not resolved, the calculated luminance maps are based on
approximated luminous flux values associated with the radiant fluxes carried by the rays, therefore all
simulated luminance maps presented here are approximate ones only.)

  
(a) (b) 

Figure 27. Simulated radiance and luminance distributions on the top of the phosphor (model setup:
400 mA driving current, 25 ◦C ambient temperature, light propagation described by model g) presented
in Section 5.1, with equal blue and yellow absorption, 90% importance level): (a), radiance map;
(b) luminance map.
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6. Simulation Results, Comparison with Measurements

The means of comparing the detailed multi-domain simulation results of a CoB device to measured
data are very limited. As mentioned in Section 2, with usual LED package level testing tools, only the
‘ensemble’ characteristics, such as the overall forward voltage and the emitted total radiant or luminous
flux can be measured. The junction temperature identified with the help of the JEDEC JESD 51-51
electrical test method for LEDs will also be an average value, without any information about the
differences of the individual chip temperatures within a CoB device.

With imaging methods, however, we have some hope to measure properties that we can also obtain
by simulations, such as the temperature distribution or the luminance distribution at the top surface of
a CoB device, using an infrared camera or an imaging luminance meter (luminance measuring camera).
Both measurements are problematic. In the case of infrared thermography, one has to make sure
that the emitted light does not introduce false information in the IR image. In the case of luminance
measurement cameras, the problem is that such cameras are not designed to characterize high-intensity
light sources, when a CoB LED is driven by its nominal forward current, it is so bright that a usual
luminance measuring camera gets saturated. Therefore, with such a camera we could measure the
luminance distribution of our CoB LED device only at very small forward currents (e.g., 80 mA) where
the luminance did not cause the camera to saturate yet. To have a considerable temperature rise,
for measurements by an IR camera, the investigated CoB LED was driven by 100 mA forward current.
During the measurements the CoB device was attached to a temperature-controlled stage, providing a
targeted ambient temperature of 25 ◦C (in practice achieving an actual temperature of 24.4 ◦C).

During the simulations an ambient temperature of 25 ◦C was assumed, the thermal boundary
conditions were the following: At the bottom of the ceramics substrate of the CoB structure, we assumed
a 25 ◦C constant temperature; while at the other outer surfaces of the device (at the sides and at
the top), a heat transfer coefficient of 10 W/m2K was applied (representing heat transfer by natural
convection roughly). In Figure 28, we present the transient of the average temperature of the CoB
device together with two temperature maps grabbed during the heating up process. The image on the
top corresponding to 43.7 ◦C average temperature represents already the thermal quasi-steady-state of
the device. This is compared to the simulated surface temperature distribution in Figure 29: The peak
temperature and the shape of the temperature distribution are well estimated by the simulation, the
difference in the measured and simulated peak temperature is 0.68 ◦C only.

Comparing the measured and simulated luminance maps (Figure 30) we can see that the difference
between the measured and simulated maximal luminance is 19% while in the average luminance the
difference is 7% (measured—2.721 × 106 cd/m2, simulated—2.528 × 106 cd/m2). One reason for the
higher maximum simulated luminance value is the 90% importance level (meaning that 10% of the
radiated power was distributed among the major light paths). We could not apply a higher importance
level on the available computers. Another probable reason for the discrepancy is that there may be
differences in the actual internal structure of the CoB LED compared to the modeled structure, and the
actual reflections may differ from the ideal case used in the model.

Note, that at this stage of the development of our FVM simulation model, it is very hard to judge
the accuracy of the simulations from the differences between the measured and simulated luminance
maps. On the one hand, even at the low driving currents the CoB LED device was too bright for
accurate direct imaging with the luminance measuring camera; on the other hand, due to the lack of
resolving the spectral power distribution of the converted light in the optical part of our multi-domain
model, the luminance estimated from the radiance is only a very rough approximation. Nevertheless,
the properly matching orders of magnitude of the simulated and measured luminance values obtained
for the brightest spots and the 19% relative difference between maximal values and 7% difference
between average values are promising.

A further result from the multi-domain simulations of the CoB device is the voltage distribution
on the chip interconnect metallization layers, see Figure 31. The differences between the discrete values
corresponding to the chip locations represent the actual forward voltages of the individual chips,
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calculated by the instances of the chip-level multi-domain LED model, embedded into our FVM solver.
The actual voltage drops are determined by the local temperatures of the chips. Unlike in the case of a
real, physical CoB device, in the simulation model, we have access to the individual forward voltage
values of the chips, present in the LED array of a CoB device.

Figure 28. The measured transient of the average temperature of the CoB device and two thermal
images grabbed during the heating up process of a physical sample of the investigated CoB device.

 
 

(a) (b) 

Figure 29. Steady-state temperature distribution at the top surface of the investigated CoB device at
100 mA driving current: (a) measured; (b) simulated.
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(a) (b) 

Figure 30. Luminance distribution at 80 mA of driving current and at an ambient temperature of
25 ◦C: (a) Results as presented by the software of the luminance measurement camera, (b) luminance
distribution estimated from the simulated radiance map.

 
Figure 31. Simulated voltage distribution in the metallization layer of the anodes of the blue LED chips
(400 mA driving current, 25 ◦C ambient temperature).

The simulation also provides insight into the lateral and vertical distributions of other properties,
such as the actual junction temperatures of the individual LED chips, radiance at a given plane within
the phosphor parallel to the substrate, phosphor temperature as a function of distance from the blue
chip surfaces, as illustrated in Figure 32.

Note that, a similar vertical characteristic was published in [23] where the yellow light continuously
increases away from the junction, while in Figure 32c it decreases continuously. The phenomenon is
caused by the difference between the two light propagation models: In Reference [23] propagation
model (a) was used where blue and yellow light travel together, perpendicular to the chip surface,
while Figure 32c corresponds to the light propagation model (g) where the yellow light exits the cells
of the phosphor model with equal probability in all directions, so a significant portion of it starts
down, then it is reflected from the surface of the chip and travels towards the surface of the phosphor.
This means that the yellow light passes through many surfaces in both directions. The consequence of
this phenomenon is that there is greater radiance near the chip and dissipation occurs closer to the chip
than in the case of applying model (a), resulting in a lower average phosphor temperature.
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(a) (b) (c) 

Figure 32. Simulated distributions within the CoB device: (a) Junction temperature of the blue LED
chips; (b) blue radiance at the top of the LED chips; (c) vertical distribution of the phosphor temperature,
blue radiance and yellow radiance at the location indicated by the green X marker (400 mA driving
current, 25 ◦C ambient temperature).

As mentioned before, one cannot compare the simulated internal distributions of the forward
voltages, chip junction temperatures and vertical phosphor temperature distributions to measurements,
the ‘ensemble’ characteristics though, such as the overall forward voltage or the emitted total radiant
flux can be both measured and calculated from the simulation results. In Table 6, we provide a
comparison of these quantities. Table 6 also provides temperature data: The ‘ensemble’ junction
temperature, TJ_ensemble as measured in compliance with the JEDEC JESD51-51/51-52 standards and
an average junction temperature, TJ_average , calculated from the distinct junction temperatures used as
input to the instances of the multi-domain chip-level LED compact model. Since these temperature
values are obtained in different ways, it does not make sense to calculate any relative temperature
error from them.

Table 6. Measured and simulated ‘ensemble’ properties of the investigated CoB LED device (400 mA
driving current, 25 ◦C ambient temperature).

Quantity Measured Simulated Relative Error [%]

VF_ensemble [V] 36.33 36.51 0.495
Fe_ensemble [W] 3.560 3.759 5.59
TJ_ensemble [◦C] 62.7 n.a. n.a.
TJ_average [◦C] n.a. 63.17 n.a.

7. Summary and Conclusions

In this paper, we proposed and described a methodology for electrical-thermal-radiometric
multi-domain modeling and simulation of white CoB LEDs by the combination of compact and
distributed modeling methods.

We have also presented a method for multi-domain light modeling in the phosphor, also considering
the local temperature dependence of some phosphor properties, such as the conversion efficiency.
We implemented different physics/analytic formulae based light propagation models of various
complexities and with a few, added heuristics, offering different trade-offs between the need for
computational resources and expected accuracy.

A major bottleneck in every numerical simulation is to provide accurate/realistic input data,
especially in terms of material properties. Phosphor layers in LEDs pose special problems in this
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regard, since the composition of the applied materials are usually not disclosed to the public, not even
general data, such as thermal conductivity or exact absorption/emission spectra and their possible
temperature dependence. Therefore, in order to set up realistic models, we created our own phosphor
samples and our own phosphor-converted white LEDs that were characterized in details, in order to
extract the phosphor properties as input for modeling and also, to serve as simple reference structures
with controlled properties for validating our simulation models.

With the developed opto-thermal model for phosphor layers we carried out trial simulations for
assumed CoB LED structures with different phosphor thicknesses, and with these models we also
compared our different light propagation models. We found that for single-chip white LEDs with
thin phosphor layers, even the simplest 1D light propagation model may provide sufficiently accurate
results. For a general case of any complex CoB device, however, we found that the complex 3D light
propagation model is better suited. We found that certain heuristics can be used to speed up the
simulations without compromising the accuracy of the results. This 3D light propagation model was
implemented in our FVM based numerical simulation code. With our previously proposed Spice-like
chip-level multi-domain LED model included, the electrical behavior of the LED chips is also included
in the CoB model, allowing to study different chip-level, package level and phosphor level problems
(such as the effect of increased local junction heating, due to thermally degraded die attach layers on
the luminous flux output) simultaneously, spatially resolved to chip-level or even to smaller scales.

The use of this detailed, distributed thermo-optical model, combined with the LED chips’ compact
multi-domain model, was demonstrated through the example of the Lumileds 1202s CoB LED devices.
This was among the test samples of the round-robin test of the Delphi4LED project and such was already
characterized in great detail by multiple independent LED testing laboratories [43]. Using this example,
we found that our present modeling approach provides satisfactory accuracy during multi-domain
simulation of CoB devices.

The work reported here is far from complete. An obvious approximation is that the spectral
power distribution of the converted light is not yet considered. This issue, though, does not impose
any theoretical problem; only the ‘yellow ray model’, indicated in Figure 17, needs to be multiplied
according to the number of spectral ranges to which the detailed emission spectrum of the converted
light is resolved. This would be important to model the visual performance (such as the total luminous
flux, the surface luminance map, color point/correlated color temperature) of the CoB devices accurately
enough. Note, however, that in terms of calculations of the radiant properties, our present model
already provides accurate results since in the calculation of the yellow photon number the wavelength
dependence of the radiant power of the photon flux is considered.

Author Contributions: Conceptualization, A.P., L.P., M.N., and Z.K.; methodology, L.P., M.N., Z.K., G.H.; software,
L.P., M.N.; validation, G.H. and J.H.; formal analysis, L.P. and M.N.; data curation, G.H. and J.H.; writing—original
draft preparation, L.P., M.N., G.H., J.H.; writing—review and editing, A.P., L.P., Z.K., G.H.; supervision, A.P.;
project administration, A.P.; funding acquisition, A.P. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received funding from the European Union’s Horizon 2020 research and innovation
program through the H2020 ECSEL project Delphi4LED (grant agreement 692465). Co-financing of the Delphi4LED
project by the Hungarian government through the NEMZ_16-1-2017-0002 grant of the National Research,
Development and Innovation Fund is also acknowledged. The work related to phosphor characterization was
co-funded by the K 128315 grant of the National Research, Development and Innovation Fund. Final validation
tests and writing this paper were supported by the Higher Education Excellence Program of the Ministry of
Human Capacities in the frame of Artificial Intelligence research area (BME FIKP-MI/SC) and the Nanotechnology
research area (BME FIKP-NAT) of the Budapest University of Technology and Economics. The support of the
Science Excellence Programs at BME under the grant agreement 341 NKFIH-849-8/2019 and BME NC TKP2020 of
the Hungarian National Research, Development and Innovation Office is also acknowledged.

Acknowledgments: The help of Z. Sárkány (from Mentor, a Siemens business, Budapest, Hungary) in measuring
the thermal conductivity of phosphor samples is acknowledged.

Conflicts of Interest: The authors declare no conflict of interest.

250



Energies 2020, 13, 4051

Abbreviations

Abbreviation Meaning

AlN aluminium nitride
ANSYS multiphysics engineering simulation software of ANSYS Inc.
BME Budapest University of Technology and Economics
CFD computational fluid dynamics
CoB chip-on-board
Delphi4LED European H2020 ECSEL research project
DynTIM thermal interface material thermal conductivity measurement equipment from Mentor Graphics [45]
DUT device under test
FloTHERM CFD simulator from Mentor Graphics
FVM finite volume method
IVL current-voltage-light output (e.g. radiant flux)
JEDEC Joint Electron Device Engineering Council
JESD JEDEC standards
LED light emitting diode
LEP light-emitting polymer
LightTools a 3D optical engineering and design software by Synopsys Inc.
MCPCB metal core printed circuit board
OLED organic light emitting device
pc-WLED phosphor-converted white LED
PDMS polydimethylsiloxane
QE quantum efficiency
SPD spectral power distribution
SUNRED Successive Network Reduction
T3Ster thermal transient tester equipment from Mentor Graphics [17]
THERMINIC International Workshop on Thermal Investigations of ICs and Systems
TracePro optical engineering software by Lambda Research Corp.
YAG:Ce yttrium aluminium garnet activated by cerium
Symbol Definition Unit

IF forward current (of an LED) [A]
VF forward voltage (of an LED) [V]
VF_ensemble ensemble forward voltage of an LED array [V]
VF_i forward voltage of the i-th individual LED chip of an LED array [V]
VFchip average forward voltage of the LED chips within an LED array [V]
TJ_ensemble junction temperature associated with VF_ensemble of an LED array [◦C]
TJ junction temperature of an LED (see JEDEC JESD51-51 [36]) [◦C]
Tamb ambient temperature of the environment (e.g. the laboratory) [◦C]
TC temperature in the center of of a simulation grid cell of the FVM model [◦C]

Φe
(total emitted) radiant flux (of an LED), also known as emitted optical
power (alternate notation: Popt)

[W}

ΦV (total emitted) luminous flux (of an LED) [lm]
ΦX (total emitted) flux (of an LED); radiant (X=e) or luminous (X=V) [W] or [lm]
ΦX_ensemble ensemble flux of an LED array; radiant (X=e) or luminous (X=V) [W] or [lm]

ΦX_i
(total emitted) flux of the i-th individual LED chip of an LED array;
radiant (X=e) or luminous (X=V)

[W] or [lm]

Φxchip

average (total emitted) flux of the LED chips within an LED array;
radiant (X=e) or luminous (X=V)

[W] or [lm]

λ wavelength [nm]
Rth thermal resistance (of e.g. a grid cell of the FVM model) [K/W]
Rth_ensemble

ensemble thermal resistance of an LED array (see JEDEC JESD51-51 [36]) [K/W]
Rth_i thermal resistance i-th individual LED chip of an LED array [K/W]
Cth thermal capacitance (of e.g. a grid cell of the FVM model) [Ws/K]

PH
heating power (of an LED chip / heat loss in the phosphor cell in the FVM model)
calculated by the LED chip or phosphor multi-domain model

[W]

Pd local heating power of a simulation grid cell of the FVM model [W]
N number serially connected LED chips of an LED array [-]
Ne, Nen, NB, NY number of emitted, nodal emitted, blue and yellow photons [-]
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μb, μy
sum of the attenuation and conversion coefficients for the blue and yellow photons,
respectively

[1/m]

μc conversion coefficient [1/m]
d. thickness of the phosphor layer [m]
x distance (e.g. from the surface of a blue LED chip) [m]
r reflection coefficient (the ratio of reflected and absorbed photons) [-]
Eba, Eya energy of the blue and yellow photons, respectively [J]
Ec energy difference due to wavelength conversion of photons [J]
Φe_b, Φe_y radiant flux of the blue and yellow photons, respectively [W]
Φe_ny radiant flux of the new yellow photons [W]
r vector of location r [m]
αblue, αyellow blue and yellow attenuation coefficients [1/m]

Φe_blue_in, Φe_blue_out
input and output radiant flux of blue photons in a simulation grid cell of
the FVM model

[W]

Φe_yellow_in,
Φe_yellow_out

input and output radiant flux of yellow photons in a simulation grid cell of
the FVM model

[W]

Φe_yellow_trans
radiant flux of the transmitted yellow photons in a simulation grid cell of
the FVM model (part of yellow light not absorbed)

[W]

Φe_blue_absorb,
Φe_yellow_absorb

absorbed blue and yellow radiant flux in a simulation grid cell of the FVM model [W]

Φe_yellow_conv
radiant flux of the yellow photons converted from blue photons in a simulation
grid cell of the FVM model

[W]

Φe_yellow_re
radiant flux of the yellow photons re-emitted from the absorbed yellow photons
in a simulation grid cell of the FVM model

[W]

ηconv
blue-to-yellow conversion efficiency (proportion of the emitted yellow and
absorbed blue radiant fluxes)

[-]

ηyellow_re
yellow-to-yellow conversion efficiency conversion efficiency (proportion of the
emitted yellow and absorbed yellow radiant fluxes)

[-]

Ploss_conv heating power in the phosphor due to the blue-to-yellow conversion loss [W]
Ploss_yellow_trans heating power in the phosphor due to the yellow transmission loss [W]
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Abstract: The advantages of light emitting diodes (LEDs) over previous light sources and their
continuous spread in lighting applications is now indisputable. Still, proper modelling of their
lifespan offers additional design possibilities, enhanced reliability, and additional energy-saving
opportunities. Accurate and rapid multi-physics system level simulations could be performed in Spice
compatible environments, revealing the optical, electrical and even the thermal operating parameters,
provided, that the compact thermal model of the prevailing luminaire and the appropriate elapsed
lifetime dependent multi-domain models of the applied LEDs are available. The work described
in this article takes steps in this direction in by extending an existing multi-domain LED model in
order to simulate the major effect of the elapsed operating time of LEDs used. Our approach is
based on the LM-80-08 testing method, supplemented by additional specific thermal measurements.
A detailed description of the TM-21-11 type extrapolation method is provided in this paper along
with an extensive overview of the possible aging models that could be used for practice-oriented LED
lifetime estimations.

Keywords: power LED measurement and simulation; life testing; reliability testing; LM-80; TM-21;
LED lifetime modelling; LED multi-domain modelling; Spice-like modelling of LEDs; lifetime
extrapolation and modelling of LEDs

1. Introduction

The typical failure mode of LEDs, unlike fluorescent and incandescent light sources, is not
catastrophic failure. The total luminous flux of solid state light sources (SSL) experiences a continuous
decrease with the elapsed operating time. The most commonly applied end-of-life criterion of LEDs
is related to this constantly declining nature. The most apparent manifestation of LED aging is the
luminous flux decrease, or seen from another perspective, to what extent the initial value of the
emitted total luminous flux of an LED package is maintained. (sloppy, every day terminology to
denote this property of LEDs is called ‘lumen maintenance’ that we shall rigorously refrain from using;
instead, we shall refer to this LED property as ‘luminous flux maintenance’.) The IES LM-80 family
of test methods have been developed and used in the SSL industry to measure LEDs’ luminous flux
maintenance. The experiment part of our work presented here is based partly on the provisions of
the IES LM-80-08 test method [1]. Besides luminous flux measurements, measuring the continuously
shifting forward voltage may be part of the life tests but it is still not required in LM-80 tests and
therefore such measurements or the results reporting is often omitted. In addition, LM-80-08 (like any
other common life testing method) is defined at predetermined ambient temperatures and does not
consider any change in the dissipated power or the degradation of the heat flow path, i.e., the cooling
capability of the LED, though such tests were already proposed as early as 2011 [2]. The maximum
allowed depreciation of the total luminous flux depends on the exact field of the application; the end
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of the SSL product lifetime is considered to be at the time when its light output deteriorates to the
critical value. If an LED-based light source operates with a fixed, constant drive current, its value shall
be determined so that the level of illumination remains sufficient even at the critical light output level.
This results in higher illumination than necessary during most of the life cycle, as well as a significant
amount of extra energy consumption. A smart controlling scheme that keeps the light output at a
constant level throughout the lifetime can therefore not only increase the visual comfort of the SSL
product but also improves its luminous efficiency [3,4]. Some SSL vendors already provide LED drivers
that can be pre-scheduled; by gradually increasing the forward current of the LEDs, effects of the
continuous total luminous flux degradation can be compensated. The elapsed lifetime dependent
controlling scheme is defined for each configuration that consists of the driver, the applied heatsink and
LEDs etc. The available CLO solutions most probably rely on extensive life testing results, however, the
exact technical details (above the theory of the approved lifetime testing and extrapolating methods)
are not put to public.

The recent industrial trends are continuously pushing product development under digitalization
to reduce time-to-market and development cost. This mostly means system level computer aided
simulations with the so-called digital twins (computer simulation models) of the real life components,
like light sources, optical parts, heatsinks etc. Power LED modelling is still an active research area;
a recent European H2020 project on LED characterization and modelling (Delphi4LED) [5] undertook
to fulfil the growing industrial needs and aimed to generate the measured-data based digital twins
of power LEDs [6–9]. Besides many considerations like round-robin testing [10], product variability
analysis [11–13], chip-on-board device modelling [14] etc., one could rise the question: how could the
electrical, optical and thermal parameter degradation of the LEDs be modelled? There are several
analytical models for different stress conditions and parameter changes, e.g., mechanical stresses of the
wire bonds [15], termo-hygro-mechanical stresses inside the package [16], shift of parameters in the
Shockley diode equation [17], the course and effects of electro migration [18,19], etc.

Our present work originates also from the Delphi4LED in two ways. On the one hand, the models
developed (e.g., [7]) and the test methods (see e.g., [10]) used in that project have also been used in this
work. On the other hand, we focused on mainstream LEDs of today’s SSL industry (operating in the
visible range) that were also the subject of investigation in Delphi4LED and in terms of classifying
these devices as ‘mid-power’ or ‘high-power’, we use the same terminology that was also been used
within Delphi4LED [9]. This also explains why in our study we did not consider novel LED structures
or recent LEDs aimed for the display industry, despite the fact that top level publications on these
devices also share significant amount of test data [20–23]; rather, we re-used some of our own archived
data measured during earlier European collaborative R&D projects such as NANOTHERM [24] and
we also used our own test data obtained recently.

Reliability testing and investigation of LEDs has long been a hot topic, just some examples are
papers [25–40]. Still, there is a lack of a lifetime-lasting multi-physical digital pair of the already
existing and widely used solid state lighting solutions, not to mention the novel devices in the research
phase such as the LEDs described in papers [20–23]. This exceeded the goals of the aforementioned
H2020 research project but the solution of this issue is of an increasing interest as it offers many new
options in certain LED applications. The capability of modelling the parameter degradation under
different environmental conditions allows to determine the controlling scheme that results in constant
light output (CLO). Furthermore, accurate system level lifetime simulations could give appropriate
feedback to the luminaire designers by the means of the operational pn-junction temperatures and the
suitability of the cooling assembly. These altogether could provide improved reliability, lower power
consumption and higher visual comfort during the whole lifetime of streetlighting luminaires.

Our initial concepts and the summary of some of our test data were provided in our prior
conference publications [3,4]. In [3] the concept of stabilizing the total emitted luminous flux of LEDs
for their foreseen total expected life-span was presented. In [4] actual test data were provided along
with our first attempt to extend one of the multi-domain chip level LED models of the Delphi4LED
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project [7] with the elapsed LED lifetime. The work described in this article is a comprehensive
extension of our theory and test data already presented at the THERMINIC workshops in the previous
years [3,4].

2. Total Luminous Flux Maintenance Projections

Reliability and lifetime testing of electrical components is quite a diverse field of research. Due to
the complex use of materials in the LED package, various types of the failure mechanisms are induced
by the different ambient stress conditions, such as extremely low or high humidity and temperature or
high speed change of these, off/on power switching etc. [28–34]. Depending on the field of application,
the industry may require a wide range of various reliability tests from the light source manufacturers;
to reduce the total testing time it is a common practice to accelerate the degradation mechanisms by
increasing the test conditions. The so-called accelerated life tests are based on the Arrhenius model
that is used to predict the aging progress under varying degrees of the environmental stress conditions.
It is worth mentioning however, that besides the standard laboratory reliability tests widely used in the
SSL industry, there are a couple of academic studies about possible new in-field, in-situ test methods
aimed primarily for health monitoring, such as identification of LEDs’ junction temperature form
their emission spectra [35–37] or from changes of certain diode model parameters [38], or from certain
dynamic operating characteristics such as the small-signal impedance, non-zero intercept frequency or
the optical modulation bandwidth [39,40].

As our work is strongly related to our prior, SSL industry inspired projects, in terms of the
considered test methods we aimed to stay as close to the already standardized methods as possible.
These are recommendations, approved testing methods and standards, like the IES LM-80-08 and the
JESD 22-A family of standards from JEDEC [41,42]. These documents contain requirements on the
measurement devices, and specify the needed test conditions like the temperature and humidity [41],
change of the stress conditions with time [42], as well as the needed accuracy level of the performed
measurements and the set stress parameters [1] etc.

In LED-based lighting applications the main source of any lifetime approximation is provided by
the IES LM-80-08 approved method and the IES TM-21-11 technical memorandum [43]. The work
described in this paper is also based on these documents. Therefore, first we would like to provide a
detailed insight to show the methodology and the roots of our concept.

2.1. IES LM-80

The IES LM-80-08 description does not provide detailed instructions on the proper sample size
or the sample selection, it only states that the samples under test should adequately represent the
overall population. It specifies the necessary case temperatures of 55 ◦C and 85 ◦C while the value
of the third testing temperature is left to the choice of the manufacturer. The tolerance of the testing
case temperatures is 2 ◦C during the burning time, and the temperature of the surrounding air in
the chamber should remain within the ±5 ◦C range, which should be continuously monitored by a
thermocouple measurement system. The relative humidity level is prescribed to be under 65%.

Duration of the life test should be documented at least with 0.5% accuracy and also the length of
any possible power failure should be considered. The optical measurements have to be measured at
least at every 1000 h, while the LEDs should be driven by the aging forward current and the ambient
(or heatsink) temperature should be 25 ◦C ± 2 ◦C. The total length of the test should be at least 6000 h
but it is preferred to reach the total time of 10,000 h. At each photometric measurement interval
chromaticity shift should be measured, as well as any possible catastrophic failure of the samples
should be monitored and recorded.

The LM-80 method also gives a recommendation on the format and content of the measurement
report generated at the end of the life test. Nevertheless, it does not provide provisions to qualify the
LED samples and does not state anything about their lifetimes, it provides a procedure only for the
measurement of the total luminous flux maintenance.
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In 2015 IES published the LM-80-15 approved method [44] which is the revision of LM-80-08. In the
new version there are additional requirements towards the optical and colorimetric measurements, but
the prescribed three case temperatures have been reduced to only two and even the minimum test
duration of 6000 h has been abolished. Regarding our LED modelling concepts the extra colorimetric
measurements are not that necessary at this stage while it is still advantageous to keep the 3 case
temperatures, therefore, all of our aging tests were still based on the LM-80-08 document [1].

2.2. IES TM-21-11

The IES TM-21-11 technical memorandum provides a lifetime estimation method to the
measurement results of the LM-80-08 testing. The November/December 2011 issue of LEDs Magazine
provides a good overview [45] on the extrapolation method.

The extrapolation technique applied by the TM-21-11 method is based on exponential curve fittings
to the measured optical data of the LM-80 test. Each case temperature is approximated individually in
between which the Arrhenius-equation may be used for interpolations. The recommended sample
size is established by 20 packaged LEDs (either on PCB or without it). 30 or more samples would not
considerably improve the estimation capability, but there is an uncertainty of extrapolations based
on test results of only 10 LEDs. Within this range the number of the samples also sets the limit to the
time projection; below 10 tested LEDs the extrapolation method should not be applied, up to 19 tested
pieces the document allows a 5.5 times while from 20 samples it admits a 6 times extrapolation of the
total test duration. The amount of the measured data used for the exponential curve fitting depends
on the total test duration: collected data of the last 5k hours is taken into account up to 10k hours of
aging, above that data of the last half of the test is used.

The end of operating lifetime is then defined according to the LM-80 and the TM-21 results. If the
pre-defined light output degradation cannot be reached within the extrapolation limit then the result is
the maximum extrapolation time itself marked with a “less-than” sign (e.g., “L70 (10k) > 55,000 h”
where the “10k” denotes that the LM-80 test lasted for 10,000 h and the 5.5 times rule is applied). If the
life output degradation is reached using the TM-21 estimation then the result is reported with an
“equals” sign. If the samples reach the minimum light output level during the LM-80 test then the
result equals to the testing time in the general reporting formula (e.g., “L90 (5k) = 5100 h”).

2.3. The Degradation Model Used by TM-21-11

The TM-21-11 technical memorandum applies an exponential curve fitting method to extrapolate
the measured data in time and the Arrhenius-equation to interpolate between the three different case
temperatures. The idea behind these techniques is well described in chemistry; in the following part
we will use some of the basic concepts of reaction kinetics in order to give an analytical description
of the LED degradation models. Our intention was to build-up and cover the fundamentals for the
derivations in the later sections in the lack of such a textbook. The textbook-like manner not only
introduces our efforts but also aims to provide a reliable baseline for researchers aiming to build on
our work.

Reaction rate of a first-order reaction depends linearly on the reactant concentration [46].
The differential form of the rate law is:

Rate = −dc
dt

= k · c (1)

where c is the changing reactant concentration, t is the elapsed time and k is the reaction rate coefficient.
The separable differential equation can be solved by rearranging it and integrating both sides of the
following equation:

c∫
c0

1
c

dc = −
t∫

t0

kdt (2)
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where c0 is the initial concentration and t0 is the initial time instant. The integration should be
performed with the condition of t0 = 0 s. After rearranging the achieved formula the rules of logarithm
shall be applied. Finally, the integral form of the rate law is:

c
c0

= exp(−k · t) (3)

Considering the total luminous flux as the decreasing quantity of the homogenous aging process,
where the initial value of the regression curve fit to the luminous flux is c0 and c is the actual value
at time t, then the TM-21-11 defined extrapolation of the total luminous flux maintenance curve
is obtained:

Φ(t) = β · exp(−α · t) (4)

where the normalized light output is Φ at the time t, β is a fitting parameter and α corresponds to the
reaction rate coefficient k specified at Equation (1).

Homogeneous chemical processes proceeding in the solid phase involves various aging phenomena
in plastic and glass, thermal changes induced transformations, recrystallization, transformation of
alloys and metals throughout and following a thermal treatment etc. In the solid state these progresses
need a lot more time than in gas or in liquid phase. The reaction rate coefficient (i.e., the speed of these
reactions) is an exponential function of the absolute temperature. The exact formula is described by
the Arrhenius-Equation:

k = A · exp
[ −Ea

kB ·T
]

(5)

where A is a pre-exponential factor, Ea is the activation energy (the energy barrier below which the
reaction in question does not proceed), kB is Boltzmann’s constant and T is the absolute temperature in
kelvins. Concerning the TM-21 interpolations, values of A and Ea can be calculated if datasets of two
or more temperatures are available.

The Arrhenius-equation is typically used to express the AF acceleration factor of the reaction rate
coefficient at elevated temperatures:

AF = exp
[( −Ea

kB ·T
)
·
(

1
T2
− 1

T1

)]
(6)

where T2 is the elevated temperature.
Upon taking into account the speeding-up effect of higher temperatures, the Arrhenius-equation

has various expansions describing the effects of other stress conditions as well, like humidity or
other non-thermal stresses. In case of LEDs, with respect to the LM-80 testing the most important
non-thermal impact corresponds to the forward current [47]. The forward current dependent reaction
rate coefficient can be described as:

k = A · exp
[ −Ea

kB ·T
]
· In (7)

where I is the forward current and n is the so called life-stressor slope [47]. With the help of Equation (7)
one can perform the necessary interpolations between the measurement results belonging to the
different case temperatures and forward current values captured during an LM-80 life testing of LEDs.

2.4. Further Possible Degradation Trends

The exponential decay of the total luminous flux output of an LED corresponds to the first-order
reaction rate. The order of a reaction defines the relationship between the reaction rate (or the decay
rate, in this case) and the changing concentration of the reactant(s) (or the decreasing total luminous
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flux, in this case). Practically, the order of a rate law is the sum of the exponents of the changing
parameters. Accordingly, the reaction rates of the zero-, first- and second-order reactions are as follows:

Rate = −dc
dt

= k · c0 = k (8)

Rate = −dc
dt

= k · c1 = k · c (9)

Rate = −dc
dt

= k · c2 (10)

For the sake of curiosity, a third-order reaction rate with two concentrations of species looks like:

Rate = −dc
dt

= k · c1 + k · c2
2 (11)

where c1 and c2 are the concentrations of the two different species (note that the upper indices indicate
the order of the reaction while the lower indices refer to the different species). To get the integral
form of the above rate laws, the same mathematical steps should be followed as described in case of
Equations (1)–(3).

The reaction in which one chemical species is irreversibly transformed into more than one other
species is the so called parallel reaction (see also other more complex reactions in [48]). In this case the
rates of the parallel reactions add up. Supposing a zero- and a first-order parallel reaction with the
coefficients of k1 and k2 respectively, the decay rate can be written as:

Rate = −dc
dt

= k1 + k2 · c (12)

The separable differential equation can be solved by rearranging it and integrating both sides of
the following equation:

c2∫
c1

1
k1 + k2 · cdc = −

t2∫
t1

dt (13)

ln(|k1 + k2 · c2|)
k2

− ln(|k1 + k2 · c1|)
k2

= −(t2 − t1) (14)

Rearranging Equation (14) and applying the logarithm rules, we get:

ln
(∣∣∣∣∣k1 + k2 · c2

k1 + k2 · c1

∣∣∣∣∣
)
= −k2 · (t2 − t1) (15)

where we know that all terms are positive. Raising both sides of the equation to the power equal to the
base of natural logarithm and further rearranging it we get a final version as follows:

c2 =

[
c1 +

k1

k2

]
· exp[−k2 · (t2 − t1)] − k1

k2
(16)

where c1 and c2 are the concentration values at the time instants t1 and t2, respectively. In case of LEDs,
a description with parallel reactions should be appropriate when the root causes of the light output
degradation can be separated. That is, for example, if the packaged blue LED, the light conversion
phosphor material and the lens are aged and tested separately. These aging modes independently
reduce the light output of the LED (by the means of decreasing radiant and light conversion efficiencies
and light transmission), therefore, theoretically a parallel reaction model with the individual reaction
rate coefficients and modes could be matched with the aging results of the complete white LED.
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At the EPA ENERGY STAR Lamp Round Table held in San Diego (CA, USA) in 2011, a wider
set of decay rate models describing the total luminous flux maintenance of LEDs was proposed by
Miller, of the U.S. National Institute of Standards and Technology (NIST, Gaithersburg, MD, USA)—see
Table 1 [49]. Among the different decay models one can find zero-, first- and second-order reaction
rates, models that are inversely proportional to the elapsed time, and the parallel mixture of the
previously listed ones. Miller also drew attention to the fact that the light output degradation trend
of LEDs may change significantly during the operation time; Figure 1a,b indicate two relative total
luminous flux maintenance curves where the estimated L70 lifetime from the 10,000-h results is halved
or doubles compared to the estimation from the 6000-hour results.

Table 1. Aging models of different decay rates with the closed form solution, i.e., the integral form
(after [49]).

# Decay Rate Integral Form

1 dIV
dt = k1 IV = I0

V + k1 ·
(
t− t0

)
2 dIV

dt = k2 · IV IV = I0
V · exp

[
k2 ·

(
t− t0

)]
3 dIV

dt = k1 + k2 · IV IV =
(
I0
V + k1

k2

)
· exp

[
k2 ·

(
t− t0

)]
− k1

k2
Model 1 +Model 2

4 dIV
dt = k3

t IV = I0
V + k3 · ln

(
t
t0

)
5 dIV

dt = k1 +
k3
t IV = I0

V + k1 ·
(
t− t0

)
+ k3 · ln

(
t
t0

)
Model 1 +Model 4

6 dIV
dt = k4 · I2

V IV =
I0
V

1+I0
V · k4·(t−t0)

7 dIV
dt = k5 · IV

t IV = I0
V ·

(
t/t0

)k5

8 dIV
dt = k2 · IV + k5 · IV

t IV = I0
V · exp

[
k2 ·

(
t− t0

)]
·
(
t/t0

)k5 Model 2 +Model 7

9 IV = I0
V · exp

[
− (t−t0)

k6

]k7

 
(a) (b) 

Figure 1. The change in aging trends: extrapolation of the 6k and 10k hours may differ dramatically
(based on [49]) (a) L70(6k)= 60,000 h vs. L70(10k)= 30,000 h; (b) L70(6k)= 30,000 h vs. L70(10k) > 60,000 h.

3. The Pn-Junction Temperature During the LM-80 Test

The pn-junction temperature of LEDs may change significantly during an LM-80 testing procedure
due to the increased electrical power consumption, to the decreased energy conversion efficiencies
and even due to the possible degradation of the thermal interfaces. The temperature increase can
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range from only a few degrees Celsius to as high as 20–30 ◦C. Its exact value depends mostly on the
testing forward current, the overall thermal resistance, the zero-hour radiant efficiency and on the
luminous flux maintenance value reached during the test. Figure 2 shows a theoretical approximation
for a high- (a) and a mid-power (b) LED, as the function of the main causes of the increase, assuming
at this point, that the 3 V forward voltage and the thermal resistance remain constant. During the
calculations we neglected any effects of the temperature sensitive radiant efficiency; the extremely
high temperature dependence in case of red and amber LEDs is well-known and acts as a positive
loopback to the junction temperature, further increasing the discussed effect.

 
(a) (b) 

Figure 2. Theoretical pn-junction temperature increase during an LM-80 test in case of (a) a high-power
and (b) a mid-power LED, as the function of the forward current, the thermal resistance, the zero-hour
radiant efficiency and the reached luminous flux decay (assuming a constant thermal resistance and
a Figure 3. V forward voltage). Note that the curves on (a) and (b) are identical implying that
the junction temperature increase may affect high- and mid-power LEDs equally, depending on the
thermal resistance.

  

(a) (b) 

Figure 3. Effects of the increase in the forward voltage and in the thermal resistance on the pn-junction
temperature increase during an LM-80 test. The initial parameters are: 1 A forward current, 40%
radiant efficiency, 15 K/W thermal resistance, 3 V forward voltage. The figures show the junction
temperature increase during the test as the function of the end of test thermal resistance and forward
voltage. The end of test relative light outputs are (a) 95% and (b) 80%. The black crosses indicate values
corresponding to that of in Figure 2a.

It is obvious that a few degrees Celsius change in the junction temperature is not an issue.
In this article we are dealing with the >10 ◦C increases caused by high testing currents, high initial
efficiency, poor thermal conductivity, significant increase of the forward current and/or the thermal
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resistance [50,51] etc. Figure 3a,b indicate the effects of the increase in the forward voltage and in the
thermal resistance. During the calculations we considered a power LED with a test current of 1 A.
The initial values of the radiant efficiency, the forward voltage and the thermal resistance were 40%, 3 V
and 15 K/W in order and the relative junction temperature increase was calculated as the function of the
end of test thermal resistance and forward voltage. The end of test relative light output was regarded
to be 95% and 80%. Stated practically, Figure 3a,b are the extensions of Figure 2a; the indicated black
crosses in the figures correspond to each other. As an example for the parameter increase, Figure 4
shows the aging related forward voltage shift of a Luxeon Z power LED; all the measurement points in
the figure belong to the 80 ◦C junction temperature.

Figure 4. Shift of the forward voltage—forward current characteristics during the first 9000 h of a
Luxeon Z LED sample (aged at 85 ◦C case temperature and 1 A forward current).

Most of the root causes of LED aging is closely connected to the pn-junction temperature.
The temperature on which the die-, the interconnection-, the phosphor- and the lens-related aging
processes undergo is practically much closer to the pn-junction temperature than the case- or the
soldering point temperature. Therefore, we make an attempt to determine the parameter set of the
Arrhenius-equation as the function of the changing junction-temperature. To do that first we need to
determine the elapsed test-time dependent function of the junction temperature.

3.1. Analytical Calculation of the Pn-Junction Temperature

The TJ pn-junction temperature can be calculated from the TA ambient temperature, the optically
corrected real Rth thermal resistance and the Pdis dissipated power:

TJ = TA + Rth ·Pdis (17)

The dissipated power is the difference of the consumed electrical power and the radiant flux. For
simplicity we consider Rth to be constant over the time, therefore:

TJ(t) = TA + Rth ·
(
IF ·VF

(
t, TJ, IF

)
−Φe

(
t, TJ, IF

))
(18)

where IF and VF are the forward current and the forward voltage, while Φe is the total radiant flux.
The latter two parameters depend on the elapsed operation time t, and the actual junction-temperature
and forward current. We assume an exponential decay model for the radiant flux function over time,
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so we apply Equations (4) and (7) and we also take into account the SΦe temperature sensitivity of the
radiant flux. For simplicity we consider SΦe to be constant over the time. Therefore:

Φe
(
t, TJ, IF

)
= Φe0 · exp

⎡⎢⎢⎢⎢⎣−t ·AΦe · InΦe
F · exp

⎛⎜⎜⎜⎜⎝ −EΦe
a

kB ·TJ

⎞⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎦ · [1 + SΦe ·

(
TJ − Tre f

)]
(19)

where Φe0 and Tre f are the initial radiant flux and the reference operating junction temperature of the
LED in the test environment at the zero-hour condition. Next, we assume a zero-order model for the
increase of the forward voltage (i.e., a value linearly increasing with time) and we also consider the
SVF temperature sensitivity of the forward voltage. For simplicity we consider SVF to be constant over
the time:

VF
(
t, TJ, IF

)
=

⎡⎢⎢⎢⎢⎣VF0 + t ·AVF · InVF
F · exp

⎛⎜⎜⎜⎜⎝ −EVF
a

kB ·TJ

⎞⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎦ · [1 + SVF ·

(
TJ − Tre f

)]
(20)

After all this, the overall elapsed test-time dependent junction temperature can be written as:

TJ(t) = TA + Rth · IF ·
[
VF0 + t ·AVF · InVF

F · exp
(
−EVF

a
kB ·TJ

)]
·
[
1 + SVF ·

(
TJ − Tre f

)]
−Rth ·Φe0 · exp

[
−t ·AΦe · InΦe

F · exp
( −EΦe

a
kB ·TJ

)]
·
[
1 + SΦe ·

(
TJ − Tre f

)] (21)

which is analytically not solvable by ordinary mathematical methods. At this point we gave up with
the analytical attempt and tried a measurement based practical method.

3.2. Determination of the Pn-Junction Temperature by Measurement

The strong temperature dependencies of LEDs make it necessary to measure their optical, electrical
and thermal parameters simultaneously. The JEDEC JESD 51-5x family of standards and the related CIE
standards [52–61] provide a multi-domain characterization method, especially for LEDs, which includes
the measurement of the pn-junction temperature by the help of thermal transient testing [62–64] and
the calibrating process of the temperature sensitive parameter, i.e., the SVF. Of course, there are
other measurement techniques (e.g., as described in [65,66]) beside the mentioned JEDEC and CIE
standards/recommendations, we still work with these; over the past 15 years our research team has
made significant contributions to the development of the related instruments. The gained experiences
and the opportunity to customize the instrumentation also provide a higher flexibility during our
investigations. In addition to these, the JEDEC JESD 51-5x family of standards is also conform with the
new CIE 225:2017 recommendation and it is also used by many leading SSL companies—the reason
why the Delpi4LED consortium has also chosen these standards as the basis of the LED modelling
methodology also cited and described in this article.

We have performed the LM-80-08 based life testing of a mid-power LED sample set at the
Department of Electron Devices of the Budapest University of Technology and Economics (see details
in Section 5). Beside the optical measurements at room temperature specified by the testing method we
also performed thermal transient testing both at 25 ◦C and at the testing case temperature. What we had
after the measurements were the forward voltages, the radiant fluxes and the junction temperatures at
25 ◦C and at 55 ◦C ambient temperatures. Figure 5 shows the measured pn-junction temperatures at
300 mA forward current. Also, a linear approximation was applied on the measured results after 340 h
of aging.
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(a) (b) 

Figure 5. Pn-junction temperatures of the tested mid-power LED (#S11) over the testing time, measured
at 300 mA forward current, (a) at 25 ◦C and (b) at 55 ◦C ambient temperatures.

The SΦe temperature sensitivity of the radiant flux and the SVF temperature sensitivity of the
forward voltage can be calculated from the measurement results belonging to different junction
temperatures. By having these sensitivity values it is possible to make approximate calculations for the
operating parameters at any arbitrary junction temperature value.

3.3. The Transient Testing Based Calculation of the Arrhenius-Equation

The method that we propose consists of four main steps:

(1). Determine the pn-junction temperature during the LM-80 process, at the test current and
case temperature.

(2). Determine the pre-exponential factor A and the activation energy Ea of the Arrhenius-equation
from the continuously increasing junction temperature values of each measurement time and the
corresponding measured radiant flux values.

(3). Determine the luminous flux maintenance curve belonging to a fixed junction-temperature value,
applying an arbitrary time profile of the junction temperature.

(4). Determine the SΦe temperature sensitivity of the radiant flux and calculate the light output
parameters at any arbitrary junction temperature and at any time of the aging process.

3.3.1. Determine the Pn-Junction Temperature

The first step was introduced in the previous subsection (see the listed references).

3.3.2. Determine the Pre-Exponential Factor and the Activation Energy

The second step is based on the LM-80 results and on the recorded junction temperature values
during the test. Let us recall the differential form of the rate law (Equation (1)) and insert the
Arrhenius-equation in place of the reaction rate coefficient k (Equation (5)):

Rate = −dc
dt

= ct ·A · exp
[ −Ea

kB ·TJ(t)

]
(22)

where ct and TJ(t) are the changing concentration and the junction temperature at the time instance of
t; ct corresponds to Φe (or ΦV). Equation (22) clearly indicates the relationship between the parameters
of the Arrhenius-equation and the reaction rate. Let us denote the reaction rate by D (representing the
fact that it is the derivative of the c over t function):

D =
dc
dt

(23)
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At any two measurement times we can write the above equations with the actual parameters:

−Dt1 = ct1 ·A · exp
[ −Ea

kB ·TJ(t1)

]
(24)

−Dt2 = ct2 ·A · exp
[ −Ea

kB ·TJ(t2)

]
(25)

which is a set of equations with two variables (since Dti , cti and TJ(ti) are measured values). After
rearranging it we get that:

A = −Dt1

ct1

· exp
[

Ea

kB ·TJ(t1)

]
(26)

Ea =
kB ·TJ(t1) ·TJ(t2)

TJ(t2) − TJ(t1)
· ln

(
Dt2 · ct1

ct2 ·Dt1

)
(27)

The value of Dti can be calculated as the derivative of the experimentally acquired luminous flux
maintenance curve (see Equation (4)) at the time instance of ti:

Dti =
d[β · exp(−α · ti)]

dt
(28)

Dti = −α ·β · exp(−α · ti) (29)

Although, theoretically Equations (26), (27) and (29) should unambiguously assign the values
of A and Ea, still several orders of magnitudes differences may occur among the obtained results.
To dissolve this issue it could be a good practice to calculate Ea for each measurement time with an
arbitrarily fixed A value, then sweep A until the smallest difference amongst the calculated Ea values
is reached.

Even if the junction temperature is continuously increasing during aging, its effects on the slope
(i.e., the derivative) of the luminous flux maintenance curve (from which A and Ea were calculated)
are negligible in most cases compared to the aging related changes of the light output parameters.
Although, the following example will make it clear, that the temperature sensitivity of the optical
parameters can be extremely high for red and amber LEDs. The SΦe temperature sensitivity of the
radiant flux of a red power LED from a well-recognized vendor was measured to be −4.3 mW/◦C at
1 A forward current whereas the optical power was found to be 1.1 W with a radiant efficiency of 41%.
Mounted on a cooling assembly with a 25 K/W junction-to-ambient thermal resistance and supposing
a 0.1 V and 1 K/W increase in the forward voltage and thermal resistance respectively, roughly a 7 ◦C
increase occurs in the pn-junction temperature until the time of the 10% light output degradation,
causing another thermally induced 2.8% drop in the radiant flux—which is not negligible any more.
In such cases Equation (23) should be corrected in the following format:

Dcorr =
dc
dt
− SΦe ·

dTJ

dt
(30)

Another possible compensation method of this effect is to determine the optical flux values
that would be emitted at the reference junction temperature and use the gained data set as the new
maintenance curve:

Φe(t)
∣∣∣
Tre f

= Φe(t) ·
[
1 + SΦe ·

(
TJ − Tre f

)]
(31)

We must note, that it could seem to be a good idea to compare the values achieved by the proposed
method with the results of an LM-80 test sequence performed on multiple case temperatures. In fact,
the technique discussed here only makes sense if the junction temperature increase during the test is
significant, but this also means that the parameters calculated from different aging case temperatures
would not be well correlated with the junction temperature, therefore the latter method gives a
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completely different result in principle. From this reasoning we can tell that only testing at multiple
case temperatures provides the needed data if the junction temperature rise is negligible, but otherwise
consistent pn-junction temperature based test results can be reached only if the experiment is supported
by accurate junction temperature measurements (e.g., thermal transient testing).

3.3.3. Determine the Luminous Flux Maintenance Curve at a Fixed TJ

Our base concept is that LEDs have a kind of “lifetime budget”, which (under nominal operating
conditions) is consumed at a rate most dependent on the pn-junction temperature. We model the
lifetime budget as a junction temperature, forward current and elapsed operating time dependent
efficiency ηt (eta t) which is to be multiplied by the zero-hour value of the radiant efficiency ηe or the
luminous efficacy ηv to get the prevailing light output parameters. It contains the effects of any aging
phenomenon, at this point even including the change of the electrical consumption through the change
of the forward voltage.

According to our theory the current value of the budget is not dependent of current value
of temperature (in such a way maintaining causality). Also, it does not carry any information on
the temperature sensitivity of the parameters, therefore the temperature sensitivity of the optical
parameters should be applied when the junction temperature is out of the reference value. If the
junction temperature remains constant during the test then the lifetime budget is identical to the
luminous flux maintenance curve (described by Equation (4)) normalized to 100%.

To calculate the change of the lifetime budget (or the normalized luminous flux maintenance at
the reference TJ) we need to recall again the differential form of the rate law. Assuming that the exact
time function of the temperature change is known, we need to substitute it into:

Δηt =

c2∫
c1

1
c

dc = −
t2∫

t1

A · exp
[ −Ea

kB ·TJ(t)

]
dt (32)

The analytical solution of which is not trivial, even in case of a linearly changing temperature
value. If the necessary mathematical tools are not available, then a practical solution could be to
discretize the problem that way converting the integration to a sum calculation (a series of additions
on very short time intervals). This means that the actual value of k can be calculated at every time
instance knowing the mean value of the temperature, then the differential form of the rate law can be
used with the difference that Δc change is calculated during the short time interval Δt. Adding up c
and Δc will result in the total value of the next time interval.

It should be emphasized that during this step we calculated the theoretical light output parameters
of the LED at the reference junction temperature but accounting for the real temperature data, which is
not always equal. For example, the operating junction temperature of an LED sample is 85 ◦C at the
55 ◦C case temperature at the beginning of the test. Let us assume that after 10,000 h the operating
temperature is 105 ◦C at the same 55 ◦C case temperature. In this case the value substituted into
Equation (32) is the real and continuously increasing value (105 ◦C which is 378.15 K after 10k h) but the
radiant or luminous flux provided by Equation (32) is the value the LED would emit at the reference
85 ◦C junction temperature. First it could be confusing but we must not forget that we calculated
the pre-exponential factor A and the activation energy Ea as the function of the prevailing junction
temperature (therefore the degradation itself is calculated after the aging TJ profile). Still, these values
describe only the aging effects and they do not carry any information about the temperature sensitivity
of the optical parameters. If they would do so, then the method described for Equation (30) or (31)
should be applied.
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3.3.4. Calculating the Light Output Parameters at any TJ

In the previous subsection we have determined the lifetime budget as the function of the elapsed
lifetime and junction temperature profile in the meantime. The calculations result in the actual radiant
flux value that would be emitted at the reference junction temperature, after the elapsed operating
lifetime t. The next step is to apply the SΦe temperature sensitivity of the radiant flux if the TJ value
increases/changes significantly during aging:

Φe
(
t, TJ

)
= Φe0 · ηt(t) ·

[
1 + SΦe ·

(
TJ − Tre f

)]
(33)

where Φe0 is the zero-hour radiant flux, ηt (eta t) is the lifetime budget number at time t. The value
of SΦe can be determined at zero-hour and used during the whole lifetime as a constant or it can be
re-determined at each control measurement. In practice according to the proposed method thermal
transient testing should be performed both at case temperature and at the LM-80 prescribed 25 ◦C
ambient temperature. From these measurements a linear approximation of all temperature sensitivity
parameters can be determined.

3.4. Case Study

The procedure suggested in Section 3.3 was performed on the measurement results of the LED
sample presented in Section 3.2. The steps taken are as follows:

(1). TJ and Φe were measured at TA = 25 ◦C and at TA = 55 ◦C (Figure 5 and the blue and green dots
in Figure 6). Measurement results before 340 h were omitted.

(2). SΦe was calculated.
(3). Φe (TJ = 85 ◦C) was calculated for all the control measurements (Equation (31); the red dots in

Figure 6).
(4). A logarithmic trend line was fit to the calculated Φe (TJ = 85 ◦C) values (Model #4 from Table 1;

the three continuous lines in Figure 6).
(5). A and Ea were determined; the measured TJ values at TA = 55 ◦C and the maintenance curve

determined in step 4 were used. Applying the same method described in Section 3.3.2 the
formulas for the logarithmic model are:

A = −Dt1 · t1·exp
[

Ea

kB ·TJ(t1)

]
(34)

Ea =
kB ·TJ(t1) ·TJ(t2)

TJ(t2) − TJ(t1)
· ln

(
Dt2 · t2

Dt1 · t1

)
(35)

(1). To check the accuracy of the achieved model we calculated the maintenance curve belonging to
TJ = 85 ◦C (dashed dark red line in Figure 6). The simulation run with a time increments of 1 h.

(2). We also calculated the maintenance curves belonging to TA = 25 ◦C and to TA = 55 ◦C (dashed
dark blue and green lines in Figure 6).

To represent the appropriateness of the proposed technique the R-square values were determined
with respect to the measured data. The R2 values of the simulation are 0.992 and 0.988 for the 25 ◦C
and 55 ◦C measurements while that of the logarithmic approximation are 0.993 and 0.983. These values
show that the accuracy of the new aging model and the classical curve fitting method is practically
the same.

Figure 6 also indicates that the simulated results and the fitted curves have different curvatures
and their separation becomes quite significant after around 5000 h. Obviously, neither approximation
of the measured values is more accurate than the other. The main cause of this misfit is probably the
low statistical power of the measurement results of one single sample (and perhaps the changing aging
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rate). The purpose of this short case study was only to demonstrate the potential and feasibility of
the theory.

Figure 6. Measurement and simulation results of the aged mid-power blue LED; the logarithmic
regression fitting parameters to the 85 ◦C values are indicated just as an example.

4. LM-80 Based Lifetime Modelling of Power LEDs

Once the fitting parameters of the total luminous flux maintenance curves (and the pre-exponential
factor(s) along with the activation energy (or energies)) are available, it becomes possible to estimate
the in-situ light output parameters of an LED at any time (by Equations (7) and (32)), provided that the
prevailing junction temperature and forward current values are always known.

In case of a streetlighting luminaire the forward current is either kept constant or it is controlled
by a smart device. In fact, aging of the LED driver may cause aging related deviations in the set current
but discussion of such issues is out of the scope of this article.

In-situ measurement of the pn-junction temperatures is not impossible, but it requires specialized
laboratory equipment. Another solution is to reveal the operating temperature map of the luminaire
can be achieved by system level simulations [67–70] that way shifting the junction temperature
measurements to a predetermined point of the luminaire. System level simulations with multi-domain
LED models make it possible to tell the operating parameters just by measuring the luminaire case
temperature which is then on the field, mostly depends on the actual weather conditions.

4.1. Continuous In-Situ Lifetime Modelling of LEDs

Generating a time-dependent absolute temperature function from years of weather conditions is
not realistic, but in the short period of time (e.g., within an hour) it can be assumed that the temperature
changes linearly over the time. This approximation makes it possible to solve Equation (32) analytically,
but despite of it, the computing capacity of the intelligent control unit of the luminaire may still be
insufficient for the required calculations (or it is not acceptable for the unit to be kept busy by these
calculations—also not counting with the power consumption of the CPU). If the value of reaction
(or decay) rate coefficient is recalculated periodically at short intervals (e.g., every 5–10 min) and
approximating the temperature to be constant in the meantime, then Equation (32) is greatly simplified:

c2 = c1 · exp
{
k
(
TJ

)
· [t2 − t1]

}
(36)
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where c is the actual light output value of the LED and the lower indices 1 and 2 denote the initial and
the terminating time in-between the LED aging is calculated.

A case study was carried out to present the capabilities of the theory. For this purpose, the LM-80-08
based measurement results of Luxeon Z LEDs aged in our department were used (see the results in
Figure 7a). The natural white high-power LEDs had a junction-to-ambient thermal resistance of 35 K/W.
In Figure 7b the continuous red curve indicates the exponential fit to the measurement results (the
same as the dashed orange curve in Figure 7a). Further eight theoretical aging curves were added
in order to make the necessary calculations feasible, corresponding to TJ = 85 ◦C and 50 ◦C and to
IF = 850 mA and 700 mA.

 

(a) 

 

(b) 

Figure 7. (a) Averaged LM-80 measurement results of 9 pieces of Luxeon Z samples and extrapolation
until 50k hours (TJ = 120 ◦C, IF = 1 A); (b) Exponential curve fit to the LM-80 measurement set along
with the eight assumed aging trends.

Figure 8 shows an illustrative example of the theory, applying Equation (36): the stress conditions
are abruptly changed at 30k hours of aging from TJ = 120 ◦C and IF = 1 A to TJ = 50 ◦C, IF = 0.85 A.

Figure 8. Illustration of the aging model; the simulation conditions are changed after 30,000 h.

4.2. Lifetime Modelling of Iso-Flux Operation; a Case Study

By keeping the total luminous flux of solid-state light sources constant, not only the visual comfort
can be improved, but the reliability and energy efficiency of the luminaires could also be greatly
increased. The advantage of a design method that compensates for the effects of temperature changes
has been presented in previous articles [68–70]. The previously proposed methodology has not yet
taken into account the aging of LEDs, which in the long time range may be even more significant than
the effects of temperature changes.
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The total lifespan of LEDs is typically referred to be in the range of 50–100k hours. This period can
be easily converted to lifetime in years for light sources that operate without interruption (e.g., tunnel
lighting or lamps at industrial facilities), but in case of streetlighting luminaires the conversion is not
that straightforward as the on and off time depends on the length of days that alternate continuously
throughout the year. In addition, switching on and off the lights does not necessarily depend on the
exact occurrence of the twilights; the operating time measured in years should be considered based on
astronomical data, taking into account the changing length of the nights. Table 2 illustrates the typical
practical lifetime of a luminaire (assuming a rated LED lifetime of 50k hours) in Hungary.

Table 2. Elapsed time till 50k hours of operation of a streetlighting luminaire in years, in Hungary.

Dark-Hours in-Between 50k Dark-Hours (Years) Dark-Hours during a Year (Hours)

Sunset to Sunrise 12 years 4291 h

Civil

Twilights

13 years 3875 h

Nautical 15 years 3373 h

Astronomical 18 years 2802 h

A case study was carried out on the real and theoretical LED aging results in order to demonstrate
the range of differences between a constant current and a constant luminous flux operation. In order
to count with realistic temperature variations the daily temperature values of the past decade of the
Hungarian city of Szombathely (47.23512◦ N 16.62191◦ E) available at the Hungarian Meteorological
Service, have been used, for which the constant current mode and the constant luminous flux operation
was compared. The difference between the length of cold winter nights and warm summer nights
was also considered by taking into account the annual change in the time differences between the
civil twilight. At this stage we dealt with only one single LED, with the junction-to-ambient thermal
resistance of 35 K/W.

The results of the case study are shown in Figures 9–11: the consumed electricity can be
considerably decreased, particularly in the first year of the operation which means that a significant
portion of the cost of a new luminaire installation is recovered within a relatively short time. Figure 10
clearly indicates, that using the smart controlling scheme the light output can be kept constant against
the effects of temperature changes in the short run as well as against the LED aging in the time scale of
decades (considering only the LED light sources–any other aging effects form a different issue). Due to
the more favorable operating conditions (lower forward current and junction temperature values),
the expected product lifetime could also be increase significantly.

 

Figure 9. The forward currents applied during the simulation (the absolute maximum DC forward
current of the Luxeon Z LEDs is 1 A).
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Figure 10. Simulated light output of a Luxeon Z LED.

 

Figure 11. Simulated lifetime budget of a Luxeon Z LED.

In case of the smart control that realizes constant luminous flux output throughout the whole
product lifetime, it is obvious that the normalized total luminous flux maintenance percentage can
hardly be used to determine the end of the product lifetime. For that purpose we propose the lifetime
budget efficiency ηt (eta t) as the new end-of-life metric for adaptively controlled LED luminaires.
The final results are summarized in Table 3.

Table 3. Comparison of operation with constant forward current (700 mA) and with constant light
output (425 mW), simulated with the help of our LED aging theory.

Examined Parameter IF = const. Φe = const. Advantages of the Proposed CLO

Time to L(90) (hours) 64.4k h 83k h +29%

Working years till L(90) 16.7 years 21.4 years +4.7 years

Electricity consumed till
64.4k hours 130.8 kWh 112.8 kWh −13.7%

Used energy in the 1st
operational year 7.9 kWh 6.5 kWh −17.7%

5. Lifetime Modelling Based on Multi-Domain Modelling of the LEDs

The purpose of our multi-domain LED modelling concept is the simultaneous and combined
simulation of the optical, electrical and thermal operation parameters. The proposed modelling
technique is continuously revised and enhanced in order to achieve higher accuracy, better industrial
applicability and also to add further capabilities to the model. Significant improvements have been
achieved during the Delphi4LED H2020 European R&D project and the next step shall be modelling
the whole lifetime of LED based light sources by the help of a Spice compatible multi-physics model.
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Multi-physics LED models are generated by the isothermal LED characteristics which consist
of the electrical and optical data as a function of the forward current, measured at a fixed junction
temperature. Such measurements can be performed by the help of the T3Ster and TeraLED [71,72]
measuring instrument setup; to speed up the rather time-consuming characterization process the
vendor also provides an automated control software to the instrumentation. Then the multi-domain
LED model can be generated by a global parameter fitting process; a detailed description on the model
and its variants, benefits and various properties is provided in the recently published paper in this
journal [7].

Combining the existing multi-domain LED model with the measurement results of an LM-80
based life test is a promising attempt. It means that a complete isothermal characterization of the
LEDs should be performed as the testing time passes, which is the main drawback of this technique,
compared to the common measurement methods during life testing. Its benefit is, however, that the
elapsed operating time dependent model parameters can be revealed.

5.1. Evaluation of Precious Life Testing Results

A sample set of 30 HP LEDs has already been aged under an LM-80-08 based life test, during
which the measurements were also extended by the abovementioned isothermal characterization
technique. In the earlier study the samples were exposed to the case temperature of 85 ◦C while they
were driven by the forward current of 1 A. The whole test lasted for 8k hours (Figure 12a shows the
normalized total radiant and luminous maintenance curves). Detailed isothermal characterization was
performed in the first 6k hours on 5 LED samples from which the model parameters were determined
as the function of the elapsed time (Figure 12b shows an example) [73].

  
(a) (b) 

Figure 12. (a) Total luminous and radiant flux maintenance curves with their extrapolation [73];
(b) Time dependence of the model parameters: change of the saturation currents [73].

In case of all the characterized samples the obtained model parameters showed high similarity,
and also the time dependent trends were consistent with each other. Still, a proper elapsed lifetime
dependent model could not be generated from these. The difference in the ideality factors were found
to be relatively small on a linear scale, but due to the exponential form of the Shockley diode equation
even very tiny misfits can cause large errors in the output electrical and optical values. Besides this,
there is an inflection point at around 1k–1.5k h of aging which prevents any modelling attempts
with a simple time-function of the parameters; the use of complicated complex functions would not
necessary describe the real physical aging processes but it would significantly increase the difficulty
and the needed time of the global parameter fitting process. It is also obvious that various aging
phenomena took place in the early “burn-in” part of the LEDs’ lifetime and also their significance were
changing with time; the collected data before 2.3k h of aging should be omitted during the model
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generation process. The appropriate time dependent model, however, cannot be created from only
3 characterization points.

5.2. Launch of a Targeted LM-80 Based Test Sequence

Instead of fixing the total testing time in advance, it could be more advantageous to pre-define a
targeted total luminous flux depreciation level in order to have a better overview on the time evolution
of the time evolution of the modelling parameters. Based on this idea a new LM-80 like test was
conducted on 18 mid-power LED samples from a well-recognized vendor. The LED type selection
was made according to our previously performed tests and detailed measurements. Testing a set of
high-power LEDs would also been interesting; preparation of such tests is already underway.

The samples were exposed to the case temperatures of the specified 55 ◦C and 85 ◦C and at the
arbitrarily chosen 70 ◦C. At each case temperature, three different forward currents were applied: 220,
260 and 300 mA, the latter one as the absolute maximum allowed forward current of this LED type
(the nominal current value is 150 mA). This means only two samples per each aging condition (case
temperature/forward current), which is insufficient for TM-21-11 extrapolations but the purpose of the
test was much rather to support our theoretical assumptions than to collect statistical data for industrial
applications and needs. During the test we did not only measure the necessary parameters prescribed
by the LM-80-08 standard but we also performed a complete isothermal forward current–forward
voltage–radiant flux characterization of the samples in a 500 mm integrating sphere. These captured
iso I–V–L curves were expected to provide enough input data to reveal the effects of the different
aging tendencies.

The tested LEDs arrived on 0.8 mm FR4 stripes that had extended thermal pads both on the top
and on the bottom sides (see in Figure 13). The samples were electrically connected in series in the
chains of 6 LEDs. In order to make the JEDEC JESD 51 compliant individual measurements of the
samples the stripes were chopped between the LEDs. Prior to the LM-80 aging test the samples had
been pre-characterized during which the radiant flux was measured to be around 50% at the nominal
forward current, however, the real thermal resistance was measured to be around 100–150 K/W; from
the integral structure functions it was obvious that the most significant part of it belonged to the LED
package itself. The exact causes of the unexpectedly high thermal resistance values were not examined
in more depth, but according to our assumptions the pre-bake technological step may have been
omitted before soldering, therefore the humidity accumulated in the LED package may have caused
delamination of the internal mechanical layers during the reflow process.

 

Figure 13. The sample mid-power LEDs mounted on FR4 strips; the printed circuit boards were
provided with increased thermal interfaces for better cooling capabilities.

5.3. Results of the LM-80 Based Test

The LM-80-based investigation of the mid-power LEDs was ended after the elapsed time of 1735 h
because of the high failure rate of the LEDs; till the termination of the test 14 LEDs suffered catastrophic
failure and two further pieces had contact failure. The rapid and early failure of the samples was
unfortunate but not unexpected; in only a few cases the testing junction temperature of the LEDs was
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close to the allowed maximum value, but in most cases it was far above that. Despite the fact that the
testing case temperatures were specified according to the LM-80-08 description, the lifetime testing
still went in an accelerated manner (reaching the L70 level was one of our goals anyway).

Figure 14 compares a faulty and an unaged sample. From the figure it can be clearly seen that
one of the root causes of the failure may be traced back to the extremely high temperature around
the chip that inflicted carbonization of the encapsulant material, causing discoloration and bubbling.
Due to the reduced light transmission of the lens higher amount of the blue light was absorbed that
further increased the self-heating effect inside the LED package. The catastrophic failure most probably
occurred as a result of a thermal runaway.

  
(a) (b) 

Figure 14. (a) A failed and (b) an unburnt sample of the investigated mid-power LEDs.

Figure 15 shows the attained total radiant flux maintenance curves; the case temperatures are
indicated by different colors while the different forward current values are marked with different line
types. Interestingly, the LEDs exposed to the lowest case temperature not only aged faster, but the
trend over the time is also different from the others. Deeper investigations were not conducted to
reveal the proper reasons and phenomena, but the main reason for the differences may be the higher
RH formed at the lower temperature; this assumption is also supported by a previous study of a
moisture resistance test on the same LED type, presented in paper [4].

 
Figure 15. The attained total radiant flux maintenance results of the mid-power blue LEDs, sorted by
case temperature and forward current.

All in all unfortunately, the captured LM-80 compliant measurement data altogether did not
make it possible to further analyze the temperature and forward current dependence of the aging rate.
In Section 3.4 however, an attempt was made to achieve the Arrhenius equation parameters, but in this
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exact case there is not enough measurement result of the other two case temperatures to support our
theory; the resources required for such investigations far exceed the academic capabilities.

5.4. The Elapsed Lifetime Dependent Multi-Domain LED Model

Using the obtained measurement results an attempt was made in order to investigate the lifetime
modelling possibilities and the extrapolation capabilities; for this purpose the multi-domain models
of the still functional #S07 and #S11 samples were created at first. Various functions were tried out
during a global parameter fitting process in order to set up the lifetime LED models with the best
match to the measured characteristics. For this purpose, rudimentary parameter matching software
was also developed, which ran on a mid-range 4-core processor for about 1 week (which was about
one-tenth of the total software development time). The obtained Shockley model parameters and
the value of the series resistance have significant elapsed time dependence. An improved version of
the fitting application was re-run iteratively three times in order to achieve the first attempt of our
elapsed lifetime dependent multi-physics LED model; Figure 16 indicates examples of the attained
model parameters.

(a) (d) 

(b) (e) 

(c) (f) 

⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

⋅
⋅ ⋅

⋅

⋅

Figure 16. Electrical (a–c) and optical (d–f) model parameters of #S07.
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After defining the new lifetime LED model a simulation test bench was created by which the
LM-80 based test data could be compared with the modelled values (see the results in Figure 17a).
The average absolute inaccuracy of the simulations is 0.5% while the maximum deviation is 1.2%.
Figure 17a also shows that due to the quadratic and logarithmic time functions of the fitting parameters
of the Shockley diode equation (see in Figure 16a,b) the model fits very well even in the early burn-in
period—at least at the time of the measurements. Otherwise, further simulations with much higher
time resolution has shown that the model becomes totally inconsistent between 1 and 100 h of aging
(see in Figure 17b). These results strongly highlight the risk of using high-degree parameter matching
algorithms. The extrapolation applicability of the new model still had to be tested therefore samples
#S07 and #S11 were reinstated to the test chamber. In the meantime, the time functions of the fitting
parameters were revised in order to eliminate the anomaly of the early aging time.

 
(a) (b) 

Figure 17. (a) Comparison of the simulated and measured total radiant flux maintenance curves of #S07;
(b) The simulation results of #S07 with higher time resolution—the discontinuity can be clearly seen.

5.5. The Enhanced Time Functions

While the test continued on the two samples, we reconsidered the time functions that were
previously found to provide the best match. After an extensive “trial and error” type investigation of
the possibilities it was decided to apply only such functions that push the results only in the same
direction while the rest of the parameters were kept constant. The biggest error in each case occurred in
the initial burn-in stage, so we decided not to deal with it in the first round. That way the multi-domain
model simplified remarkably: the shift of the forward voltage can be modelled by a linearly increasing
series resistance, while the saturation current and the ideality factor of the electrical model are constant
values. That way the electrical and the optical degradation of the LED can be modelled completely
separately: the time function of the light output decay can be applied for the saturation current of the
optical branch while its ideality factor and series resistance remain constant.

Considering the initial 100 h of aging, an additive exponential decay with a very short time
constant describes well the forward voltage of the LED. The electrical series resistance therefore is
formed this way:

Rser_el(t) = R0 + a · t + b · [1− exp(−t · τRser)] (37)

where t is the elapsed operation time R0 is the zero-hour electrical series resistance, a and b are fitting
parameters and τRser is the time constant of the initial exponential deviation.

Regarding the radiant flux, so far no correction function was found to describe the burn-in time.
The saturation current of the optical branch is therefore:

I0_rad(t) = I0 + d · ln(t) (38)
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where I0 is the zero hour saturation current of the optical branch and d is a fitting parameter. According
to this function the model is not applicable if t < 1 h and also gives inaccurate results if t < 100 h.

5.6. Extrapolation Capabilities of the Model

At 4340 h of the total aging time the two samples #S07 and #S11 were again unloaded from the
aging chamber and were re-measured in our integrating sphere. The obtained measurement results
(the radiant flux and the forward voltage values) are shown in Figure 18a–d along with the lifetime
extrapolation simulation curves. The simulations were performed by the LED models based on the
measurement results obtained up to 1000 h.

  
(a) (c) 

  
(b) (d) 

Figure 18. Simulated and measured total radiant flux maintenance of #S07 (a) and sample #S11 (c);
Measured and simulated time function of the forward voltage of sample #S07 (b) and sample #S11 (d).

For sample #S11, the estimations acquired from the simulations are quite accurate, while the
model of sample #S07 overestimates the extent of changes (see the mismatch values in Table 4).
A possible explanation for the error could be the fact that the samples had to be removed from the
aging environment for each measurement. Re-fixing the samples with different strengths may affect
the value of thermal resistance. This possible reason is consistent with the previous assumptions
that the high thermal resistance may have been caused by hygro-mechanical stresses that induced
delamination of the mechanical layers in the LED packages.

It has to be noted that at this point the model is only valid for the 300 mA aging circumstances.
Regarding the temperature issues, according to our theory the Arrhenius-equation parameters
determined in Section 3.4 can be directly inserted into the model of #S11 sample:

I0_rad(t) = I0_rad −
t∫

t0

1
t
·A · exp

[ −Ea

kB ·TJ(t)

]
dt (39)
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by which the saturation current of the optical branch can be calculated at any time t. Dealing with
discretized time steps of very short intervals and considering the temperature to be constant in the
meanwhile we can calculate the I0_rad value of the next period:

I0_rad(t2) = I0_rad(t1) −A · exp
[ −Ea

kB ·TJ

]
· ln

(
t2

t1

)
(40)

With the same considerations it is possible to sensitize the time-dependent electrical series
resistance value to the junction temperature. In case of this LED type it should be based on the
zero-order model of the differential rate law.

Table 4. The error made by the model compared to the measurement results at 4340 h.

Sample VF Mismatch (mV)
VF Mismatch

Compared to the
Zero-Hour Results (%)

Φe Mismatch (mW)
Φe Mismatch

Compared to the
Zero-Hour Results (%)

#S07 10.2 mV 0.3% −21.7 mW 5.4%

#S11 0.1 mV 0.003% 3.2 mW 0.8%

5.7. The Required Measurement and Testing Time

In case of the LM-80-08 based life testing of the blue mid-power LED set the isothermal
characterization process was optimized to the needed time: the measured set of operating points was
reduced to the minimally sufficient range while the small size of the LED packages and the relatively
short thermal time constants (around 30–60 s) were also advantageous to significantly speed up the
measurements. In spite of these facts, the required measurement time per each sample was around
180 min at each control event. Such characterization was performed 87 times during the test which
altogether amounts a total measurement time of 260 h; an additional 15% of the original 1735 h of
LED aging.

The minimal LM-80-08 and TM-21-11 compliant sample set consists of 90 LEDs as the testing
process prescribes three case temperatures and at least three testing currents are necessary for proper
interpolations in between while the extrapolation technique may be applied in the presence of at
least 10 samples per aging conditions. Supposing a typical high-power LED the full characterization
time may take even up to 6–8 h which means a total measurement time of 500–700 h at every control
event that (according to LM-80-08) must be performed at every 1000 h. Although the measurements
could be fully parallelized, it is still not realistic for academy in terms of the price of the currently
available instruments required for the isothermal LED characterization. Therefore, supporting the
theory described in this paper by appropriate statistical background remains an opportunity much
rather for the major industry partners. Also, reducing the necessary measurement time of the current
LED characterization system could also help to put this method into common practice.

6. Conclusions

In this work the LM-80-08 and TM-21-11 documents were briefly introduced after which an
extensive description of the applied decay models were provided. In addition to the models used
in the accepted methods, we also presented other aging models and the mathematical basis of
their application.

Applying the theoretical basics of the light output degradation of LEDs we have introduced a novel
method to determine the pre-exponential factor and the activation energy of the Arrhenius-equation
only by measuring a sample set of only one aging case temperature instead of the prescribed three.
We have also pointed out, that consistent pn-junction temperature based test results can be reached
only if the experiment is supported by accurate junction temperature measurements in cases where the
junction temperature rise during the life testing is considerable. Our theory was also supported by the
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evaluation of real measurement results. The case study showed that the LM-80 based measurement
results of a power LED sample set and our LED aging theory of the “lifetime budget” were applied in a
case study based on archive meteorological data. The case study showed that the iso-flux (or constant
light output) operation mode has very significant benefits in terms of both electrical consumption and
lifetime expectancy.

In order to create the elapsed lifetime dependent multi-domain LED model an LM-80-08-based
test was performed on 18 blue mid-power LEDs of a well-recognized vendor. During the test even
the isothermal characteristics of the samples were captured. Extremely high operating junction
temperature of the samples even at the prescribed case temperatures caused fast and early failure of
the LEDs. The speed and the trends of the LED aging also showed significant anomalies: the highest
aging rate belonged to the samples of the lowest test temperature and even their total luminous flux
maintenance curves follow a logarithmic trend instead of the expected exponential one. In the absence
of the sufficient aging data ant due to the experienced anomalies it was not possible to determine
the forward current dependent LED aging model but a theory was set up to specify the Arrhenius
equation’s parameters from only one testing temperature, by the help of thermal transient testing.
In this specific case the needed extra measurements of the proposed method added a 15% surplus to the
life testing duration which is estimated to be one half or one third of the extra time ordinarily required.

As the first approach of the Spice-compatible LED lifetime multi-physics modelling a mid-power
LED was modelled from its captured aging results up to the L(78) level. The created LED model
matches the measured values with a misfit less than 1.2%.

Simulations with higher time resolution had shown that the achieved model became inconsistent
in the very early burn in period, therefore a new aging model was set up. In the meantime two LED
samples were reinstated to the test in order to show extrapolation abilities of the lifetime multi-domain
LED model. The model in case of sample #S11 performed over expectations, although, in case of #S07
the extrapolations proved to be fairly inaccurate. The cause of the modelling mismatch may be the fact
that at this development and research state the LEDs have to be displaced from the aging chamber to
perform the necessary measurement in an integrating sphere—it is still an issue that should be solved
by a new, appropriate combination of the characterization and life testing methods.

At the academic level the currently running national R&D project allows resources only to such
scale of studies. The theory described in this paper should be supported by testing and measurement
results of much higher number of LED samples in order to represent appropriately the whole LED
population and also the general aging physics of LEDs. Increasing the throughput of the presently
applied LED characterization methods would also be needed. We are currently making efforts to
develop new procedures to reduce measurement time and also to set up an international joint project
consortium to enhance the statistical background of our theory.
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Abstract: This paper is devoted to the analysis of the influence of thermal pads on electric, optical,
and thermal parameters of power LEDs. Measurements of parameters, such as thermal resistance,
optical efficiency, and optical power, were performed for selected types of power LEDs operating
with a thermal pad and without it at different values of the diode forward current and temperature
of the cold plate. First, the measurement set-up used in the paper is described in detail. Then, the
measurement results obtained for both considered manners of power LED assembly are compared.
Some characteristics that illustrate the influence of forward current and temperature of the cold
plate on electric, thermal, and optical properties of the tested devices are presented and discussed.
It is shown that the use of the thermal pad makes it possible to achieve more advantageous values
of operating parameters of the considered semiconductor devices at lower values of their junction
temperature, which guarantees an increase in their lifetime.

Keywords: power LEDs; thermal pads; thermal resistance; measurements; optical efficiency;
self-heating; electronics cooling

1. Introduction

Power LEDs are today the most important components of solid-state lighting sources [1–3].
Temperature strongly influences properties of all semiconductor devices, including power
LEDs, [1,2,4–6]. For a single semiconductor device, the value of its junction temperature depends on
both the ambient temperature Ta and the excess ΔT of the device internal junction temperature, which
is caused by the self-heating phenomenon [7–13]. Thus, the device temperature rise depends on power
dissipated in a considered semiconductor device and on the efficiency of heat removal characterized
by thermal parameters. In typically used compact thermal models of semiconductor devices, at the
steady state, thermal resistance can be used for this purpose [14,15].

The thermal resistance between the p–n junction of a power LED and the ambient is used to
describe the total influence of all components included in the heat flow path, e.g., the package of the
device, the printed circuit board (PCB), and the heatsink, on the heat transfer efficiency [4,16]. Thus,
the manner of assembly of a power LED can influence its thermal properties and, consequently, electric
and optical properties of this device [17,18].

In our previous papers, [18–20], we investigated the dependences of the electric, optical, and
thermal parameters of power LEDs on cooling conditions. In particular, these papers show that the
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influence of cooling conditions on mentioned parameters could be noticeable, e.g., self-heating could
cause a high decrease in luminance of light emitted by these diodes.

Additionally, in references [21,22], it is shown that an increase in the semiconductor device
internal temperature causes a visible decrease of its lifetime. Besides, the parameters of mounting
process [17,23] and the area of soldering pads [14] also influence the device thermal. Manufacturers
of power LEDs are continuously improving the quality of packages for these devices, which are
characterized by lower and lower values of junction-to-case thermal resistance Rthj-c. The value of
this parameter depends, e.g., on physical and chemical processes used during the packaging of these
devices [23]. In the assembly of power LEDs, a soldering process is typically used. As previously
shown [17,24,25], the composition of the soldering alloy, the type of reflow oven, and the soldering
temperature profile in time can influence thermal resistance of a soldering joint between the case of a
power LED and the PCB.

Górecki et al in the paper [7] describe a problem of multipath heat transfer between the device
package and the ambient, whereas Górecki and Zarębski in the paper [14] the influence of selected
factors characterizing, e.g., the assembly process of the tested devices on its thermal resistance are
analyzed. In order to improve the efficiency of removal of heat generated in power LEDs, a special
terminal of these devices is used that makes it possible to conduct only heat between the junction
of this device and the PCB. Of course, in order to use such a terminal a special pad (thermal pad)
must be situated on the PCB. Górecki and Ptak in the paper [26] we showed the measurements results
illustrating the influence of the area of a thermal pad on thermal resistances of selected power LEDs.
In these investigations, we used a custom PCB designed by the authors. Górecki et al in the paper [18],
some results of measurements thermal parameters of power LEDs mounted on the MCPCB with
soldered and not soldered thermal pad are presented. These measurements were performed for the
tested devices operating with free convection cooling.

This paper, which is an extended version of our paper [27], illustrates the influence of the use of a
thermal pad on thermal, electric and optical properties of selected power LEDs assembled in different
types of packages and situated on typical metal core PCBs (MCPCBs) offered by manufacturers of
the tested LEDs. The measurement results presented in this paper were performed for power LEDs
situated on the cold plate. The temperature of this cold plate was regulated in a wide range of its value.
This paper consists of the following parts. First, the employed measurement method is introduced
in detail. Next, the tested devices are described. Finally, the obtained results of investigations are
presented and discussed.

2. Measurement Method

This Section describes the measurement method and the set-up used to obtain characteristics of
the tested diodes illustrating an influence of the operating conditions on electric, optical and thermal
properties of these devices. All the considered parameters are measured simultaneously with the use
of the set-up described below. A view of the considered set-up is shown in Figure 1a. This set-up
consists of a transient thermal tester, a water-cooling system with a cold plate, a light-tight chamber,
a luxmeter, and a radiometer. The interior of the light-tight chamber with the cold plate are shown
in Figure 1b [28]. The cold plate with a tested power LED is placed inside the light-tight chamber.
The thermocouple is used to measure the temperature of the cold plate. The block diagram showing
the main components of the measurement system is presented in Figure 2.

Tested devices are heated by the transient thermal tester, which is also used to record their
dynamic temperature responses, i.e., the variations of the voltage drop across LED junctions in time.
When isothermal characteristics are measured, the tested devices, soldered to an MCPCB, are placed
on a cold plate. The temperature of the cold plate is stabilized at a preset temperature value by
a thermostat forcing liquid flow through the plate. Taking into account that, in the case of power
devices, the temperature regulation time might be unacceptably long, the control system response
might be accelerated, as demonstrated in [29], owing to the use of Peltier thermoelectric modules
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inserted between the plate and the PCB. However, if non-isothermal measurements are to be taken in
the natural convection cooling conditions, the MCPCB is placed horizontally in thermally insulating
clamps. For optical measurements, devices on the cold plate or in the clamp are placed inside the
light-tight box and the flux density of emitted light is measured by a radiometer. The operation of the
entire measurement system is controlled by a PC where all measurement data are stored.

  
(a) (b) 

Figure 1. (a) View of the measurement equipment; (b) the interior of the light-tight chamber with the
cold plate and a power LED [29].

Figure 2. Block diagram of the measurement set-up.

Thermal resistance was measured with the commercial T3Ster ® equipment manufactured by the
MicReD division of Mentor Graphics (Budapest, Hungary) [30]. This equipment is now the industrial
standard for device thermal characterization [15] and it realizes the classical pulse measurement
method described e.g. in the papers [9]. In this method the tested device is excited by rectangular
current pulses. The frequency of this signal is very low, and the duty cycle is close to 1. The user can
select the values of low measurement current IL and high heating current IH. The voltage drop values
of tested diodes are measured at the low (VL) and high (VH) forward current values.

The device under test was placed on the cold plate, whose temperature value was stabilized by a
thermostat. The system for water forced cooling of electronic devices is described in the paper [31].
In order to assure higher thermal conductance, some silicon thermal paste was applied between the
cold plate surface and the metal core printed circuit board (MCPCB) on which the tested diodes were
mounted. The cold plate temperature Ta was regulated during the experiment over the range from
10 ◦C to 90 ◦C.

The measurement equipment is dedicated to thermal parameters of typical semiconductor devices,
e.g., p–n diodes, but it does not include instruments making it possible to measure optical parameters
of power LEDs. Therefore, it is possible to measure with this system only electric thermal resistance
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defined in the JEDEC standard [15]. When only electric thermal resistance is measured, the influence
of optical power on the results of measurements is neglected.

In order to measure thermal resistance of the considered type of power LEDs, the measurement
equipment shown in Figure 1 was used. The thermal resistance Rth is measured using the
following formula:

Rth =
VLE −VLB

αT ·
(
VH · IH − Popt

) (1)

where αT denotes the slope of the thermometric characteristic VL(T) describing the dependence of the
diode forward voltage VL on temperature at the forward current equal to IM; VLB and VLE denote the
values of the diode forward voltage measured at the current IM when measurements, respectively, start
and end; IH and VH denote forward current and forward voltage of the tested diodes during heating
process at the steady state, whereas Popt is the optical power emitted by tested device.

The measurements of the surface optical power density were performed using the HD2302
radiometer [32] manufactured by Delta Ohm (Caselle di Selvazzano, Italy). The probe of the radiometer
was situated at the distance of 17 cm directly above the light source. The optical power emitted by the
investigated diodes was measured using the method presented in [18,33]. This method is based on the
measurements of surface density of power of the emitted light by means of the radiometer, the data
provided by the diode manufacturer, and the application of some classic geometrical dependencies.

The junction temperature values of the tested diodes at the steady state were measured using
the standard pulse electric method [34]. Measurements were performed for different values of LED
forward current over a wide range of values of cold plate temperature. The values of diode current ID
and voltage VD as well as their junction temperature Tj and the surface power density of the emitted
radiation Φe were registered simultaneously.

The electric current-voltage characteristics of the tested LEDs measured at the thermal steady
state. The measurements were carried out by measuring thermal resistance. The coordinates of points
lying on these characteristics are (VH, IH).

3. Tested Devices

The electric, thermal and optical parameters were measured for two types of power LEDs
manufactured by the Cree, Inc. (Durham (North Carolina), USA); XPLAWT-00-0000-000BV50E3
(further on called XPLAWT) and MCE4WT-A2-0000-JE5 (further on called MCE). The values of selected
parameters characterising the properties of tested devices are provided in Table 1.

Table 1. The values of the operating parameters of the tested LEDs.

Diode IDmax [A] PD [W] VF [V] Tjmax [◦C] Viewing Angle [◦] Rth j-s [K/W]  V [lm]

XPLAWT 3 10 2.95@1.05A 150 125 2.2 460@1.05A
MCE 0.7 2.8 3.2@0.35A 150 110 3 100@0.35A

For the diode XPLAWT, the nominal dissipated power of these LEDs amounts to 10 W, the
maximum forward current is equal to 3 A, and the luminous flux at the current of 1050 mA is
460 lm [35]. In turn, for the MCE diode the nominal dissipated power amounts to 2.8 W, the maximum
forward current is equal to 0.7 A, and the luminous flux at the current of 350 mA is 100 lm [36].
The typical thermal resistance between the junction and the soldering point Rthj-s provided in the
datasheets is equal for the considered LEDs to 2.2 K/W and 3 K/W, respectively. The MCE diode contains
four independently operating structures, but in our investigations only one of them is powered.

The measurements were taken for the diodes XPLAWT situated on the MCPCBs presented in
Figure 3a. These boards have dimensions of 25 mm x 25 mm and the thickness of 2 mm. The package
of one diode was soldered to the thermal pad, also shown in the figure, whereas the other one did not
use the thermal pad.
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(a) (b) 

Figure 3. (a) View of the metal core printed circuit board (MCPCB) with the XPLAWT LED and the
view of this LED electrode layout for this LED; (b) view of the MCE LED soldered to the MCPCB and
the layout of this MCPCB.

On the other hand, the MCE diode is a compound device containing four LED structures, which
can be powered independently. In the current investigations only one structure was used. The view
of the MCE diode and the layout of the PCB used to assemble this diode are shown in Figure 3b.
The dimensions of the MCPCB are 35 mm x 35 mm, and its thickness is equal to 2 mm. The thickness
of the dielectric layer is 60 μm. Comparing the MCPCBs used for the assembly of both tested power
LEDs, one can observe that their surface areas differ by almost two times. Besides, the shape and the
dimensions of thermal pads are also visibly different.

4. Results

Using the measurement method described in Section 2, selected characteristics illustrating electric,
optical, and thermal properties of the tested diodes were obtained for these devices operating with
soldered thermal pads and non-soldered thermal pads. The electric properties of the considered
devices are described by the non-isothermal current-voltage characteristics. The thermal properties are
illustrated by the dependencies of thermal resistance on the diode forward current. Finally, the optical
properties of these power LEDs are characterized by dependencies of optical power and luminance on
the forward current. Moreover, radiant efficiency of the tested power LEDs was calculated. Selected
results of these investigations are shown in Figures 4–13. In these figures, the solid lines denote the
measurement results obtained for the diodes with the thermal pad soldered, and the dashed ones - for
the diodes operating without the thermal pad soldered.

Figure 4 presents the non-isothermal current voltage characteristics of the XPLAWT diodes
obtained at selected values of temperature of the cold plate Ta, which is equal to temperature of the
MCPCB. As it is visible in the figure, an increase in temperature Ta shifts the characteristics to the
left. This effect is observed as a result of self-heating, which is more visible for the diode operating
without the thermal pad. In this case the increase in the diode internal temperature over the cold
plate temperature is higher. For both manners of assembly, the differences in the junction temperature
and the forward voltage drop increase with current. On the other hand, an increase in junction
temperature at a constant value of forward voltage causes approximately exponential increase of the
forward current.
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Figure 4. Measured DC I-V characteristics of the XPLAWT diodes at selected values of cold
plate temperature.

In Figure 4 it is shown that differences in the forward voltage of the diode XPLAWT due to
the variation of the device junction temperature Tj between diodes operating with a thermal pad
and without it are equal even to 150 mV at the current of 2 A. In turn, the differences in values of
junction temperature at the same value of current exceed even 60 ◦C. The maximum value of junction
temperature of the diode operating without a thermal pad is equal to even 145 ◦C at Ta = 90 ◦C and
ID = 2 A. The temperature coefficient of forward voltage changes with the value of forward current
and temperature Ta. At the forward current equal to 2 A and temperature Ta = 10 ◦C, this coefficient is
equal to −2.5 mV/K.

Figure 5 presents for different forward current values the measured diode voltage change ΔVD
in response to the variation of the cold plate temperature from 90 ◦C to 10 ◦C (ΔTa = −80 ◦C) in the
case of MCE diodes operating with the thermal pad and without it. The value of ΔVD was obtained
as the difference of values of forward voltage of the tested LEDs measured at the same value of their
forward current and at both above mentioned values of cold pate temperature. As observed, the value
of ΔVD is an increasing function of current ID. Due to the self-heating phenomenon, the value of the
considered voltage change is higher for the diode operating without the thermal pad. The observed
differences between values of ΔVD obtained for both considered mounting methods attain even 60 mV
at the current equal to 0.7 A.

ΔV
D

ID

ΔTa

Figure 5. Measured MCE diode forward voltage change ΔVD in response to the cold plate variation by
80 ◦C in function of the diode forward current.

Figure 6 illustrates the dependence of the forward voltage of the MCE diode on temperature Ta at
two different forward current values. As observed, an increase in temperature of the cold plate causes
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a decrease in the diode forward voltage. The observed dependence VD(Ta) is non-linear. The values
of VD voltage obtained for the diode operating with the thermal pad are lower than for the diode
operating without the pad, but the differences between these values decrease with the increase of
temperature Ta and with the decrease in forward current ID.

V D

Ta

ID

ID

Figure 6. Measured dependences of the forward voltage of MCE diodes on the cold plate temperature
for different forward current values.

Figure 7 illustrates for different cold plate temperature values the influence of the forward current
on the junction temperature of the MCE diodes operating in both types of mounting manner considered
here. Obviously, an increase in forward current and the cold plate temperature causes an increase
in the junction temperature. It is worth observing that the diode operating with the thermal path
has even a 25 ◦C lower value of junction temperature Tj than the diode of the same type operating
without the thermal pad. The influence of the thermal pad on the junction temperature is the most
visible for the lowest value of temperature Ta. It can be also observed that an increase in the value
of forward current causes a decrease of the difference between values of temperature Tj obtained at
different values of temperature Ta. It is a result of a decreasing thermal resistance value of the tested
diodes with an increase in the cold plate temperature.

T j

ID

Ta

Ta

Ta

Figure 7. Measured dependences of the junction temperature of the MCE diodes on forward current
for different values of the cold plate temperature.

The influence of device mounting manner of the considered diodes on their thermal resistance
is illustrated in Figures 8 and 9. In Figure 8, the measured dependences of thermal resistance
of the XPLAWT (Figure 8a) and MCE (Figure 8b) diodes on their forward current are shown.
The measurements were performed at different values of cold plate temperature. It can be easily
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noticed that owing to the use of the thermal pad the diode thermal resistance of XPLAWT diode is
effectively reduced. Differences in the value of this parameter exceed even 40% for the low value of
forward current (100 mA). At higher values of current these differences decrease. For the current equal
to 2 A, the value of thermal resistance decreases by less than 30%. For the LED operating without the
thermal pad, this decrease is smaller, and it does not exceed 25%.

 
(a) (b) 

R
th

ID

Ta

Ta

R
th

ID

Ta
Ta

Figure 8. Measured dependences of thermal resistance on forward current for different cold plate
temperature values for: (a) the XPLAWT; (b) MCE diode.

In practice, the results shown in Figure 8a mean that for the forward current equal to 2 A an excess
of the device internal temperature above the ambient temperature is equal to about 90 ◦C for the LED
with the thermal pad and above 130 ◦C for the LED without the thermal pad, thus demonstrating its
importance for the thermal performance of the device. It is also worth noticing that there are no visible
differences between the results of measurements obtained for different cold plate temperature values.
This proves that in the considered case the value of thermal resistance results mainly from efficiency
of heat conduction between the diode junction and the cold plate. The influence of convection and
radiation on the thermal resistance value Rth is negligibly small. The rate of heat removal through the
cold plate is very high, and it does not depend on the velocity of cooling liquid.

It is visible in Figure 8b that for the MCE diode a strong influence of the cold plate temperature
on thermal resistance is observed. In the considered range of temperature variations, the thermal
resistance can change by over 30%, and for higher Ta values, thermal resistance Rth is reduced. For the
considered diode operating with the thermal pad, an increasing function describes the dependence
Rth(ID) for low values of current ID. The influence of this current ID is very weak for the diode operating
with the thermal pad, whereas it is very strong for the diode operating without the thermal pad.

Figure 9 presents the dependence of thermal resistance of the MCE diode on the the cold plate
temperature. Looking at Figure 9, it is visible that there exists a certain minimum of the thermal
resistance Rth at the cold plate temperature value Ta equal to about 50 ◦C. It is also easy to observe that
for the diode operating without the thermal pad the changes in thermal resistance are much bigger
than for the diode operating with the pad.

The last part of the presented experimental results illustrates the influence of the thermal pad on
the optical parameters of tested power LEDs. The measured surface power density of light emitted by
the XPLAWT diode presented in Figure 10 is an increasing function of the diode forward current ID.
The increase of the cold plate temperature reduces the emitted light power. Moreover, it is also visible
that owing to the use of the thermal pad it is possible to obtain higher values of power density. These
differences become more apparent with the increased diode current and exceed even 10%.
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Figure 9. Measured dependences of thermal resistance of the MCE diode on the cold plate temperature
for different forward current values.
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Figure 10. Measured dependences of the surface power density of light emitted by the XPLAWT diode
on the LED forward current for different cold plate temperature values.

Figure 11 shows dependences of a change in the surface power density of the emitted light ΔΦe

on forward current for the MCE diode. This change was measured while changing temperature of
the cold plate over the range from 10 ◦C to 90 ◦C. This change is an increasing function on the diode
forward current, and at ID = 0.7 A, it attains even 0.7 W/m2. The changes in the value of Φe obtained
for both the considered kinds of mounting the tested power LEDs do not visibly differ between each
other, and they are comparable with the measurement error.

Φ
ΔΦ

e

ID

ΔTC

Figure 11. Measured dependences of the surface power density change ΔΦe of the diodes MCE on
forward current.
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In turn, Figure 12 illustrates the dependence of the surface power density of the emitted light on
temperature of the cold plate at selected values of forward current. The considered dependence Φe(Ta)
is a decreasing function. The slope of this dependences is much higher for the higher of the considered
values of the diode forward current. This slope is equal to even −0.225 %/K for ID = 0.7 A, whereas for
ID = 0.1 A, this slope is practically equal to zero.

Φ
e

Ta

ID

ID

η

Figure 12. Measured dependences of the surface power density Φe of the diodes MCE on temperature
of the cold plate.

The computed dependences of the efficiency ηopt of the conversion of electrical energy into light
in the tested LEDs is shown in Figure 13a for the diode XPLAWT and in Figure 13b for the diode MCE.
This efficiency is equal to the quotient of the optical power Popt and the product of the diode current ID,
and the diode forward voltage drop across its junction VD. The computed efficiency ηopt, in all cases
has a distinct maximum. This maximum is observed at the current equal to about 30 mA for the diode
without the thermal pad and around 100 mA for the diode with the thermal pad. Interestingly enough,
at lower current values, a higher efficiency of conversion is observed for the diode without the thermal
pad. However, within this range of currents, the power of the emitted radiation is relatively small, and
junction temperature of the diode is nearly to the cold plate temperature.

 
(a) (b) 
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Figure 13. Measured dependences of radiant efficiency on the forward current for different cold plate
temperature values for: (a) the XPLAWT; (b) MCE diodes.

Within the range of forward current values typical for the investigated diodes, the use of the
thermal pad makes it possible to achieve higher efficiency ηopt and a higher power value of the
emitted radiation. The change of the cold plate temperature does not influence in an essential way the
relationship between the efficiency values computed for both manners of the diode mounting, since
an increase of the cold plate temperature by 80 ◦C causes the decrease of efficiency by only several
percent. It is interesting that the relationship between the characteristics obtained for the MCE diodes
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operating in different mounting conditions and the cold plate temperature are much different for the
XPLAWT diode. Additionally, for the diode with the soldered thermal pad important differences in
values of the efficiency ηopt obtained for different Ta values are noticeable. These differences exceed
even 7%. For both diodes the maximum value of the efficiency is observed at the ID current in the
range from 20 to 50 mA.

In order to compare the influence of thermal pad on properties of the considered power LEDs,
some values of parameters of these diodes are collected in Table 2.

Table 2. The values of selected electric, optical and thermal parameters of the tested power LEDs
operating with soldered (WTP) or not soldered (NTP) thermal pads.

Diode Thermal Pad ΔVD@ID Rth@ID ΔTj@ID ΔΦe@ID

XPLAWT
NTP 0.159 V@2 A 20.5 K/W@2 A 58.4 K@2 A 3.25 W/m2@2 A
WTP 0.182 V@2 A 12.3 K/W@2 A 34.2 K@2 A 3.09 W/m2@2 A

MCE
NTP 0.312 V@0.7 A 20.4 K/W@1 A 37.2 K@0.7 A 0.72 W/m2@0.7 A
WTP 0.251 V@0.7 A 10 K/W@1 A 27.5 K@0.7 A 0.75 W/m2@0.7 A

The change in forward voltage ΔVD at maximal value of forward current considered here and
the change of the cold plate temperature from 10 ◦C to 90 ◦C has much smaller values for the diode
XPLAWT, but the highest value of ΔVD voltage is observed for the MCE diode without soldered
thermal pads. The value of thermal resistance Rth measured for the above mentioned values of forward
current ID is much smaller for the tested devices with soldered thermal pad. Differences in values of
this parameter exceed even 50% for MCE diode. Consequently, an excess in junction temperature ΔTj
of the tested diode at selected value of current ID caused by self-heating phenomenon is much higher
for the diode operating without thermal pad.

Finally, the change in surface power density ΔΦe at selected value of the current ID at changing
temperature of the cold plate by 80 ◦C is not big and it does not exceed 5% for both the diodes.
Analyzing presented results of measurements, it can be stated that the use of thermal pads makes it
possible to reduce visibly the values of thermal resistance and junction temperature of the considered
devices, but changes in values of optical and electric parameters are not significant. Consistent with
the classic theory of reliability of semiconductor devices [21] and obtained results of measurements,
the lifetime of the power LEDs operating with soldered thermal pad can be three times longer than for
the same devices operating without the thermal pad.

5. Conclusions

This paper presented the results of measurements illustrating the influence of the thermal pad on
electric, thermal and optical parameters of selected power LEDs. As demonstrated, these parameters
influence one another. For example, an increase in thermal resistance causes a decrease in electrical
power consumed by the considered diodes. In turn, an increase in junction temperature causes a
decrease in the density of emitted light flux.

Based on these results, it is clearly visible that the thermal pad considerably reduces thermal
resistance of the considered diodes. This reduction is more visible for the diode situated on the larger
MCPCBs. For the MCE diode, its thermal resistance is a decreasing function of forward current and
cold plate temperature. It was demonstrated that due to differences in the thermal resistance of power
LEDs mounted in a different manner, the differences in the junction temperature of these diodes at the
same value of forward current can attain even 30 ◦C. Owing to the more effective cooling of the LED
mounted with the thermal pad soldered, it is possible to attain higher power values of the emitted light.
This power could be even by 10% higher than for the XPLAWT diode operating without the thermal
pad. The observed difference in the power value is an increasing function of the forward current.

Furthermore, it was shown that using the thermal pad results in the increase in the value of the
efficiency of the electrical energy conversion into light, especially for higher values of the diode forward
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current. It was also shown that the increased temperature over the ambient causes the decrease of
the conversion efficiency. It is worth pointing out that the efficiency of the tested XPLAWT diodes for
low values of forward current exceeded even 80%. Moreover, it is worth noticing that an increase in
temperature of the cold plate causes a visible decrease in the diode forward voltage and in the power
density of the emitted light. This decrease is the most visible for high forward current values.

The results of performed investigations could be useful for designers of solid-state light sources or
substrates dedicated for their applications. Taking into account presented results it might be possible
to significantly improve the efficiency and lifetime of the power LEDs used in light sources.
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